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# 1 Introduction 

Alexander K. Hartmann and Heiko Rieger

Optimization problems occur very frequently in physics. Some of them are easy to handle with conventional methods also used in other areas such as economy or operations research. But as soon as a huge number of degrees of freedom are involved, as is typically the case in statistical physics, condensed matter, astrophysics and biophysics, conventional methods fail to find the optimum in a reasonable time and new methods have to be invented. This book contains a representative collection of new optimization algorithms that have been devised by physicists from various fields, sometimes based on methods developed by computer scientists and mathematicians. However, it is not a mere collection of algorithms but tries to demonstrates their scope and efficiency by describing typical situations in physics where they are useful.

The individual articles of this collections are self-contained and should be understandable for scientists routinely using numerical tools. A more basic and pedagogical introduction into optimization algorithms is our book on Optimization Algorithms in Physics, which can serve as an appendix for the newcomer to this field of computational physics or for undergraduate students. The reason why we found it necessary to compose another book in this field with a greater focus is the fact that the application of optimization methods is one of the strongest growing fields in physics. The main reasons for these current developments are the following key factors:

First of all great progress has been made in the development of new combinatorial optimization methods in computer science. Using these sophisticated approaches, much larger system sizes of the corresponding physical systems can be treated. For many models the systems sizes which were accessible before, were too small to obtain reliable and significant data. However, this is now possible. In this way computer science has helped physics.

But knowledge transfer also works the other way round. Physics provides still new insights and methods of treating optimization problems, such as the earlier invention of the simulated annealing technique. Recent algorithmic developments in physics are, e.g., the extremal optimization method or the hysteric optimization approach, both covered in this book.

Moreover, phase transitions were recently found in "classical" optimization problems within theoretical computer science, during the study of suitably parameterized ensembles. These phase transitions very often coincide with peaks of the running time or with changes of the typical-case complexity from polynomial to exponential. As well as the gain from taking the physical viewpoint, by mapping the optimization problems to physical systems and applying methods from statistical physics, it is possible to obtain many results, which have not been found with traditional mathematical techniques. This is true also for the analysis of the typical-case complexity of (random) algorithms.

[^0]Finally: All benefit from the increasing power of computers. Despite all predictions, the speed of the hardware still seems to grow exponentially fast, making the application of optimizations methods more and more valuable.

Thus the aim of this book is to promote progress in the fields given above. Physicists will become familiar with the huge progress still taking place in the development of algorithmic techniques. On the other hand, the new developments of physically inspired algorithms can be very useful in computer science as well. In particular the application of physical methods in the field of phase transitions seems to be a very promising field for the next decade.

Currently, the interactions between different communities, namely mathematics, computer science, biology, economy and physics are still too weak. Only by gathering researchers from these different groups and trying to find a common language, can real progress be achieved. All problems, algorithms and results are presented here in a pedagogical way, which makes the information available to a broad audience. This is the main purpose of this collection of papers.

The book contains three main parts. In the first part, we focus on applications of optimization algorithms to problems from physics. The standard way of solving computational problems in statistical physics is to use a Monte Carlo simulation. In his contribution, Werner Krauth shows that by using modern cluster algorithms, many previously inaccessible models can be treated at low temperatures (obtaining low, i.e., minimum energies) or respectively, high densities. He studies as examples the phase separation in binary mixtures and the application of the algorithm to monomer-dimer models. Next, Olivier Martin surveys algorithms for Ising spin-glass ground-state calculations and he explains one new Monte Carlo algorithm in detail. It is a cluster method based on the real-space renormalization group.

Monte Carlo methods, like those shown in the first two contributions, are very efficient and have a wide range of applicability, but they do not guarantee to find a global optimum solution. In contrast, the Branch-and-Cut approach is an exact algorithm. It is presented by Frauke Liers, Michael Jünger, Gerhard Reinelt and Giovanni Rinaldi. They explain the method for an application to the max-cut problem, which is used here for the ground-state calculation of three-dimensional Ising spin glasses.

Another important class of problems in statistical physics is the random-field Ising model. Alan Middleton explains how one can calculate ground states using push/relabel algorithms in polynomial time, how these algorithms perform near phase transitions and how one can use it to characterize the ground-state landscape of the random-field model. In the last chapter of the first part, Jean-Christian Anglès d'Auriac describes a new method for calculating the partition function and other thermodynamic quantities of the infinite-state Potts model with random bonds using a combinatorial optimization algorithm. The latter is based on the concept of submodular functions, which might also prove useful in a number of other applications in the near future.

The second part is dedicated to the study of phase transitions in combinatorial optimization problems. First, Martin Weigt introduces the Satisfiability Problem (SAT), the most fundamental problem in computational complexity theory. He then shows how one can generate large SAT formulas which have a solution but where the solution is hard to find for local algorithms like Walksat. This behavior can be understood by solving the corresponding physical problem analytically by using techniques from statistical mechanics. Simona Cocco, Liat Ein-Dor and Remi Monasson show how one can calculate the typical running time of exact
backtracking algorithms for SAT and for the coloring problem. The basic idea is to investigate the dynamics of the algorithm moving in the phase diagram of the problem. Finally, Riccardo Zecchina presents the currently fastest Algorithm for SAT, the Survey Propagation algorithm, which allows to solve SAT instances near the SAT-UNSAT phase transition of systems having $10^{6}$ variables. The method is based on the cavity approach, an analytical technique used to study mean-field-like disordered systems in statistical physics. Nevertheless, his presentation is solely based on probability theory, making it also very accessible to non-physicists.

The third part of this book is on new heuristics and interdisciplinary applications. Károly Pál presents an optimization method which is inspired by a physical technique, the measurement of hysteresis in a magnetic system. The basic idea is to demagnetize a system by performing hysteresis loops with continuously decreasing magnitude. He presents the algorithm in a very general style, which in principle allows arbitrary applications. As examples, results for spin glasses and the traveling salesman problem are shown. Stefan Boettcher explains another very general algorithm, the extremal optimization algorithm. Its basic idea is very simple and similar to genetic algorithms. The latter ones usually have many free parameters, which must be tuned to obtain an efficient algorithm. Extremal optimization has the advantage that it is, in the simplest variant, absolutely parameter free. Another major difference in comparison with genetic algorithms is that fitness values are not assigned to different configurations but to different particles of one configuration. Application to graph coloring, spin glasses and image matching are given.

The last two contributions contain applications from Molecular Biology. After providing some biological background, Alexander Hartmann explains alignment algorithms, which are used to compare biological sequences by applying a shortest-path algorithm. As an application, a method to obtain the rare-event tail of the statistics of protein alignments is presented. Finally, Ulrich Hansmann reviews methods used to solve protein-folding problems via energy minimization and in particular explains energy-landscape paving. The basic idea is that one initially modifies the energy landscape such that the global minimum is easier to find. During the simulation, the energy landscape gradually approaches the ordinal one. Furthermore, the algorithm tries to avoid previously visited regions, if the energy is not low enough. Various results for the influence of the temperature on helix formation are also shown.

Compiling this book would not have been possible without the help of many people and various institutions. First of all, we would like to thank all authors for preparing their valuable contributions and also for their helpful cooperation. Furthermore, we are particularly indebted to Vera Palmer, Uwe Krieg, and Cornelia Wanka from Wiley-VCH for the excellent collaboration. Financial support was provided by the VolkswagenStiftung within the Program "Nachwuchsgruppen an Universitäten", by the Deutsche Forschungsgemeinschaft (DFG), by the International Conference and Research Center for Computer Science Schloss Dagstuhl and by the Institute for Scientific Interchange (ISI) Foundation in Turin. The European Community supported this book financially via the Human Potential Program under contract number HPRN-CT-2002-00307 (DYGLAGEMEM), via the High-Level Scientific Conferences (HLSC) program, and via the Complex Systems Network of Excellence "Exystence". This book was prepared in connection with the Dagstuhl Seminar No. 03381 "New Optimization Algorithms in Physics".

## Part I: Applications in Physics

## 2 Cluster Monte Carlo Algorithms

Werner Krauth

In recent years, a better understanding of the Monte Carlo method has provided us with many new techniques in different areas of statistical physics. Of particular interest are the so called cluster methods, which exploit the considerable algorithmic freedom given by the detailed balance condition. Cluster algorithms appear, among other systems, in classical spin models, such as the Ising model [14], in lattice quantum models (bosons, quantum spins and related systems) [5] and in hard spheres and other "entropic" systems for which the configurational energy is either zero or infinite [4].

In this chapter, we discuss the basic idea of cluster algorithms with special emphasis on the pivot cluster method for hard spheres and related systems, for which several recent applications are presented. We provide less technical detail but more context than in the original papers. The best implementations of the pivot cluster algorithm, the "pocket" algorithm [10], can be programmed in a few lines. We start with a short exposition of the detailed balance condition, and of "a priori" probabilities, which are needed to understand how optimized Monte Carlo algorithms may be developed. A more detailed discussion of these subjects will appear in a forthcoming book [9].

### 2.1 Detailed Balance and a priori Probabilities

In contrast with the combinatorial optimization methods discussed elsewhere in this book, the Monte Carlo approach does not construct a well-defined state of the system - minimizing the energy, or maximizing flow, etc - but attempts to generate a number of statistically independent representative configurations $a$, with probability $\pi(a)$. In classical equilibrium statistical physics, $\pi(a)$ is given by the Boltzmann distribution, whereas, in quantum statistics, the weight is the diagonal many-body density matrix.

In order to generate these configurations with the appropriate weight (and optimal speed), the Monte Carlo algorithm moves (in one iteration) from configuration $a$ to configuration $b$ with probability $P(a \rightarrow b)$. This transition probability is chosen to satisfy the fundamental condition of detailed balance

$$
\begin{equation*}
\pi(a) P(a \rightarrow b)=\pi(b) P(b \rightarrow a) \tag{2.1}
\end{equation*}
$$

which is implemented using the Metropolis algorithm

$$
\begin{equation*}
P(a \rightarrow b)=\min \left(1, \frac{\pi(b)}{\pi(a)}\right) \tag{2.2}
\end{equation*}
$$

or one of its variants.

For the prototypical Ising model, the stationary probability distribution (the statistical weight) of a configuration is the Boltzmann distribution with an energy given by

$$
\begin{equation*}
E=-J \sum_{\langle i, j\rangle} S_{i} S_{j} \quad L>0 \tag{2.3}
\end{equation*}
$$

as used and modified in many other places in this book. A common move consists of a spin flip on a particular site $i$, transforming configuration $a$ into another configuration $b$. This is shown in Figure 2.1 (left). In a hard sphere gas, also shown in Figure 2.1 (right), one typically displaces a single particle $i$ from x to $\mathrm{x}+\delta$. There is a slight difference between these two simple algorithms: by flipping the same spin twice, one goes back to the initial configuration: a spin flip is its own inverse. In contrast, in the case of the hard-sphere system, displacing a particle twice by the same vector $\delta$ does not usually bring one back to the original configuration.


Figure 2.1: Two examples of local Monte Carlo algorithms: the two-dimensional Ising model with single-spin flip dynamics (left) and two-dimensional hard disks with a single-particle move (right).

An essential concept is the one of an a priori probability: it accounts for the fact that the probability $P(a \rightarrow b)$ is a composite object, constructed from the probability of considering the move from $a$ to $b$, and the probability of accepting it.

$$
P(a \rightarrow b)=\underbrace{\mathcal{A}(a \rightarrow b)}_{\text {consider } a \rightarrow b} \times \underbrace{\tilde{P}(a \rightarrow b)}_{\text {accept } a \rightarrow b}
$$

In usual Monte Carlo terminology, if $a \rightarrow b$ is rejected (after having been considered), then the "move" $a \rightarrow a$ is chosen instead and the system remains where it is.

With these definitions, the detailed balance condition Eq. (2.1) can be written as

$$
\frac{\tilde{P}(a \rightarrow b)}{\tilde{P}(b \rightarrow a)}=\frac{\pi(b)}{\mathcal{A}(a \rightarrow b)} \frac{\mathcal{A}(b \rightarrow a)}{\pi(a)}
$$

and implemented by a Metropolis algorithm generalized from Eq. (2.2):

$$
\begin{equation*}
\tilde{P}(a \rightarrow b)=\min \left\{1, \frac{\pi(b)}{\mathcal{A}(a \rightarrow b)} \frac{\mathcal{A}(b \rightarrow a)}{\pi(a)}\right\} \tag{2.4}
\end{equation*}
$$

It is very important to realize that the expression "a priori probability $\mathcal{A}(a \rightarrow b)$ " is synonymous to "Monte Carlo algorithm". A Monte Carlo algorithm $\mathcal{A}(a \rightarrow b)$ of our own conception must satisfy three conditions:

1. It must lead the state of the system from a configuration $a$ to a configuration $b$, in such a way that, eventually, all configurations in phase space can be reached (ergodicity).
2. It must allow to compute the ratio $\pi(a) / \pi(b)$. This is trivially satisfied, at least for classical systems, as the statistical weight is simply a function of the energy.
3. It must allow, for any possible transition $a \rightarrow b$, to compute both the probabilities $\mathcal{A}(a \rightarrow$ $b)$ and $\mathcal{A}(b \rightarrow a)$. Again, it is the ratio of probabilities which is important.

A trivial application of a priori probabilities for hard spheres is given in Figure 2.2. (Suppose that the points $a$ and $b$ are embedded in a large two-dimensional plane.) On the left side of the figure, we see one of the standard choices for the trial moves $\mathrm{x} \rightarrow \mathrm{x}+\delta$ of a particle in Figure 2.1: The vector $\delta$ is uniformly sampled from a square centered around the current position. If, however, we decide for some obscure reason to sample $\delta$ from a triangle, we realize that in cases such as the one shown in Figure 2.2 (right), the a priori probability for the return move vanishes. It is easy to see from Eq. (2.4) that, in this case, both $P(a \rightarrow b)$ and $P(b \rightarrow a)$ are zero.


Figure 2.2: A priori probabilities for the hard-sphere system. Left: "square" $-\mathcal{A}(a \rightarrow b)$ is constant within the square boundary, and zero outside. By construction, $\mathcal{A}(a \rightarrow b)=\mathcal{A}(b \rightarrow$ $a)$. Right: "triangle" - for the analogous (if hypothetical) case of a triangle, there are pairs $a, b$, where $\mathcal{A}(a \rightarrow b)$ is finite, but $\mathcal{A}(b \rightarrow a)=0$. Both rates $P(a \rightarrow b)$ and $P(b \rightarrow a)$ vanish.

Notwithstanding its simplicity, the triangle "algorithm" illustrates that any Monte Carlo method $\mathcal{A}(a \rightarrow b)$ can be made to comply with detailed balance, if we feed it through Eq. (2.4). The usefulness of the algorithm is uniquely determined by the speed with which it moves through configuration space, and is highest if no rejections at all appear. It is to be noted, however, that, even if $\tilde{P}(a \rightarrow b)$ is always 1 (no rejections), the simulation can remain rather difficult. This happens, for example, in the two-dimensional $X Y$-model and in several examples treated below.

Local algorithms are satisfactory for many problems but fail whenever the typical differences between relevant configurations are much larger than the change that can be achieved by one iteration of the Monte Carlo algorithm. In the Ising model at the critical point, for example, the distribution of magnetizations is wide, but the local Monte Carlo algorithm implements a change of magnetization of only $\pm 2$. This mismatch lies at the core of critical slowing down in experimental systems and on the computer.

In liquids, modeled e.g. by the hard-sphere system, another well-known limiting factor is that density fluctuations can relax only through local diffusion. This process generates slow hydrodynamic modes, if the overall diffusion constants are small.

Besides these slow dense systems, there is also the class of highly constrained models, of which binary mixtures will be treated later. In these systems, the motion of some degrees of freedom naturally couple to many others. In a binary mixture, e. g., a big colloidal particle is surrounded by a large number of small particles, which are influenced by its motion. This is extremely difficult to deal with in Monte Carlo simulations, where the local moves $\mathbf{x} \rightarrow \mathrm{x}+\boldsymbol{\delta}$ are essentially the unconstrained motion of an isolated particle.

### 2.2 The Wolff Cluster Algorithm for the Ising Model

The local spin-flip Monte Carlo algorithm not being satisfactory, it would be much better to move large parts of the system, so called clusters. This cannot be done by a blind flip of one or many spins (with $\mathcal{A}(a \rightarrow b)=\mathcal{A}(b \rightarrow a)$ ), which allows unit acceptance rate both for the move $a \rightarrow b$ and its reverse $b \rightarrow a$ only if the energies of both configurations are the same. One needs an algorithm whose a priori probabilities $\mathcal{A}(a \rightarrow b)$ and $\mathcal{A}(b \rightarrow a)$ soak up any differences in statistical weight $\pi(a)$ and $\pi(b)$.

This can be done by starting the construction of a cluster with a randomly sampled spin and by iteratively adding neighboring sites of the same magnetization with a probability $p$. To be precise, one should speak about "links": if site $i$ is in the cluster and a neighboring site $j$ is not, and if, furthermore, $S_{i}=S_{j}$, then one should add link $\langle i, j\rangle$ with probability $p$. A site is added to the cluster if it is connected by at least one link. In configuration $a$ of Figure 2.3, the cluster construction has stopped in the presence of 9 links "--" across the boundary. Each of these links could have been accepted with probability $p$, but has been rejected. This gives a term $(1-p)^{9}$ in the a priori probability. Flipping the cluster brings us to configuration $b$. The construction of the cluster for configuration $b$ would stop in the presence of 19 links "++" across the boundary (a priori probability $\propto(1-p)^{19}$ )).

This allows us to compute the a priori probabilities

$$
\begin{array}{rlrl}
\mathcal{A}(a \rightarrow b) & =\mathcal{A}_{\text {interior }} \times(1-p)^{9} & & \\
\mathcal{A}(b \rightarrow a) & =\mathcal{A}_{\text {interior }} \times(1-p)^{19} & \\
E_{a} & =E_{\text {interior }}+E_{\text {exterior }}-9 \times J+19 \times J & & \left(\pi_{a}=\exp \left[-\beta E_{a}\right]\right) \\
E_{b} & =E_{\text {interior }}+E_{\text {exterior }}-19 \times J+9 \times J & & \left(\pi_{b}=\exp \left[-\beta E_{b}\right]\right)
\end{array}
$$

In these equations, the "interior" refers to the part of the cluster which does not touch the boundary. By construction, the "interior" and "exterior" energies and a priori probabilities are the same for any pair of configurations $a$ and $b$ which are connected through a single cluster flip.

We thus dispose of all the information needed to evaluate the acceptance probability $\tilde{P}$ in Eq. (2.4), which we write more generally in terms of the number of "same" and of "different" links in the configuration $a$. These notions are interchanged for configuration $b$ (in Figure 2.3,


Figure 2.3: The Wolff cluster algorithm for the Ising model adds, with probability $p$, a link connecting a site outside the cluster to a site already in the cluster (thereby adding the site). In the configuration $a$, construction of the cluster (as shown) stopped with 9 links "--", corresponding to an a priori probability $\mathcal{A}(a \rightarrow b)=\mathcal{A}_{\text {interior }} \times(1-p)^{9}$. The return move stops with probability $\mathcal{A}(b \rightarrow a)=\mathcal{A}_{\text {interior }} \times(1-p)^{19}$, as there are 19 links " ++ " across the boundary in configuration $b$.
we have $n_{\text {same }}=9, n_{\text {diff }}=19$ ). With the energy scale $J$ set to 1 , we find

$$
\begin{align*}
\tilde{P}(a \rightarrow b) & =\min \left\{1, \frac{e^{\beta n_{\text {diff }}} e^{-\beta n_{\text {same }}}}{(1-p)^{n_{\text {same }}}} \frac{(1-p)^{n_{\text {diff }}}}{e^{-\beta n_{\text {diff }}} e^{\beta n_{\text {same }}}}\right\} \\
& =\min \left\{1,\left[\frac{e^{-2 \beta}}{1-p}\right]^{n_{\text {same }}}\left[\frac{1-p}{e^{-2 \beta}}\right]^{n_{\text {diff }}}\right\} \tag{2.5}
\end{align*}
$$

Once the cluster construction stops, we know the configuration $b$, may count $n_{\text {same }}$ and $n_{\text {diff }}$, and evaluate $\tilde{P}(a \rightarrow b)$. Of course, a lucky coincidence ${ }^{1}$ occurs for $p=1-\exp [-2 J \beta]$. This special choice yields a rejection-free algorithm whose acceptance probability is unity for all possible moves and is implemented in the celebrated Wolff cluster algorithm [14], the fastest currently known simulation method for the Ising model. The Wolff algorithm can be programmed in a few lines, by keeping a vector of cluster spins, and an active frontier, as shown below. The algorithm below presents a single iteration $a \rightarrow b$. The function ran $[0,1]$ denotes a uniformly distributed random number between 0 and 1 , and $p$ is set to the magic value $p=1-\exp [-2 J \beta]$. The implementation uses the fact that a cluster can grow only at its frontier (called the "old" frontier $\mathcal{F}_{\text {old }}$, and generating the new one $\mathcal{F}_{\text {new }}$ ). It goes without saying that for the magic value of $p$ we do not have to evaluate $\tilde{P}(a \rightarrow b)$ in Eq. (2.5), as it is always 1 . Any proposed move is accepted.

[^1]```
algorithm wolff-cluster
begin
    \(i:=\) random particle;
    \(\mathcal{C}:=\{i\} ;\)
    \(\mathcal{F}_{\text {old }}:=\{i\} ;\)
    while \(\mathcal{F}_{\text {old }} \neq\{ \}\) do
    begin
        \(\mathcal{F}_{\text {new }}:=\{ \} ;\)
        for \(\forall i \in \mathcal{F}_{\text {old }}\) do
        begin
            for \(\forall j\) neighbor of \(i\) with \(S_{i}=S_{j}, j \notin \mathcal{C}\) do
            begin
                if \(\operatorname{ran}[0,1]<p\) then
                begin
                    \(\mathcal{F}_{\text {new }}:=\mathcal{F}_{\text {new }} \cup\{j\} ;\)
                    \(\mathcal{C}:=\mathcal{C} \cup\{j\} ;\)
                    end
                end
        end
        \(\mathcal{F}_{\text {old }}:=\mathcal{F}_{\text {new }} ;\)
    end
    for \(\forall i \in \mathcal{C}\) do
    \(S_{i}:=-S_{i} ;\)
end
```


### 2.3 Cluster Algorithm for Hard Spheres and Related Systems

We want to further exploit the analogy between the spin model and the hard-sphere system. As the spin-cluster algorithm constructs a cluster of spins which flip together, one might think that a cluster algorithm for hard spheres should identify "blobs" of spheres that move together. Such a macroscopic ballistic motion would replace slow diffusion.

To see that this strategy cannot be successful, it suffices to look at the generalized detailed balance condition in the example shown in Figure 2.4: any reasonable algorithm $\mathcal{A}$ would have less trouble spotting the cluster of dark disks in configuration $a$ than in $b$. This means that $\mathcal{A}(a \rightarrow b) \gg \mathcal{A}(b \rightarrow a)$ and that the acceptance rate $\tilde{P}(a \rightarrow b)$ would be very small.

The imbalance between $\mathcal{A}(a \rightarrow b)$ and $\mathcal{A}(b \rightarrow a)$ can, however, be avoided if the two transition probabilities are protected by a symmetry principle: the transformation $T$ producing $b$ from $a$ must be the same as the one producing $a$ from $b$. Thus, $T$ should be its own inverse.

In Figure 2.5, this program is applied to a hard disk configuration using, as transformation $T$, a rotation by an angle $\pi$ around an arbitrarily sampled pivot (denoted by $\oplus$, for each iteration a new pivot is used). Notice that for a symmetric particle, the rotation by an angle $\pi$ is identical to the reflection around the pivot. It is useful to transform not just a single particle,


Figure 2.4: The dark disks are easier to identify as a cluster in configuration $a$ than in $b$, where they are fused into the background. This means that, for the configurations $a$ and $b$ shown in this figure, $\mathcal{A}(a \rightarrow b) \gg \mathcal{A}(b \rightarrow a)$ for any generic Monte Carlo algorithm. As $\pi(a)=\pi(b)$, the acceptance probability $\tilde{\mathcal{P}}(a \rightarrow b)$ in Eq. (2.4) will be extremely small. The problem can be avoided [4] if the transformation $a \rightarrow b$ is protected by a symmetry principle: it must be its own inverse.
but the whole original configuration $a$ yielding the "copy". By overlaying the original with its rotated copy, we may identify the invariant sub-ensembles (clusters) which transform independently under $T$. For example, in Figure 2.5, we may rotate the disks numbered 6,8 , and 9 , which form a cluster of overlapping disks in the ensemble of overlayed original and copy.

In Figure 2.5, there are the following three invariant clusters:

$$
\begin{equation*}
\{6,8,9\},\{2,3,4,7\},\{1,5\} \tag{2.6}
\end{equation*}
$$

The configuration $b$ in Figure 2.5 shows the final positions after rotation of the first of these clusters. By construction, $\mathcal{A}(a \rightarrow b)=\mathcal{A}(b \rightarrow a)$ and $\pi(a)=\pi(b)$. This perfect symmetry ensures that detailed balance is satisfied for the non-local move. Notice that moving the cluster $\{1,5\}$ is equivalent to exchanging the labels of the two particles and performing two local moves. Ergodicity of the algorithm follows from ergodicity of the local algorithm, as a local move $\mathrm{x} \rightarrow \mathrm{x}+\boldsymbol{\delta}$ can always be disguised as a cluster rotation around the pivot $\mathrm{x}+\boldsymbol{\delta} / 2$.

Figure 2.5 indicates the basic limitation of the pivot cluster approach: if the density of particles becomes too large, almost all particles will be in the same cluster, and flipping it will essentially rotate the whole system. Nevertheless, even though above the percolation threshold in the thermodynamic limit there exists a large cluster containing a finite fraction of all particles, the remaining particles are distributed among a distribution of small clusters. This means that finite clusters of various sizes will be produced. These may give rise to useful moves, for example in the case of dense polydisperse disks discussed below. Even small clusters provide non-diffusive mass transport if they contain an odd number of particles (cf. the example in Figure 2.5) or particles of different type.

It is also useful to discuss what will happen if the "copy" does not stem from a symmetry operation, for example, if the copy is obtained from the original through a simple translation with a vector $\delta$. In this case, there would still be clusters, but they no longer appear in pairs. It would still be possible to flip individual clusters, but not to conserve the number of particles


Figure 2.5: The pivot cluster algorithm performs a symmetry operation which is its own inverse. In this system of hard disks (with periodic boundary conditions), a rotation by an angle $\pi$ around an arbitrarily sampled pivot $(\oplus)$ is shown: $a$ is the original configuration, $b$ the rotated copy. The intermediate pictures show the superposed system of original and copy before and after the flip. The final configuration, $b$, is also shown. Notice that the transformation maps the simulation box (with periodic boundary conditions) onto itself. If this is not the case, the treatment of boundary conditions becomes more involved, and generates rejections.
on each plate. This setting can also have important applications, it is very closely related to Gibbs ensemble simulations and provides an optimal way of exchanging particles between two plates. The two plates would no longer describe the same system but would be part of a larger system of coupled plates.

```
algorithm pocket-cluster
begin
    \(\mathrm{r}_{\text {pivot }}:=\) random point in box;
    \(i:=\) random particle;
    \(\mathcal{P}:=\{i\} ;\)
    \(\mathcal{O}:=\{\) all particles \(\} \backslash\{i\} ;\)
    while \(\mathcal{P} \neq\{ \}\) do
    begin
        \(i:=\) any element of \(\mathcal{P} ;\)
        \(\mathcal{P}:=\mathcal{P} \backslash\{i\} ;\)
        \(\mathbf{r}(i):=\) reflection of \(\mathbf{r}(i)\) around \(\mathbf{r}_{\text {pivot }}\);
        for \(\forall j \in \mathcal{O}\) do
        if \(j \cap i\) then
        begin
            \(\mathcal{O}:=\mathcal{O} \backslash\{j\} ;\)
            \(\mathcal{P}:=\mathcal{P} \cup\{j\} ;\)
        end
    end
end
```

Having discussed the conceptual underpinnings of the pivot cluster algorithm, it is interesting to understand how it can be made into a working program. Figure 2.5 suggests that one should use a representation with two plates, and perform cluster analyses, very similar to what is done in the Wolff algorithm.

However, it is not necessary to work with two plates. The transformation can be done on the system itself and does not even have to consider a cluster at all. This ultimately simple solution is achieved in the "pocket" algorithm [10]: it merely keeps track of particles which eventually have to be moved in order to satisfy all the hard-core constraints. After sampling the pivot (or another symmetry operation), one chooses a first particle, which is put into the pocket. At each stage of the iteration, one particle is taken from the pocket, and the transformation is applied to it. At the particle's new position, the hard-core constraint will probably be violated for other particles. These have simply to be marked as "belonging to the pocket". One single "move" of the cluster algorithm consists of all the stages until the pocket is empty or, equivalently, of all the steps leading from frame $a$ to frame $e$ in Figure 2.6. The inherent symmetry guarantees that the process will end with an empty pocket, and detailed balance will again be satisfied as the output is the same as in the two-plate version.

In the printed algorithm, $\mathcal{P}$ stands for the "pocket", and $\mathcal{O}$ is the set of "other" particles that currently do not have to be moved to satisfy the hard-core constraints. The expression $j \cap i$ is "true" if the pair $i, j$ violates the hard-core constraint.


Figure 2.6: One iteration of the pocket algorithm ("pocket" $\equiv$ "dark disks"). Initially (frame $a$ ), a pivot is chosen and a starting disk (here disk 4) is put into the pocket. At each subsequent step, a disk is removed from the pocket and transformed with respect to the pivot. Any overlapping disks are added to the pocket. For example, in frame $b$, overlaps exist between disk 4 (which has just been moved) and disks 2 and 7 . Only one of these disks is transformed in frame $c$. The pocket algorithm is guaranteed to move from a valid hard-disk configuration to another one, and to respect detailed balance. It can be implemented in a few lines of code, as shown in the algorithm on page 15 .

### 2.4 Applications

### 2.4.1 Phase Separation in Binary Mixtures



Figure 2.7: Entropic interaction between two colloids (squares of edge length $d_{\text {large }}$ ) in a sea of small particles (of size $d_{\text {small }}$ ). Left: Small particles cannot penetrate into the slit between the large particles. The concentration difference leads to an effective entropic interaction between colloids, which is attractive at small separation. Right: At large distances between colloids, the effective interaction vanishes.

The depletion force - one of the basic interactions between colloidal particles - is of purely entropic origin. It is easily understood for a system of large and small squares (or cubes): In the left picture of Figure 2.7, the two large squares are very close together so that no small
particles can penetrate into the slit between the large ones. The finite concentration of small squares close to the large squares constitutes a concentration (pressure) difference between the outside and the inside, and generates an osmotic force which pulls the large squares together. The model of hard oriented squares (or cubes) serves as an "Ising model of binary liquids" [3], for which the force is very strong because of the large contact area between them. Besides this, the situation is qualitatively similar to the one for hard spheres.

For a long time, there was a dispute as to whether the depletion interaction (which is oscillatory - repulsive and attractive, starting with an attractive piece at small distances) was sufficiently strong to induce phase transitions. The situation has been cleared up recently due to experimental, analytical and numerical work.

We want to perform Monte Carlo simulation on this system [1,2]. But as one can see immediately, this is not simple: While the small squares may move with a local algorithm of Figure 2.1, the large particles suffer from a serious "pope in the crowd" effect: The large square is surrounded by so many small particles in its immediate neighborhood that any trial move will somewhere lead to the violation of the hard-core constraint, i.e., it will be rejected. A local Monte Carlo algorithm has vanishing acceptance rate for the motion of the large particles in the limit of $d_{\text {small }} / d_{\text {large }} \rightarrow 0$, expressing the increasing number of constraints in this limit.


Figure 2.8: Pocket algorithm applied to the binary mixture of squares. The first three stages, and the final configuration of one step are shown. Note that the squares which are fully covered by the moved large square can be transformed immediately, without passing through the pocket, as they will not induce further overlaps.

The pivot cluster method provides a straightforward solution to this problem. Randomly pick a square (large or small), and transform it by applying a symmetry operation of the whole system (rotation around a random pivot, reflection about a symmetry axis of the lattice). At each stage of the algorithm, pick an arbitrary particle from the pocket, transform it and add to the pocket any particles it may overlap with.

As can be seen in Figure 2.8, there is a nice simplification: particles which are completely covered by a "big" particle (as in the second frame of Figure 2.8) will never generate new constraint violations. These particles can be transformed directly, without passing through the pocket.

Using this algorithm, it has become possible to show directly that binary mixtures undergo a phase separation transition, where the large particles crystallize. The transition takes place at smaller and smaller densities as the size mismatch $d_{\text {large }} / d_{\text {small }}$ increases at, say, constant ratio of densities. At the same time, the percolation threshold of the combined two-plate system is sensitive only to the total density of particles.


Figure 2.9: The figure shows a transformation (reflection about a straight line) which is not a symmetry transformation of the whole system (with periodic boundary conditions). In this case, cluster transformations involving squares outside the gray area have to be rejected. Transformations, as the ones shown, allow arbitrary orientations of the squares.

It is also possible to relax the "orientation" constraint. This can be done with transformations $T$ which satisfy $T^{2}=1$, but are not symmetries of the simulation box. An example is shown in Figure 2.9.

### 2.4.2 Polydisperse Mixtures



Figure 2.10: Dense configuration of polydisperse hard disks, for which the time evolution of a local Monte Carlo algorithm is immeasurably slow. The cluster algorithm remains ergodic at this density and even higher ones.

At several places in this chapter, the juxtaposition of spin systems with hard spheres has lead to fruitful analogies. One further analogy concerns the very origin of the slowdown of the local algorithm. In the Ising model, the critical slowing down is clearly rooted in the thermodynamics of the system close to a second-order phase transition: the distribution of
the magnetization becomes wide, and the random walk of the local Monte Carlo algorithm acquires a long auto-correlation time.

The situation is less clear, even extremely controversial, for the case of hard-sphere systems. It is best discussed for polydisperse mixtures, which avoid crystallization at high densities. In Figure 2.10, a typical configuration of polydisperse hard disks is shown at high density, where the time evolution of the local Monte Carlo algorithm is already immeasurably slow. This system behaves like a glass, and it is again of fundamental interest to study whether there is a thermodynamic explanation for this, or whether the system slows down for purely dynamic reasons.

In the spin problem, the cluster algorithms virtually eliminate critical slowing down. These algorithms are the first to allow precision measurements of thermodynamic properties close to the critical point. The same has been found to apply for polydisperse hard disks, where the pivot cluster algorithm and its variants allow perfect thermalization of the system up to extremely high densities, even much higher than those shown in Figure 2.10. As is evident from the figure, the two-plate system is way beyond the percolation threshold, and one iteration of the cluster algorithm probably involves a finite fraction of all particles. The small clusters which are left behind lead to very useful moves and exchanges of inequivalent particles.

Extensive simulations of this system have given no indications of a thermodynamic transition. For further discussion, see $[12,13]$.

### 2.4.3 Monomer-Dimer Problem

Monomer-dimer models are purely entropic lattice systems packed with hard dimers (dominoes) which each cover two neighboring sites. The geometric cluster algorithm provides an extremely straightforward simulation method for this system, for various lattices, and in two and higher dimensions [10]. In this case, the "clusters" have no branches. For the completely covered dimer system (in the two-plate representation), the clusters form closed loops, which are symmetric under the transformation. These loops can be trivially generated with the pocket algorithm and are special cases of transition graph loops used in other methods.

Care is needed to define the correct symmetry transformations, see Figure 2.11. For example, a pure rotation by an angle $\pi$ would leave the orientation (horizontal, vertical) of each dimer unchanged, and conserve their numbers separately. On a square lattice of size $L \times L$, the diagonals are symmetries of the whole system. It has been found that reflections about all symmetry axes on the square or triangular lattice lead to an ergodic algorithm. The reasoning can be extended to higher dimensions [8]. It is very interesting to observe that, in any dimension, the cluster can touch the symmetry axis (or symmetry hyperplane) twice at most. This implies that symmetry axes (or their higher dimensional generalizations) will not allow the cluster to fill up the whole system. For a detailed discussion, see [10].

### 2.5 Limitations and Extensions

As with other powerful methods, the pivot cluster algorithm allows to solve basic computational problems for some systems, but fails abysmally for the vast majority. The main reason


Figure 2.11: Application of the pocket algorithm to a dimer-configuration on the twodimensional square lattice. In this problem, the maximum size of the pocket is 2 . The initial configuration $a$, the configuration after the first transformation, and the final configuration $b$ are shown.
for failure is the presence of clusters which are too large, in applications where they leave only "uninteresting" small clusters.

This phenomenon is familiar from spin-cluster algorithms, which, for example, fail for frustrated or random spin models, thus providing strong motivation for many of the combinatorial techniques presented elsewhere in this book. Clearly, a single method cannot be highly optimized for a general application.

In the first place, the cluster pivot algorithm has not improved the notoriously difficult simulations for monodisperse hard disks at the liquid-solid transition density. This density is higher than the percolation threshold of the combined two-plate system comprising the original and the copy. Nevertheless, one might suppose that the presence of small clusters would generate fast non-local density fluctuations. Unfortunately, this has not been found to have much impact on the overall convergence times. A clear explanation of this finding is missing.

Another frustrating example is the Onsager problem of liquid crystals: hard cylindrical rods with diameter $D$, and length $L$, which undergo an isotropic-nematic transition at a volume fraction which goes to zero as the rods become more and more elongated [6].

$$
\begin{equation*}
\rho_{\mathrm{iso}} \sim 3.3 \frac{D}{L} \quad \text { for } D / L \rightarrow 0 \tag{2.7}
\end{equation*}
$$

This is analogous to what we found for binary mixtures, where the transition densities also go to zero with the ratio of the relevant length scales, and one might think that the cluster algorithm should work just as well as it does for binary mixtures.

Consider, however, a cube with edges of length $L$, filled with density $\rho_{\text {iso }}$ of rods, see Figure 2.12. The question of the percolation threshold translates into asking what is the probability of another, identical, rod hitting one of the rods in the system.

Volume of rods in cube of size $L^{3} \sim 3.3 D L^{2}$

$$
\begin{aligned}
\text { Number of rods } & \sim \frac{13.2}{\pi} L / D \\
\text { Surface } & \sim \frac{13.2}{\pi} L^{2}
\end{aligned}
$$



Figure 2.12: Hard rods of length $L$ and diameter $D$ in a test box of dimensions $L^{3}$. At the critical density for the isotropic-nematic transition, the volume fraction occupied by the rods goes to zero, but the cube is still opaque. This is due to the fact that the surface of a very thin object $(\sim L D)$ is much larger than its volume $\left(\sim L D^{2}\right)$.

During the performance of the cluster algorithm, an external rod will be moved into the test cube from elsewhere in the system. It is important that it does not generate a large number $n_{\text {rods }}$ of violations of the hard-core constraint with rods in the cube. We can orient the test cube such that the new rod comes in "straight" and find that the number is given as

$$
\begin{equation*}
n_{\text {rods }} \sim \frac{\text { surface of rods in test cube }}{\text { surface of test cube }} \sim 4.2 \tag{2.8}
\end{equation*}
$$

This is what was indeed observed: the exterior rod will hit around 4 other rods, so this means that this system is far above the percolation threshold $n_{\text {rods }}=1$, and the cluster will contain essentially all the rods in the system.

The pivot cluster algorithm has been used in a series of studies of more realistic colloids, and has been extended to include a finite potential, in addition to the hard-sphere interaction [11].

Finally, the pivot cluster algorithm has been very successfully applied to the Ising model with fixed magnetization, where the number of "+" and "-" spins are separately conserved. This is important in the context of lattice gases, which can be mapped onto the Ising model [7].
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# 3 Probing Spin Glasses with Heuristic Optimization Algorithms 

Olivier C. Martin

Finding the ground state of an Ising spin glass corresponds to determining the maximum cut in a graph, a prominent problem in combinatorial optimization. Understanding the physical properties of this kind of system is a long-standing challenge, and developing better groundstate solvers should have a large impact. After providing a general introduction to spin glasses, we cover some heuristic algorithms that allow one to tackle these systems. We also stress some of the open problems that one can hope to resolve in the next few years.

### 3.1 Spin Glasses

### 3.1.1 Motivations

Spin glasses were discovered in the early 1970s. For these magnetic materials, the response to an oscillating external field is singular: in the limit of small frequencies, the susceptibility has a cusp at a critical temperature $T_{c}$. This behavior is qualitatively different from ordinary magnetic materials, and can be interpreted as being due to a "freezing" of the magnetic dipoles in the samples. To really understand the physics of spin glasses, one needs to master magnetism, phase transitions, and numerous peculiarities specific to spin glasses. The interested reader is referred to the book "Spin Glasses" by Fischer and Hertz [11] which gives a nice overview, covering, in particular, the history of the subject.

The exotic properties of a spin glass are believed to be controlled by its low-energy configurations, a configuration being the specification of the orientation of each of the magnetic dipoles. The physical origin of these dipoles is the "spin" of the electrons as in ordinary magnetism, but it is the "irregular" nature of the couplings between these spins that gives these materials their striking properties. Although the source of these couplings is quantum mechanical, the spins can be treated classically using an ordinary classical Hamiltonian that gives the energy of each configuration. Thus to understand most of the phenomenology of spin glasses, it is enough to find this Hamiltonian's ground state and low-energy excitations: that is why much effort has focused recently on applying optimization algorithms to spin glasses. Furthermore, spin glasses are considered to be the archetypes of complex systems so that what is learned here is expected to have a strong impact on our understanding of many other systems with competing effects.

### 3.1.2 The Ising Model

Let us start with the Ising model which historically was introduced to describe ferromagnetism. When the spin of an electron is treated classically, it becomes a vector of constant length, only its direction is variable. Generally, this vector can point anywhere in space, so if we represent it in Cartesian coordinates, we have a three-component vector $\vec{S}$ of fixed size that is specified by its three projections $S_{x}, S_{y}$ and $S_{z}$. However, in many materials, the crystalline arrangement of the atoms induces preferential directions; for instance if the atoms form a cubic lattice, the axes of the lattice become special directions. In such cases, it is energetically favorable to have the spin align with these directions, and so at low temperature the other possible orientations of the spins become irrelevant. Now in fact there are materials where just one axis dominates the others; then a spin will be oriented along that axis, either positively or negatively. Without loss of generality, we shall label this sign $S$, i.e., $S= \pm 1$. In the 1920s, Wilhelm Lenz and his Ph.D. student Ernst Ising introduced a statistical physics model ${ }^{1}$ for this case: they placed an "Ising" spin $S_{i}= \pm 1$ on each lattice site $i$ and introduced spin-spin interactions through nearest-neighbor ferromagnetic couplings; the corresponding Hamiltonian is

$$
\begin{equation*}
H_{\text {Ising }}=-J \sum_{\langle i j\rangle} S_{i} S_{j} \quad \text { where } \quad \mathrm{J}>0 \tag{3.1}
\end{equation*}
$$

Here $J$ is the coupling strength and the summation over $\langle i j\rangle$ means sum over all nearestneighbor pairs of sites. $H_{\text {Ising }}$ thus gives the energy of an arbitrary configuration and is a sum of terms involving only two spins at a time. Since $J>0$, the interaction energy of two spins is lowest when the two spins are of the same sign.

At high temperature the spins fluctuate independently, while at low temperature, thermal fluctuations are suppressed and the system is dominated by the configurations of lowest energy. Clearly the absolute lowest of these have $S_{i} S_{j}=1$ for all $i$ and $j$, i.e., all spins are of the same sign. In these configurations one has a net magnetization per site: $m=\sum_{i} S_{i} / \sum_{i} 1$, a quantity that plays the role of an order parameter in statistical physics. At high temperature, $m=0$, while at low temperature, $m \approx \pm 1$. This is indeed what happens for any lattice of dimension $d \geq 2$. The irony of history is that Ising studied [28] the one-dimensional case; he showed that $m=0$ as soon as any thermal fluctuations are allowed (i.e., whenever the temperature is non-zero), from which he concluded that understanding ferromagnetism required a different approach.

### 3.1.3 Models of Spin Glasses

When we consider spin-glass materials, two major differences arise, compared to the simple ferromagnetic case just described. First, the couplings $J_{i j}$ among spins are disordered, i.e., they have many values and no underlying periodicity is present. (The lack of periodicity is due to the fact that the spins are associated with just some of the atomic species forming the lattice, and the arrangement of these particular atoms is random.) One says that the system has quenched disorder; indeed, the spins are fixed in position (but not in orientation), and thus

[^2]the $J_{i j}$ are also fixed or "quenched". Second, the $J_{i j}$ may take on negative values; then at low temperatures, two neighboring spins $S_{i}$ and $S_{j}$ either prefer to align (if $J_{i j}>0$ ) or to anti-align (if $J_{i j}<0$ ). This generally translates into what is called frustration [54]: it is not possible to simultaneously minimize all the $-J_{i j} S_{i} S_{j}$ terms, the interactions of a given spin with its neighbors being antagonistic. A simple example of this arises when considering three spins coupled anti-ferromagnetically to one another: as illustrated in Figure 3.1, the top spin is subjected to contradictory forces.


Figure 3.1: Three spins coupled antiferromagnetically. If the bottom spins are set according to their mutual interaction, then the top spin is subject to antagonistic forces.

When this kind of competition arises with many spins, it is not clear what are the lowest energy configurations, and thus we no longer know how the system should behave at low temperature. Finding these low-energy configurations algorithmically is then a good starting point for understanding the low-temperature properties of spin glasses.

To add quenched disorder and frustration to the Ising model, Edwards and Anderson [9] kept the spins on the regular square or cubic lattice, and simply made the couplings $J_{i j}$ random independent variables:

$$
\begin{equation*}
H_{\mathrm{EA}}=-\sum_{\langle i j\rangle} J_{i j} S_{i} S_{j} \tag{3.2}
\end{equation*}
$$

They argued that the orientations of the spins should "order" at low temperatures, but not as in the Ising model; instead, the orientations would seem random and would follow from minimizing $H_{\mathrm{EA}}$. Furthermore, the magnetization per site should be zero, while the magnetization at each site should be non-zero. Much of the theoretical research on spin glasses since [1] has confirmed these ideas, but it has been difficult to make firm claims accepted by all, to a large extent because numerical computations are restricted to small sizes and theoretical approximations are of limited reliability.

There is, however, one model of spin glasses where there is a consensus. Sherrington and Kirkpatrick [53] proposed to take infinite range rather than nearest-neighbor interactions in $H_{\text {EA }}$; one calls this limit ${ }^{2}$ the SK model In 1979, Parisi proposed a variational solution [51] to this model, and it is now widely believed that his solution is exact. This solution predicts

[^3]very striking properties for the set of low-energy configurations as will be detailed in the next section. It is of real interest to know whether these exotic features are artifacts of the infiniterange interactions or remain valid in the original Edwards-Anderson (EA) model. Indeed, one of the main controversies amongst spin-glass theorists is whether the Parisi or "meanfield" picture is appropriate for finite-range interactions. There are other competing pictures, the main one being based on a real-space renormalization group approximation called the droplet/scaling picture $[5,12]$ as will be discussed later.

More recently, some theoretical progress [40] has been made in understanding models intermediate between the SK and the EA models, namely spin glasses on random graphs of finite connectivity. Since the interactions remain at infinite range, it is not so surprising that these models have properties rather close to those of the SK model.

### 3.1.4 Some Challenges

Let us focus on the EA model in dimension 3 as the stakes there are the highest. The definition of the model (cf. Eq. (3.2)) is very compact; furthermore, the spin variables have an elementary nature since they are Ising, $S_{i}= \pm 1$. It thus seems unbelievable that even the qualitative features of this system are still subject to debate. Some of the corresponding issues such as dynamics or critical properties at $T_{c}$ fall at the heart of statistical physics. Of interest to us here are the unsettled issues directly related to optimization, namely the nature of the ground state and its low-energy excitations. Let us thus look at these two issues more closely.

### 3.1.4.1 Phase Diagram

In most studies, the $J_{i j}$ in Eq. (3.2) are taken from a distribution symmetric about 0 : there are as many ferro as anti-ferromagnetic interactions. If instead $J_{i j}<0$ only for a small fraction of the couplings, the system is ferromagnetic and resembles the ordinary Ising model. As the fraction of anti-ferromagnetic couplings is increased beyond a critical value, the ferromagnetism disappears. Does the spontaneous magnetization vanish just as the spin-glass ordering appears? Can there be a "mixed" phase where the two types of ordering co-exist? Such a phenomenon is expected within the mean-field picture [41] as is illustrated in Figure 3.2. On the contrary, the droplet/scaling picture says no such coexistence can arise [42]. Only recently has this question been considered numerically [33] and not surprisingly the issue is not settled.

An analogous situation appears when an external perturbation in the form of a magnetic field is applied to the spins. The modified Hamiltonian becomes

$$
\begin{equation*}
H_{\mathrm{EA}}=-\sum_{\langle i j\rangle} J_{i j} S_{i} S_{j}-B \sum_{i} S_{i} \tag{3.3}
\end{equation*}
$$

The coupling to $B$ biases the sign of the spins. In the droplet/scaling picture, the spin-glass ordering is destroyed as soon as $B \neq 0$, leading to a paramagnetic phase [5, 12]. On the contrary, in the mean-field picture, spin-glass ordering co-exists with the net magnetization induced by $B$ as long as $B$ is not too large. (This can be generalized to any temperature, the transition curve being the so-called de Almeida-Thouless [7] or "AT" line as illustrated in Figure 3.2.) Numerical studies [24,31,35] suggest that no co-existence occurs in three dimensions, but further work is necessary.


Figure 3.2: The phase diagrams expected within the mean-field picture. Left: mixed phase ( $M$ ) where ferromagnetism and spin glass ordering co-exist. Right: the AT line separates a paramagnetic (disordered) phase and the spin-glass phase. $T$ is the temperature, $\rho$ the concentration of $J_{i j}<0$, and $B$ the intensity of the magnetic field.

### 3.1.4.2 Energy Landscape

Now consider the organization of the low-energy configurations in the EA model. Can one give a statistical description whereby some of their properties "scale"? By this we mean for instance that a characteristic energy has a power-law scaling with $N$ as $N \rightarrow \infty$. ( $N$ is the number of spins in the system, which can be identified with the "volume" of the system; $N \rightarrow \infty$ is the "thermodynamic" limit.) To bring out some possibilities, let us first outline the predictions from the mean-field picture. For that, we list some of the properties arising in the SK model:

## - Clustering

Given a low-energy configuration, it is possible to further flip 1,2, and more spins if they are carefully chosen without changing substantially the value of the excitation energy. In the Parisi solution, the set of low-energy configurations form families or "clusters"; two configurations belong to the same cluster if their Hamming distance is very small compared to $N$. (The Hamming distance of two configurations is the number of spins that are set differently.)

## - Replica symmetry breaking

Among the clusters formed by the low-energy configurations, consider the ones in which a finite fraction $x$ of the spins are flipped compared to the ground state. (By finite we mean that $x$ is fixed, $0<x<1$, and then one focuses on the large- $N$ limit with that given $x$.) In the SK model, the corresponding lowest excitation energy is $O(1)$; note that this energy scale is the same as that for flipping a single spin chosen at random! Furthermore, the SK has continuous replica symmetry breaking, meaning that $x$ can take on values that span at least some sub-interval of $[0,1]$.

## - Ultrametricity

One defines the distance between two configurations as their Hamming distance divided by $N$. One can also define the distance $d(\alpha, \beta)$ between two clusters of configurations from the mean distance of their respective members. In the SK model, it
turns out that the low-energy clusters are organized hierarchically: each cluster is divided into sub-clusters which are themselves sub-divided... Furthermore, if we think of clusters as being points in an abstract space, that space is ultrametric, i.e., all triangles are isosceles. Mathematically, this means that for any three "points" $(\alpha, \beta, \gamma)$, we have $d(\alpha, \gamma) \leq \max [d(\alpha, \beta), d(\beta, \gamma)]$. Such a space can be mapped to the leaves of a tree and then the distance between two leaves is just the height of the smallest sub-tree containing both of them.

It is a major challenge to understand whether these properties also arise in the threedimensional EA model. Of course they may not; for instance the droplet/scaling picture may hold instead. In that picture, scaling laws play a central role but so do "position-space" properties. At the heart of these is the notion of droplet excitations above the ground state; a droplet is defined on a given scale $\ell$ and around a given spin $S_{0}$ as follows. One considers all connected clusters of spins that are enclosed in the cube of side $2 \ell$ centered on $S_{0}$ but which are not contained in that of side $\ell$; among all these potential excitations, the droplet is the one of lowest energy.

In the droplet/scaling picture, one postulates the following properties:

- Droplet energies grow as a positive power of their volume; thus if one flips $O\left(\ell^{3}\right)$ spins in a given region, the corresponding lowest energy grows as $\ell^{\theta}$. (An early numerical estimate [5] suggested that $\theta \approx 0.2$.)
- There is no replica symmetry breaking.
- The organization of the low-energy clusters is not hierarchical; nevertheless, the energy landscape is self-similar, i.e., it is a fractal in which the exponent $\theta$ determines the scaling laws.

There are also a number of other issues that can be considered. For instance, one can ask what is the "geometry" of the low-energy excitations; in particular, are they compact, rough, topologically complicated...? Another class of problem relates to how the energy landscape is modified under perturbations of the Hamiltonian. For instance, there is now a consensus that the ground state and also excited states are very sensitive to changes in the couplings $J_{i j}$ : if one changes all the couplings even by a very small amount, the ground state will change dramatically, a phenomenon referred to as "chaos". At present, however, there is no consensus regarding chaos in the presence of a magnetic field.

### 3.2 Some Heuristic Algorithms

### 3.2.1 General Issues

It is convenient to divide algorithms for finding ground states into two classes: "exact" or complete, and "heuristic" or incomplete. In the first class, the algorithms will terminate and will definitely provide the minimum energy solution. For NP-hard problems [13] such as spin glasses (Max-Cut), exact algorithms [50] include branch and bound, branch and cut, and of course, exhaustive search. In all cases though, the worst-case computation times grow exponentially with the problem size $N$. Much progress has been made in designing effective
exact algorithms and most probably further improvements will come. The status of these approaches for spin glasses is given in the Chapter 4.

Our focus here is on heuristic algorithms: such algorithms provide good but not necessarily optimal solutions. They should be used to find ground states only if one can measure their reliability, i.e., if can one convince oneself that the failures to find the true optima arise so rarely that they make no difference for the study. Given this drawback, heuristics have the advantage of being easy to program and also of being very fast; this often allows researchers to quickly tackle large systems with little pain. We begin here with some general remarks that go beyond the use of heuristics for spin glasses. The reader may also consult several of the chapters of the book "Optimization Algorithms in Physics" [21] for additional material.

### 3.2.1.1 Reliability Tests

Given an heuristic algorithm, we want to find out how often it fails to find the true ground state, and when it does, what the size of the error in the energy will be.

First suppose that you also have an exact algorithm; then you can compare directly, measuring the heuristic's failure frequency and the associated error in the ground-state energy. Unfortunately, you can do this only on the samples for which the exact algorithm terminates! The whole point of resorting to an heuristic is to use it on samples where you cannot use the exact algorithm. The way out here is to extrapolate. Assume that you have measured the failure rate on spin glasses having up to $N=100$ spins; then guess an appropriate law for the $N$ dependence of this failure rate and apply this law to all $N$. If the law works well for $N \leq 100$, it is "reasonable" to perform this extrapolation.

Second, suppose instead that you have no exact algorithm, or that the one you have allows you only to go up to $N=30$ spins; then extrapolating to $N=1000$ seems a bit dangerous. We thus seek a self-consistent test of the heuristic algorithm on its own. All the heuristics we consider operate by improving configurations (feasible solutions), and they require one or more configurations as input. Both this input and the search for improving configurations can be randomized. It is then possible to perform independent multiple starts of the algorithm. As an illustration, assume one has performed 10 independent runs of the algorithm. If all 10 outputs are identical, there is good reason to expect that the true ground state has been found. If, on the contrary, the 10 outputs do not all agree, the heuristic is not so reliable. Generally, it seems unavoidable for heuristics to become unreliable at large $N$; the challenge is to postpone this bad behavior for as long as possible.

Let us illustrate these points using a specific example. We ran an heuristic called KernighanLin [30] (hereafter referred to as KL) on Ising spin-glass samples of increasing sizes $N$. Historically, KL is the first "variable depth search" heuristic (see Section 3.2.2 for what this means; also, for the kinds of samples used in this illustration, see [52].) Figure 3.3 shows the distributions of the energies per spin found when using random starts: for each size ( $N=20$, 50,100 and 170), the histogram is for a single sample, i.e., a single choice of the quenched disorder.

In the first case $(N=20)$, the distribution is completely dominated by the probability of finding the lowest energy $E_{0}$ (which presumably is that of the ground state), $P\left(E_{0}\right) \approx 0.98$. This problem size is thus extremely simple to "solve". Increasing the size to $N=50$, we find that the distribution still peaks at $E_{0}$ but much less than before: $P\left(E_{0}\right) \approx 0.35$. Going on to


Figure 3.3: Distribution of energies per spin for the KL algorithm applied to four samples with $N=$ $20,50,100$, and 170 spins.
$N=100$, the distribution becomes bimodal, the main peak occurring significantly above the ground-state energy. Finally, for $N=170$, the peak at the minimum energy has disappeared and the distribution has become bell shaped. All in all, as $N$ increases, the quality of the algorithm, as measured for instance by $P\left(E_{0}\right)$, deteriorates very clearly.

None of this is specific to our combinatorial optimization problem nor to the heuristic for treating it. Most generally, a smart heuristic finds the optimum quickly and with a probability close to 1 when $N$ is "small"; in fact, often the error rate is unmeasurable. Increasing $N$, one finds some samples for which errors appear. When $N$ grows still more, samples typically lead to errors but by repeating the runs enough times we can still hope to extract the ground state. Finally, for very large $N$, we never find the ground state in practice. (A signal that this is the case is when the outputs are all different when using multiple starts.) Any heuristic algorithm will follow this pattern of "simple" to "difficult" as $N$ grows. Such behavior is generic; the main difference from one heuristic algorithm to another is the typical value of $N$ where this cross-over from simple to difficult arises. The more powerful the algorithm, the later in $N$ the cross-over occurs and the greater the range in which the heuristic can be used to find the ground state with a high level of reliability.

### 3.2.1.2 Large- $N$ Scaling

When $N$ becomes very large, scaling laws set in. First, the distribution of the energies generated from multiple starts becomes Gaussian [52]. Obviously when this happens, the heuristic is of no value if we want to extract the true ground-state energy; indeed, $E_{0}$ is then far in the tail, and the probability that the heuristic finds $E_{0}$ goes to zero! This brings us to the second scaling law, namely how $P\left(E_{0}\right) \rightarrow 0$ as $N$ increases. To make this a well defined question, we first average this probability over different samples to make the sample dependence disappear.


Figure 3.4: The mean probability of finding the "optimum" using the KL algorithm as a function of $N$ and $R$. The straight line is the exponential fit.

We show, in Figure 3.4, results when using the same KL algorithm as before. For each value of $N$, we have averaged over 100 to 1000 disorder samples. For each sample, we used $R$ independent random starts and defined $E_{0}$ to be the lowest energy found in any of the $R$ restarts; we then estimated $P\left(E_{0}\right)$ from the number of runs finding $E_{0}$. Because $R$ is finite, our estimator for $\left\langle P\left(E_{0}\right)\right\rangle$ is biased, and can only be reliable when $R\left\langle P\left(E_{0}\right)\right\rangle \gg 1$. When this condition is not satisfied, the sampling is inadequate, and we will necessarily find that "best-found" has a frequency near $1 / R$. Figure 3.4 shows the resulting estimators of $\left\langle P\left(E_{0}\right)\right\rangle$ for $R=100,1000,10000$. The correct (unbiased) $\left\langle P\left(E_{0}\right)\right\rangle$ function is the $R \rightarrow \infty$ envelope. The curves show both the cross-over to the $\mathcal{O}(1 / R)$ behavior and also that there is a large- $R$ limit at fixed $N$. We also see that the algorithm is useful for finding ground states at $N \leq 100$ (using multiple starts) but becomes very unreliable at $N \geq 200$. This result agrees with the conclusions drawn from Figure 3.3. Since we expect $\left\langle P\left(E_{0}\right)\right\rangle \sim e^{-\gamma N}$, we have plotted $1 / \ln \left\langle P\left(E_{0}\right)\right\rangle$ as a function of $1 / N$. Although it is difficult to take the large- $N$ limit, we do see that the behavior of the envelope agrees with the expected exponential law. (Note that $-1 / \ln [R]=-0.217,-0.145$ and -0.109 for the different $R$; the onset of an $\mathcal{O}(1 / R)$ behavior indicates that $E_{0}$ as defined is probably not the true ground-state energy.)

### 3.2.1.3 Rules of Thumb

Much has been written about developing good heuristics in combinatorial optimization problems. In practice, the more one incorporates problem-specific knowledge, the more effective the heuristic can be. Another question is whether it is better to use a sophisticated heuristic or to use multiple independent starts of a fast but less sophisticated heuristic. If the ratio of the times used by these algorithms does not grow exponentially fast in $N$, then at large $N$ the more sophisticated algorithm will almost always be more effective. Indeed, as was mentioned before, the distribution of energies becomes Gaussian but more importantly the relative fluctuations of those energies go to zero as $1 / \sqrt{N}$. (When the relative fluctuations of a quantity tend to zero, one says that it is "self-averaging".) Asymptotically, the distribution of energies found by the two heuristics will have zero overlap, and the one with the peak at the lowest value, namely the more sophisticated one, will win. Furthermore, it is expected, and simulations confirm [52], that each heuristic leads to energies that are a fixed percentage above the true ground-state value when $N \rightarrow \infty$. Getting the ground state in that limit is then impossible because it requires obtaining events that are far in the tails of the distributions.

### 3.2.2 Variable Depth Search

We now move on to describe algorithmic aspects. Although much of what follows applies to general combinatorial optimization problems, the presentation will be given in the framework of Ising spin glasses. Our space of feasible solutions consists of all configurations. (Recall that a configuration here is the specification of each of the spin orientations, $S_{i}= \pm 1, i=$ $1, \ldots, N$ in a system of $N$ Ising spins.) It is useful to define a neighborhood structure in this space as follows: a configuration $\mathcal{C}^{\prime}$ is a neighbor of a configuration $\mathcal{C}$ if and only if $\mathcal{C}^{\prime}$ can be reached from $\mathcal{C}$ by flipping a single spin, or more generally by flipping, at most, $k$ spins, where $k$ is fixed and "small".

### 3.2.2.1 Local Search

The optimization problem is to find the lowest energy configuration; there are $2^{N}$ configurations, so searching for the best one is generally like searching for a needle in a hay stack. Local Search (LS) consists of exploring the search space by repeatedly hopping from one configuration to the next, restricting each hop to be between neighboring configurations. The first such algorithm is due to Lin [36] who proposed to perform a hop if and only if it lowered the energy; one then has an iterative improvement scheme. With this restriction, after a finite number of hops, one reaches a configuration whose energy is lower or equal to that of all of its neighbors; the hopping process then stops and we have found a "local minimum". This process is sometimes called $k$-Opt as it uses hops that change, at most, $k$ variables at a time, hereafter referred to as $k$-changes. For our spin-glass problem, we can go a bit further and notice that the energy change when flipping $k$ spins is the sum of the changes for flipping each spin on its own unless a coupling $J_{i j}$ connects two of them. This means that when performing $k$-Opt, we can stop if we have reached a local minimum under cluster changes of, at most, $k$ spins. By a cluster we mean a set of spins that forms a connected set, i.e., cannot be broken into sub-clusters between which there are no $J_{i j}$ couplings. $k$ is referred to the "depth" of the
search because only $k$-changes are allowed in each hop. Since one must consider all possible $k$-changes, it is natural to organize the $k$-Opt algorithm as follows:

```
algorithm \(k\)-Opt
begin
    Initialize \(\mathcal{C}_{0} \quad\) Starting configuration
    at_local_min := FALSE;
    while (at_local_min = FALSE) do
        at_local_min:=TRUE;
        for site \(=1, \ldots, N\) do
                if (Find_Favorable_k_Change \((\) site \()<0\) ) at_local_min:=FALSE;
        end do
    end while
end
```

Nearly all the CPU time is spent in the search for favorable $k$-changes. Usually, one simply takes the first favorable change found:

```
algorithm Find_Favorable_k_Change(site_0)
begin
    for all connected clusters of }\mp@subsup{k}{}{\prime}\leqk\mathrm{ sites containing site_0 do
        compute }\deltaE\mathrm{ the energy change when flipping the cluster
        if }\deltaE<0\mathrm{ then
            flip this cluster;
            return (\deltaE);
    end do
    return (0);
end
```

One can also use instead the best $k$-change rather than the first favorable one found; however, for most problems that strategy does not pay off. Historically, Lin tested $k$-Opt on the Traveling Salesman Problem and found it to be quite effective; furthermore he found that the quality of the solutions produced improved when increasing $k$.

These results are rather general, applying to most combinatorial optimization problems and to spin glasses in particular. Finally, note that when $k=1, k$-Opt corresponds to a zero-temperature simulated annealing algorithm using single spin flips. That algorithm is not effective, giving rise to energies that are typically $20 \%$ above the ground state; to do better, one must increase $k$.

### 3.2.2.2 The Kernighan-Lin VDS Extension

A few years later, Kernighan and Lin [30] realized that fixing $k$ ahead of time was overly restrictive: it is better to let $k$ increase if the changes seem sufficiently promising. The difficulty is that considering all potential $k$-changes becomes very time consuming when $k$ grows; in fact the growth is typically exponential in $k$. Thus one must be "selective" and consider only a few of the many possible $k$-changes. Kernighan and Lin's (KL) strategy is to string together a sequence of 1 or 2-changes to build changes with variable $k$. A crucial point is that
these building blocks (1 or 2-changes in their case, single spin flips in ours) are not imposed to decrease the energy, but are chosen for their "promise". To reduce the possible choices to a minimum, Kernighan and Lin proposed to apply the greedy criterion of using at each step only the "best" building block, i.e., the one leading to the lowest energy at that step. After a (possibly long) sequence of changes is generated, one sees at what stage it gave rise to its lowest energy configuration $\mathcal{C}^{*}$; let $p^{*}$ be the corresponding number of spin flips involved. If the energy of $\mathcal{C}^{*}$ is lower than the energy at the beginning of the sequence (the configuration when $p=0$ ), then one hops to this new improved configuration. The value of $p^{*}$ is not given a priori so this kind of LS is called Variable Depth Search (VDS) or "KL" in honor of its inventors. They implemented it for the graph bi-partitioning problem which is equivalent to finding the ground state of a spin glass with the constraint of zero magnetization.

In our implementation of VDS, we impose the flipped spins to form a connected cluster; thus we start with a seed site, flip it ( $p=1$ ), and then flip its most favorable neighbor ( $p=2$ ), and continue like this, always flipping the most promising spin at the boundary of the current cluster. Once a spin joins the cluster, it cannot be removed. (Kernighan and Lin call this the taboo condition.) The growth of the cluster continues up to some maximum size (which can be set to optimize the over-all performance of the heuristic). Then one finds $p^{*}$ and flips the associated cluster of spins if indeed this lowers the energy. Our construction is deterministic, but randomization can be introduced just as in Find_Favorable_k_Change.

Schematically the algorithm works as follows. Given the current configuration $\mathcal{C}$, we pass a seed site to the routine which then searches for a favorable cluster containing that seed:
algorithm Greedy_Cluster_Search(site_0)
begin
best_gain := 0 ;
initialize cluster to contain only site_0
initialize cluster's gain
while search looks promising do
add to the cluster that site at its surface with the largest gain (greedy criterion)
compute the gain of the cluster
if (gain > best_gain) then
memorize this cluster; best_gain := gain;
end do
if (best_gain $>0$ ) flip the memorized cluster;
return (-best_gain) ;
end
The gain refers to the decrease in the energy, which may be positive or negative. Intuitively, we accept that we must do a bit of climbing out of a valley at the beginning, taking the direction of least resistance, hoping that this will lead us into another valley.

Finally, to be complete, the overall algorithm for VDS is very close to the $k$-Opt routine previously described, the main change being that Greedy_Cluster_Search replaces Find_Favorable_k_Change. The second important change is that in practice we do not consider all sites as seeds because that would be too costly in CPU time; instead, our VDS stops
when (1) no 1-change can lead to improvement; and (2) Greedy_Cluster_Search has found no improvement for the last five calls, each seed site having been chosen randomly.

### 3.2.2.3 Data Structures and Computational Complexity

We estimate the computational complexity of the VDS algorithm in terms of the time it takes to perform the greedy search for a cluster (Greedy_Cluster_Search). We also assume that the search in that routine proceeds until all $N$ sites are captured. For sparse graphs, each such search requires $\mathcal{O}(N \ln N)$ operations if one uses heaps in which the candidate sites (at the boundary of the current cluster) are stored. Heaps allow one to obtain the site with the largest gain in a time growing only logarithmically with the number of sites in this heap. (In the case where the energies are integers rather than real numbers, one can appeal to a faster sorting strategy such as radix sort to get a logarithmic gain in speed [10].)

In our practice, the overall algorithm requires just a few calls to Greedy_Cluster_Search before no further improvements are possible; in particular the number of calls grows rather slowly with the problem size $N$. Neglecting this small effect, we obtain a complexity of $\mathcal{O}(N \ln N)$ for our VDS.

### 3.2.2.4 Benchmarks

To stay concise, we present here benchmarks only for the three-dimensional EA model with periodic boundary conditions, using Gaussian $J_{i j}$ of zero mean and unit variance. We denote by $L$ the lattice "size"; the number of spins is then $N=L^{3}$.

First, consider the mean error of the output of the VDS; call $E$ the estimated ground-state energy and $E_{0}$ the true ground-state energy for a given realization of the quenched disorder. (We compute $E_{0}$ for each sample using the most powerful algorithm we have in conjunction with multiple trials: for the sizes we consider here, the true ground state is most probably correctly determined for all our samples.) We want to know what is the size of the error made by VDS on each lattice, and so we consider

$$
\begin{equation*}
\delta e \equiv \frac{E_{0}-E}{E_{0}} \tag{3.4}
\end{equation*}
$$

where the choice of sign is due to the fact that the energies are always negative. $\delta e$ fluctuates with the disorder sample and even for a given sample, as it depends on the input configuration (which we obtain by setting the spins randomly). To characterize its distribution, we show in Figure 3.5 both the mean and the standard deviation of $\delta e$ as a function of the lattice size $L$. We see that the mean error grows with $L$ but saturates reasonably rapidly just above $6 \%$. The standard deviation is also displayed in that figure in the form of error bars. (Note that these "error bars" are thus not the uncertainty on the mean; in fact the statistical uncertainties on the mean of $\delta e$ are smaller than the symbols.) As expected from the claim that $E$ is self-averaging, the standard deviation decreases at large $L$.

Another quantity of importance is the probability that VDS finds the exact ground state. We thus measure the probability that $\delta e=0$ and average it over disorder samples; for a given lattice size $L$, call this average $P_{L}(0)$. We find $P_{3}(0)=0.513, P_{4}(0)=0.124, P_{5}(0)=$


Figure 3.5: The mean relative error in the ground-state energy and the standard deviation of that error as a function of $L$ in the $3-d$ EA model when using VDS.
$0.009, \ldots$ This decrease is very fast, and so we see that our VDS is useful for finding ground states (using multiple trials) at $L \leq 4$ but unreliable for $L \geq 5$.

Finally, what about the time VDS takes to terminate? As mentioned before, we have approximately an $N \ln N$ behavior. The constant in front of this factor depends on the speed of the machine, of course. On a 180 MHz PC, the time to do 10000 VDS is approximately 80 seconds when $L=6$ and 400 seconds when $L=10$.

### 3.2.3 Genetic Renormalization Algorithm

Generalizations of local searches such as VDS are typically fast but they are also "nearsighted": they can get out of a local minimum only if the neighborhood search climbs out of the current valley. It is believed that in most hard problems such as spin glasses, escaping from a local minimum requires changing a large number of variables, in fact a number that diverges with $N$ (the number of variables defining the combinatorial optimization problem). It seems plausible that smarter approaches could be devised if one could exploit several configurations at local minima rather than just one (a limitation inherent to LS and VDS). This brings us to population-based searches, Genetic Algorithms (GA) being the most widely used of these (see, for instance, the article by C. Reeves in [14]). Using a biologically motivated vocabulary, the goal is to use several good parents to generate even better children. Biologically, this works well, but for combinatorial optimization problems it is a non-trivial task especially when there are constraints: if one is not very careful, most "combinations" of parents will give children that are less fit than the parents! Interestingly, this difficulty was to a large extent overcome for spin glasses by Pál's introduction of the "triadic" crossover [44] where a child is produced from three parents. Since that early work, enhancements as well as other approaches have been developed $[15,16,25,38,45,47]$, all using GA with more than two parents. In fact, all of today's most competitive (meta)heuristics for spin glasses fall
into this class. The algorithm presented below [27] combines the multi-parent GA approach with "renormalization", thereby allowing optimization on multiple scales; we call it GRA for "Genetic Renormalization Algorithm". The other most powerful heuristic algorithm for spin glasses is called "Cluster-exact Approximation" and has been explained in detail in Chapter 9 of the book "Optimization Algorithms in Physics" [21].

### 3.2.3.1 Renormalization

Renormalization is a powerful concept, which began to flourish in statistical physics in the 1970s [55]; today it is commonly used in Monte Carlo simulations as well as in analytical work. However, there are major stumbling blocks when trying to apply this formalism to disordered systems. In fact, there is an ongoing debate about whether renormalization can make sense in strongly disordered systems like spin glasses. We take a weaker formulation, considering renormalization only as a way to access multiple energy scales; in our optimization context, this means that renormalization will be used to construct Hamiltonians of "block" spins, but without the need to make these blocks, nor the associated Hamiltonian, unique. Because of this restriction, we are merely providing a procedure to realize multi-scale optimization.

The first use of renormalization for optimization in spin glasses goes back to 1992 [29]. The lack of follow-up on the work of those authors is due to the disappointing performance of their over-all algorithm; some further ingredients are necessary to tackle lattice sizes of relevance for interesting physical questions. Nevertheless, for the renormalization part, those authors included the essential ideas. Suppose we are given a spin-glass Hamiltonian specified in terms of a weighted graph $G$ with $N$ sites (vertices) and edges of weights $J_{i j}$. We are also given $k$ configurations. (These configurations are not specified by $G$; it is in that sense that the renormalization of $G$ is not unique.) We denote these configurations by $\left\{S_{i}^{(1)}\right\},\left\{S_{i}^{(2)}\right\}$, $\ldots\left\{S_{i}^{(k)}\right\}$, with $1 \leq i \leq N$. For each site $i$, define the list of $(k-1)$ site "overlaps"

$$
\begin{equation*}
\vec{q}_{i}=\left(S_{i}^{(1)} S_{i}^{(2)}, S_{i}^{(1)} S_{i}^{(3)}, \ldots, S_{i}^{(1)} S_{i}^{(k)}\right) \tag{3.5}
\end{equation*}
$$

$\vec{q}_{i}$ can be thought of as a $(k-1)$-dimensional vector of $\pm 1$ entries, and we refer to it as the "signature" of the $k$ configurations. Given the signature at each site, we introduce an equivalence class over the sites: two sites $i$ and $j$ belong to the same class $I$ if their signatures are equal; this means that their relative orientation (parallel or anti-parallel) is the same in all $k$ configurations. We specify the orientations of these classes (sets of spins) by Ising block spins $S_{I}= \pm 1$; note that the $k$ configurations differ only by the orientations of these block spins, no other flips need be considered. Finally, one can see that it is possible to work with the connected clusters of spins composing a given class, so that the block spins are now associated with the orientations of clusters. An example of this construction is given in Figure 3.6.

The energy of any configuration built out of these block spins is easily computed: it is given (up to an additive constant) by a renormalized spin-glass Hamiltonian $H_{R}$ :

$$
\begin{equation*}
H_{R}=-\sum_{\langle I J\rangle} J_{I J} S_{I} S_{J} \quad \text { where } \quad J_{I J}=\sum_{i \in I} \sum_{j \in J} J_{i j} S_{i}^{(1)} S_{j}^{(1)} \tag{3.6}
\end{equation*}
$$



Figure 3.6: Renormalization and associated block spins of a $4 \times 4$ lattice using three arbitrary configurations.
are the renormalized couplings between the block spins. This renormalization is useful in practice because $H_{R}$ involves fewer spins than $H$ and thus may be tackled more effectively. Suppose, for example, that we are able to find the ground-state configuration $\mathcal{C}_{R}$ of $H_{R}$; then we can construct from $\mathcal{C}_{R}$ a configuration $\mathcal{C}$ of the non-renormalized spins $S_{i}$ by recalling what the block spins mean in terms these spins. In many cases, the energy of $\mathcal{C}$ will be lower than that of any of the $k$ parents used in the renormalization.

### 3.2.3.2 The Next_Generation Routine

Now we proceed with the "population" part of the algorithm, i.e., the GA part. We assume we have a population of, say, $M+$ configurations that have been optimized by a local search procedure, hereafter referred to as Local_Opt. Just as in biological evolution, we want to take two or more parents and produce children in the hope that they will be better than their parents. We shall do this generation by generation. Roughly, we take $k$ new parents from the population, have them produce children that are at least as good as themselves, and then put these children into the next generation. When all $M$ configurations have been used in this process, we replace the old generation by the new one. (Note that to avoid wastage of CPU time and memory, we remove any repetitions of a child in the new generation.)

The heart of the evolution is the passage from parents to children. It is here that we appeal to renormalization: given say $k$ parents, we renormalize the spin-glass problem as previously explained, obtaining $H_{R}$, a smaller graph, and "renormalized" parents. First of all, because
of the reduction in the graph's size, Local_Opt now flips "block" spins at each elementary step; optimization then occurs on larger length scales than when working with the original graph. Secondly, we can bring in recursivity: indeed, $H_{R}$ is again a spin-glass Hamiltonian and we want to find its ground state. In our first algorithmic approach [25], we solved this new problem from scratch, generating a population of random initial configurations. However, this is quite time consuming, and we have found that it is more effective to run Next_Generation recursively using only the configurations passed; this renders the algorithm much faster, and the final result is that larger spin-glass problems can be treated.

The schematic outline of our Next_Generation procedure is then as follows:

```
algorithm Next_Generation(G,configurations)
begin
    while configurations have not been used as parents do
        choose }k\mathrm{ unused parents at random
        Renormalize using these Parents, generating a
                renormalized graph G}\mp@subsup{G}{}{\prime}\mathrm{ and renormalized configurations
        Local_Opt these renormalized configurations on }\mp@subsup{G}{}{\prime
        Next_Generation( }\mp@subsup{G}{}{\prime}\mathrm{ ,configurations'); recursivity!
        Lift children (the configurations returned)
        Local_Optimize each of these configurations
        Add these to the next generation
    end do
    Remove redundant configurations of the new generation
    return
end
```

By Lift, we mean that a renormalized configuration associated with the block spins on $G^{\prime}$ is brought back to its representation using the spins on $G, G^{\prime}$ being a renormalization of $G$.

The number of parents used is very important. For the simplest choice, that is $k=2$, most of the time the renormalization will lead to two huge block spins, each of which contains about half of the spins of the total system; then the children will be identical to the parents and nothing will be gained. Suppose now we increase $k$, leading to decreasing block spin sizes. If $k$ is too large, the renormalized graph $G^{\prime}$ is identical to the original graph $G$ and nothing is gained. Finally, if $k$ is neither too small nor too large, $G^{\prime}$ is significantly smaller than $G$, yet finding its ground state can still be a challenge; this is the regime of interest. In view of this, Next_Generation adjusts $k$ dynamically so that the size of $G^{\prime}$ is about $40 \%$ that of $G$. This modification works well, but for the last renormalization we generally cannot find enough unused parents to get a reasonable $G^{\prime}$; we then decide to take previously used parents to perform that last renormalization.

It is easy to see that Next_Generation produces children that are at least as good as their parents. In order to prevent the algorithm from getting "stuck", returning children that are identical to their parents, we implement the additional constraint that the largest energy in the base population decreases strictly. In particular, if Next_Generation does not modify the population, then we satisfy this extra constraint by removing the worst configuration from the new generation. Ref. [27] details some further ways to make the algorithm more efficient.

### 3.2.3.3 Putting it all Together

All in all, the genetic renormalization algorithm (GRA) has two core routines, Local_Opt and Next_Generation that are essentially independent. For Local_Opt we have used the variable depth search described previously, but any other single configuration optimizer can do. Given these two routines, the way to use them is straightforward:

```
algorithm Genetic_Renormalization_Algorithm(G,M)
begin
    comment G}\mathrm{ is the graph
    Initialize M configurations
    Local_Opt these M configurations
    while (M>1) Next_Generation(G,configurations);
    return the single remaining configuration
end
```

In the initialization of the $M$ configurations, our code assigns the spin variables randomly, but one could use other approaches such as constructive heuristics. Note that, at this level of description, $M$ is the algorithm's only parameter accessible to the user.

The quality of the solutions found by Genetic_Renormalization_Algorithm does not depend too much on the choice of Local_Opt so if Genetic_Renormalization_Algorithm is to be improved, it is probably best to concentrate on new strategies within the Next_Generation routine. However, most of the CPU time is spent in Local_Opt via calls from Next_Generation, so optimizing this routine for speed is important. Another point is that the number of generations needed for termination of the program depends on the power of Local_Opt: using VDS rather than $k$-Opt allows for earlier termination. Thus both speed and quality of Local_Opt are in fact important.

### 3.2.3.4 Benchmarks

First, what is the qualitative behavior of GRA? When the $M$ configurations have been initialized and run through the local search, the mean excess energy is around $6 \%$ (cf. the VDS benchmarks). Then, as the first few generations are produced, the mean excess energy drops rapidly to a fraction of a percent. After that, the improvement slows down at the same time as the population shrinks. After 10 to 20 generations, $M$ reaches 1 at which point the algorithm halts. (The total number of generations is not very sensitive to the sample nor to M.)

As for all heuristic algorithms, GRA finds the ground state easily for small $N$ and fails at large $N$, the important issue being the cross-over point. Just as for the VDS benchmarks, we focus on $L \times L \times L$ lattices with periodic boundary conditions and Gaussian $J_{i j}$. At each value of $L$, we can determine the value of $M$ for which the mean probability (averaged over the disorder) of finding the ground state $P_{L, M}(0)$ is a given constant. We have observed [27] the following scaling law

$$
\begin{equation*}
P_{L, M}(0)=1-\exp \left[-\frac{M}{M^{*}(L)}\right] \tag{3.7}
\end{equation*}
$$

where $M^{*}(L)$ is a function we determine numerically. Note that with this notation one has $P_{L, M^{*}(L)}(0)=1-e^{-1}$. Our measurements give, for instance, $M^{*}(6) \approx 14, M^{*}(8) \approx 53$,
$M^{*}(10) \approx 200, M^{*}(12) \approx 650, \ldots$ For still larger sizes, $M^{*}(L)$ becomes so big that we are not sure (even in a probabilistic sense) that we ever reach the true ground state.

Another issue concerns the CPU time. Our usage reveals that it grows roughly linearly with $M$ and $N=L^{3}$. In fact, running GRA at $M^{*}(L)$ on a 180 MHz PC takes about 24 seconds for $L=10$ and about 135 seconds for $L=12$. We thus see that ground-state studies for $L \leq 12$ lattices are quite feasible; unfortunately, the growth of $M^{*}(L)$ is so steep that GRA becomes unreliable for larger lattice sizes.

### 3.3 A Survey of Physics Results

Past and current studies have not led to clear-cut answers to the main challenges in spin glasses. Nevertheless, the field has benefited tremendously from the use of ground-state solvers. In particular, at present the droplet/scaling picture seems less compatible with the numerical studies than before. We cannot cover here all past work on spin-glass ground states, so we shall focus exclusively on the $d=3$ EA model. In the last few years, several teams $[16,25,38,46,47]$, each with their own codes, have tried to understand better the properties of this system. Let us now give a broad overview of these efforts.

### 3.3.1 Convergence of the Ground-state Energy Density

In 1996, Pál [45] obtained accurate estimates of ground-state energies as a function of $L$. From these he guessed that the mean energy scaled as $e_{0} L^{3}$ with corrections to scaling that were either $O(1)$ or grew as a small power of $L$. Computations by Hartmann [15, 16] also lead to similar results. Later it was realized [3] that the droplet/scaling picture in fact predicts

$$
\begin{equation*}
\overline{E_{0}} \approx e_{0} L^{3}+e_{1} L^{\theta} \tag{3.8}
\end{equation*}
$$

where $\theta \approx 0.20$ is the domain wall exponent (see the next paragraph). Such a law is certainly compatible with the best current data, but the uncertainty of that correction to the scaling exponent remains large. Interestingly, the mean-field prediction is also Eq. (3.8) but with $\theta=1.0$; that is completely excluded by all the studies.

### 3.3.2 Domain Walls

In the droplet/scaling picture, spin-glass ordering is characterized by a stiffness of the ground state to changes in its boundary conditions. In practice, this stiffness is measured by the change $\Delta E$ in the ground-state energy when going from periodic to anti-periodic boundary conditions. If there is spin-glass ordering, the droplet/scaling picture predicts that the typical values of $\Delta E$ grow as $L^{\theta}$ for $L \times L \times L$ lattices. Furthermore, one expects the large- $L$ scaling

$$
\begin{equation*}
P(L, \Delta E) \underset{L \rightarrow \infty}{\longrightarrow} \frac{P\left(\Delta E / L^{\theta}\right)}{L^{\theta}} \tag{3.9}
\end{equation*}
$$

Numerous studies [2, 4, 6, 18, 39, 47] have confirmed this and now give values for $\theta$ in $d=3$ that are between 0.19 and 0.24 .

Another property of interest is the nature of the domain walls themselves. Although clearly they must be very rough, in fact they span the whole system [37]. Furthermore, they may be space filling, but additional studies are necessary to control the associated finite-size effects.

### 3.3.3 Clustering of Ground States

In studies of the EA model, the $J_{i j}$ are sometimes taken to be Gaussian, sometimes "binary", i.e., $J_{i j}= \pm 1$. For the second choice, the ground state is highly degenerate, having an extensive entropy. Given all the ground states for a given disorder sample, it is natural to ask how they are organized. A first way to tackle this is to consider the distribution of overlaps among ground states; the overlap $q$ of two configurations $\mathcal{C}^{(k)}=\left\{S_{1}^{(k)}, S_{2}^{(k)}, \ldots, S_{N}^{(k)}\right\}(k=$ 1,2 ), is given by

$$
\begin{equation*}
q\left(\mathcal{C}^{(1)}, \mathcal{C}^{(2)}\right)=\frac{1}{N} \sum_{i=1}^{N} S_{i}^{(1)} S_{i}^{(2)} \tag{3.10}
\end{equation*}
$$

and thus $q=1-2 N d_{H}$ where $d_{H}$ is the usual Hamming distance of $\mathcal{C}^{(1)}$ and $\mathcal{C}^{(2)}$. Replica symmetry breaking (RSB) among the ground states means that the probability distribution $P(q)$ of these overlaps is non-trivial in the thermodynamic limit. A trivial $P(q)$, namely two delta functions at $\pm q_{\mathrm{EA}}$, is the prediction of the droplet/scaling picture. The first estimates of $P(q)$ came from Hartmann $[16,19]$, but unfortunately the large- $L$ extrapolation was difficult. The most recent investigations [22,49] give contradictory conclusions so this question deserves further study.

A second approach for understanding the organization of these ground states is to cluster them into families. In the mean-field picture, one expects the clusters to exhibit ultrametricity. Although initial computations [16] saw signs of ultrametricity, the most recent results [8,23] do not go in that direction. One thus has the rather paradoxical situation where there are multiple clusters of ground states (RSB-like) yet no ultrametricity.

### 3.3.4 Low-energy Excitations

Given the ground state(s), we want to explore the system's energy landscape. The droplet/scaling picture has definite predictions for this which have begun to be tested, though mainly in $d=2$. For $d=3$, it has been found [34] that energies do not grow with the droplet's size unless these are forced to be compact; without such a constraint, the droplets resemble lattice animals as expected from the mean-field picture.

It is also possible to look at system-size excitations, i.e., excitations that span the whole system. In the droplet/scaling picture, these are expected to have energies that grow indefinitely as $L \rightarrow \infty$. On the contrary, in the mean-field picture, one expects them to have $O(1)$ energies and to be topologically random like sponges [26], while their overlap with the ground state should exhibit continuous RSB. All these mean-field features transpire from the different ways to search for system-size excitations [20,32, 38, 46, 48], seemingly invalidating the droplet/scaling picture. However, other aspects are not so clear. One essential prediction of the mean-field picture is that these system-size excitations should be both space spanning and space filling. This means that the surface area of these excitations should grow linearly with
the lattice volume; interestingly, measurements indicate that the typical surface grows instead as $L^{d_{s}}$ with $d_{s} \approx 2.7$ [32] or $d_{s} \approx 2.6$ [48], both estimates of $d_{s}$ being significantly below 3. If such a scaling were to hold for all $L$, the distribution of "link" overlaps would be trivial at large $L$. (The link overlap is obtained from Eq. (3.10) by replacing each spin variable $S_{i}$ by the link variable $S_{i} S_{j}$, one for each nearest-neighbor pair on the lattice.) Given that the standard (spin) overlaps are non-trivial (exhibit RSB), such a pattern is referred to as TNT. Of course the current values of $L$ are still relatively modest; the mean field would be confirmed if measurements at larger $L$ gave an increased $d_{s}$. However, if that did not happen, other interpretations such as in $[32,43,48]$ would have to be considered in greater depth.

### 3.3.5 Phase Diagram

One of the challenges mentioned at the beginning of this chapter was the identification of the phase diagram of the EA model in $d=3$. When the fraction of ferromagnetic bonds goes beyond a threshold concentration, ferromagnetism appears [17] as can easily be detected by the spontaneous magnetization of the ground state. To test for the end of the spin-glass ordering, one has to look at the excitations. In [33], the signal for the spin-glass ordering was taken to be the presence of sponge-like system-size excitations. Since these seemed to disappear just at the onset of ferromagnetism, it was argued that no mixed ferromagnetic spinglass phase exists, in contrast to what is expected in the mean field.

In the same vein, several optimization studies have been performed to test whether spinglass ordering survives in the presence of a magnetic field. Different signatures of spin-glass ordering have been used: chaos in the field [24], spongy system-size excitations [31], or the absence of magnetization for droplet-like excitations [35]. Interestingly, all these studies suggest that even a small field destroys the spin-glass ordering, in contrast to the mean-field expectation.

### 3.4 Outlook

If spin glasses are so controversial, it is largely because finite-size effects in these systems are not well understood. Without such an understanding, it is very difficult to extrapolate to the thermodynamic limit, i.e., $N \rightarrow \infty$ and to have researchers in the field reach a concensus. In many standard models, the large- $N$ scaling arises rather early, that is once $N \gg 1$. In spin glasses though, this does not happen, and corrections to the leading scaling behavior seem to be controlled by small exponents. This means that algorithmic improvements have to be important, allowing us to go to significantly further in $N$. Currently, we can perform studies involving about 2000 spins. It would probably be necessary to at least double that to begin to have good enough control over the finite-size corrections. For instance, if the recent energy landscape studies could be extended to $L=16$, most probably the data would no longer be even roughly compatible with all of the theoretical frameworks.

In summary, a necessary condition for progress in the field is better algorithmics; clearly both heuristic and exact approaches should be pursued. But such progress will have a much larger impact if smarter "theoretical" approaches are also developed. By that we mean that it is important to find: (1) improved probes for looking at spin-glass physics; (2) properly
motivated parameterizations of finite-size effects. In the first class, the use of sponges or other geometrical properties of excitations has had some successes [32] but much more needs to be done. In the second class, either more sophisticated field theory methods or solvable models must serve as guides. Our feeling is that neither theory nor algorithmics on their own will settle the main challenges in spin glasses, but if put together, many longstanding controversies can most likely be finally resolved.
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# 4 Computing Exact Ground States of Hard Ising Spin Glass Problems by Branch-and-cut 

Frauke Liers, Michael Jünger, Gerhard Reinelt, and Giovanni Rinaldi

### 4.1 Introduction

When studying ground-state properties of Ising spin glasses, the computation of exact ground states, i.e., spin configurations with exact rather than approximate minimum energy, is often desirable. The Ising model is one of the most commonly used, both for its simplicity and its accuracy in describing many real world systems. When we refer to a "spin glass" in this chapter, we always have the Ising model in mind. For a short introduction into the physics of spin glasses, see Chapter 3.

The configurations that are mostly considered in the literature are the two- and threedimensional Ising spin glasses on a grid with nearest-neighbor interactions and free or periodic boundary interactions, with or without an external magnetic field. The periodic boundary conditions are a standard way of approximating an infinite spin glass with a structure that contains only a finite number of spins.

Unfortunately, there are no functions in closed form that, given all interactions between the spins and the external field, yield a ground state. Therefore, the only way to compute a ground state is using a numerical algorithm. Since the total number of states for a structure with $n$ spins is $2^{n}$, as soon as $n$ exceeds, say, 35 , it is impossible, from a computational point of view, to find a ground state by brute force, i.e., by enumerating all possible states and computing the energy for each of them.

A fundamental question from both a practical and a theoretical point of view in computer science, is to determine whether it is possible to design an algorithm that, for any possible choice of the spin interactions and of the magnetic field, finds a ground state in a number of elementary operations bounded by a polynomial function of $n$, or, more precisely, of the number of bits needed to store the problem data. A problem for which this is possible is called polynomially solvable and the procedure used is called a polynomial algorithm.

The theory of computational complexity has given quite negative results for the possibility of treating certain Ising spin-glass problems. Most cases are NP-hard. They are therefore generally considered as notoriously hard, and it is believed that there can be no polynomial algorithm for their solution.

Due to the difficulty of the problem, popular methods described in the literature compute an approximation of the value of the minimum energy of the spin glass. Such methods usually use Monte Carlo simulation including simulated annealing and evolutionary and genetic algorithms. More recent algorithmic approaches are described in [19]. Despite the practical

[^4]usefulness and efficiency of the heuristic methods used in the literature, two main drawbacks arise:

- It is not possible to estimate how far away from a real ground state is the produced solution, when the algorithm stops. Therefore it is not possible to determine reliably the degree of accuracy of the experimental results produced with these methods. For example, if we want to compute the expected ground-state energy as a function of the grid size, using heuristic methods, the values will always have a positive bias, no matter how large the grid size is, how many experiments are done or how much computation time is invested.
- Two different states with almost the same energy may be very different. Therefore, it is not clear whether the state produced by these algorithms yields useful information on the structure of the ground state; one has to keep this in mind when real ground states have to be analyzed.

In the seventies and early eighties, the NP-hardness of the ground state problem was believed to make its exact solution practically impossible, but the introduction of branch-andcut techniques for NP-hard combinatorial optimization problems has made such computations practical. Nowadays, we can treat system sizes that allow for meaningful statistics in theoretical physics.

In this chapter we explain the branch-and-cut technique for exact ground-state computation and show its potential for the study of ground-state properties of Ising spin glasses.

In Section 4.2 we show that the ground-state problem for Ising spin glasses is equivalent to the max-cut problem that is well known in combinatorial optimization and has a number of further applications. From then on, we concentrate on properties of and algorithmic approaches to max-cut. We start by introducing a general scheme for solving hard max-cut problems in Section 4.3 which consists of specializing the well known branch-and-bound method to max-cut. In branch-and-bound, relaxations play a crucial role, and as a prerequisite for the branch-and-cut algorithm we are aiming at, we study linear programming relaxations of max-cut in some detail in Section 4.4. After these preparations, we outline in Section 4.5, the main components of our branch-and-cut method. In Section 4.6 we present some recent results obtained with exact ground-state computations in the context of studying the nature of the spin-glass phase. Then we comment on advantages of branch-and-cut for exact groundstate computations in Section 4.7. We close in Section 4.8 with some challenges which we see for the future.

### 4.2 Ground States and Maximum Cuts

Finding the ground state of a spin glass is closely related to a well known problem in combinatorial optimization: the maximum cut problem in a weighted graph (max-cut problem for short).

The max-cut problem is the following. We are given a graph $G=(V, E)$ with weights $c_{i j} \in \mathbb{R}$ for all edges $i j \in E$. For each (possibly empty) subset $W$ of the node set $V$, the cut $\delta(W)$ in $G$ is the set of all its edges with one endpoint in $W$ and the other in $V \backslash W:=\{i \in$ $V \mid i \notin W\}$. $W$ and $V \backslash W$ are called the shores of the cut $\delta(W)=\delta(V \backslash W)$. The weight
of a cut is given by the sum of the weights of all its edges. The max-cut problem is to find a cut of $G$ with maximum weight.

Assume that we have a spin glass consisting of $n$ spins $S_{1}, S_{2}, \ldots, S_{n}$ where the variables $S_{i}$ take values +1 or -1 and an external magnetic field of strength $h$.

Given a spin configuration $\omega$, the Hamiltonian of this system is

$$
\begin{equation*}
H(\omega)=-\sum_{(i j)} J_{i j} S_{i} S_{j}-h \sum_{i=1}^{n} S_{i} \tag{4.1}
\end{equation*}
$$

where the sum $\sum_{(i j)}$ is over the coupled spins.
We identify the spins with the node set $V=\{1, \ldots, n\}$ of a graph $G=(V, E)$, the interaction graph associated with the system. For a pair $i, j$ of nodes, $G$ contains an edge $i j$ if the interaction $J_{i j}$ between two magnetic impurities is non zero. We introduce an extra node " 0 " with "ghost spin" $S_{0}$ for the external magnetic field that is connected to all other nodes $i$ by an edge $0 i$ of weight $h$. We rewrite

$$
\begin{equation*}
H(\omega)=-\sum_{i j \in E} J_{i j} S_{i} S_{j}-\sum_{i=1}^{n} h S_{0} S_{i} \tag{4.2}
\end{equation*}
$$

Observe that each spin configuration $\omega$ induces a partition of the node set $V$ of the interaction graph $G$ into node sets $V^{+}$and $V^{-}$, where $V^{+}:=\left\{i \in V \mid S_{i}=+1\right\}$ and $V^{-}=\left\{i \in V \mid S_{i}=-1\right\}$. So the energy of the spin configuration $\omega$ can be translated to the form

$$
\begin{equation*}
H(\omega)=-2 \sum_{i j \in \delta\left(V^{+}\right)} c_{i j}-C \tag{4.3}
\end{equation*}
$$

where $c_{i j}:=-J_{i j}$ for all $i j \in E$ and $C:=\sum_{i j \in E} J_{i j}$. Hence, the problem of minimizing $H$ is equivalent to maximizing

$$
\begin{equation*}
c\left(\delta\left(V^{+}\right)\right):=\sum_{i j \in \delta\left(V^{+}\right)} c_{i j} \tag{4.4}
\end{equation*}
$$

over all $V^{+} \subseteq V$.
This problem is a max-cut problem in the interaction graph $G$ associated with the spinglass system. Thus, finding a ground state in the Ising model of a spin glass is equivalent to finding an optimum solution of the corresponding max-cut problem. The structure of the underlying graph and the type of the objective function determine the complexity of the problem.

In Figure 4.1 we show an instance on a $3 \times 3$ grid with periodic boundary conditions, $\pm 1$ interactions and no external field. Figure 4.1(a) shows the max-cut problem. The solid lines have edge weight 1 (i.e., the coupling strength in the spin-glass instance is -1 ), the dashed lines weight -1 . Figure 4.1 (b) shows an optimum solution. The dash-dotted lines correspond to the edges of the cut.

The max-cut problem is NP-hard in general, but is polynomially solvable for some classes of graphs like, e.g., planar graphs, graphs not contractable to $K_{5}$ (the complete graph on five


Figure 4.1: Example for a $3 \times 3$ instance. (a) A $3 \times 3$ instance. The solid lines have weight 1 , the dashed lines weight -1 . (b) An optimal solution. The dash-dotted lines correspond to the cut edges.
nodes), weakly bipartite graphs and graphs with non-negative edge weights. For example, the standard two-dimensional grid model with nearest-neighbor interactions, no periodic boundary conditions and no magnetic field, amounts to solving a max-cut problem in a planar graph, and is therefore polynomially solvable. Surprisingly, max-cut is already NP-hard for almost planar graphs [3], i.e., graphs where only one node has to be removed to obtain a planar graph. There are quite negative results for the possibility of solving the Ising spin glass with periodic boundary conditions. Polynomially solvable cases are the two-dimensional grid without a field and $\pm J$ interactions [30], and more generally, the case in which the genus of the graph is bounded by a constant and the sizes of the integral edge weights are bounded in absolute value by a polynomial in the size of the graph [16]. For the Gaussian case the question is still open. As soon as we have an external field, the problem becomes NP-hard for all kinds of spin interactions [2].

Goemans and Williamson [20] presented a 0.878 -approximation algorithm for the maximum cut problem, i.e., an algorithm with running time bounded by a polynomial in the input size that provably delivers a solution of at least 0.878 times the optimum value of a maximum cut. However, the bad news is that under the assumption $\mathrm{P} \neq \mathrm{NP}$ there is no polynomial algorithm that provably delivers a solution of at least $98 \%$ of the optimum value of a maximum cut [10]. In the following we only deal with optimum solutions of the maximum cut problem.

The algorithmic approach in this chapter is applicable to any instance of the max-cut problem and therefore to other combinatorial optimization problems that, like the ground-state problem, can quite easily be transformed to max-cut. Here are some examples:

- A generic optimization problem whose equivalence to max-cut has been shown by Hammer, see [11] is quadratic 0-1 optimization, in which we are given a matrix $A \in \mathbb{R}^{n \times n}$ and a vector $a \in \mathbb{R}^{n}$ and wish to solve $\min \left\{x^{T} A x+a^{T} x \mid x \in\{0,1\}^{n}\right\}$, see [7] for details.
- In [6] an application to the layout of electronic circuits is described: when the wiring occurs on two layers, the task is to assign each wire segment to one of these layers so as to minimize the number of vias, i.e., layer changes along the wires.
- An application to the vertical or horizontal polarization assignment to television broadcast antennas is described in [1]: The optimization goal is to minimize interference between the transmitters.
- In a tournament schedule for a sports league, a break consists of two consecutive "home" or two consecutive "away" games for an individual team. Breaks are considered undesirable. A reduction of the break minimization problem to max-cut is described in [14] along with a computational study.


### 4.3 A General Scheme for Solving Hard Max-cut Problems

The most common algorithmic framework for solving NP-hard combinatorial optimization problems to optimality is the branch-and-bound scheme that has been introduced by [25] in the context of the general integer linear programming problem

$$
\begin{equation*}
\max \left\{c^{T} x \mid A x \leq b, x \geq 0, x \text { integer }\right\} \tag{4.5}
\end{equation*}
$$

where $c \in \mathbb{R}^{n}, A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}$. We describe this framework here in the context of max-cut while keeping in mind that it is applicable in a much broader sense. Understanding branch-and-bound and some properties of the set of cuts in graphs is a prerequisite for the branch-and-cut algorithm at which we are aiming.

Recall that max-cut is defined on an undirected graph $G=(V, E)$ with edge weights $c_{e}$ for all $e \in E$. For a subset $S \subseteq E$ and a vector $a \in \mathbb{R}^{E}$, let $a(S)$ be shorthand for $\sum_{e \in S} a_{e}$, where $a_{e}$ is the $e$ th component of the vector $a$. Denote by $\mathcal{F}$ the set of all cuts in $G$. Then the max-cut problem becomes

$$
\begin{equation*}
\max \{c(F) \mid F \in \mathcal{F}\} \tag{4.6}
\end{equation*}
$$

For the subsequent discussion it is convenient to replace the cuts $F \in \mathcal{F}$, i.e. the feasible solutions by their characteristic vectors in $\{0,1\}^{E}$ : With any subset $S \subseteq E$ we associate its characteristic vector $\chi^{S} \in\{0,1\}^{E}$ defined by

$$
\chi_{e}^{S}= \begin{cases}0 & \text { if } e \notin S,  \tag{4.7}\\ 1 & \text { if } e \in S\end{cases}
$$

If we let $\mathcal{C}=\left\{x \in\{0,1\}^{E} \mid x=\chi^{F}\right.$ for some $\left.F \in \mathcal{F}\right\}$, then (4.6) can equivalently be written as

$$
\begin{equation*}
\max \left\{c^{T} x \mid x \in \mathcal{C}\right\} \tag{4.8}
\end{equation*}
$$

When $\mathcal{C}$ is replaced by a superset $\mathcal{C}_{R} \supseteq \mathcal{C}$, the solution value of

$$
\begin{equation*}
\max \left\{c^{T} x \mid x \in \mathcal{C}_{R}\right\} \tag{4.9}
\end{equation*}
$$

is an upper bound for the solution value of (4.8), i.e., an upper bound for the weight of a maximum cut in $G$. Problem (4.9) is a relaxation of problem (4.4), and a crucial ingredient
of branch-and-bound algorithms is to find relaxations that are computationally "easy" to solve yet give "good" bounds.

Before we look at suitable relaxations of max-cut, we outline the generic branch-andbound scheme that is a simple variant of the generic divide-and-conquer principle. Namely, if the problem cannot be solved directly, it is split into (hopefully easier) subproblems. These subproblems are then either solved or split further until eventually very simple problems are generated. From the solution of all the generated subproblems a solution of the original problem can then be constructed.
algorithm branch-and-bound
begin

1. Initialize the list of active subproblems with the original problem.
2. while list of active subproblems is not empty do
begin
3. choose some subproblem from the list of active problems and "solve" it as follows:
(a) find an optimal solution for the subproblem, or
(b) prove that the subproblem has no feasible solution, or
(c) prove using a relaxation that there is no feasible solution for the subproblem that has a higher objective function value than the best feasible solution that is already known, or
(d) split the subproblem into further subproblems and add them to the list of active problems, if none of the above is possible.

## end

4. return the best feasible solution found so far as an optimal solution.

## end

The splitting of problems into subproblems can be represented by the so-called branch-and-bound tree, the root of which represents the original problem. It is crucial for the efficiency of a branch-and-bound algorithm that this tree does not grow too large. Therefore subproblems have to be solved if possible by alternatives (a), (b) or (c) of step 3. Alternative (a) rarely occurs, for (b) and (c) relaxations are important. Namely for (b), if a relaxation of the subproblem is already infeasible, then also the subproblem itself is infeasible. To be able to finish the subproblem in (c), good lower and upper bounds must be available. Lower bounds are obtained by finding feasible solutions. These are either obtained by solving some subproblem to optimality or usually by determining good feasible solutions using heuristics. Upper bounds can be computed by using relaxations where, in principle, any type of relaxation discussed above can be employed. It is clear that the tighter a relaxation, the better the performance of the algorithm will be. Without a suitable relaxation, branch-and-bound would tend to completely enumerate the set of feasible solutions and thus become computationally
infeasible. Of prime interest are linear programming relaxations that we will explain in the next section.

The easiest way to implement the splitting step 3(d) is to select a variable $x_{e}$ and replace the current subproblem by two, in one of which the additional restriction $x_{e}=0$ and in the other the additional restriction $x_{e}=1$ is appended.

Let the symmetric difference of two cuts $F \in \mathcal{F}$ and $F^{\prime} \in \mathcal{F}$ in $G$, denoted by $F \triangle F^{\prime}$, be the set of edges that belongs to one of the two cuts but not to both. In the special context of max-cut, we can exploit the fact that for cuts $F \in \mathcal{F}$ and $F^{\prime} \in \mathcal{F} F \triangle F^{\prime}$ also is a cut. We say the set of all cuts in a graph $G$ is closed under taking symmetric differences. This simple combinatorial concept can be translated into algebraic terms and applied to the characteristic vectors of cuts. Let $\chi^{F}$ and $\chi^{F^{\prime}}$ be the characteristic vectors of $F$ and $F^{\prime}$, respectively. Then the map

$$
\begin{equation*}
s^{F}: \mathbb{R}^{E} \longrightarrow \mathbb{R}^{E} \tag{4.10}
\end{equation*}
$$

called switching along the cut $F$ and defined by

$$
\left.s^{F}\left(\chi^{F^{\prime}}\right)\right|_{e}=\left\{\begin{align*}
\chi_{e}^{F^{\prime}} & \text { if } e \notin F,  \tag{4.11}\\
1-\chi_{e}^{F^{\prime}} & \text { if } e \in F .
\end{align*}\right.
$$

maps the characteristic vector of any cut $F^{\prime}$ in $G$ into the characteristic vector of another cut in $G$. It maps $\chi^{F}$ to the 0 vector (the characteristic vector of the empty cut) and it is an automorphism of $\mathcal{F}$.

Given an instance of the max-cut problem defined by a graph $G$ and an objective function vector $c$, for a fixed cut $F$, the map $s^{F}(\cdot)$ provides a variable transformation $z=s^{F}(x)$ that translates the problem

$$
\begin{equation*}
\max \left\{c^{T} x \mid x \in \mathcal{C}\right\} \tag{4.12}
\end{equation*}
$$

into the problem

$$
\begin{equation*}
\max \left\{c^{\prime T} z+d \mid z \in \mathcal{C}\right\} \tag{4.13}
\end{equation*}
$$

where $c^{\prime}$ is defined by

$$
c_{e}^{\prime}=\left\{\begin{align*}
c_{e} & \text { if } e \notin F  \tag{4.14}\\
-c_{e} & \text { if } e \in F
\end{align*}\right.
$$

and $d=c \chi^{F}$.
In addition to the switching operation, we need the concept of contraction of two nodes $u$ and $v$ in $G$. This operation consists of identifying $u$ and $v$ with a new node, deleting the edge $e=u v$, if $e \in E$, and making all edges incident with either $u$ or $v$ in $G$, incident with the new node. Finally, double edges arising in this process are replaced by a single edge whose weight is the sum of the weights of the two edges, see Figure 4.2 for an illustration.

In max-cut we can contract a pair of nodes $u$ and $v$ whenever we want to make sure that $u$ and $v$ belong to the same shore of the cut, thus reducing the number of edges and therefore the dimension of the space in which the optimization takes place.


Figure 4.2: Contracting nodes $u$ and $v$

Based on the switching and contraction operations, we can implement a branch-and-bound scheme for max-cut as follows:

Let us assume that we have a relaxation

$$
\begin{equation*}
\max \left\{c^{T} x \mid x \in X \subseteq[0,1]^{E}\right\} \tag{4.15}
\end{equation*}
$$

of max-cut defined by the set $X$ that contains all characteristic vectors of cuts in $G$ and has the additional property that every integral vector of $X$ is the characteristic vector of some cut in $G$, and that (4.15) is "easy" to solve. (We shall see later that such relaxations are readily available.)

Now let $\bar{x}$ be the characteristic vector of a cut in $G . \bar{x}$ serves as the incumbent solution: it corresponds to the best cut we know at any time during the execution of the branch-and-bound algorithm. Let $x^{*}$ be an optimum solution of (4.15). If $c^{T} x^{*}<c^{T} \bar{x}$, we have case 3(c) and the subproblem is fathomed, i.e., needs no further consideration. If $x^{*}$ is integral, it must be the characteristic vector of a cut, and we are again in case 3(c) after we have updated $\bar{x} \longleftarrow x^{*}$ in case $c^{T} x^{*}>c^{T} \bar{x}$, so we can consider the subproblem fathomed. Finally, we implement case 3(d) by choosing an edge $e=u v$ such that $0<x_{e}^{*}<1$, and replace the current subproblem by the following pair of subproblems:
(S1) The first subproblem is obtained by contracting $u$ and $v$. This corresponds to forcing $x_{e}$ to 0 .
(S2) The second subproblem is obtained by switching $x^{*}$ by $\delta(u)$, i.e., performing the variable transformation $s^{\delta(u)}\left(x^{*}\right)$ and recording this by multiplying all edge weights $c_{e}$ for $e \in$ $\delta(u)$ by -1 , recording the additive constant $c \chi^{\delta(u)}$ for the objective function value, and finally contracting $u$ and $v$. Contracting $u$ and $v$ amounts to forcing $x_{e}$ to be equal to 0 in the transformed subproblem (after switching), which by switching corresponds to forcing $x_{e}$ to 1 in the original subproblem (before switching).
Subproblems (S1) and (S2) are two new instances of max-cut. Therefore, any algorithm used to solve the original problem can be recursively applied to each subproblem.

There are various relaxations of max-cut that can be used in either implementation of the above branch-and-bound scheme, for an overview, see [22]. Here we want to concentrate on linear programming relaxations because their application has proven to be by far superior in
the context of ground-state computations for spin glasses with short-range interactions such as those in grids or similar structures.

### 4.4 Linear Programming Relaxations of Max-cut

Before we introduce linear programming (LP) relaxations of max-cut, we derive an integer linear programming formulation of the form (4.5) for max-cut.

An edge set $C=\left\{v_{0} v_{1}, v_{1} v_{2}, \ldots, v_{k-1} v_{0}\right\} \subseteq E$ is called a cycle (of length $k$ ) in $G$. An edge $v_{i} v_{j} \in E$ where $j \neq(i+1) \bmod k$ is called a chord of the cycle $C$. The integer linear programming formulation is based on the observation that the intersection of a cut and a cycle in a graph $G$ always contains an even number of edges and that this property characterizes those subsets of the edge set $E$ that correspond to cuts. Using characteristic vectors of edge sets, this condition can be translated into algebraic terms by stipulating the cycle inequality $\chi(Q)-\chi(C \backslash Q) \leq|Q|-1$ for all cycles $C$ in $G$ and each odd cardinality subset $Q$ of $C$. (Recall that $\chi(S)=\sum_{e \in S} \chi_{e}$ for $S \subseteq E$.) For example, if $C$ is a cycle consisting of an odd number of edges, the inequality for $Q=C$ says that any cut can contain at most $|C|-1$ of the edges in $C$. If $C$ is an arbitrary cycle and $Q$ any odd subset of edges with $Q \neq C$, the inequality says that if a cut contains all edges of $Q$, i.e., $\chi(Q)=|Q|$, it must also contain at least one edge in $C \backslash Q$, i.e. $\chi(C \backslash Q) \geq 1$.

This leads to the following formulation of max-cut as an integer linear program:

$$
\begin{gather*}
\max \left\{c^{T} x|x(Q)-x(C \backslash Q) \leq|Q|-1 \text { for each } Q \subseteq C,|Q| \text { odd },\right. \\
\text { for each cycle } C \text { in } G,  \tag{4.16}\\
0 \leq x_{e} \leq 1 \text { for each } e \in E, \\
\left.x_{e} \text { integer for each } e \in E\right\}
\end{gather*}
$$

Our first linear programming relaxation for max-cut is obtained by dropping the integrality conditions in (4.16):

$$
\begin{gather*}
\max \left\{c^{T} x|x(Q)-x(C \backslash Q) \leq|Q|-1 \text { for each } Q \subseteq C,|Q| \text { odd },\right. \\
\quad \text { for each cycle } C \text { in } G,  \tag{4.17}\\
\left.0 \leq x_{e} \leq 1 \text { for each } e \in E\right\}
\end{gather*}
$$

Obviously (4.17) possesses all the features that we required in the discussion of the previous section, except that it cannot immediately be "easily" solved. After all, (4.17) has an exponential number of inequalities, thus simply feeding it into computer memory is out of the question. Nevertheless, in practice (4.17) can indeed be solved efficiently in polynomial time, as we shall see later in this section. We call (4.17) the cycle relaxation of max-cut. As the feasible solutions of the cycle relaxation are the solutions of a system of linear inequalities, and they are all contained in the $|E|$-dimensional hypercube, they define a polytope which we call the cycle polytope

$$
\begin{align*}
& P_{\mathrm{CYCLE}}^{G}=\left\{x \in \mathbb{R}^{E}|x(Q)-x(C \backslash Q) \leq|Q|-1\right. \text { for each } Q \subseteq C,|Q| \text { odd }, \\
& \text { for each cycle } C \text { in } G,  \tag{4.18}\\
&\left.0 \leq x_{e} \leq 1 \text { for each } e \in E\right\}
\end{align*}
$$

If we take the convex hull of all characteristic vectors of cuts, or equivalently, all integer points in the cycle polytope, we obtain the cut polytope

$$
\begin{align*}
P_{\mathrm{CUT}}^{G} & =\operatorname{conv}\left\{\chi^{F} \mid F \in \mathcal{F}\right\} \\
& =\operatorname{conv}\left\{x \in P_{\mathrm{CYCLE}}^{G} \mid x \in\{0,1\}^{E}\right\} . \tag{4.19}
\end{align*}
$$

The vertices of the cut polytope are the characteristic vectors of the cuts in $G$, therefore max-cut can be formulated as

$$
\begin{equation*}
\max \left\{c^{T} x \mid x \in P_{\mathrm{CUT}}^{G}\right\} \tag{4.20}
\end{equation*}
$$

From the classical theorems of Weyl and Minkowski, we know that there is a matrix $A$ and a vector $b$ such that

$$
\begin{equation*}
P_{\mathrm{CUT}}^{G}=\left\{x \in \mathbb{R}^{E} \mid A x \leq b, x \geq 0\right\} \tag{4.21}
\end{equation*}
$$

However, complexity theory tells us that such an inequality system is enormously large and that its explicit computation is hopeless in practice.

Let us consider the triangle graph as shown in Figure 4.3 as the smallest interesting example.


Figure 4.3: A graph consisting of a triangle.
The set of characteristic vectors of cuts is

$$
\left\{\left(\begin{array}{l}
0  \tag{4.22}\\
0 \\
0
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right),\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right),\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right)\right\}
$$

where we order the coordinates as $\left(x_{12}, x_{23}, x_{13}\right)$.
The cycle inequalities read

$$
\begin{array}{r}
x_{12}+x_{23}+x_{13} \leq 2 \\
x_{12}-x_{23}-x_{13} \leq 0  \tag{4.23}\\
-x_{12}+x_{23}-x_{13} \leq 0 \\
-x_{12}-x_{23}+x_{13} \leq 0
\end{array}
$$

The reader may easily verify that the vectors in (4.22) satisfy all four inequalities of (4.23) while other possible integer vectors violate at least one of them. For example, the vector $(1,1,1)$ (not corresponding to a cut) violates the first inequality in (4.23). In Figure 4.4 we
show the cut polytope $P_{\mathrm{CUT}}^{K_{3}}$, i.e., the convex hull of the cut vectors (4.22) for the triangle graph of Figure 4.3. The cycle inequalities (4.23) are hyperplanes in $\mathbb{R}^{3}$, and it is not hard to see that each of them corresponds to a face of the tetrahedron in Figure 4.4. Hence, $P_{\mathrm{CUT}}^{K_{3}}=$ $P_{\text {CYCLE }}^{K_{3}}$.


Figure 4.4: The cut polytope $P_{\mathrm{CUT}}^{K_{3}}$ in the cube $[0,1]^{3}$
We shall see that even partial descriptions of $P_{\mathrm{CUT}}^{G}$ by linear inequalities lead to relaxations of max-cut such as (4.17) that are useful in practical computations.

If $P \subseteq \mathbb{R}^{n}$ is a polytope, we say that the inequality $a^{T} x \leq a_{0}$ is valid for $P$ if $P \subseteq\{x \in$ $\left.\mathbb{R}^{n} \mid a^{T} x \leq a_{0}\right\}$. For any valid inequality $a^{T} x \leq a_{0}$ for $P$, the polytope $\left\{x \in P \mid a^{T} x=a_{0}\right\}$ is called a face of $P$. Faces of $P$ different from $P$ itself are called proper faces of $P$. The proper faces of minimum dimension 0 are the vertices of $P$, and the proper faces of maximum dimension $\operatorname{dim} P-1$ are called facets of $P$.

It can be shown that $\operatorname{dim} P_{\mathrm{CUT}}^{G}=|E|$, therefore the facets of $P_{\mathrm{CUT}}^{G}$ are the $(|E|-1)$ dimensional proper faces of $P_{\mathrm{CUT}}^{G}$. The most compact description of a full-dimensional polytope consists of facet-defining inequalities only, one for each facet. It turns out that the cycle inequalities define facets of $P_{\mathrm{CUT}}^{G}$ whenever the defining cycle $C$ has no chord. A trivial inequality $x_{e} \geq 0$ or $x_{e} \leq 1$ defines a facet of $P_{\mathrm{CUT}}^{G}$ when $e$ is not contained in a triangle of $G$. All non-facet-defining inequalities can be eliminated from the linear description of $P_{\mathrm{CYCLE}}^{G}$ and $P_{\mathrm{CUT}}^{G}$. Therefore, when $G$ is the complete graph $K_{p}$, of all cycle and trivial inequalities, the only remaining inequalities are

$$
\begin{array}{r}
x_{i j}+x_{i k}+x_{j k} \leq 2 \\
x_{i j}-x_{i k}-x_{j k} \leq 0  \tag{4.24}\\
-x_{i j}+x_{i k}-x_{j k} \leq 0 \\
-x_{i j}-x_{i k}+x_{j k} \leq 0 .
\end{array}
$$

In the following, we first introduce several classes of facets for the cut polytope. Later we concentrate on the cycle inequalities as they turn out to be especially important for practical spin glass ground-state computations.

A graph is called a bicycle $p$-wheel if it consists of a cycle of length $p$ and two nodes adjacent to each other and to every node of the cycle. Let $(W, B)$ be a bicycle $(2 k+1)$-wheel, $k \geq 1$, contained in $G$. Then the inequality

$$
\begin{equation*}
x(B) \leq 2(2 k+1) \tag{4.25}
\end{equation*}
$$

defines a facet of $P_{\mathrm{CUT}}^{G}$, [9]. See Figure 4.5(a) for a bicycle 5-wheel together with a cut of maximum cardinality satisfying the inequality with equality.

(b)


Figure 4.5: Valid inequalities for the cut polytope. (a) Bicycle $2(k+1)$-wheel with $k=2$. A cut of maximum cardinality cuts all "spoke" edges. (b) $K_{5}$. The dash-dotted edges correspond to a cut of maximum cardinality.

Let $K_{p}=\left(W, E_{p}\right)$ be a complete subgraph of order $p$ of $G$. Then the $K_{p}$-inequality

$$
\begin{equation*}
x\left(E_{p}\right) \leq\left\lceil\frac{p}{2}\right\rceil\left\lfloor\frac{p}{2}\right\rfloor \tag{4.26}
\end{equation*}
$$

is valid for $P_{\mathrm{CUT}}^{G}$, see Figure 4.5(b); this inequality defines a facet of $P_{\mathrm{CUT}}^{G}$ if and only if $p$ is odd [9].

The polytope $P_{\mathrm{CUT}}^{G}$ has been studied by Barahona and Mahjoub [9] and there are further classes of facets known. In particular there exist interesting methods to construct new facetdefining inequalities from given facet-defining inequalities.

The usage of any of the above mentioned and further facet-defining inequalities tightens the relaxation. In practice, already the relaxation obtained by optimizing over the cycle polytope has proven useful, so let us first concentrate on the cycle polytope. At the beginning of this section, we claimed that we can efficiently solve the cycle relaxation even though it is defined by an exponential number of inequalities.

The solution is to start with a small subset of the constraint set, solve the LP to optimality, and check if the optimum solution satisfies the constraints that have not been taken into account. If this is the case, then the computed solution is optimal for the complete problem. Otherwise, there are constraints that are violated. One or some of them are added to the current LP, the LP is reoptimized, and the process continues until all constraints are satisfied. So the core problem that has to be solved here is the separation problem: Given some $x^{*}$ and a set of constraints $A x \leq b$, verify that $A x^{*} \leq b$ or deliver an inequality $a^{T} x \leq a_{0}$ of the system such that $a^{T} x^{*}>a_{0}$. We describe below how this can be done for special relaxations that are of interest here.

A special case of a celebrated result of Grötschel, Lovász, and Schrijver [18] says that we can optimize a linear objective function over a polytope $P$ in polynomial time if and only if we can solve the separation problem for $P$ in polynomial time.

This approach is termed the cutting-plane approach due to the fact that the constraints added to the current LP "cut off" the current solution because it is infeasible for the original problem. It is important that the approach does not require an explicit list of the constraints defining the original problem. What is required is "only" a method for identifying inequalities that are violated by the current solution.

We show that the cycle inequalities can be separated in polynomial time implying that the cycle relaxation of the max-cut problem can be solved in polynomial time. The algorithm we are going to describe is by Barahona and Mahjoub [9].

Let $y, 0 \leq y_{e} \leq 1$ for all $e \in E$, be the point to be separated. We define a new graph $H=\left(V^{\prime} \cup V^{\prime \prime}, E^{\prime} \cup E^{\prime \prime} \cup E^{\prime \prime \prime}\right)=(W, F)$ which consists of two copies of $G$, say $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ and $G^{\prime \prime}=\left(V^{\prime \prime}, E^{\prime \prime}\right)$, and the following additional edges $E^{\prime \prime \prime}$ : For each edge $u v \in E$ we create the two edges $u^{\prime} v^{\prime \prime}$ and $u^{\prime \prime} v^{\prime}$, where $u^{\prime} \in V^{\prime}, u^{\prime \prime} \in V^{\prime \prime}$ denote the two copies of a node $u \in V$. The edges $u^{\prime} v^{\prime} \in E^{\prime}$ and $u^{\prime \prime} v^{\prime \prime} \in E^{\prime \prime}$ are assigned the weight $y_{u v}$, while the edges $u^{\prime} v^{\prime \prime}, u^{\prime \prime} v^{\prime} \in E^{\prime \prime \prime}$ are assigned the weight $1-y_{u v}$. In Figure 4.6 we show a graph consisting of a triangle and the corresponding doubled graph $H$.


Figure 4.6: Separation of the cycle inequalities. (a) A graph consisting of a triangle $i, j, k$. (b) The corresponding graph $H$. The bold edges $u \prime, v \prime, u \prime \prime, v \prime \prime$ have weights $x_{u v}$, the dashed edges $u \not v \prime \prime$ and $u / \prime v \prime$ have weights $1.0-x_{u v}$.

For each pair of nodes $u^{\prime}, u^{\prime \prime} \in W$ we calculate a shortest (with respect to the weights just defined) path in $H$. Such a path contains an odd number of edges of $E^{\prime \prime \prime}$ and corresponds to a closed walk in $G$ containing $u$. Clearly, if the shortest of these $\left(u^{\prime}, u^{\prime \prime}\right)$-paths in $H$ has a length of less than 1 , then there exists a cycle $C \subseteq E$ and an edge set $Q \subseteq C,|Q|$ odd, such that $y$ violates the corresponding odd-cycle inequality. ( $C$ and $Q$ are easily constructed from a shortest path.) If the shortest of these $\left(u^{\prime}, u^{\prime \prime}\right)$-paths has a length of at least 1 , then $y$ satisfies all these inequalities.

Since shortest-path computations can be efficiently performed in polynomial time, we have described a polynomial time separation algorithm for cycle inequalities, and therefore, the cycle relaxation can be solved in polynomial time.

Gerards [17] has shown that bicycle wheels can also be separated in polynomial time, but no polynomial time separation algorithm is known for the separation of $K_{p}$-inequalities.

A cutting-plane procedure requires the solution of lots of linear programs, most of which arise by appending further inequalities to a linear program solved previously.

A linear program can be considered an easy problem. From a theoretical point of view there are polynomial time algorithms (ellipsoid method, interior point methods) for its solution. But also from a practical point of view there are effective algorithms (simplex algorithms, interior point algorithms) which are able to solve very large problems with several ten-thousands of constraints and millions of variables.

For in-depth treatments of linear programming techniques, see the textbooks by Chvátal [12] and Padberg [26]. In the context of cutting-plane procedures, the preferred linear programming solver is the so-called dual simplex method. It is not a polynomial time method but its advantages are its practical efficiency and, in particular, the elegant and efficient reoptimization of a linear program after the addition of further inequalities.

The result of Grötschel, Lovász, and Schrijver is based on the ellipsoid method that solves linear programs in polynomial time yet does not perform well in practice for numerical reasons. By using the simplex method, we trade theoretical for practical efficiency.

### 4.5 Branch-and-cut

We can now describe our approach for solving hard spin-glass problems. The basic idea of the algorithm is to implement the bounding part in branch-and-bound by a cutting-plane algorithm for linear programming relaxations of max-cut as described in the previous section. Efficient separation is crucial for success. Therefore, we first describe how we separate cycle inequalities.

In the basic algorithm for cycle inequality separation, described in the previous section, we can use Dijkstra's well-known algorithm for the shortest-path computations and this results in an implementation with $O\left(|V|^{3}\right)$ running time.

For practical purposes this is rather slow. Therefore, we have added faster heuristics for finding violated cycle inequalities in order to avoid calling the "exact separation routine" as much as possible. We describe them in the order in which we call them in the algorithm.

Suppose $y=\left(y_{1} \ldots y_{|E|}\right)$ is the optimum solution of the last linear program. We have to check whether $y$ is the characteristic vector of a cut, and if not, find odd-cycle inequalities violated by $y$, if there are any.

For $0 \leq \varepsilon \leq \frac{1}{2}$ we define the graph $G_{\varepsilon}=\left(V, E_{\varepsilon}\right)$ as follows:

$$
\begin{equation*}
E_{\varepsilon}:=\left\{e \in E \mid y_{e} \leq \varepsilon \text { or } y_{e} \geq 1-\varepsilon\right\} . \tag{4.27}
\end{equation*}
$$

We try to two-color the nodes of $G_{\varepsilon}$ with red and green, say. First we pick an arbitrary node $v \in V$ and color it red. For all neighbors $w$ of $v$ in $G_{\varepsilon}$ we do the following: If $w$ is not colored, $w$ receives the color of $v$ if $y_{v w} \leq \varepsilon$, otherwise $w$ receives the complementary color. If $w$ is already colored, there are two cases. If $w$ has the same color as $v$ and $y_{v w} \leq \varepsilon$ or if $v$ and $w$ have complementary colors and $y_{v w} \geq 1-\varepsilon$, we continue. Otherwise we have found a cycle $C$ with an odd number of edges of value at least $1-\varepsilon$. Let $Q$ be the set of these edges. We check whether $y(Q)-y(C \backslash Q)>|Q|-1$. If this is the case, a violated odd-cycle
inequality is found. When all neighbors of $v$ have been considered, we pick a new, colored node, consider its neighbors, etc., and proceed in breadth-first search manner. In Figure 4.7 we show an example where the graph $G$ consists of a square. The edge labels correspond to the values $y_{u v}$. We first color node 1 red and its neighbors 2 and 4 green and red, respectively. In Figure 4.7) we use dots for red-colored nodes and dash-dots for green-colored nodes. We then consider the neighbors of node 2 and color node 3 red. When coloring the neighbors of node 3, we would have to assign the color "green" to node 4 . However, node 4 is already colored red and we end up with a contradiction. The corresponding violated cycle inequality reads $x_{12}+x_{23}-x_{34}+x_{14} \leq 2$.


Figure 4.7: Example for the two-coloring heuristic.
If $y$ is integral - which we check on the run - and not a cut, this procedure guarantees that a violated odd-cycle inequality will be found. So, if for an integral $y$, the procedure does not produce a violated inequality, $y$ is the incidence vector of a maximum weight cut in $G$. The breadth-first search tree built up in this process allows us to generate the violated oddcycle inequalities efficiently. The worst-case running time of our implementation depends on the structure of $G_{\varepsilon}$ and is between $O(|V|)$ and $O(|E| \log |V|)$. Empirically it is $O(|V|)$ and extremely fast.

If we solve spin-glass problems on a grid, then the unchorded 4-cycles of the graph correspond exactly to the grid squares. We scan through all of these and check each of the eight associated cycle inequalities for violation. This can be done in $O(|V|)$ time.

In three dimensions, we also enumerate the four different possibilities for chord-less cycles along the elementary cubes in the graph. This can also be done in $O(|V|)$ time.

If we have an external magnetic field, then all three-cycles in the graph contain the corresponding field node. By scanning through all grid edges $v w$ we check the four possible three-cycle inequalities (4.16) that can be derived from the triangle with the external field. This algorithm has $O(|V|)$ running time.

In the last heuristic we calculate a maximum weight spanning tree $T_{\max }$ of $G$ with edge weights $\left|y_{e}-\frac{1}{2}\right|$. For any non-tree edge $e=i j$, we consider its fundamental cycle $C$ consisting of the union of $e$ and the unique path from $i$ to $j$ in $T_{\max }$ and set $Q:=\left\{e \in C \left\lvert\, y_{e}>\frac{1}{2}\right.\right\}$. We check whether $|Q|$ is odd and the corresponding odd-cycle inequality is violated by $y$. Using Kruskal's algorithm, this heuristic runs in time $O(|V| \log |V|)$ on the average, and $O\left(|V|^{2}\right)$ in the worst case.

The above described heuristics are called in the same order as we have outlined them above. However, the following heuristic is only called if the previous one did not generate any or too few cuts.

The "exact" separation routine is called if all heuristics together found less than a certain number of cutting planes. This kind of parameterization keeps the program flexible by allow-
ing us to test various cutting-plane generation strategies. In practical spin-glass computations on a regular grid, our heuristics for generating violated cycle inequalities work very well. They are both fast and effective. When we determine ground states of spin glasses in two or three dimensions, there is usually no need to call the exact separation routine.

If we want to determine a maximum cut in an arbitrary graph and all of the above does not produce a cutting plane, we apply the polynomial separation algorithm for bicycle-wheel separation and simple heuristics for $K_{p}$-inequality separation. However, these two separation algorithms are useful only for rather dense graphs. Two or three-dimensional grid graphs, even if we have an external magnetic field, do not contain $(2 k+1)$-wheels and do not have complete subgraphs larger than a triangle. Nevertheless, in Section 4.8 we will see how these separation algorithms may turn out to be useful for these kinds of graphs also.

To keep the number of constraints small we eliminate inequalities in the following way. Whenever the objective function value has decreased by more than some specified amount compared to the previous solution value, all inequalities $a^{T} x \leq a_{0}$ with $a^{T} x^{\star}<a_{0}$ for the current optimum solution $x^{\star}$, are eliminated, otherwise no elimination is performed.

As a by-product of the described separation strategy for cycle inequalities, we obtain cuts in $G$ that arise from (fractional) LP-solutions, e.g., the coloring heuristic and the spanning tree heuristic produce cuts in $G$, i.e., feasible solutions that can be used as starting solutions for improvement heuristics. Whenever we find a feasible solution with a higher objective function value than the incumbent solution $\bar{x}$ that serves as the best known upper bound for the optimum cut value at any point during the computation, we can update $\bar{x}$. We refer to this technique as "exploiting the LP". Thus our branch-and-cut algorithm produces a sequence of decreasing upper bounds for the optimum cut value, obtained by solving LP-relaxations, and at the same time, a sequence of feasible solutions with increasing objective function value. The branch-and-cut process terminates as soon as these bounds coincide.

As an example, we show in Figure 4.8 the evolution of upper and lower bounds computed by our branch-and-cut program for a randomly generated two-dimensional $\pm 1$ spin glass of size $50 \times 50$ with periodic boundaries. The instance took 128 seconds on a 1400 MHz Athlon computer.

Our branch-and-cut software basically results from integrating the above separation and LP-exploiting procedures into the ABACUS framework [23] for branch-and-cut algorithms that provides the branch-and-bound frame, and provisions for dealing with the LP-relaxations.

### 4.6 Results of Exact Ground-state Computations

For short-range Ising spin glasses like the 3d grid, the nature of the spin-glass phase is not thoroughly understood, and different models have been described in the literature. For longrange spin glasses the so-called RSB solution of Parisi [29] is assumed to hold. In the RSB picture of the spin-glass phase, there are infinitely many states with an energy difference of order $O(1)$, independent of their size. Therefore, the infinite system has many low-lying energy excitations that involve an infinite number of spins. The surface of these excitations is space filling, i.e., the fractal dimension $d_{s}$ of the surface equals the space dimension $d$. For short-range spin glasses, the picture is less clear. It is possible that the RSB solution correctly describes the spin-glass phase in finite dimensional spin glasses. However, Fisher


Figure 4.8: Evolution of upper and lower bounds on the max-cut value for a $50 \times 50$ grid. For clarity, the data is only shown for every second iteration.
and Huse [15] proposed the "droplet theory" which implies that the energy cost of flipping a cluster of length scale $l$ is of order $O\left(l^{\theta}\right)$ with $\theta$ being a positive constant in three dimensions. Consequently, in this picture there are no excitations of finite energy involving infinitely many spins. The fractal dimension of the surface of these excitations $d_{s}$ is less than the space dimension $d$. Also "intermediate" scenarios have been proposed, e.g., [24], [28]. In the socalled TNT scenario we have two exponents $\theta$ and $\theta^{\prime}$, which describe the growth of the energy of an excitation of scale $L$ :
(i) $\theta(>0)$ such that $L^{\theta}$ is the typical change in energy when the boundary conditions are changed, for example from periodic to anti-periodic, in a system of size $L$, and
(ii) $\theta^{\prime} \sim 0$, which characterizes the energy of clusters excited within the system for a fixed set of boundary conditions.
Many numerical studies, mostly done with heuristic algorithms, tried to clarify the nature of the spin-glass phase, but yet none of them could undoubtedly settle this issue.

In the following we describe some results from our work together with M. Palassini and A. P. Young in which we study the nature of the spin-glass state. For more details, see [27]. We examine 3d Gaussian distributed spin glasses with free boundary conditions by following the "bulk perturbation" approach of [28] that works as follows. For a specified instance, we determine the (exact) ground state with spin configuration $S_{i}^{(0)}$. We choose a small parameter $\varepsilon$ and add the amount $-\frac{\varepsilon}{N_{b}} S_{i}^{0} S_{j}^{0}$ to all couplings $J_{i j}$ ( $N_{b}$ is the number of bonds) and compute the ground state of the perturbed system with spin configuration $\tilde{S}_{i}^{(0)}$. This perturbation possi-
bly induces a change in the ground state, since the energy of the former ground state increases by $\varepsilon$, whereas the energy of any other state increases by a lesser amount $\frac{\varepsilon}{N_{b}} \sum_{\langle i, j\rangle} S_{i}^{0} S_{j}^{0} S_{i} S_{j}$, which can easily be verified. We study systems of size $L \leq 12$ with different perturbations $\varepsilon$ and high statistics.

As we are interested in how the solution changes from the unperturbed to the perturbed system, we analyze different correlation functions and show here the results only for the absolute value of the so-called box overlap defined as

$$
\begin{equation*}
q_{B}=\frac{1}{L_{B}^{d}} \sum_{i} S_{i}^{(0)} \tilde{S}_{i}^{(0)} \tag{4.28}
\end{equation*}
$$

where the sum runs over the sites contained in a central cubic box of fixed size $L_{B}=2$. As the box overlap is measured away from the boundaries, it should have smaller corrections to scaling and should be less sensitive to boundary conditions than, e.g., the usual spin overlap $q$ in which the sum in (4.28) extends over the whole lattice. We analyze the average $\langle\cdots\rangle$ of the box overlap as well as restricted averages $\langle\cdots\rangle_{c}$ where the average is taken only over samples for which the unperturbed and perturbed ground states are very different, i.e., where the spin overlap satisfies $q \leq q_{\max }$ with $q_{\max }$ chosen appropriately.


Figure 4.9: Box overlaps. (a) Logarithmic plot of the average box-overlap, restricted to samples such that $q \leq 0.4$. The lower continuous line is a power-law fit for $\varepsilon / \tau=4$. The dashed line is the fit with $\left\langle 1-q_{B}\right\rangle_{c}=a+b / L+c / L^{2}$. (b) Scaling plot of the box-overlap according to Eq. (4.30). The continuous line is a polynomial fit of order $n=6$, which gives $\chi^{2} /$ d.o.f $=0.63$, and a goodness-of-fit parameter $Q=0.85$. The dashed line is the linear term of the polynomial fit, corresponding to the asymptotic behavior for $L \rightarrow \infty$.

Figure 4.9(a) shows the restricted average $\left\langle 1-q_{B}\right\rangle_{c}$, with $q_{\max }=0.4$, as a function of $L$ for two values of $\varepsilon$. The data are clearly decreasing with $L$ and close to a straight line on the logarithmic plot, consistent with the droplet or the TNT scenarios. When a large-scale cluster of spins is flipped, for large $L$, the probability that its surface goes across the central box is proportional to the ratio of its surface area, $\sim L^{d_{s}}$, to the volume, $L^{d}$. Therefore
$1-q_{B} \sim L^{-\left(d-d_{s}\right)}$. The exponent $d-d_{s}$ can be read off from the log-log plot Figure 4.9(a) as the slope of the straight line. We obtain the estimate

$$
\begin{equation*}
d-d_{s}=0.48 \pm 0.03 \tag{4.29}
\end{equation*}
$$

The box overlap is expected to scale as [27]

$$
\begin{equation*}
\left\langle 1-q_{B}\right\rangle=L^{-\left(d-d_{s}\right)} F_{q_{B}}\left(\varepsilon / L^{\mu}\right) \tag{4.30}
\end{equation*}
$$

where $F_{q_{B}}(x) \sim x$ for small $x$ and $\mu \equiv \theta^{\prime}+d-d_{s}$. With $\theta^{\prime}$ we denote the energy exponent that might be different from the exponent $\theta$ introduced in the droplet theory. We observe that our data scale well, according to (4.30), see Figure 4.9(b), and we obtain the best data collapse for $\mu=0.62 \pm 0.04$. We find $\theta^{\prime}=0.15 \pm 0.7$ which is consistent with the droplet scaling picture.

However, the data also fit the RSB picture well, if we allow large corrections to scaling. Under the RSB assumption we estimate $\lim _{L \rightarrow \infty}\left\langle 1-q_{B}\right\rangle_{c}=0.25 \pm 0.10$ (not derived here). In this case, the good scaling behavior we observed would only be a finite-size artifact, and would disappear at larger sizes. We get comparable results when analyzing other correlation functions, e.g., the link overlap. Therefore, by current standards, it is not possible to clarify the nature of the spin-glass state by our work [27]. In order to do this, larger system sizes will be needed.

### 4.7 Advantages of Branch-and-cut

Usually, in order to be able to draw physical conclusions, we have to average over the disorder which means here that we calculate the ground state of many (hundreds, thousands or more) realizations of a spin glass with the same characteristics (e.g., of the same size) and study the average, higher moments or even the whole probability distribution of the physical quantities we are interested in. Obviously, for good statistics one needs sufficient computer resources.

Physical projects like the one described above, are often of this type: First, we take an instance and compute the ground state. Then we slightly change the problem (e.g., perturb some couplings), compute the new ground state and study the relations between the solutions. With methods like Monte Carlo simulations, we would have to compute both solutions from scratch. However, when doing branch-and-cut we know that the formerly optimal solution is still feasible for the new problem and can be used as a starting solution. The linear programs generated during the run of the algorithm consist only of valid inequalities for the cut polytope. The last solved linear programs might still be a "tight" relaxation for the new problem and can serve as starting relaxations. By using this information from the previous computation, we can save a considerable amount of running time.

The spin glass susceptibility is another quantity for which our branch-and-cut approach is especially suited. Suppose we have found a ground state and we wish to see how the spin configuration changes when an external magnetic field of continuously increasing strength is applied. The obvious way is to increase the field strength in fixed increments and compute a new ground state starting with the optimum solution of the previous field strength. If this previous optimum solution was found without branching, we can do even better. Linear programming techniques that are beyond the scope of this introduction can be used to determine
the maximum field for which the current spin configuration, which is the optimum integral solution of some linear programming relaxation, remains optimum. Up to this field strength, the energy drops linearly and the magnetization stays constant. Beyond this point, a new optimization "warm starts" on the previous optimum solution. This technique is currently under investigation [21]. It has the clear advantage over the obvious fixed-increment approach that the exact break points in the piecewise linear energy curve are determined and much fewer reoptimizations are necessary.

In Figure 4.10 we show the energy per spin as a function of the strength $h$ of the external field for a randomly chosen two-dimensional $\pm 1$ instance of size $20 \times 20$. Figure 4.10 (a) shows the data generated by increasing the field in fixed increments $\Delta h=0.1$. Figure 4.10 (b) shows the corresponding plot for the same instance when the data is generated by the sensitivity method described above. Here the field strengths at which the solutions change are determined exactly.
(a)

(b)


Figure 4.10: Energy $E$ per spin as a function of the external field strength $h$ for a randomly chosen $2 d$ instance of size $20 \times 20$. (a) Energy per spin as a function of the field strength $h$ for a $20 \times 20 \pm 1$ spin glass. The field is increased in fixed increments $\Delta h=0.1$. (b) Energy per spin as a function of the field strength $h$ for a $20 \times 20 \pm 1$ spin glass. The field strengths at which the solutions change are determined exactly.

### 4.8 Challenges for the Years to Come

One approach in order to reduce the running time of the algorithm is to reduce the number of subproblems to be solved. Some work in progress [21] tries to exploit the many results on the facial structure of the cut polytope $P_{\mathrm{CUT}}^{K_{p}}$ for the complete graph with $p$ nodes compiled by Deza and Laurent in [13], without completing the graph with 0 -weight edges, because this would render the solution practically impossible. The idea is as follows:

We are given a point $\bar{x}_{n} \in P_{\mathrm{CYCLE}}^{G}$ that does not belong to $P_{\mathrm{CUT}}^{G}, G$ being an arbitrary graph with $n$ nodes. We want to find an inequality valid for $P_{\mathrm{CUT}}^{G}$ (possibly facet-defining) that is not satisfied by $\bar{x}_{n}$. To do so, we want to use the algorithmic and the structural results that are available for $P_{\mathrm{CUT}}^{K_{p}}$, the cut polytope for a complete graph.

First, by a sequence of operations on $\bar{x}_{n}$ that amount to switching along certain cuts and contracting node pairs corresponding to the end-nodes of integral edges, such a point is trans-
formed to $\bar{x}_{n^{\prime}} \in \mathbb{R}^{E^{\prime}}$, where $n^{\prime}$ is usually much smaller than $n$. The point $\bar{x}_{n^{\prime}}$ is always guaranteed to be outside $P_{\mathrm{CUT}}^{G^{\prime}}$ but inside $P_{\mathrm{CYCLE}}^{G^{\prime}}$. It can be seen as a fractional solution of a cutting-plane algorithm applied to a max-cut instance on a smaller and denser graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ where $\left|V^{\prime}\right|=n^{\prime}$.

At this point all the machinery available for the max-cut problem on complete graphs can be used for each complete subgraph $K_{p}$ of $G^{\prime}$. Therefore, some separation procedures for the cut polytope on complete graphs are applied to the restriction of $\bar{x}_{n^{\prime}}$ to the edges of these components that (hopefully) generate an inequality $a_{n^{\prime}} x_{n^{\prime}} \leq \alpha$, valid for $P_{\mathrm{CUT}}^{G^{\prime}}$ and violated by $\bar{x}_{n^{\prime}}$ by an amount $\beta$.

Finally, a sequence of "lifting" procedures is applied to $a_{n^{\prime}} x_{n^{\prime}} \leq \alpha$ that transforms it to an inequality $a_{n} x_{n} \leq \beta$ valid for $P_{\mathrm{CUT}}^{G}$ and violated by $\bar{x}_{n}$ by the same amount $\beta$. As a by-product, one of these lifting procedures provides a way to generate facet-defining inequalities for $P_{\mathrm{CUT}}^{G}$. Namely, under certain conditions, this procedure, applied to a facet-defining inequality for $P_{\mathrm{CUT}}^{G^{\prime}}$, produces not only a valid, but also a facet-defining inequality for $P_{\mathrm{CUT}}^{G}$.

These separation and lifting procedures enrich the description by linear inequalities of the cut polytope on arbitrary graphs and, at the same time, constitute an algorithmic tool for exactly solving the max-cut problem on these graphs.

Some preliminary experiments indicate that the above sketched procedure can indeed reduce the number of subproblems considerably. However, currently it is still too slow to give a significant overall performance gain. However, we are confident that optimizing our procedure will result in an improvement of the running time in the future. Another clear advantage of such a procedure is that it helps in solving problems without enumeration, which is a prerequisite for applying the sensitivity method discussed in the previous section.

In practical computations, around $90 \%$ of the total running time is spent in solving the linear programs by the simplex algorithm. Therefore, a topic of current research is to study the performance of branch-and-cut by replacing the simplex algorithm with fast approximate linear program solvers. The rationale for using an approximate solver is that particularly at the beginning of the optimization process, the current relaxation is not a "tight" relaxation of the cut polytope anyway. Additionally, methods like interior point solvers have a nice feature: they tend to return a solution that is "near" an optimal face, and not an optimal vertex. Intuitively this means that in the next round of separation the generated cutting-planes will cut "deeper" than if only a vertex is cut off. Therefore we expect less rounds of separation.

Recently, Barahona et al. suggested to use the so-called volume algorithm [5], [8] inside a branch-and-cut framework. The volume algorithm is a subgradient method for generating an approximate solution of a linear program that can be modified to converge to its optimal solution, see [4]. During the run of the algorithm, the current relaxation is solved exactly, always before a possible branching step takes place, in order to correctly check whether a node can be fathomed. It turns out in [8] that the running times of their volume-based code are much better for two-dimensional $\pm 1$ spin-glass problems than their simplex based code. However, the performance for the other problem classes (e.g., three-dimensional instances) is much worse with the volume algorithm. Thus the volume algorithm seems to improve the performance only in limited cases.

In ongoing studies we replace the simplex method with an interior point solver resulting in a considerably smaller number of linear programs to be solved. Despite the smaller numbers
of linear programs, the overall running time is worse than with the traditional simplex as the time for solving each LP increases. Up to now, we also find worse performance when using so-called bundle methods [31] that are also approximate solvers for which there exists a proof of convergence. Thus the question still remains of whether we can gain performance by replacing the simplex algorithm by other methods.
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# 5 Counting States and Counting Operations 

A. Alan Middleton

### 5.1 Introduction

Combinatorial optimization algorithms developed by computer scientists can be applied to a number of problems in condensed matter and statistical physics. A direct application is finding the classical ground-state configuration for a many-degree-of-freedom system with quenched disorder. Examples of such complex systems with frozen-in disorder include many models of random magnets and models of elastic lines or surfaces pinned by a disordered potential. By comparing ground-state configurations found for distinct boundary conditions (e.g., periodic vs. anti-periodic), one can find the energy and shape of domain walls in these disordered models. Averaging the numerical results for ground-state or domain-wall energies over many samples, gives the statistical properties of the ground state and of the large-scale excitations above the ground state. By simulating millions of smaller samples and thousands of samples with millions of degrees of freedom each, low enough statistical errors can be achieved that systematic errors dominate the analysis. The dependence of the results on system size and other parameters can be compared quantitatively with analytic computations, both to check predictions for exponent values and to verify scaling relations between these dependencies.

Given the speed of algorithms and hardware, it is now possible to broaden the types of questions about disordered systems for which precise answers can be obtained. Such questions include those about the general structure of the energy landscape, such as the degeneracy of the ground state in the thermodynamic limit or barriers between the low-lying states. The thermodynamic limit, for example, can be studied by computing the ground-state configurations for a sequence of samples of increasing size, each sample being a subsample of an infinite sample. This type of computation extends the direct application of optimization algorithms. There is a greater need for very efficient algorithms, the motivation to explore algorithms that find ground states for many similar samples (for example, with slightly different disorder, boundary conditions or external perturbations), and the increased use of code organization and data analysis that is complex in itself, with the optimization algorithm treated as a core routine. The "new" optimization algorithm, then, is based upon utilizing standard optimization methods to the fullest, organizing the computations for single samples within a broader framework and applying extensive analysis to the physical results and algorithm timings. (For some examples of analysis of results and timings, see Refs. [34,40,47], among others cited in this Chapter.)

The most precise numerical results available are for combinations of models and questions that can be addressed with known polynomial-time algorithms. It is often not obvious which questions can be studied using polynomial-time algorithms and which cannot. Just finding

[^5]the ground state exactly can be NP-hard and thus impracticable to study [64]. Even when the ground state can be found in polynomial time, computing quantities that characterize the energy landscape in the same model, such as the highest energy state, the partition function, or the height of barriers between low-lying states, may be NP-hard. It is unclear whether the distinction between P and NP-hard optimization problems, so important in complexity theory, leads to distinct behavior of the physical models. Regardless of the physical importance of this distinction, it is clear that the discrimination between P and NP-hard optimization problems has been extremely useful in organizing simulations.

This chapter first describes classical models with quenched disorder, inspired by the study of "pure" models and the questions that they raise. The application of optimization algorithms to disordered models is discussed in general, in Section 5.2. An important example, finding ground states for the random-field Ising magnet, is reviewed within Section 5.3. The use of these algorithms in studying the degeneracy of ground states is then described in some detail in Sections 5.4 and 5.5. The deduced low degeneracy of the ground state and scaling laws for the physical system of interest can in turn be applied to the statistical study of the algorithms themselves. The degeneracy of the ground state also has implications for the running time of the algorithm. For these polynomial-time algorithms, there can be a peak in running time at the physical transition. As reviewed in Section 5.6, the understanding of diverging length scales at phase transitions can be applied to explaining the slowing down of the non-physical dynamics of the optimization algorithm and to exploring parallel algorithms. Further directions for this field are discussed in Section 5.7.

### 5.2 Physical Questions about Ground States

### 5.2.1 Homogeneous Models

In order to understand disordered materials, it is useful to briefly review microscopically homogeneous models. The simplest non-trivial description of an extended magnetic system is the ferromagnetic Ising model. The electronic spins $\left\{s_{i}\right\}$ in this model for a magnetic material have only two discrete directions, $s_{i}= \pm 1$, where the $N$ magnetic ions are indexed by $i=1, \ldots, N$. Interactions lower the energy when neighboring atoms have parallel magnetization. In the pure model, the topology of these nearest-neighbor connections is uniform. For example, $i$ might be the index of a node of a regular lattice in finite-dimensional space, with neighbors being pairs of nodes with minimal spatial separation. The Hamiltonian is $H_{I}=-J \sum_{\langle i j\rangle} s_{i} s_{j}$, where $\langle i j\rangle$ lists all nearest-neighbor pairs $i$ and $j$. In a finite system, the ground-state configuration is a choice for $\left\{s_{i}\right\}$ that minimizes $H_{I}$. Clearly, there are exactly two ground-state configurations: $s_{i} \equiv+1$ and $s_{i} \equiv-1$, where the spins are chosen uniformly "up" or "down". This two-fold degeneracy holds independent of system size and hence is well-defined in the limit of infinite system size.

Statistical mechanics considers not only the ground-state configuration but the excited states. One type of excitation is given by flips, relative to the ground state, of single spins or small localized clusters. These have finite energy and thus finite density even at small temperatures. However, these excitations have little effect on the large-scale behavior at low temperatures. Under the coarse graining of the spins that is considered in the renormalization
group [17], these excitations are irrelevant. The lowest energy system-spanning excitations, domain walls, split the sample into regions of mostly up and mostly down spins. In a finite sample of linear size $L$, the interfaces have energy $E \sim L^{\theta}$, with $\theta=d-1$ in the pure $d$-dimensional Ising model. In the Ising model for lattices of dimension $d=2$ and higher, there is a critical temperature above which the large-scale excitations are common enough to disorder the spins and the observed state is no longer approximated by the ground state. Below this critical temperature, however, domain walls vanish, as their energy is large compared to their entropy, and the spins are correlated over large distances. The ground state is therefore a useful starting point for understanding the low-temperature behavior. In addition to understanding the statics, the dynamics of these walls are important in understanding large-scale relaxation at low temperature [15].

### 5.2.2 Magnets with Frozen Disorder

Experiments [59] show that heterogeneous magnets, with missing or impurity atoms, or even long-range correlated defects such as grain boundaries, have low-temperature properties that are qualitatively distinct from homogeneous materials. Most notably, the dynamics of the spin correlations are much slower than in pure materials (even though there may be no net magnetization). This relative slowness arises from the complex relationship between spin configurations and free energy. The reduction in symmetry from the pure case leads to many more energy minima that are stable to the flipping of a small number of spins. At finite temperature, the rearrangement of spins takes place by a combination of direct relaxation to these local minima and thermal activation over barriers that separate the basins of attraction associated with each local minimum of the free energy. Translation invariance in the pure case implies that a domain wall can move with a sequence of local moves that does not usually (but see [55]) require overcoming a large barrier. Due to the lack of translational symmetry in disordered magnets, low-lying states need not be related by local low-cost changes. The barriers to domain-wall motion can therefore be quite large. A set of spins gets stuck for a long time in a low-lying energy state before thermal effects can activate it to jump to an even lower energy state. This is consistent with numerical and analytic work [5, 14] that indicates that the barrier to a region of domain wall of size $\ell$ scales as $\ell^{\psi}$, with the barrier exponent $\psi \geq \theta$ in disordered magnets.

As in the pure case, it is generally believed that, for sufficiently high dimension and in most models, there is a low-temperature phase described by a zero-temperature fixed point. The low-temperature phase is dominated by disorder, not by thermal fluctuations. Timeindependent quantities, such as the distribution of energies for domain walls or time-averaged correlation functions, can then be studied at zero temperature. The ground-state configuration of the model is therefore of central interest. (This approach fails in some $\infty$-dimensional models, where there is a lack of universality in the zero-temperature state [12]. Universality is usually expected to be recovered when considering generic distributions of disorder in finite dimension).

The relaxation of the disordered material is inhibited by the same feature that slows down numerical simulations: the ground state is often much less obvious than in the pure case. This is another aspect of the complexity of the relationship between spin configuration and energy. The crucial feature of this complexity is the competition between various terms of the

Hamiltonian which results in frustration, the inability to separately minimize all of the terms of the Hamiltonian. For example, consider the Hamiltonian for the random-field Ising model (RFIM),

$$
\begin{equation*}
H_{\mathrm{RF}}=-J \sum_{\langle i j\rangle} s_{i} s_{j}-\sum_{i} h_{i} s_{i}, \tag{5.1}
\end{equation*}
$$

which is the same as the Ising Hamiltonian $H_{I}$, but for the introduction of a random field $h_{i}$. The external field $h_{i}$ is a quenched random variable, that is, it changes over time scales much longer than the $s_{i}$ do, if at all. It is taken to have a probability distribution independent of $i$; here, it will be assumed that the mean value is $\bar{h}=0$ (overlines indicate averages over the disorder distribution). This random field gives each spin a preferred direction. The ratio $\Delta=\left(\overline{h^{2}}\right)^{1 / 2} / J$ can be used to characterize the strength of the disorder, given a form of the distribution for $h_{i}$ (e.g., uniform, bimodal, or Gaussian). The strength of the disorder determines the phase of the RFIM. Note that this Hamiltonian can be rewritten as

$$
\begin{equation*}
H_{\mathrm{RF}}=H_{\mathrm{sat}}+2 \sum_{\left\{(i, j) \mid s_{i} \neq s_{j}\right\}} J+2 \sum_{\left\{i \mid h_{i} s_{i}<0\right\}}\left|h_{i}\right|, \tag{5.2}
\end{equation*}
$$

where $H_{\text {sat }}$ is the minimal conceivable energy, if all interactions could be satisfied. The competition in this model is between the $h_{i}$, which favor a mix of spin directions, and the couplings $J$, which favor aligned spins. This competition implies that $\min _{\left\{s_{i}\right\}} H_{\mathrm{RF}}>H_{\text {sat }}$, except when all $h_{i}$ have the same sign.

The exact ground-state configuration depends on the realization of the $h_{i}$ in a particular finite sample. If the typical magnitude of the $h_{i}$ is much greater than $J$, the spins will, except in rare isolated clusters, individually align with the sign of $h_{i}$ in the minimal-energy configuration. There will be a single unique ground-state configuration. In contrast, if $J$ is larger than the typical $h_{i}$, the spins will tend to align over large regions. This ferromagnetic phase will have a net magnetization that is fixed in direction in a given finite sample, as the disorder realization breaks the up-down spin symmetry. If this finite sample is expanded in volume, however, by adding more spins and random fields, the direction of the magnetization can change sign. The importance of these changes in exploring the infinite-volume limit will be discussed in Section 5.3.3.

Another example of a random magnet is the random-bond Ising magnet (RBIM). Here, there is no external random field, but the strength of the couplings between spins can vary, as modeled by the Hamiltonian

$$
\begin{equation*}
H_{\mathrm{RB}}=-\sum_{\langle i j\rangle} J_{i j} s_{i} s_{j}, \tag{5.3}
\end{equation*}
$$

where the random couplings $J_{i j} \geq 0$ are ferromagnetic (spins tend to be aligned), but vary in magnitude. Here, the ground state with uniform fixed or open boundary conditions is clear (uniform $s_{i}$ ), as there is no competition between the interactions among spins. Boundary conditions can introduce competition, however. If anti-periodic or mixed fixed boundary conditions are used, bonds will be unsatisfied, even in the ground state. In these cases, the largescale low-energy excited states, characterized by domain walls, are not trivially apparent. In
particular, the domain walls are not "flat" as in the pure Ising model, due to the competition between effective elastic forces arising from the tendency of the spins to align, which tend to minimize the size of the domain wall or set of unsatisfied bonds, and the randomness of the $J_{i j}$, which favors roughness of the domain wall. Note that, even though the ground state of the RBIM is simple, the complexity of domain-wall structure leads to very slow (glassy) dynamics in this model, say upon cooling from the high-temperature paramagnetic phase or in response to a small change in an external magnetic field.

A problem of great interest, is the physics of spin glasses [59]. (Also see Chapters 4 and 3 for advances in optimization algorithms for this NP-hard problem). The Edwards-Anderson spin glass Hamiltonian $H_{\mathrm{SG}}$ is identical to $H_{\mathrm{RB}}$, except that the distribution of the $J_{i j}$ can be negative. Competition (frustration) arises from closed loops of bonds in this model that have a negative product of $J_{i j}$ : not all bonds on these loops can be satisfied. In the spin-glass phase without external field, there is global spin inversion symmetry, so there are at least two degenerate ground states.

The physical dynamics of all of these magnets is extremely slow, due to lack of symmetry, the large number of metastable configurations, and the large barriers to domain-wall motion [13,57]. This lethargy results from continuity: domain walls move by a sequence of small changes. Magnetic spins can only very rarely make lucky global guesses and they do not employ complex data structures. In the next section we will see that statistical physicists are not constrained by physical processes, however.

### 5.3 Finding Low-energy Configurations

### 5.3.1 Physically Motivated Approaches

One approach to finding optimal configurations for disordered magnets and related systems is to use simulation methods directly inspired by physical dynamics. Given sufficient computer resources and a sufficiently accurate model, the simulation dynamics would replicate those of the physical system. Even lacking these conditions, it might be hoped that approximate models and moderate resources might give sufficient accuracy for the problem of interest. Such direct approaches are often an important first step in a study and are sometimes the only known way to find useful results. One example of such a method is simulated annealing. In this method, the temperature of a sample is gradually lowered, numerically. At each temperature, Monte Carlo sampling is used to generate configurations, usually through local moves, such as flips of individual spins (algorithms that flip large clusters of spins, while very useful for pure systems, have not been sufficiently effective for disordered systems [10]). Cooling the system while carrying out spin flips that maintain detailed balance at each temperature relaxes the configuration to a relatively low-energy configuration. In the limit of adiabatic cooling, this method will lead to the ground-state configuration.

The difficulty with such methods, though they are of practical import for smaller systems, is that the time to cool a disordered sample effectively adiabatically requires a number of Monte Carlo steps that can grow exponentially with $L$, the size of the system. As the barriers grow as $L^{\psi}$, the equilibration times $\tau$ are expected to grow at least as rapidly as $\tau \sim \exp \left(L^{\psi} / T\right)$ (neglecting the possibility of exponentially many easily accessible paths).

Even when the energy barriers are low at large scales, as in the 2D spin glass, domain walls get frozen in during cooling, as the Monte Carlo flips are not sufficient to efficiently move domain walls to their lowest energy state, due to the complexity of the landscape and the large number of available configurations ("entropic barriers"). The low-energy configuration found at some slow but finite cooling rate will be likely to have an energy density near that of the true ground state, but the cooling process "freezes in" domain walls at some characteristic scale that depends on the rate of cooling. Hence, though relatively accurate estimates of the ground-state energy density may be found, the ground-state configuration itself can be hard to determine. The necessary cooling rate has been explored in many numerical simulations - recent simulations (e.g., [5]) confirm that the length scale grows at least as slow as logarithmically in time, consistent with analytic expectations [14].

Of course, this slow dynamics mimics what is seen experimentally [59]. One might then ask if this limitation to simulations is a positive feature. In part, the answer is yes, this first step is sufficient for many purposes. However, as the microscopic dynamics of real materials takes place at extremely high frequencies, large volumes of equilibrated spins can be created experimentally, with a relatively low density of domain walls relative to the lowest free-energy state. It is not currently possible to span the experimental range of length and time scales using simulations with local dynamics. Note that simulated annealing and related Monte Carlo techniques have been applied to optimization problems in computer science and give good heuristic solutions in some cases [25], as well as the useful approximations for disordered models from statistical physics mentioned here.

### 5.3.2 Combinatorial Optimization

In order to study the ground-state configuration for physical systems with competition or frustration over large volumes, other methods, less physical in structure, can be used. One can ask if, by using unphysical "dynamics", it is possible to determine, say, the ground state exactly. One approach is to look for an expression of the ground-state problem as a tractable combinatorial optimization problem $[2,9,20]$. If the physical model and energy function can be translated, say, to an easily solvable optimization problem on a graph, large model systems can be directly solved. The physical problem is expressed as a discrete optimization problem: determining the extremum of a function, the Hamiltonian, over the set of possible configurations. Part of the theoretical challenge in studying optimization for a complex system is determining whether this optimization problem can be solved in time polynomial in the length of the problem description. A constructive proof of this gives an algorithm for solving the problem. In many cases, it has been shown that the minimization of the Hamiltonian is an NP-hard problem and hence likely to be unsolvable in polynomial. This classification relies upon a sensible definition of the length of the problem description [64]. For the disordered Hamiltonians from statistical physics, the description of the problem is given by the lattice geometry and the random variables, such as bond strengths or random fields. Each degree of freedom requires, at most, a number of bits polynomial in $N$ (see Section 5.5.1), so that the length of the problem description is polynomial in the number of degrees of freedom.

Sometimes the mapping of a physical problem to a solved computer science problem is direct. For example, finding the ground-state configuration for an elastic line in a disordered background can be solved using a shortest-path algorithm [23]. Finding the ground-state
configuration for many non-overlapping lines in a disordered background is less clear and first attempts to solve this problem took a time exponential in the number of lines. Mappings to a maximum-weight assignment (complete matching) problem [60] and minimum-cost flow problems [45, 46] were found, reducing the problem of the ground state for many lines to a polynomial-time problem.

The 2D spin glass, where the lattice can be embedded in a plane, with nearest neighbors coupled by bonds that lie in the plane, can also be solved in polynomial time, using nonbipartite matching [3]. In fact, the full density of states can be computed (and hence the partition function at any temperature) on graphs that are planar, toroidal, or embedded on any finite genus surface [16,49] in time polynomial in $L$.

There are many other algorithms for similar problems. Reviews [2,20] give some of the details. Generally speaking, though, these polynomial-time methods either use alternate representations of physical configurations or work in an extended space containing configurations that cannot be represented as physical configurations. In either case, additional variables can be added that are used by the algorithm and updates are carried out through carefully constructed non-local moves. In algorithms that work with a physical space of configurations, these non-local moves improve the solution until no more energy-lowering updates are available. In the case of algorithms that work with a space that includes non-physical configurations, the moves or iterations bring the representation to a configuration that is both optimal and physical (that is, it lies on the subset of physical configurations within the extended space). Such algorithms circumvent the barriers to the ground state by taking a route monotonic in cost toward the global, physical minimum in the extended space. The push-relabel algorithm for the RFIM, described in Section 5.3.3 is an example of such an algorithm. In this algorithm, at least some physical spins are undefined until the algorithm terminates.

Heuristic methods are available (and discussed in other parts of this book) to solve typical cases of NP-hard problems either approximately or exactly (but with potentially very large times). This chapter, however, will focus on those problems which can be guaranteed to be exactly solved in polynomial time. Though this set of models does not include, for example, 3D spin glasses, the results for these models are of significant interest in themselves and also provide a guide to the potential difficulties that might arise in studying NP-hard problems.

It is an open problem as to how the computationally important distinction between P and NP-hard optimization problems is related to physical questions. For example, does this distinction affect the qualitative picture of ground states and dynamics? Problems whose ground states can be found exactly in polynomial time still exhibit glassy (slow dynamical) behavior with many metastable states. Barrier heights can grow with system size $L$ for problems of both classes.

The primary example that I will discuss here is the random-field Ising magnet, as it is one of the first problems that was addressed by combinatorial optimization and clearly exemplifies some of the general issues. The RFIM also has the advantage that the dynamics of the algorithm can be directly explained [32]. I will also describe some results for matching problems and problems that can be posed in terms of finding domain walls in random-bond magnets.

### 5.3.3 Ground-state Algorithm for the RFIM

It was noted some time ago [44] that the ground state of the random-field Ising model can be found in polynomial time by solving a corresponding combinatorial optimization problem. Though the details of this mapping and the relevant algorithms are now well known, a brief review of an algorithm used for the RFIM is given here, as the details will be important in understanding the dynamics and critical slowing down of the algorithm. In addition, the variant of the algorithm that has been used in the study of the critical slowing down and in some ground-state studies is slightly different from the form initially used. For the proofs needed to justify the validity of the algorithm described here and polynomial bounds on the number of operations needed to find the ground state, the reader is referred to computer science texts, such as the book by Cormen, et al. [9]. For application details, also see earlier reviews of applications of combinatorial optimization methods to statistical physics [2,20].

In seeking the minimal-energy configuration RFIM, the goal is to find a minimal-cost set of "bonds" to "break". Here, the "bonds" include both the physical nearest-neighbor interactions of strength $J$ and auxiliary bonds that connect each spin to one of two external fixed spins, $s^{+} \equiv 1$ and $s^{-} \equiv-1$. These auxiliary bonds are used to express the random external magnetic field as ferromagnetic interactions: if a spin $s_{i}$ is subject to a random field $h_{i}>0\left(h_{i}<0\right)$, it can be considered connected to the fixed-up spin $s^{+}$(respectively, the fixed-down spin $s^{-}$) by a bond of magnitude $\left|h_{i}\right|$. This device allows the RFIM Hamiltonian to be mapped to that of a random-bond Ising ferromagnet, with the constraint of two fixed spins. The ground state is then given by the minimum energy domain wall between up and down spin regions. An example of such a domain wall in the extended system is shown in Figure 5.1. Applying Eq. (5.2), the ground-state energy is $H_{\text {sat }}+2 \sum_{e \in C} w_{e}$, where the weights of the edges $e$ are $J$ or $\left|h_{i}\right|$, depending on whether $e$ is a physical or an auxiliary bond, respectively, and $C$ is the set of bonds crossed by the domain wall.

The problem of finding a minimal-energy domain wall that separates two given spins, given ferromagnetic bonds (all non-negative values), is exactly the minimum- $s$ - $t$ cut problem in graph theory. Given a graph $G$ with vertex set $V$ and edges $E$, a cut is the partition of $V$ into two sets (here, the partition will be into sets of up and down spins). Given two nodes $s, t \in V$, an $s$ - $t$ cut requires $s$ to be in one partition and $t$ in the other (here, $s \equiv s^{+}$and $t \equiv s^{-}$). The cost of the cut is the total of the weight of edges that must be removed to partition the nodes. Note that this correspondence is applicable to any RFIM, regardless of its dimensionality.

By the standard mincut-maxflow theorem (see, e.g., [9]), the minimum- $s$ - $t$ cut problem can be mapped to another optimization problem, the maximum-flow problem. For the RFIM, this problem is defined on the directed graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ with vertices $V=\{i\} \cup\left\{s^{+}, s^{-}\right\}$ and directed edges $E^{\prime}$. For each physical bond connecting spins $i$ and $j$, there are two directed edges in $E^{\prime},(i, j)$ and $(j, i)$, each with weight $J$. In addition, for each node $i$, there is a directed edge $\left(s^{+}, i\right)$ when $h_{i}>0$ or a directed edge $\left(i, s^{-}\right)$when $h_{i}<0$; this edge has weight $\left|h_{i}\right|$. Given a graph, a flow $f(e)=f((a, b))$ is a number defined for each edge $e=(a, b)$ that is constrained to the range $0 \leq f(e) \leq w(e)$ and that satisfies a conservation constraint, i.e., zero total flow at each internal node: $\sum_{\langle i j\rangle} f(i, j)+f\left(s^{+}, i\right)+f\left(i, s^{-}\right)=0, \forall i \in V^{\prime} \backslash s^{+}, s^{-}$. This flow field gives a conserved fluid flow on the directed edges that is subject to maximum flow constraints at each edge. The solution to the max-flow problem maximizes total "flow" between $s^{+}$and $s^{-}$. The mincut-maxflow theorem states that the value of the maximum flow


Figure 5.1: Representation of the ground-state problem for the RFIM as an RBIM domain wall or minimum-cut problem. The physical spins are the five nodes in the single row in the figure, while the fixed external spins are $s^{+}$and $s^{-}$. The physical RFIM coupling is $J=1.0$. A spin with $h_{i}>0\left(h_{i}<0\right)$ is connected by an auxiliary coupling of strength $h_{i}\left(-h_{i}\right)$ to $s^{+}\left(s^{-}\right)$. The weights of each bond are indicated: the random fields are, from left to right, $h=-1.5$, $+4.0,-2.3,+1.2$, and 0.15 . In the ground state, the interfacial energy between up-spin and down-spin domains is minimized, i.e., the spins are partitioned into two sets with minimal total cost for the bonds connecting the two sets. The dashed curve indicates the minimal-weight cut. The white (dark) nodes indicate up (down) spins in the ground-state configuration.
is equivalent to the value of the minimum cut, as the cut provides the value of the collective bottleneck for the flow from $s^{+}$to $s^{-}$.

The push/relabel algorithm introduced by Goldberg and Tarjan [18] is an algorithm for solving the max-flow problem. The algorithm determines the maximal flow by successively improving a "preflow". When the preflow can no longer be improved, it can, if desired, be converted to a maximal flow, proving the correctness of the algorithm. This conversion is not needed to determine the ground state of the RFIM, however. A preflow is an edge function $f(e)$ that obeys the range constraint $0 \leq f(e) \leq w(e)$, but the conservation constraint at each node is relaxed: the sum of the $f(e)$ into or out of a node can be non-zero at internal (physical) nodes. The amount of violation of conservation at each node $v$ give "excesses" $e(v)$. The basic operations of the algorithm, push and relabel, are used to rearrange these excesses. I will consider a variation that excludes the auxiliary nodes $s^{+}$and $s^{-}$and the edges to these nodes. This variant can significantly reduce memory usage. Its focus on the physical nodes makes the correspondence between the physics and algorithm more clear.

The preflow algorithm uses auxiliary fields $r(i, j)$, the residual flow for each directed edge, $e(i)$, the excess at each physical node, and $d(i)$, a distance or potential defined at each node that guides the rearrangement of the excess. The algorithm for the RFIM starts by assigning residual flow values $r(i, j)=r(j, i)=J$, for nearest neighbors $\langle i j\rangle$. All excesses at each node are set equal to the external field: $e(i)=h_{i}$ for all $i$. Initially, $d(i)=0$ for all nodes with $h_{i}=e(i)<0$. To define initially the $d(i)$ on the nodes with $h_{i}>0$, a global update can be carried out. The global update sets each $d(i)$ to be the minimal distance, measured in number of edges with $r(i, j)>0$, from each node with non-negative excess to a node with negative excess. This update is implemented using a breadth-first search: starting from the set
of nodes with negative excesses, arcs with positive residual flow $r(e)$ are followed in reverse from the set of sites which have height assignments. Sites $i$ which cannot be reached using these reversed arcs are assigned $d(i)=\infty$.

Given this initialization, the algorithm is now executed by performing simple local operations, push and relabel, and by occasional global updates. The order of the operations and the frequency of global updates do affect the speed of the algorithm, but not its correctness. The solution will be found in polynomial time regardless of the heuristics used to make these choices. The goal of the local operations is to rearrange the positive excesses, in a fashion guided by the $d(i)$, to establish a maximal flow. A push operation can be executed when $d(i)=d(j)+1$ for some neighboring pair $(i, j)$ with $r(i, j)>0$ and $e(i)>0$. The push moves as much excess as possible through the arc that has residual flow: the excess is reduced via $e(i) \leftarrow e(i)-\delta$ and the residual capacities are adjusted using $r(i, j) \leftarrow r(i, j)-\delta$ and $r(j, i) \leftarrow r(j, i)+\delta$, where the amount of excess pushed is $\delta=\min (r(i, j), e(i))$. The relabel operation $d(i) \leftarrow \min _{\{j \mid\langle i j\rangle\}} d(i)+1$ sets the distance at $i$ sufficiently high that a push can be carried out; this step can be executed when $e(i)>0$ and the condition for a push is not met. In this variant of the algorithm, the negative excess is reduced in magnitude or even changes sign when positive excess is pushed on to a node with negative excess, but the negative excess is not itself rearranged (though such an approach is possible). The sequence of steps in the application of the push/relabel algorithm to finding the ground state of a 1D RFIM is presented in Figure 5.2.

The push-relabel algorithm for the RFIM is extremely fast in practice and its application is often limited by memory, rather than time, constraints (for a parallel implementation of push-relabel, see [53]). Besides its practical utility in addressing questions about the RFIM, it also has interesting dynamics, as discussed in Section 5.6.

### 5.4 The Energy Landscape: Degeneracy and Barriers

Studying the energy landscape for a complex system naturally raises issues of computational complexity and efficient algorithms. As reviewed in the previous section, especially for the random-field Ising magnet, finding the ground-state energy and a ground-state configuration can be accomplished in polynomial time for many models, even with competition caused by quenched disorder.

However, being able to find a ground state does not always imply that studying the full structure of the energy landscape is easy. A natural set of questions about the structure of the energy landscape includes:

- What is the degeneracy of the ground state? That is, how many configurations have the minimum energy? Are the minimal-energy configurations all near each other in configuration space or are they separated by large distances?
- What is the minimal energy of large-scale excitations, such as boundary walls between two low-energy states?
- What is the full spectrum and density of states? What are the non-minimal-energy values and how many configurations have each energy? This information is needed to compute


Figure 5.2: A sequence of operations that finds the ground state for the RFIM sample shown in Figure 5.1. Residual arcs, with capacities indicated, connect nodes with excess values indicated within the circles. (a) Initial excesses are assigned to each node, indexed $i=0, \ldots, 4$ from left to right, with excess $e(i)=h_{i}$ and residual arc capacities are set to $r(i, j)=r(j, i)=J$ (the $h_{i}$ and $J$ have been multiplied by 100 to give integer values). (b) The distance field $d(i)$ is set by a global update, which computes, for each node with $e(i)>0$ the minimal distance along residual arcs with positive flow to a node with $e(i) \leq 0$. The nodes are offset vertically by a distance proportional to $d(i)$ (the nodes $i=1$ and $i=3$ have $d(i)=1$ ). (c) The auxiliary fields after three push operations. Two pushes of value $\delta=100$ through arcs to the left and right from the $i=1$ node and one push with $\delta=20$, from $i=3$ to $i=4$ were carried out. (d) The configuration after two relabels of the rightmost node (this configuration would also be obtained from a global update of (c)). (e) The final preflow configuration, with values for the distances $d$, reached by pushing excess from node $i=4$ to node $i=3$ and then from $i=3$ to $i=2$, with $\delta=5$ in each case. The second node $(i=1)$ is not reachable by reversed arcs from nodes with negative excess and so has height $d=\infty$. This corresponds to an up-spin. The remaining nodes are reachable by reversed arcs from negative excess nodes and therefore correspond to down spins, in the ground state of the RFIM.
the partition function, for example, to study finite-temperature phase transitions, or to study the density of states in disordered quantum magnets [26].

- For dynamics, it is important to understand how the configurations are connected to each other, via sequences of spatially localized changes (for example, spin flips). Thermally activated processes may be studied by finding the barrier between two low-lying configurations. Can this barrier value be determined?

Some of these questions might be easily answered, while others may not, depending on the exact details of the model that is being studied.

For example, consider the problem of finding the shortest path on a graph with random weights. Physically, this might correspond to finding the lowest-energy configuration of a fluxline in a type-II superconductor or a polymer in a disordered background, constrained to connect two points. It also corresponds [23] to studying domain walls in a 2D random-bond Ising magnet (with random $J_{i j}>0$ ). The ground state for this problem can be solved very quickly using transfer-matrix methods for directed polymers [23] or more generally using shortest-
path algorithms such as the Dijkstra algorithm or adopting a max-flow algorithm [8,9,50,52]. The full partition function for a directed polymer (where the steps are all positive along one of the spatial directions) can be computed [23], so that the statics can be characterized in polynomial time for an arbitrary sample. In contrast, finding the barrier between two configurations for a polymer in a disordered background is NP-hard. Very briefly, this can be shown by asking whether the barrier between two configurations for a line object is zero. A lattice can be constructed [31] where the barrier will be zero if and only if the energy of the polymer can first be lowered by a certain amount $q$, so that a move that costs energy $q$ can then be executed. The graph is constructed such that the lowering of energy by $q$ via local moves of the loop is possible if and only if an instance of a problem, planar 3SAT, can be decided. As this latter problem is NP-complete, the barrier problem for the motion of the loop is NP-hard. Besides the example of the loop considered above, an abstract mapping can be made to problems such as the NP-hard register-allocation problem [54], which optimizes the amount of memory used to evaluate a mathematical expression [31]. The "energy" is the number of intermediate results stored in memory and the path through "phase space" is given by the order of evaluation of parenthesized expressions. There are cases of domain-wall motion where the barrier can be efficiently determined. If the structure of the graph on which the polynomial moves is hierarchical (i.e., series-parallel), the barrier can be found in polynomial time [1]. Heuristic methods developed by Mikheev, Drossel, and Kardar have been used to place bounds on the barrier to the motion of a single line in a disordered background [29, 35].

Finding a minimum-weight matching on a bipartite graph can be solved in polynomial time, but even counting the number of matchings in a given graph is NP-hard [56]. It directly follows that exact computation of the partition function for the heterogeneous problem (say, a lattice with missing bonds) is NP-hard. Note that, as always, Monte Carlo sampling and other heuristic or approximation schemes can give good estimates of free-energy differences at least in the case of pure systems and in smaller disordered systems, so the NP-hardness of a problem does not preclude its study.

In the RFIM, though the ground state can be found in polynomial time, the excited states in principle cannot. That is, finding the spectrum of states is NP-hard, as even finding the highest energy state is equivalent to max-cut [24], which is well known to be NP-hard [64]. However, studying some defined configurations in the RFIM, such as domain walls, can be accomplished in polynomial time solving for ground states with a variety of boundary conditions (fixing spins at the surface).

### 5.5 Counting States

Many of the outstanding questions in the study of disordered systems arise, naturally enough, from an interest in the thermodynamic limit. One of the basic questions about the largevolume limit asks whether the thermodynamic states are well-defined and, if so, how many states there are. Given a set of values for the parameters, such as the strength of disorder or temperature, the number of states in the large-volume limit is a crucial characteristic of the thermodynamic phase at the given point in parameter space. If there is more than one state, there exist large-scale domain walls (or interfaces [37]) that separate domains associated with distinct states. The set of thermodynamic states and their possible symmetries underlie dis-
cussions of the equilibration and macroscopic low-frequency response of the system: dynamic processes can cause phase domains to grow, e.g., by domain-wall motion, and excitations can cause transitions between the local configurations associated with distinct states.

Counting thermodynamic states is quite distinct from counting degenerate lowest-energy configurations in a given finite sample, though the issues can be confused by the similar language used when studying finite samples. This section comments on the existence of degenerate ground-state configurations, especially as it might affect the study of thermodynamic states, and the problem of counting thermodynamic states. The principal result reviewed is the uniqueness, up to global symmetries, of the thermodynamic limit found in numerical work at $T=0$, for the set of models that can be studied in most detail. This set of models is a subset of those that have been addressed using polynomial-time algorithms in finite dimensions. Even in such relatively solvable cases, it can be difficult to extrapolate from small samples to large systems. This suggests that great care should be taken in interpreting results for the small samples that can be exactly studied for NP-hard optimization problems.

### 5.5.1 Ground-state Configuration Degeneracy

Solving a single optimization problem gives a lowest energy and, using the simplest algorithms, a single ground-state configuration. When the local disorder values have a small number of values (for example, limiting $J_{i j}$ in a spin glass to take on two values, $\pm J$, or finding shortest paths on a graph with edge weights $w(e) \in\{0,1,2, \ldots, m\}$ for $m$ fixed as the path length $L \rightarrow \infty$ ), it is usual for the ground-state configuration to be highly degenerate. It is possible to modify the ground state, say, by flips of individual spins or clusters of spins in a spin glass, or by rearrangement of a portion of a shortest path, without changing the total energy. This local degeneracy results in a large number of ground-state configurations that are connected by flips of finite sets of spins. Such models have an intensive entropy: the number of ground-state configurations grows exponentially with the volume of the sample. More complex algorithms can be used to count exactly (or estimate heuristically) the number of degenerate ground states in a given finite sample [4, 19, 26, 49].

The ground state for a given sample of a given size will be unique for disorder values chosen from a distribution with sufficiently many values. Keeping dimensionless ratios of energies fixed (such as $\Delta$ in the RFIM), while increasing the range from which random integers are chosen from, the ground-state configuration in a given finite sample approaches a single non-degenerate set of variables, except for global symmetries of the Hamiltonian. The range needed to have a unique ground-state configuration with arbitrarily high confidence increases with the size of the system. The uniqueness of the ground-state configuration is a provably true claim for continuous disorder distributions with no $\delta$-function components. This uniqueness can be shown to hold with arbitrarily high probability for a discrete distribution, say uniformly chosen values from $1 \ldots m$, with resolution $m$ exponential in sample volume $N$. This provable uniqueness is easily explained: if two configurations are not related by an exact symmetry, some of the terms in the energy sum will not be the same. For a truly continuous disorder distribution, a coincidence in these sums will occur with probability zero. For a discrete disorder distribution, there are "only" an exponential number of configurations, leading to an arbitrarily small probability for a coincidence in the energy of two distinct configurations, for an exponential refinement of the disorder values.

One of the first technical issues to be considered when implementing combinatorial optimization algorithms is whether to use real or integer values to represent the disorder variables in the problem. It may be that using real values does not slow down the computer code, in practice. In any case, arbitrary precision can be attained with sufficiently large integers and the codes that are available from the computer science community often expect integers.

This technical question of which variable type to use to represent the disorder is related to a deeper discussion of the complexity class and the physics of the model. In the treatment of complexity classes for models in statistical physics, it is often (and usually implicitly) assumed that the problem can be accurately described by a string whose length grows only polynomially with system volume. This requirement implies that the typical disorder realization is accurately represented with a precision that grows no faster than exponentially in a power of the volume of the system. Exponential accuracy for the microscopic description gives, with high probability, a unique solution to the optimization problems we consider here, as exponentially small changes in the disorder will not change the ground state. It follows that the assumption about the problem description is not a strong constraint. In fact, one can argue that only $O(\log (N))$ bits, i.e., accuracies polynomial in $N$, are needed to accurately describe the system.

This more limited accuracy in the problem description is acceptable if the ground-state configuration is not sensitive to changes in the disorder that are bounded by an inverse power of the system size. Scaling arguments support such a claim for many physical problems. Consider, for example, a ground state for a given set of $\left\{J_{i j}\right\}$ that describe either a randombond magnet with anti-periodic boundary conditions or a spin glass. Bray and Moore [7] estimate the size of variation in the disorder that is necessary to change the ground state. Such a discussion usually assumes that the cost to create an excitation (e.g., a region of flipped spins) of size $\ell$ scales as $\sigma \ell^{\theta}$, where $\sigma^{2}$ is the variance of the (reasonably well-behaved) distribution for $J_{i j}$. The excitation is bounded by a surface that crosses $\ell^{d_{f}}$ bonds, where $d_{f}$ is a fractal dimension. All energy changes result from changes in interaction energy along this surface, for spin glasses and other random-bond magnets (for the RFIM, one must consider the interior of the excitation in addition). (Even if the largest excitation in a system has a different scaling, e.g., a cost that approaches a constant as $L \rightarrow \infty$, as in the "TNT" scenario $[21,42]$ the following argument can be carried through, as long as the number of low-energy excitations does not grow exponentially with volume.) For changes $J_{i j} \rightarrow J_{i j}+\delta_{i j}$, with $\delta_{i j}$ independently chosen random variables of variance $\delta^{2}$ and mean 0 , the surface cost to create this domain wall changes by an amount of order $\delta \sqrt{\ell^{d_{f}}}$, as this is the order of change in the sum of the $J_{i j}$ over $\ell^{d_{f}}$ bonds with independent changes. The cost of a large excitation, positive in the ground state for the original coupling, then could become negative for $\delta$ of the order of $\sigma \ell^{1 /\left(\theta-d_{f} / 2\right)}$. For smaller values of $\delta$, the ground state is stable. This argument can be carried through for the worst case, where the $\delta_{i j}$, while bounded, are chosen specifically to create an excitation [42]. Regardless of the details, the conclusion is that the ground state is stable to perturbations of typical magnitude $\delta<L^{-y}$, for some fixed $y$. As the errors arising from approximating real numbers by finite-precision integers are well described as changes in the disorder of order $1 / k$, with $k$ being a number characterizing the integer precision, the computed ground state will not change with improved precision, for $k$ bounded below by a power of $L$.

The probability that the ground-state configuration will be unique up to exact symmetries can be very high, in practice, even for a moderate value of the distribution width $m$, at least in finite-dimensional systems with moderate connectivity. For example, in the 3D RFIM near the paramagnetic-ferromagnetic transition, the probability per site of an "accidental" degeneracy is less than $10^{-6}$, when the $h_{i}$ are set by choosing a real number from a Gaussian distribution, with mean zero and unit variance, multiplying by $m=10^{4}$, and rounding the real number toward zero to get an integer value. Even when there is a degeneracy, it is associated with single spins or small clusters of spins which can be flipped at no cost in energy, so that the long-scale behavior of the RFIM is not affected. In any case, whenever using integer values to model continuous disorder, such checks for the needed range of disorder values should be carried out.

### 5.5.2 Thermodynamic State

The notion of thermodynamic state is a basic concept in understanding results from statistical mechanics. The states are used to characterize the bulk behaviors of a system: changes in the parameters characterizing a typical sample lead to phase transitions, which separate qualitatively different sets of states. The structure of the phase space affects the dynamics of the system, as well, as the rigidity of the configuration to long-wavelength perturbations is affected by the symmetries and multiplicities of the thermodynamic state. The behavior of the free-energy landscape as a function of configuration, especially how separate portions of configuration space are separated into distinct regions by large barriers, determines the states, in the large-volume limit.

Though the rigorous study of states can be quite involved [48], even in a simple system, many homogeneous models have obvious ground states, making the thermodynamic state structure straightforward at zero temperature. For example, in a pure Ising magnet, there is a single high-temperature state, the paramagnetic state, where spin-spin correlation functions decay exponentially with separation. At low temperature, there are two states, corresponding to mostly spin-up and mostly spin-down states, with thermal fluctuations about each uniform state. These two states are related by the global spin-flip symmetry of the Hamiltonian $H_{I}$.

Many disordered systems are believed to have a transition at some positive temperature $T$ to a low-temperature glassy state or states. It is generally argued that in the lowest temperature state that temperature is an irrelevant variable. The energy fluctuations from the finite temperature are much smaller than the barriers between large-scale rearrangements of the spins and hence temperature is not necessary to describe the long-wavelength behavior. In this case, by studying the zero-temperature states, one can understand many properties of the finite-temperature states in disordered systems.

At zero temperature, a configuration of spins for an infinite-volume system is a ground state if its energy cannot be lowered by flipping a finite number of spins. The ground state can be defined by a limit of the ground-state configurations for a sequence of nested finite systems of increasing size [37,48]. The couplings in each finite sample are given as a subset of the couplings $\mathcal{J}$ for the infinite-volume sample. Note that the ground-state configuration one finds, when the limiting configuration for an infinite-volume system is well defined, can depend on the choice of boundary condition and the exact choice of the subsequence of growing volumes that is chosen. In keeping with the usual discussion, the boundary condition choice
for each sample must be independent of $\mathcal{J}$ (there might be "invisible" states [37] that appear for coupling-dependent sequences of boundary conditions).

There are several pictures for the degeneracy of thermodynamic states in disordered materials. Replica-symmetry breaking (RSB) [43] calculations suggest that, at least in infinite dimensions, there are many states which differ by a finite fraction of spins but have only finite energy difference, even in the infinite-volume limit. The droplet picture, developed first by Fisher and Huse for spin glasses, assumes that large-scale excitations (droplets) have typical energies that scale with a power law of excitation diameter $\ell, \Delta E(\ell) \sim \ell^{\theta}$. When $\theta>0$, the number of ground states in the infinite-volume limit is given by the global (statistical) symmetries of the Hamiltonian. Variations suggested by Martin, Houdayer, and Krzakala [21] and Palassini and Young [42], suggest that there may be system-size excitations with low-energy, but that small excitations have an energy that scales as in the droplet picture. Many of the consequences of these pictures and variant scenarios for thermodynamic limits and interfaces have been developed in detail by Newman and Stein [37] (also see Ref. [22]).

Numerical results for NP-hard problems such as 3D spin glasses have not been decisive in distinguishing among scenarios. Extensive recent work (e.g., see Ref. [40]) is consistent with aspects of both the RSB scenario and the droplet picture. The largest systems that can be studied exactly have a linear size $L \approx 12$.

Models for which ground states can be found in polynomial time can be studied in more detail [30,41]. Here it is possible to carry out studies of the infinite-volume limit, for a variety of boundary conditions and a large range of system sizes in a sequence of nested finite samples. This work has been inspired by extensive studies by Newman and Stein [37], who have examined the conditions for the existence of many states. Of particular interest for numerical work is the characterization of the thermodynamic state by the convergence of the configuration in a "window" as the infinite-volume limit is taken. For example, if the configuration or correlation functions approach a constant in any fixed-volume window as $L \rightarrow \infty$, the system approaches a single state (up to global symmetries).

### 5.5.3 Numerical Studies of Zero-temperature States

Implementing this type of investigation of the zero-temperature states is conceptually straightforward. First, we require a method for defining an individual infinite-volume sample, given by an infinite set of couplings $\mathcal{J}$, and a method for generating finite subsamples. Then one solves for the ground state in a nested (finite) sequence of finite-volume subsystems, with sample-independent boundary conditions. Convergence of subsequences of samples to an infinite volume limit is then estimated. One method of doing this is to examine the configuration for each ground-state solution in a common "window" of fixed volume. The portions of the solutions that lie within this common spatial window are compared and examined for convergence to a finite set of subsolutions, in the large-volume limit.

One set of practical challenges is to organize the code, which generates disorder realizations, solves for ground-state configurations for various boundary conditions, and compares the solutions. The complexity of investigating the large-volume limit makes an object-oriented approach to the programming quite useful. One can specify boundary conditions, finite samples, associated ground-state configurations and even the infinite sample itself as types of data. The infinite sample $\mathcal{J}$ can be defined by an integer and a procedure for generating the disorder
at a particular location, given the integer. The defining integer, for example, can be used as the seed for a random number generator and the disorder can be generated for the sites and bonds on the lattice, ordered by distance from the origin. The disorder values are generated by starting the random number generator, using the defining integer as a seed, and spiraling out toward infinity, mapping the linear sequence of random values onto the lattice sites and bonds (see Figure 5.3(a)). A constructor method for a finite sample takes the infinite sample and a bounding volume description as parameters. One can then construct finite samples of any size, centered at the origin, with common disorder values in the overlapping regions. The ground-state algorithm then takes a finite sample as a parameter and returns a ground-state configuration. Methods for comparing ground states of different sizes, but centered at a common origin are used to determine whether the ground-state configurations are identical, in a common volume centered at the origin.


Figure 5.3: (a) Schematic showing how the disorder values are generated for a given sample. Each infinite sample $\mathcal{J}$ is indexed by a seed for a random number generator (there are an uncountable number of samples, but computations are limited to a finite number of samples). The random exchange couplings or fields are generated sequentially along a path spiraling from the origin $O$ out to the desired system size. (b) Depiction of a comparison of the ground states for a nested pair of 2D spin-glass samples, of linear sizes $L$ and $L^{\prime}$. The value of the bonds $J_{i j}$ are identical in the common volume of size $L \times L$. The region of size $w \times w$ is the common window where the ground-state configurations are compared. The ground states (not directly shown) have nearly equal numbers of + and - spins that are not apparently correlated. The comparison of the ground states in the common volume is given by lines showing domain walls; these walls cross bonds that are "broken" in one solution, but not the other. As a domain wall crosses the common window, this sample has $D_{\mathcal{J}}\left(L^{\prime}, L, w\right)=1$.

An example of such a comparison in a window of size $w \times w$ for two subsamples of a 2D spin glass, of size $L \times L$ and $L^{\prime} \times L^{\prime}$ is shown in Figure 5.3(b) [61]. The interface between the two configurations is shown by the paths within the $L \times L$ box. In the example shown, the configurations are not related by a spatially-independent spin-flip operation within the window. For each sample (realization of disorder), at selected values of $w, L$, and $L^{\prime}$, one can compute the indicator function $D_{\mathcal{J}}\left(L^{\prime}, L, w\right)$, which is equal to 1 when the configuration in the window changes (as in Figure 5.3(b)) and is 0 otherwise.

The more subtle difficulty in this numerical work is in extrapolating to the infinite-volume limit, based on finite-size samples. This is of course a common problem in numerical work.

One must make sure that finite-size effects are reduced, by seeing how these effects change with system size. It is important to trace these finite-size effects starting from the smallest systems, where they can be clearly identified, and then working up to the largest sizes practicable, where, in the best case, the small volume effects have plainly diminished.

Results for the 2D spin glass, the 2D elastic medium, the 3D elastic medium, and 3D dimer matching are plotted in Figure 5.4. The elastic-medium models describe elastic media with scalar displacements, subject to a pinning potential periodic in the displacements (equivalent to an interface in a $d+1$-dimensional RBIM with periodic bond values along the direction perpendicular to the interface orientation). The dimer-matching model optimizes the sum of weights, randomly assigned to each edge connecting two sites, subject to the constraint that each site (node) belongs to exactly one edge (this model is equivalent to strongly screened vortex lines [60]). The quantity $P(2 L, L, w)=\overline{D_{\mathcal{J}}(2 L, L, w)}$, with the overline indicating averaging over disorder realizations $\mathcal{J}$, is the probability that the configuration changes (configurations related by global symmetries, such as spin flips in the spin glass, are considered identical) in the central window of $w^{d}$ sites when the volume with free boundary conditions is expanded from $L^{d}$ to $(2 L)^{d}$. This quantity is plotted versus $L / w$, for each of these models. In all cases, the probability decreases toward zero as $L / w$ increases. This strongly suggests convergence to a single ground state, up to global symmetries, as the sample volume is increased. The 2D spin glass has also been extensively studied by Palassini and Young [41], with the same conclusion of convergence to a unique ground state.

These results are consistent with a simple scaling argument based on taking the domain walls to have a fractal dimension. This fractal dimension $d_{f}$ can be measured independently, using standard methods such as twisted boundary conditions [6]. As the domain walls are fractal, $d_{f}>d-1 \geq d / 2$, for $d \geq 2$, the number of system-size domain walls that can fit inside an isotropically shaped volume is $O(1)$. The domain walls are not space filling in that they intersect a finite fraction of the bonds, as $d_{f}<d$, but single domain walls do have a finite chance of intersecting any given volume of size $z L^{d}$ for a given constant $z$, so they do wander throughout the sample. (Self-affine interfaces with a transverse width that scales as $L^{\zeta}$ have fractal dimension $d_{f}=d-1$ whenever $\zeta<1$, in contrast with the domain walls studied here.) Domain walls are non-intersecting objects; two typical domain walls with $d_{f}>d / 2$ will intersect with constant probability if each is of linear size $L$, as would any pair of fractal objects with $d_{f}>d / 2$. In addition, if the number of domain walls increased as a power of system size, the domain walls would have to be confined and locally oriented to avoid intersection. Besides geometric constraints, arbitrarily confining a domain wall to a smaller transverse dimension $\ell<L$ typically increases the domain wall's energy whenever $\theta-d+1<0$, as at least $(L / \ell)^{d-1}$ subvolumes of dimension $\ell^{d}$ and energy $\ell^{d}$ would be needed to span the system, giving a confined domain wall energy that scales faster than $L^{d-1} \ell^{\theta-d+1}$, larger than the original domain wall energy of $L^{\theta}$ [14]. Hence a realization-independent change in boundary conditions will typically create $O(1)$ interfaces that might intersect the central window. These scaling arguments, based on both geometry and energy, are very strong, given the full droplet picture [14] or even the slightly weaker geometric assumption of fractal domain walls and are supported by numerical data that we now discuss.


Figure 5.4: Scaling plots for numerical results for the probability $P(2 L, L, w)=$ $\overline{D_{\mathcal{J}}(2 L, L, w)}$ that the configuration in the window of size $w^{d}$ changes upon doubling of the system size. The symbols give plots for four different models that can be solved in polynomial time: (a) the 2D dimer-matching model (equal to the elastic medium in a periodic potential and multiple directed lines in a random potential), (b) the 2D spin glass, (c) the 3D elastic medium in a disordered potential, and (d) the 3D dimer-matching model (equivalent to multiple directed lines in a random potential). The slope of the straight lines is $d_{f}-d$, where $d_{f}$ is the independently measured fractal dimension of domain walls in the given model. Scaling suggests that $P(2 L, L, w) \sim(w / L)^{d_{f}-d}$ in the limit $L \rightarrow \infty$. Statistical error bars are generally small compared to the size of the symbols, though systematic finite-size corrections are quite apparent, especially for the 3D models.

Given its fractal dimension, the number of volumes of linear size $w$ that an interface intersects is $(L / w)^{d_{f}}$. As there are $(L / w)^{d}$ subvolumes of measure $w^{d}$, the probability that the interface will intersect the given central volume scales as $\sim(L / w)^{d_{f}-d}$. The straight lines plotted in Figure 5.4 indicate an exponent of $d_{f}-d$; the numerical data from $P$ is in accord with this slope for larger $L / w$. The uniqueness of the ground state for typical boundary conditions is a geometric effect, not an energetic one. Even though the energy of large-scale excitations may vanish as $L \rightarrow \infty$ (e.g., the 2D Ising spin glass) the ground state is unique, due to the domain walls being fractal.

Note that the range of fits is not large in the case of 3D dimer matching. Though the probability of change in window configuration decreases rapidly for $L / w>10$, in accord with the expected slope, for smaller ratios, the probability is nearly constant and close to unity (i.e., $P(2 L, L, w)>0.5$ for $L \leq 8$ ). The convergence is also somewhat slower for the 3D elastic medium. This slow convergence to the asymptotic form, which at small scales mimics the results expected for a many-states picture, suggests that in general one needs to be cautious in drawing conclusions from smaller systems, apparently especially so in the case of the two 3D models. It is possible that, as the surface forms a larger fraction of the sample in higher dimensions, the boundary effects are more important, thereby requiring a larger $L / w$ value to approach convergence.

The case of the RFIM requires a slightly different treatment, as the two configurations found with uniform fixed (up or down) boundary spins are not related by a global spin flip. Local fluctuations in the $h_{i}$ can pin spins to be independent of the boundary condition. In addition, the ground-state structure away from the transition is not expected to be complex, so one should examine the ground-state structure near the transition, to seek any glassy phase with more than two states. It is also near this transition where the domain walls might have a fractal structure, as they do in the models whose results are plotted in Figure 5.4.

One method to address the structure of states for the RFIM is to compute the probability $P_{P,+-}(L, w)$ that the lowest energy configuration with periodic boundary conditions does not coincide with the solutions for either up or down fixed boundary spins, in the window of volume $w^{d}$. In the ferromagnetic phase, periodic boundary conditions are expected to give the up or the down configuration, so that $P_{P,+-} \rightarrow 0$ as $L \rightarrow \infty$. Interfaces that cross the entire sample have diverging energy $\sim \sigma L^{d-1}$, with finite surface tension $\sigma(\Delta)$ for $\Delta<\Delta_{c}$, in the ordered phase, so that when the correlation length is smaller than $L$, $P_{P,+-}$ is expected to vanish very rapidly with increasing $L$. The orientation of the groundstate magnetization is roughly in correspondence with the sum of the $h_{i}$. The sign of this sum has finite probability to change sign when the volume is expanded by a fixed factor. The ground-state magnetization will therefore change sign with finite probability for each expansion of system size by a constant factor: the limit $L \rightarrow \infty$ in a given sample includes subsequences that lead to both the up and down states (for numerical confirmation, see [34]). In the paramagnetic phase, the solution in the interior should be independent of boundary condition for $\left(\Delta-\Delta_{c}\right)^{-\nu} \gg L$, as the spins are not correlated over long ranges. Only in some intermediate many-state phase would $P_{+-}$not decrease rapidly. In the simplest scenario for the states, the correlation length diverges at the transition and the domain walls become fractal. The scaling argument for relative interfaces intersecting the interior window then applies, with $P_{P,+-}$ decreasing as a power law in $L$. The data, plotted in Figure 5.5 for the 4D RFIM, indicate that $P_{P,+-} \rightarrow 0$ as $L \rightarrow \infty$, for all $\Delta$. This suggests that no more than two states exist at any $\Delta$. The dependence of the peak height $P_{P,+-}^{\max }$ on $L$ near $\Delta_{c}$ is consistent with $P_{P,+-}(L, w, \Delta) \sim L^{d_{f}-d}$ for a fixed value of $w$, supporting the simplest scaling scenario.

The results for six models, the 2D spin glass, the 2D elastic medium, the 3D elastic medium, 3D dimer matching, and the 3D and 4D random-field Ising magnet, all indicate convergence, up to global symmetries, to one or two thermodynamic ground states, as the system size is increased. Specifically, the spins in a given volume converge to a fixed configuration as $L / w \rightarrow \infty$, for some subsequence of boundary conditions.


Figure 5.5: (a) Probability $P_{P,+-}$ that periodic boundary conditions give a window configuration distinct from both fixed-up and fixed-down boundary conditions for the 4D RFIM, as a function of disorder $\Delta$. The window is of size $w^{d}=2^{4}$. Symbols indicate the linear system size $L$ and the curves are fits to the exponential of a fourth-order polynomial. As $L$ increases, $P_{P,+-}$ decreases at fixed $\Delta$, indicating that at most two states are needed to describe the infinite-volume limit. (b) A plot of the peak value for $P_{P,+-}$ vs. $L$. The line shows the power-law behavior $P \sim L^{d-d_{f}}$, where $d_{f}=3.20(0.12)$ is the fractal dimension of domain walls in the 4D RFIM.

### 5.6 Running Times for Optimization Algorithms

While much of the theoretical study of algorithms is based on worst-case complexity analysis, typical or average-case estimates of time complexity are also an important topic in computer science. The typical running time of particular algorithms is certainly of practical interest when the ensemble of problems is well-defined. This is the case in the study of disordered materials, where the notion of a typical problem is naturally and precisely defined. It is very attractive to search for connections between the time and length scales in physical systems and the time to complete numerical computations on models of physical systems.

In physical systems, the characteristic time scale for equilibration can depend on the phase of the system. In a high-temperature phase, the equilibration time is often finite, while it often diverges as a power law of the system size in the low-temperature, broken-symmetry phase of a pure system, where the domains of the low-temperature phase must extend themselves across the system (e.g., see references [15]). A characteristic of continuous transitions in finite-dimensional systems with short-range interactions is the divergence of a length scale at the transition [17]. This divergence is connected with the non-analytic behavior of thermodynamic quantities (e.g., the energy density or magnetization) at the transition and leads to a characteristic divergence of time scales at the transition. This critical slowing down takes place in physical systems, which have local interactions. It is also quite apparent in simulations of models for phase transitions that update the configuration using local dynamics, such as the Metropolis algorithm at finite temperature. Critical slowing down also affects algorithms with large-scale cluster updates, such as the Wolff or Swendsen-Wang methods [58], though the time scales diverge more slowly. This section addresses critical slowing down observed [39] in algorithms for finding ground states at zero-temperature transitions, especially in the push-relabel algorithm for the RFIM.

### 5.6.1 Running Times and Evolution of the Heights

To motivate the discussion of the running time of algorithms for the RFIM, it is useful to consider empirical data. Figure 5.6 plots a measure of the sample-averaged running time, and its variance, for the push-relabel algorithm applied to the RFIM in four dimensions, as a function of the disorder parameter $\Delta$, for several values of linear size $L$. The measure of the running time displayed is $r$, the number of relabel operations per spin, (a very similar plot results when plotting push operations). For this study, the highest height heuristic, where sites with maximal $d(i) \neq \infty$ are examined for push and relabel operations, was implemented, and global update heuristics were carried out every $N$ relabels. Evident in the plot is the peak in the running time per node near the ferromagnetic-paramagnetic transition.


Figure 5.6: Critical slowing down in the push-relabel algorithm for the 4D RFIM. (a) Plot of the number of relabel operations per site in the ground-state computation. The number of operations peaks nearer the ferromagnetic transition $\Delta_{c}=4.179(2)$ as $L$ increases. (b) Fitted values of $r_{p}$, the peak number of relabels per spin, as a function of linear sample size $L$. The line is a linear fit to $r_{p}(L)$.

Not all optimization algorithms will show a sharp change in the running time at a phase transition, while some algorithms will exhibit a transition in the running time, though there will not be an actual peak in the running time. For example, the shortest-path zero- and finite-temperature transfer-matrix algorithms used to study directed polymer problems run in time linear in the sample size, regardless of correlations in the disorder or temperature [23]. In the closely connected problem of percolation, changes in the solution time can be found. The union-find algorithm, as applied by Newman and Ziff to percolation [38], exhibits a very mild singularity. In this algorithm, bonds are added sequentially, forming a growing set of connected clusters. For a fixed bond density below the percolation threshold, constant work per bond is needed to update the clusters. The number of operations per added bond peaks when the size of the bond set approaches the percolation point. For bond densities at or above percolation, the integrated number of operations to determine clusters scales almost linearly in $N$ (the correction is at most the inverse of a variant of the extremely rapidly growing Ackermann function), when a tree structure is used to dynamically organize the bonds or sites into clusters. Also studied in Ref. [38] are more primitive versions of the union-find
algorithms whose total running time is bounded by $O(N \log (N))$ steps above the percolation transition. These transitions are rather mild, but can be studied in detail. A physical, though mean-field, problem where an easy-hard transition can be seen is for the spin glass on a Bethe lattice [27].

Returning to the 4D RFIM [33], the empirical curve in Figure 5.6 has several apparent important features. For disorder values above the transition value $\Delta_{c}$, the number of relabels per spin $r$ appears to converge to a finite value of the order of $r \approx 15$ (for values of $\Delta$ greater than shown), though these calculations do not rule out a mild dependence on size. Below the transition, for weak disorder (i.e., the ferromagnetic phase), the running time does not appear to converge to a constant time per spin. The value of $r$ apparently diverges with $L$ at the transition. Figure 5.6 plots the fitted peak height in $r$ vs. $L$. The solid line indicates a simple linear dependence, $R \propto L$. The data is very consistent with this linear dependence.

In addition to averaging running times, insight into the operation of the algorithm can be gained by studying the evolution of the state of the variables used in the algorithm. The evolution of the state of the algorithm can be visualized in several ways; one convenient method is to display the variables $d(i)$ [62]. These distance (or height) variables are nondecreasing during the computation. For a visualization of the evolution of the $d(i)$ auxiliary height variables used in the algorithm in two sample cases for the 1D RFIM, see Figures 5.7(a,b). (Note, though, that the 1D RFIM, which is always paramagnetic, can be solved directly using a simpler and faster algorithm [51], which is linear in L.) These plots have algorithm time running vertically, from top to bottom, and the position $i$ is the horizontal coordinate. Each row of $\{d(i)\}$ is recorded immediately after a global update, which is carried out every $L / 20$ relabels. The gray scale intensity corresponds to the value of $d(i)$ at each time. The pixel at global update $g$ and position $i$ is colored white if $d(i)=\infty$, i.e., the spin has been definitively assigned the value $s_{i}=1$ ) or if $d(i)=0$, that is, the spin has negative excess. Other gray levels indicate the value of $d(i)$ relative to its maximum (non-infinite) value: the pixel $(g, i)$ is colored black at the highest non- $L$ value of $d(i), d_{\max }(g)$ and is lightly colored at the lowest values. In the 1D RFIM, the typical size of the domains with aligned spins scales as $\xi \sim \Delta^{-2}$ [51]. In Figure 5.7(a), where $\Delta$ is small enough that $\xi \gg L$, the ground state has all spins negative and the final field of $d(i)$ has a simple sawtooth shape, linear between peaks and valleys, resulting from the coalescence of multiple sawtooths. The evolution of the $L=2500$ spins is traced over the $g_{\max }=85$ global updates needed to find the ground state. Part (b) of the figure shows the evolution of the $d(i)$ for a case with $\xi<L$. Here, $g_{\max }=56$. The final state of the $d(i)$ shows the "slopes" that would funnel away any small amount of excess $\delta e(i)$, if the $h_{i}$ were increased at some location. Part (c) of Figure 5.7 shows the evolution for two similar cases, $\xi \gg L$ and $\xi \approx L$, in two dimensions, with the $\{d(i)\}$ displayed after selected global updates. Though the assignment of the spin values $\left\{s_{i}\right\}$ is unique, the final configuration of the $d(i)$ in any dimension is not unique and depends on the order in which the sites are relabeled and the flows are rearranged by push operation. The timing of the algorithm also depends on the choices of ordering of the push and relabel operations. There are general features of the timing, however, which are connected to the length scale $\xi$ and the phase of the RFIM.


Figure 5.7: Gray-scale plots of the coarsening of the height variables during the push-relabel algorithm. Lighter colored regions correspond to greater height; contiguous white regions indicate regions of up-spin (sites at height $d(i)=\infty$ ). (a) Evolution of heights, with algorithm time progressing vertically down, for a 1 -d RFIM sample with small $\Delta$, where the $\xi \gg L=2500$. Each row displays the height as a function of position (horizontal) after a global update: the heights are normalized at each time (each row) so that the highest height is white. The formation of a single (down-spin) domain takes place by the coalescence of smaller regions. Global updates are performed every $L / 20=125$ relabels. (b) A plot similar to (a), with larger $\Delta$ and $\xi<L$. The formation of spin-up (white region) and spin-down regions (gray regions) is shown. (c) Sequences of plots for dimension $d=2$ RFIM samples, with $\xi \gg L$ (upper row) and $\xi \approx L$ (lower row). The labels indicate the number of global updates that have been performed, where global updates are executed after every $L^{2}$ relabels.

### 5.6.2 Heuristic Derivation of Running Times

The scaling of the running time can be heuristically explained, using the degeneracy of the ground states, the characteristics of the push-relabel algorithm, and the divergence of the correlation length near the transition. This explanation relies upon exploring how the excess $e(i)$
is rearranged by the dynamics of the algorithm. The main assumption is that the rearrangement is especially efficient: the landscape of the $d(i)$ that evolves has nearly constant gradients, i.e., the $d(i)$ are linear functions of position. This is consistent, for example, with the form of the peaks seen in Figure 5.7. The downhill paths, the path from any node with positive excess to a node with negative excess, are taken to be non-fractal. This means that the paths might be rough, in that they deviate from a straight line, but the path distance from a node $i$ with positive height to a sink is taken to scale as the spatial distance. The excess that is rearranged by push operations moves downhill, nearly linearly toward the sinks, as long as this linear path property is maintained. The linear paths can be argued to be maintained by the breadth-first search carried out by global updates, similar to the nearly linear paths seen in shortest-path algorithms [11]. A bound can then be placed on the number of relabel operations: the maximum height, created by relabels or global updates, (leaving out the sites with $d(i)=\infty$ ) is bounded by a multiple of the linear dimension of the region. As the largest regions of connected spins [63] have size $\xi$, for $\Delta$ near $\Delta_{c}$ and larger, the number of relabel operations per site scales as the average height, $\xi$, over the region, which is, in turn, given by $\xi$.

In the ferromagnetic phase, the overall spin direction is determined, roughly (i.e., neglecting minority spins), by the sign of the sum of the $h_{i}$. In the limit $\Delta \ll 1$, this correspondence is exact. The ground state is simply determined by a global sum of the external fields and could be carried out directly in linear time in this limit. The push-relabel algorithm rearranges excess $e(i)$ locally, however. At any given algorithmic time, the sum is determined at some scale $\ell(t)$. The summation is effectively carried out hierarchically. The combination of local rearrangement and linear landscapes leads to a logarithmic dependence of operation count on system size, similar to the efficient parallel summation of a large set of numbers [9].

A check of this scaling generally confirms these heuristic arguments. Most robust is the linear scaling of the solution time per spin at the phase transition, as seen in Figure 5.6. This scaling is consistent with taking the average work per spin to scale with the linear size $L$ of the system (equal to the correlation length $\xi$ near the transition). When $d=1$, there is no phase transition, but the divergence of the correlation length is known exactly: $\xi \sim \Delta^{-2}$ (see, e.g., Ref. [51]). Data for the 1D RFIM, with no global relabeling, shows a peak in the running time at a disorder value consistent with $\Delta_{\text {peak }} \sim L^{-1 / 2}$ [32], and $r_{p} \sim L$.

### 5.7 Further Directions

This chapter has focused on optimization problems with known polynomial-time algorithms. The thermodynamic limit and asymptotic running times can be carefully studied. Nonetheless, the convergence to the thermodynamic limit may become apparent only for relatively large systems and care must be taken in interpreting results from small samples. While problems in P apparently have all of the properties of disordered systems with glassy behavior, there are problems of interest where finding the ground states is NP-hard. One active area of research is aimed at finding heuristic solutions to such problems, especially approaches that are efficient for typical cases (see other chapters in this volume). Progress in this area will allow for a more definitive study of the large-volume limit of, for example, spin glasses in finite dimensions.

The relationship between phase transitions and algorithms is also of much interest, having started with and continuing to emphasize mean-field models, where there are some solid the-
oretical results. These models resemble prototypical problems from computational science. The finite-dimensional models emphasized in this chapter are important from the physical point of view and also include the importance of finite correlation lengths, which are not welldefined in mean-field models. The connections and differences among this broad variety of models deserves further attention. Of particular interest would be bounds or arguments for the typical running time that would be independent of the algorithm, if this is even possible.

Clearly, the uniqueness of the ground state and the critical slowing down of algorithms near phase transition have implications for parallel simulations of these systems. For example, a random-field Ising magnet in the ferromagnetic phase could be divided into overlapping subsamples and ground states for the subsamples could be determined using both uniform up-spin and uniform down-spin boundary conditions. The up-spin configurations could be merged among themselves and the down-spin configurations could be merged among themselves and the two global configurations would then be compared to determine the true ground state. This suggests that the RFIM could be solved in time linear in the volume, for weak disorder, sufficiently far from the transition ( $\xi \ll \ell$, where $\ell$ is the linear size of the subsamples). For stronger disorders, again with $\xi \ll \ell$, the solutions to be merged would be independent of the boundary condition. Large rare clusters of minority spins, due to strong pinning regions, will exist in the ferromagnetic phase and large clusters of weakly pinned spins will exist in the paramagnetic phase, however. In each of these cases, the merged solution will be in error. The probability of such failures can be made arbitrarily small by choosing larger initial subsamples. This implies that a very robust nearly linear time algorithm can be constructed for the RFIM (and similar problems) away from the critical disorder.
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# 6 Computing the Potts Free Energy and Submodular Functions 

Jean-Christian Anglès d'Auriac

### 6.1 Introduction

A growing part of statistical mechanics relies now on the use of simulation and computers. New exact results are extremely scarce, and it appears that almost all exact results attainable with known methods have been found. This is particularly true with disordered models. In this context numerical methods become very important.

Various generalizations of the Ising model have been introduced. Two types of reasoning motivated these generalizations - some were intended to describe more realistic situations, while the merit of the others was solvability. Exact solutions for disordered models exist mainly for one-dimensional models, or for infinite dimensional models (mean-field models). In two and three dimensions various approximate solutions exist, most of them relying on heavy numerical calculations. A variety of numerical methods have been designed to study these models. In particular, low-temperature behavior leads to combinatorial optimization problems, since in this limit only the states of minimum energy contribute. It is worthwhile noticing at this point that the exchanges between numerical statistical mechanics and combinatorial optimization have been useful in both directions: several improvements in the simulated annealing method are now in common use in optimization on one hand, while, conversely, properties of the ground states of the disordered Ising model have been elucidated using optimization methods.

The problem we address in this chapter is not a low-temperature problem. On the contrary, we will compute the free energy of a Potts model at any temperature, including some phase transition temperatures. To transform the problem of computing the free energy into an optimization problem (i.e. to find a minimum in a finite set), we need to take some limit. Usually this is a zero-temperature limit. Here this will be the limit of an infinite number of states. At first sight this limit seems quite academic, since no experimental situation at this time is described by the infinite state Potts model. However, this model is still of importance since it is very likely that it belongs to the same universality class as the Random Transverse Quantum Ising chain, a model which has a very interesting behavior under renormalization.

This chapter is organized as follows: in the first part the Potts model is introduced. In the second part the submodular functions are introduced. Only a very few results and examples are presented: from this very active field of discrete mathematics, only the strict minimum needed to follow the algorithm of the last section is covered. The references included are far from being exhaustive. In the third part the connection between submodular function and the

[^6]free energy of the Potts model in the limit of an infinite number of states is given. This part presents the Optimal Cooperation algorithm and its proof in detail. The final section discusses the practical implementation of the algorithm and its evaluation. The empirical complexity is evaluated, and examples are given.

This chapter is completely self-contained and its purpose is two-fold. First, we present a new method to numerically compute the free energy of the Potts model in the limit of an infinite number of states, with enough details to allow anyone to use it. Second, we try to draw the attention of physicists to the powerful methods of submodular function theory. It is indeed very likely that there will be other applications of this theory in lattice statistical physics.

### 6.2 The Potts Model

The standard scalar Potts model has been introduced as a generalization of the Ising model [14]. The purpose of introducing this model was to describe more realistically new physical situations. However, it was soon realized that this model is very interesting also on its own, from the point of view of integrability. There is a huge literature concerning the Potts model. The reference [17] is not very recent but is an excellent entry point to this model.

### 6.2.1 Definition of the Potts Model

The Potts model is a model on a lattice. The dynamical variables (spin variables) $\sigma_{i}$ are discrete variables living on the vertices of the lattice, taking one of $q$ discrete values ( $\sigma_{i} \in Z_{q}$ ). The parameter $q$ is the number of states. To each edge $i j$, with extremities $i$ and $j$, a coupling constant $J_{i j}$ is associated. The Hamiltonian reads:

$$
\begin{equation*}
H=-\sum_{<i j>} J_{i j} \delta\left(\sigma_{i}-\sigma_{j}\right) \tag{6.1}
\end{equation*}
$$

where the summation runs over all the edges $i j$, and $\delta(x)$ is the Kronecker function $(\delta(x)=1$ if $x=0$ and zero otherwise).

Most attention has been devoted to regular lattices, like, for example, the one-dimensional chain, the two-dimensional square, triangular or hexagonal lattices, or the three-dimensional cubic lattice. When all the couplings $J_{i j}$ have the same common value $J$, the model is a pure model, and if $J>0$ it is said to be a ferromagnetic model. The Potts model covers a variety of situations depending of the number of states, the type of lattice, and the kind of coupling constants.

The first quantity one needs to compute is the free energy $F$, from which much information can be extracted, taking the various partial derivatives. It is actually a major challenge to compute the free energy of the Potts model in the most general possible case. The free energy is related to the partition function $Z(\beta)=\exp (-\beta F)$ and the partition function is

$$
\begin{equation*}
Z(\beta)=\sum_{\{\sigma\}} \exp (-\beta H(\{\sigma\})) \tag{6.2}
\end{equation*}
$$

The sum runs over the $q^{N}$ possible states of the $N$ spins and $H$ is a function of the spins given by (6.1). The parameter $\beta$ is the inverse temperature. The dependence of $Z$ on the coupling
constants $J_{i j}$ and on the number of states $q$ is not explicitly stated. Of particular interest are the values where the partition function presents a singularity. Singularities in the partition function can occur only when the lattice size or the number of states goes to infinity.

### 6.2.2 Some Results for Non-random Models

Let us briefly summarize some well known rigorous results concerning the non-random model: for the one-dimensional chain, the free energy can be calculated for any value of the number of states $q$ and for any inverse temperature $\beta$ : there is no singularity in $Z$ at finite temperature. The partition function can also be computed on complete graphs, in which every site is connected to every other site. One gets in this case a mean field description of the Potts model. For the case of the two-dimensional models it has been shown that there is a high-temperature disordered phase separated from a low-temperature ordered phase by a transition point, where a non-analyticity in the free energy occurs. The partition function has been calculated but only at the transition point, except for $q=2$ (the Ising model) where it can by calculated at any temperature. At the transition point the model has an enhanced symmetry and possesses the property of integrability. When the number of states is $q \leq 4$ then the transition is second order, while when $q>4$ it is first order, with a more and more pronounced first-order character (a smaller correlation length and a larger latent heat) when $q$ increases.

### 6.2.3 The Ferromagnetic Random Bond Potts Model

The Ferromagnetic Random Bond Potts Model (RBPM) corresponds to the case where the coupling constants $J_{i j}$ are positive random variables. The positivity of the $J_{i j}$ ensures that the ground states of the model (i.e. the spin states of lower energy $H$ ) are the $q$ states where all the spins have the same value. For random models it is necessary to compute quantities averaged over the probability distribution of the couplings $J_{i j}$. The free energy is then

$$
\begin{equation*}
f(\beta)=\int d J_{1} \cdots \int d J_{m} P\left(J_{1}, \cdots, J_{m}\right) f_{J_{1} \cdots J_{m}}(\beta) \tag{6.3}
\end{equation*}
$$

such an average is a so-called quenched average. The task of computing the average free energy is extraordinarily difficult, and has been rigorously achieved only in peculiar cases (for example the Nishimori line). In this chapter we show how to compute exactly $f_{J_{1} \ldots J_{m}}(\beta)$ for a particular choice of the couplings $J_{1} \cdots J_{m}$, in the $q$ infinite limit. The average (6.3) is performed by sampling the probability distribution $P$. However, if the number of possible configurations of the couplings $J_{1} \cdots J_{m}$ is finite and small enough, it is possible to enumerate all of them.

### 6.2.4 High Temperature Development

Let us now present an expansion of the partition function in inverse temperature $\beta$ which is useful both to compute $Z$ and also to define a continuation of the Potts model for non integer values of the number of states $q$. Let us regard the lattice as a graph $G$ : the sites and the bonds of the lattice are the vertices and the edges of the graph. To evaluate the partition function
(6.2) one linearizes the exponential $\exp (a \delta)=1+(\exp (a)-1) \delta$ which is valid when $\delta$ is restricted to the two values $\delta=0$ or $\delta=1$. Introducing

$$
\begin{equation*}
v_{i j}=\exp \left(\beta J_{i j}\right)-1 \tag{6.4}
\end{equation*}
$$

one gets

$$
\begin{aligned}
Z & =\sum_{\{\sigma\}} \exp \left(\sum_{i j}-\beta J_{i j} \delta\left(\sigma_{i}-\sigma_{j}\right)\right) \\
& =\sum_{\{\sigma\}} \prod_{i j} \exp \left(-\beta J_{i j} \delta\left(\sigma_{i}-\sigma_{j}\right)\right) \\
& =\sum_{\{\sigma\}} \prod_{i j}\left(1+v_{i j} \delta\left(\sigma_{i}-\sigma_{j}\right)\right) .
\end{aligned}
$$

A careful book-keeping of the terms in the development of the above expression leads to:

$$
\begin{equation*}
Z=\sum_{G^{\prime} \subseteq G} q^{c\left(G^{\prime}\right)} \prod_{e \in G^{\prime}} v_{e} \tag{6.5}
\end{equation*}
$$

where $G^{\prime}$ denotes any subgraph of $G$, i.e. a graph, possibly not connected (but all vertices are kept), where some edges of $G$ have been deleted (there are $2^{m}$ subgraphs where $m$ is the number of edges of $G$ ). $c\left(G^{\prime}\right)$ is the number of connected components of the subgraph $G^{\prime}$. For example, for the empty subgraph $G^{\prime}=\emptyset$, the number of connected components is the number of sites, while for $G^{\prime}=G$ it is one. The product in (6.5) is over all the edges in $G^{\prime}$ with the convention that the product over an empty set is one. If the parameter $\beta$ is small (i.e. high temperature) then the parameters $v_{i j}$ are small and, summing in (6.5), only the subgraphs with few edges provide an approximation to the partition function: this is a high-temperature development. Note also the way the parameter $q$ appears in (6.5): it can be extended to noninteger values, relating the Potts model to other problems (percolation, etc.) [13].

### 6.2.5 Limit of an Infinite Number of States

Let us now follow [12] and introduce another parameterization of the couplings with new variables $w_{e}$ defined by

$$
v_{e}=q^{w_{e}}
$$

Inserting this expression in (6.5) one gets $Z=\sum_{G^{\prime} \subseteq G} q^{c\left(G^{\prime}\right)+\sum_{e \in G^{\prime}} w_{e}}$, and defining $f(G)=$ $c(G)+\sum_{e \in G} w_{e}:$

$$
Z=\sum_{G^{\prime} \subseteq G} q^{f\left(G^{\prime}\right)} .
$$

If now $q$ goes to infinity only the subgraphs $G^{\star}$ maximizing $f(G)$ will contribute, and computing the partition function of the Potts model in the infinite number of states limit amounts to finding the subgraphs of the graph $G$ maximizing the function $f$, i.e. minimizing the function:

$$
\begin{equation*}
f_{P}(G)=-\left(c(G)+\sum_{e \in G} w_{e}\right) . \tag{6.6}
\end{equation*}
$$

### 6.3 Basics on the Minimization of Submodular Functions

It turns out that the function (6.6) has a property which allow us to minimize it very efficiently. This paragraph explains this property. Reference [15] contains all the concepts used in this section.

### 6.3.1 Definition of Submodular Functions

We start by recalling elementary results for submodular functions. The functions we consider here are not the usual functions of some continuous variables. Instead these functions are set functions:

Definition. Let $V$ be a finite set and $2^{V}=\{X \mid X \subseteq V\}$ be the set of all the subsets of $V$. A function $f: 2^{V} \rightarrow \mathbb{R}$ is called a set function.

Set functions act on a finite set. So in principle it is possible to find the extrema of this kind of function by inspection. However, even if it is finite, the cardinality of the set $2^{|V|}$ is so huge that the inspection of all the possible values is impossible. The task of finding the minimum of a set function becomes possible if this set function is submodular:

Definition. A set function $f$ is submodular if for all subsets $A \subseteq V$ and $B \subseteq V$ :

$$
\begin{equation*}
f(A)+f(B) \geq f(A \cap B)+f(A \cup B) \tag{6.7}
\end{equation*}
$$

From the definition, the notion of submodularity applies to real-valued functions acting on the set of the subsets of a given ensemble. Note that the notion of submodularity can be generalized to functions acting on any finite lattice ${ }^{1}$. Note also that we will use here only rational-valued functions.

### 6.3.2 A Simple Characterization

It is simple to show that a function $f$ is submodular if and only if for any subsets $S \subseteq R \subseteq V$ and for any $x \in V$ :

$$
\begin{equation*}
f(S \cup\{x\})-f(S) \geq f(R \cup\{x\})-f(R) \tag{6.8}
\end{equation*}
$$

This means intuitively that adding an element to a "small" ensemble $S$ (since $S \subseteq R$ ) has more effect than adding to a "large" ensemble $R$.

### 6.3.3 Examples

Submodular functions arise in many fields. Let us give a few examples:
A first example of a submodular function is given by the following function $c$. Take a finite set $V$ and give arbitrary labels to each element $x \in V$. The function $c$ associates to every subset $U \subseteq V$ the number of distinct labels present in the subset $U$. Using the property (6.8) and considering successively the case $e \in U$ and $e \in V$, then the case $e \in V$ and $e \notin U$, and finally $e \notin V$ and $e \notin U$, it is easy to show that the function $c$ is submodular.

[^7]As a second example take, for the set $E$, a collection of $p$ vectors of the vector space $\mathbb{R}^{n}$ where $n$ and $p$ are some integers. To every subset $F$ of $E$, the function $f$ associates the dimension of the vector space spanned by the vectors of $F$. Again, using (6.8) one easily sees that the function $f$ is submodular.

Another example is provided by the following function $C$. Take a graph $G=(V, E)$ i.e. a collection of points (vertices) $V$ possibly connected by a line (an edge) belonging to $E \subseteq V \times V$. By definition $C$ is a function of the subsets of the $V$ and $C(U \subseteq V)$ is the number of edges having exactly one end in $U$. This function can be generalized to the case where the edges are directed and weighted, i.e., each edge carries an arrow and a positive number. The function $C(U \subseteq V)$ is then the sum of the weight of the edges having the beginning vertex in $U$ and the ending vertex not in $U$. This kind of function is called a "cut". In particular cuts occur in the Random Field Ising Model.

Take any concave real function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of a real variable, i.e. a function such that for any values $a$ and $b$, and for every $0 \leq \lambda \leq 1, \varphi(\lambda a+(1-\lambda) b) \geq \lambda \varphi(a)+(1-\lambda) \varphi(b)$, then for any finite set $V$ define $g(U)=\varphi(|V|)$ where $|V|$ is the cardinality of $V$ (i.e. the number of elements in $V$ ). One can show that the function $g$ is submodular.

Finally, it will be shown in this chapter that computing the partition function of a ferromagnetic Potts model on any graph amounts to minimizing a submodular function.

### 6.3.4 Minimization of Submodular Function

Let us now consider the problem of minimizing a submodular function. We are given a finite set $V$ and a real-valued function acting on the set of the subsets of $V$. This function is seen as a "black box", i.e. a subroutine which returns the value of $f(V)$ when applied to a subset of $V$. The problem is to minimize $f$, i.e., to find a subset $A^{\star}$, called an optimal set, such that $f\left(A^{\star}\right) \leq f(A)$ for any $A \subseteq V$. If nothing is known about $f$ there is no other method (at least on a non-quantum computer) than to apply the black box $f$ to all the $2^{|V|}$ ensembles and thereby to find all the optimal sets. The main result of the theory of submodular functions is that if the function $f$ is submodular then there is an algorithm which finds one optimal set by using the black box $f$ a number of times which is only polynomial in the cardinality $|V|$ of the set $V$ (instead of the exponential number $2^{|V|}$ for a general function). Moreover, the number of steps needed to complete the algorithm does not depend on the possible output of the function $f$, provided these values are rational. Such an algorithm is said to be strongly polynomial. From a practical point of view it means that the execution time of the algorithm will be polynomial in the number of elements of the set $V$. We assume that the possible values that $f$ takes are rational numbers which can be stored on a fixed number of bits.

The result mentioned above was first published in reference [9] in 1981. In this paper the authors utilize the so-called ellipsoid method. However, this method is not a combinatorial one and is far from being efficient. In that respect this result was not quite satisfactory at least for the practical applications. Eighteen years later, Iwata-Fleischer-Fujishige [11], and independently Schrijver [16], discovered a combinatorial method which is fully satisfactory from the theoretical, as well as from the practical, point of view.

The general method uses a mathematical programming formulation. The problem is algebraically expressed as a linear program, i.e., a set of variables $y_{S}$ associated to each subset $S \subset V$ is introduced, these variables are subjected to constraints, and a linear function $F$ of
these variables is to be minimized. The constraints include a set of linear equations and the condition that each of the $y_{S}$ is zero or one. This last condition is in general extremely difficult to realize. However, it turns out that a theorem due to Edmonds [6] indicates this condition can be simply dropped, and that automatically the set of values $y_{S}$ which minimize $F$ will all be zero or one! Actually only one variable $y_{S^{\star}}=1$ will be non-zero and it is precisely associated to the optimal set. Combined with the dual version of this linear program, it provides a characterization of the optimal set.

This chapter presents the application of the submodular function minimization to the particular case of the determination of the free energy of the Potts model in the limit of a large number of states. The general algorithm mentioned above can be applied, however, due to the specific form of the function to minimize, a more suitable method does exist. The general method will not be discussed here, instead one which is specific to the Potts model will be presented in detail. Let us now present a property which is true for any submodular function and that we will use later. To emphasize that the function $f$ to minimize is defined on all the subsets of a set $E$, we will label $f$ with the index $E$ as $f_{E}$. Let us now consider a subset $F \subseteq E$; one can define a set function on $F$ by $f_{F}(A)=f_{E}(A)$ for any $A \subseteq F$. If the function $f_{E}$ is submodular then its restriction $f_{F}$ is also submodular. We have the following property:

Proposition. Let $F \subseteq E$ and $e \in E$, if $A_{F}$ is an optimal set of the set function $f_{F}$ defined on $F$, then there will be an optimal set $A_{F \cup\{e\}}$ of the function $f_{F \cup\{e\}}$ defined on $F \cup\{e\}$ such that $A_{F} \subseteq A_{F \cup\{e\}}$.

To make the notation simpler we denote the function $f_{F \cup\{e\}}$ on $F \cup\{e\}$ by $f_{1}$. Let $A$ be an optimal set of $f_{F}$ on $F$ and $B$ an optimal set of $f_{1}$ on $F \cup\{e\}$. One has

$$
\begin{equation*}
f_{1}(A \cup B) \leq f_{1}(A)+f_{1}(B)-f_{1}(A \cap B) \tag{6.9}
\end{equation*}
$$

since $f_{1}$ is submodular. But $f_{1}(A)=f_{F}(A)$ and $f_{1}(A \cap B)=f_{F}(A \cap B)$ since both $A$ and $A \cap B$ are in $A$. Since A is an optimal set one has $f_{F}(A) \leq f_{F}(A \cap B)$ and consequently $f_{1}(A)-f_{1}(A \cap B) \leq 0$. Inserting this last inequality into (6.9) one finds that $f_{1}(A \cup B) \leq$ $f_{1}(B)$ which proves that $A \cup B$ is one of the optimal sets (Q.E.D.).

This property has an important consequence. Let us suppose that the optimal set has been found for a subset $F$ of $E$. Then all the elements of $E$ which have been selected as belonging to the optimal set of $F$ will still belong to one optimal set of all the sets $G \supseteq F$. In other words, let us find the optimal set for $\left\{e_{0}, e_{1}\right\}$ where $e_{0}$ and $e_{1}$ are arbitrary elements of $E$; then if we find that any of these two elements belongs to the optimal set, it will belong to one optimal set for $F \subseteq E$ ! Such an algorithm which makes a definitive choice at each step is called a greedy algorithm.

### 6.4 Free Energy of the Potts Model in the Infinite $q$-Limit

In this section, we put together the two preceding ones and show how the calculation of the free energy for a particular realization of the couplings $J_{i j}$ can be achieved by minimizing a submodular function. The Optimal Cooperation algorithm which does this minimization is introduced [1].

### 6.4.1 The Method

Consider the function (6.6) $f_{P}(A)=-(c(A)+w(A))$; this is a set function on the set of all the edges of the lattice. Take two sets of edges $A \subseteq B$ and an edge $e$. Inspecting the three possible cases: $e \in A, e \notin A$ and $e \in B, e \notin A$ and $e \notin B$ one sees that $c(A \cup\{e\})-c(A) \leq c(B \cup\{e\})-c(B)$, which is the reverse of (6.8), so that the function $-c$ is a submodular function. On the other hand it is straightforward to see that the function $w(G)=$ $\sum_{e \in G} w_{e}$ verifies $w(A \cup C)+w(A \cap C)=w(A)+w(C)$. It is a so-called modular function. Consequently the function (6.6) $f_{P}$ is a submodular function. In summary we are looking for the sets of edges minimizing the submodular function $f_{P}$. This problem is precisely the problem introduced in the previous paragraph, and for which a strongly polynomial algorithm has been recently discovered.

Making use of the proposition of the previous section and its consequence stated just afterwards, we will find an optimal set $A$ by finding successively the optimal set for subgraph of the lattice. Let us suppose that an optimal set $A_{k}$ has been found for the graph $G_{k}$ with vertices $V_{k}=\left\{v_{0}, \ldots, v_{k-1}\right\}$ and containing all the edges of $G$ having both extremities in $V_{k}$. The edges of the optimal set $A_{k}$ can be grouped into connected subsets - the set of extremities of these edges is called a cluster (so that a cluster is a set of vertices). The weight of an edge between two clusters is the sum of the weights of all the edges having one extremity in each cluster. The isolated vertices will be considered as clusters of size one. We know from the proposition of the previous section that the embedded cluster structure will be preserved in the optimal set of $G_{k+1}$. Moreover, if two clusters of $A_{k}$ are merged into a single cluster in $A_{k+1}$ then the new vertex $v_{k+1}$ will also belong to this cluster. So one of the optimal sets of $A_{k+1}$ has the following cluster structure: some (possibly 0 ) clusters of $A_{k}$ are merged together with the new vertex $v_{k+1}$, the other clusters are unchanged (see Figure 6.1). The problem is now to find the clusters to merge with the new vertex $v_{k+1}$. This defines the auxiliary problem.

### 6.4.2 The Auxiliary Problem

It turns out that, due to the specific form of the submodular function $f_{P}$, the auxiliary problem can be solved in strongly polynomial time. To do that we introduce another weighted and directed graph, called a network. The vertices of this network are (i) the clusters defined by the optimal set $A_{k}$ of $G_{k}$, (ii) the new vertex $v_{k+1}$ and (iii) two additional sites which we call the source $s$ and the sink $t$. There are two oriented edges, one in each direction, between the vertices of the network corresponding to cluster which are connected in the original graph. In addition there are edges from the source $s$ to all vertices $v$ and from all vertices $v$ to the $\operatorname{sink} t$. Finally every edge $(u, v)$ carries a weight $c(u, v)$ called a capacity. Figure 6.2 presents the correspondence between the lattice and the network. To fully define the network, we need to set these capacities. We will find them in such a way that solving the auxiliary problem amounts to finding a minimum cut separating $s$ and $t$ in this network, a problem which can be efficiently solved [7]. Let us briefly recall what a cut is:

Definition. A cut $S$ separating $s$ and $t$ in a network is a partition of all the vertices into two sets $S$ and $T$, such that $s \in S$ and $t \in T \equiv \bar{S}$. The weight $C(S)$ of the cut $S$ is the sum of the weights $c(e)$ of all the edges $e$ from $S$ to $T$.


Figure 6.1: Adding a vertex: only the edges belonging to the optimal set are shown in the graphs "BEFORE" and "AFTER". The thick lines indicate the edges included in the optimal set at this step.

Let us call an admissible set a set of edges induced by a connected set of vertices including the new vertex $v_{k+1}$. The auxiliary problem amounts to finding an admissible set $W$ of edges which maximizes the function $\sum_{e \in W} w(e)+(N-n(W))$, where $n(W)$ is the number of vertices in the admissible set $W$ and $N$ the total number of vertices. Equivalently the auxiliary problem is to minimize the function $g(W)=n(W)-\sum_{e \in W} w(e)$. We first add an edge of infinite weight between $s$ and $v_{k+1}$, so that an arbitrary connected cut $S$ in the network defines an admissible set. We will now choose the capacity $c(u, v)$ in such a way that the minimum cut in the network corresponds to the optimal admissible set $A$. Then we proceed starting with


Figure 6.2: Constructing the network associated to the graph: the dotted lines connect each vertex to the sink or to the source according to the condition described in the text, and the thick line carries an infinite weight. Here the edges not belonging to the optimal set are shown as dashed lines.
$S=\left\{s, v_{k+1}\right\}$ and adding the vertices one by one. On the one hand adding a vertex $v$ to $S$ will change the capacity of the cut by $\Delta_{C}$, on the other hand it will change the function $g$ by an amount $\Delta_{g}$. We will arrange the weights $c(u, v)$ in such a way that $\Delta_{C}=\Delta_{g}$ so that finding the minimum cut will provide the set of edges of the original graph which minimizes $g$ and therefore minimizes $f_{P}$. A simple inspection shows that

$$
\Delta_{C}(S)=\sum_{u \in V(v) \cap T} c(v, u)-\sum_{u \in V(v) \cap S} c(u, v)+c(v, t)-c(s, v)
$$

and

$$
\Delta_{g}(S)=1-\sum_{u \in V(v) \cap S} w(u v)
$$

where $V(v)$ designates the set of vertices, different from $s$ and $t$, linked by an edge to $v$.

Requiring $\Delta_{C}(S) \equiv \Delta_{g}(S)$ for any $S$ implies that $c(u, v)+c(v, u)=w(u v)$. It is convenient to choose:

$$
\begin{equation*}
c(u, v)=c(v, u)=\frac{1}{2} w(u v) \tag{6.10}
\end{equation*}
$$

for any pair of vertices $(u, v)$ different from $s$ and $t$. Using this last condition one gets a single condition (and not one per set $S$ as one could expect a priori):

$$
\begin{equation*}
c(v, t)-c(s, v)=1-\frac{1}{2} \sum_{u \in V(v)} w(u v) \tag{6.11}
\end{equation*}
$$

A possible choice is

$$
\begin{aligned}
& c(v, t)=\alpha+1+\beta \sum_{u \in V(v)} w(u v) \\
& c(s, v)=\alpha+\left(\beta+\frac{1}{2}\right) \sum_{u \in V(v)} w(u v)
\end{aligned}
$$

where $\alpha$ and $\beta$ are two arbitrary positive numbers. However, the other possible choice

$$
\begin{align*}
& c(v, t)=\max \left(0,1-\frac{1}{2} \sum_{u \in V(v)} w(u v)\right)  \tag{6.12}\\
& c(s, v)=\max \left(0, \frac{1}{2} \sum_{u \in V(v)} w(u v)-1\right) \tag{6.13}
\end{align*}
$$

is more suitable since every vertex is connected to $s$ or to $t$.
To summarize we state the main result: the minimum cut $S$ separating $s \in S$ and $t \notin S$ in the network defined above with weights given by (6.10), (6.12), (6.13) is such that the edges having both extremities in $S$ is an optimal set for the function $f$.

### 6.4.3 The Max-flow Problem: the Goldberg and Tarjan Algorithm

As explained above, the algorithm needs to find the minimum cut in a series of $|V|-1$ networks, so that the procedure which finds these minimum cuts is crucial: it is the engine of the method. We will not discuss here the min-cut problem in general but refer the reader to [10]. A particularly efficient min-cut finder is the Goldberg and Tarjan algorithm [8]. This algorithm actually solves the dual problem of the min-cut problem the so-called max-flow problem. We do not give here the details and refer to [10]. Note that the Goldberg and Tarjan algorithm has already been used in statistical mechanics to find the ground states of the Random Field Ising Model [4].

### 6.4.4 About the Structure of the Optimal Sets

The algorithm explained in this paragraph finds one optimal set. It does not give any information about the number of optimal sets. The optimal set actually found does depend on the
details of the implementation. However, the algorithm can be tuned in such a way to find one of two special optimal sets that we define below.

Let us suppose that $A$ and $B$ are two optimal sets, from the definition

$$
f(A \cup B) \leq f(A)+f(B)-f(A \cap B) \leq f(A)
$$

the second inequality comes from $B$ being optimal. We conclude that $A \cup B$ is also an optimal set. In the same way one shows that $A \cap B$ is also optimal. The two following sets

are optimal. They are of special importance in the applications of the next section. Note that if they are equal then there is only one optimal set.

### 6.5 Implementation and Evaluation

In this section we discuss the practical implementation of the algorithm, and its evaluation in terms of time and memory requirement.

### 6.5.1 Implementation

As explained in the previous section, the algorithm works by solving the problem of finding the optimal set on subgraphs of the original graph. In other words to calculate the free energy for a given lattice with $N$ sites, the algorithm proceeds by computing the free energy on $N-1$ sublattices with an increasing number of sites. Moreover the choice of the order in which the sites are added to the current sublattice is arbitrary.

Each step includes three actions: (i) build the network, (ii) find the minimum cut, (iii) contract all the vertices on the source side into a single vertex, keeping track of this contraction since at the end we will need to "uncontract" the vertices. Two main options are possible to represent the data in the computer memory: either one can rebuild completely the data structure representing the network after each step, or alternatively, one can increase the weights of the edges between vertices of the same connected components up to a value sufficiently large to insure that these vertices will never be in different connected components. The latter possibility is less memory consuming, since a single data structure is necessary (the contraction being performed by playing with the weights), whereas in the former case one has to store two data structure, one for the lattice and the other for the network. However, it turns out that the first solution is much faster. This is because the extra time needed to rebuild the data structure at each step is largely compensated for by the gain of finding a cut on a smaller network. Moreover, as detailed below, the bottleneck in this problem is not the memory to store the data, but the time to process them. In the same way it is possible to identify the source $s$ with the new vertex, or to keep two different vertices connected by an edge with a weight $c\left(s, v_{k+1}\right)=1+\sum_{u \neq v_{k+1}} c(s, u)$. We give the algorithm below.

```
algorithm OptimalCooperation()
begin
    Network := \(\emptyset\)
    for every vertex \(v\) do
    begin
        call AddVertexToNetwork(Network,v);
        \(S:=\operatorname{MinCut}(\) Network);
        call ContractNetwork(Network);
    end
    uncontract all vertices;
    OptimalSet := the edge set induced by the cut;
end
```

```
procedure AddVertexToNetwork(Network,v)
```

procedure AddVertexToNetwork(Network,v)
begin
begin
comment connect vertex $v$ to its neighboring sites as in the lattice
comment connect vertex $v$ to its neighboring sites as in the lattice
for $u$ in the lattice neighbor of $v$ do
for $u$ in the lattice neighbor of $v$ do
for every vertex $x$ in the network to which $u$ belongs do
for every vertex $x$ in the network to which $u$ belongs do
$c(v, x):=c(v, x)+w(u v) / 2 ;$
$c(v, x):=c(v, x)+w(u v) / 2 ;$
end do
end do
$c(x, v):=c(v, x) ;$
$c(x, v):=c(v, x) ;$
end do
end do
connect the source $s$ and the sink $t$ using weights (6.12-6.13);
connect the source $s$ and the sink $t$ using weights (6.12-6.13);
end
end
procedure ContractNetwork(Network)
begin
contract the vertices in $S$ into a single vertex $v^{*}$;
comment modify the weights accordingly:
for every vertex $u$ not in $S$ do
$c\left(u, v^{*}\right):=0 ;$
for every vertex $v$ neighbor of $u$ in $S$ do
$c\left(u, v^{*}\right):=c\left(u, v^{*}\right)+c(u, v) ;$
end do
$c\left(v^{*}, u\right):=c\left(u, v^{*}\right) ;$
end do
end

```

The procedure Min-Cut is not described here: we have used the well known and efficient Goldberg and Tarjan algorithm [8].

\subsection*{6.5.2 Example of Application}

We have applied this algorithm to various two-dimensional and three-dimensional lattices. A realization of the disorder is chosen accordingly to a probability distribution. In practice all the weights \(w(e)\) on the edge \(e\) are rational numbers with a common integer denominator \(q\). In other words, we choose an integer \(p(e)\) for each edge and set \(w(e)=\frac{p(e)}{q}\). To work only with integers one maximizes the product \(q f\) :
\[
q f(A)=q C(A)+\sum_{e \in A} p(e)
\]

It is clear that if \(q\) is small compared to all the \(p(e)\), then all the weights \(w(e)\) will be large and the optimal set will be the set of all edges. On the contrary, if \(q\) is large all the weights will be small and the optimal set will be empty. These two situations are easy to handle. Between this two limits the optimal set grows, and for a precise value \(q_{c}\) of \(q\), which depends on the lattice, the optimal set percolates. This value corresponds to a phase transition. Depending on the lattice under consideration and on the distribution of the random variables \(p(e)\) this transition can be first or second order.

In Figure 6.3, one optimal set is shown for a lattice where each edge carries a weight \(1 / 6\) or \(5 / 6\) with probability one-half (i.e., it is a critical point). The edges from the optimal set belonging to the percolation cluster are shown in black, while the others are shown in gray. It took two weeks on a Pentium III (1.7 Ghz) to find the optimal set. Note that the optimal set is one of the \(2^{2 \times 512 \times 512} \simeq 2.610^{157827}\) possible edge sets!

\subsection*{6.5.3 Evaluation of the CPU Time}

From the algorithmic point of view, the critical value corresponds roughly to the "worst case": the CPU time needed to find the optimal set is the longest when \(q\) is close to \(q_{c}\). The fluctuations in the execution time to find an optimal set for different realizations of the disorder on the same lattice are large and can vary by a factor greater than two. A crude estimation can be performed averaging the execution time over several samples of the same size, but corresponding to different disorder realization. This empirical evaluation gives
\[
t \simeq A N_{v}^{2.4}
\]
at least when \(N_{v}\), the number of vertices of the lattice, is larger than a thousand. This roughly applies for many two-dimensional and three-dimensional regular lattices. The constant \(A\) for a processor \(\operatorname{Intel}(\mathrm{R}) \operatorname{Xeon}(\mathrm{TM})(2.40 \mathrm{GHz})\) is found to be close to \(0.710^{-7}\) seconds. For a square lattice it gives an execution time varying like \(t=0.7 \times 10^{-7} L^{4.73}\).

\subsection*{6.5.4 Memory Requirement}

Adopting the scheme presented above, the memory requirement is \(\left(6 n_{e}+3 n_{v}\right)+\left(7 m_{e}+5 m_{v}\right)\) where \(n_{e}\) and \(n_{v}\) are the number of edges and vertices of the lattice under consideration, while \(m_{e}\) and \(m_{v}\) are the number of edges and vertices of the largest network one need during the execution of the algorithm. In the worst case where the final optimal set is empty, one has


Figure 6.3: A \(512 \times 512\) lattice. The edges of the optimal set belonging to the percolating cluster are shown in black, and the edges of the optimal set not belonging to the optimal set are in grey.
\(m_{e}=n_{e}\) and \(m_{v}=n_{v}\). For a \(L \times L\) square lattice this gives \(13 n_{e}+8 n_{v}=34 L^{2}\) words. For a \(512 \times 512\) lattice it is around 44 Mbytes. This shows that, as previously quoted, that the limiting factor is the execution time and not the memory requirement.

\subsection*{6.5.5 Various Possible Improvements}

Various improvements or adaptations are possible. We present some of them in this subsection.
Let us first mention a useful remark. If the optimal set of a graph is known, it is easy to find the optimal set of the same graph where the weight has been increased on some edges. A special procedure has been devised to perform this specific task [16], but it is straightforward with the Optimal Cooperation algorithm. Suppose the capacity on the edge \(u v\) is increased by \(\Delta(u v)\). To find the new optimal set simply add a new vertex \(u^{\star}\) linked to \(u\) by an edge
of weight \(w\left(u u^{\star}\right)=\Delta(u, v)\) and linked to \(v\) by an edge of infinite weight, and apply the Optimal Cooperation algorithm. Note that this trick can be used to add new edges.

The parameter \(q\) introduced at the beginning of this section is actually a temperature, and \(f(A(q))\) (where \(A(q)\) is the optimal set for \(q\) ) is the free energy. Therefore to study the temperature dependence of the free energy, one is lead to first randomly choose the parameter \(p(e)\), and second vary \(q\) finding the optimal set for each \(q\). Now, if \(A\left(q_{1}\right)\) and \(A\left(q_{2}\right)\) are the optimal sets at \(q=q_{1}\) and \(q=q_{2}\), and if \(q_{1}<q_{2}\) then \(A\left(q_{2}\right) \subseteq A\left(q_{1}\right)\). This is a direct consequence of the preceding remark. It is then possible to greatly improve the performance of the algorithm. Indeed, one can consider the \(q\) 's in decreasing order and contract the vertices of the same connected components after each determination of the optimal set. So the graph in which one seeks the optimal set is getting smaller and smaller when \(q\) decreases, and when \(q\) becomes sufficiently small, this graph reduces to a single vertex.

It is worthwhile noticing that one can reduce the computing time to get the optimal set with a suitable labelling of the vertices. The best choice is one in which the intermediate graphs have as few edges as possible. For example, for a bipartite graph, choosing first all sites of one of the partition, gives good results, dividing the CPU time by a factor of the order of two.

As already mentioned, the two optimal sets \(A_{m}=\cap_{i} A_{i}\) and \(A_{M}=\cup_{i} A_{i}\) are important (for example, the quantity \(\delta(q)=\frac{1}{q} \Sigma_{e \in A_{M} / A_{m}} p(e)\) is a jump in the internal energy). As already mentioned, the min-cut finder actually first finds the max-flow [10], and then one deduces a min-cut from this flow, although there are several. However, it is possible to implement the algorithm in such a way as to find the min-cut of largest cardinality or the one of smallest cardinality. This can be used to find \(A_{m}\) or \(A_{M}\) at will. Note also that this allows us to determine whether or not the optimal set is unique.

\subsection*{6.6 Conclusion}

We have presented an efficient strongly polynomial algorithm, the Optimal Cooperation algorithm, to compute the free energy of a ferromagnetic Potts model on an arbitrary lattice in the limit of an infinite number of states. The calculation is performed for a given choice of the Boltzmann weights, i.e., for fixed values of the positive coupling constants and temperature.

The existence of this algorithm is a consequence of the fact that the calculation of the free energy of this model has been transformed into a combinatorial optimization problem. Such transformation is valid in the limit of an infinite number of states. The algorithm proceeds solving the problem on intermediary lattices. This enables various improvements of the basic methods.

The crucial property is that the function to minimize is submodular. Such a situation where a problem of statistical mechanics gives rise to the minimization of a submodular function has already been encountered in the Random Field Ising Model [2, 4]. Since lattice Statistical Mechanics and Combinatorial Optimization appear to be often linked [3], it is likely that other problems of minimization of submodular functions will occur in physics. Keeping in mind that there exist efficient methods to perform this minimization is important.
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\subsection*{7.1 Introduction}

In natural sciences and in artificial systems, there exist many combinatorial optimization and decision problems whose solution requires computational time resources which grow exponentially with the system size \(N\). Concrete examples are NP-hard optimization and cryptographic problems in computer science, glassy systems and random structures in physics and chemistry, random graphs in mathematics, and scheduling problems in real-world applications.

In practice, the exact numerical solution of such problems is thus frequently restricted to small problems. The development of fast and powerful algorithms for these problems is therefore of primary relevance for both their theoretical study and for practical applications. The other chapters contain many examples of highly sophisticated algorithms. For their comparison and evaluation one needs firm benchmarks with the following properties: On one hand, the problem should be computationally demanding for the solvers under consideration, requiring solution times being exponential in the size \(N\) of the benchmarks. On one hand, these instances should be generated in a fast way, e.g. in a time growing linearly in \(N\), and they should have well-controlled solution properties. In this way they allow for a systematic analysis and comparison of different solvers. The scope of this chapter is the presentation of such a generator [6]. It is based on the NP-complete 3-satisfiability problem (3-SAT) [13], and outputs hard but satisfiable logical formulas of a given system size.

The main idea for the construction of such hard and solvable problems is straightforward: We hide a known solution within a multitude of coexisting meta-stable configurations (i.e., local minima of a cost function which has to be optimized). These constitute dynamical barriers hindering algorithms from finding the known solution. In the physical approach based on a mapping from 3-SAT to a spin-glass model [22,23], such random configurations correspond to glassy states [7,18,20]. It is to be noted, however, that many previous attempts to implement this idea were unsuccessful, because the random structure was usually easy to remove, or the knowledge that a solution has been forced can be exploited in order to find it. In the instances we propose, instead, the presence of a known solution does not alter the structure of the glassy state, which confuses the solver and makes the problem hard.

A closely related, important application of these ideas appears in cryptography [30]. Imagine you want to code and store a password (corresponding to the imposed solution) on your
computer. There are three tasks you have to fulfill. The verification of the password should be efficient, but decoding it from the stored structure has to be extremely time-consuming. To be of practical applicability, the coding itself should be very efficient. These three points are met by the generator described in this chapter. Once the password is given in binary variables, these can be understood as a Boolean configuration. The stored information will be a 3-SAT formula which is constructed such that the password satisfies the formula. Since 3-SAT is NP-complete, we know that the verification can be achieved in polynomial time, but the decoding may take exponential time. For security reasons one has to make the decoding as hard as possible. This situation, usually referred to as a "worst case" in complexity theory, is the aim to be reached in the cryptographic application.

This chapter is organized in the following way. After these introductory notes, we provide an overview of what is known about random 3-SAT and the phase transitions existing there. We are going to first define the problem, provide some numerical observations, and eventually sketch the statistical-mechanics approach which was successfully applied to clarify the solution properties of random 3-SAT. In Section 7.3 we come to the main topic of this chapter. A generator of satisfiable 3-SAT formulas is described. Relying on methods borrowed from statistical mechanics of disordered systems, this generator is optimized in a way that state-of-the-art algorithms require exponential times to solve the generated formulas. At the end, the results are summarized, and an outlook is given.

\subsection*{7.2 Random 3-SAT and the SAT/UNSAT Transition}

To start with, we give an overview of phase transitions appearing in random 3-SAT problems. They have played a major role in developing a typical-case computational complexity theory \([4,29]\) during the last few years.

The 3-SAT problem is defined over a set of \(N\) Boolean variables \(\left\{x_{i}=0,1\right\}_{i=1, \ldots, N}\), with \(0=\) FALSE and \(1=\) TRUE. They are restricted by \(M 3\)-clauses \(\left\{C_{\mu}\right\}_{\mu=1, \ldots, M}\), each one consisting of exactly three Boolean variables, which may appear negated or unnegated, and which are connected by logical OR operations ( \(\vee\) ), e.g., \(C_{\mu}=\left(x_{i} \vee \bar{x}_{j} \vee x_{k}\right)\). To satisfy such a clause, at least one of the contained variables has to be assigned in the right way. Thus the clause is unsatisfied only iff all three variables take the wrong values, for the example clause given above, the only unsatisfying assignment would be \(x_{i}=0, x_{j}=1\) and \(x_{k}=0\). The other \(2^{8}-1=7\) assignments fulfill the condition posed by the clause. In the formula \(F\), all clauses are connected by logical AND operations ( \(\wedge\) ),
\[
\begin{equation*}
F=\bigwedge_{\mu=1}^{M} C_{\mu} \tag{7.1}
\end{equation*}
\]

The formula is satisfied, if it evaluates to TRUE. This means that all \(M\) clauses have to be satisfied simultaneously.

The clauses can be understood as basic constraints to a set of discrete variables, and all constraints have to be fulfilled simultaneously. In this sense, 3-SAT can be considered as a prototype constraint-satisfaction problem (CSP). In fact, it is the most fundamental NPcomplete problem ( \(\mathrm{NP}=\) nondeterministic polynomial [13]), even the first one which was
shown to be NP-complete [9]. This means, in particular, that all currently known solution algorithms require running times which grow exponentially with the number \(N\) of Boolean variables and the number \(M\) of clauses. On the other hand, the verification of a candidate solution is efficient, i.e., it takes only polynomial time. Given this candidate assignment, we just have to check all the \(M\) clauses, one by one, to determine if they are satisfied or not.

The exponential running time mentioned before is to be understood in the worst-case scenario of traditional complexity theory [13]. For each system size, there has to be at least one extremely complicated instance which cannot be solved efficiently by the algorithm under consideration. The question of how far this scenario is relevant in practical applications, is still under discussion. One popular possibility to complement the worst-case picture, and to obtain some information about what is happening in typical cases, is given by the investigation of randomly generated 3-SAT formulas [4,29]. For each clause, three variables were selected randomly and independently among all \(N\) Boolean variables, and each one was negated with probability \(1 / 2\). The relevant control parameter for the formulas generated in this way is their constraintness, as measured by the clauses-to-variables ratio \(\alpha=M / N\).

\subsection*{7.2.1 Numerical Results}

The formulas generated in this way are random, so their satisfiability is also a random variable. A first interesting quantity is therefore the probability that a random 3-SAT formula is satisfiable, as a function of the constraintness \(\alpha\), for fixed number \(N\) of Boolean variables. It is obvious that this probability will be close to one for small \(\alpha\), because there are only few constraints which are unlikely to induce a contradiction. The probability, however, is a monotonously decreasing function of \(\alpha\), since more and more constraints are added.

Measuring this quantity numerically, an astonishing result was found. The decrease from probabilities close to one to those close to zero is not given by a slowly varying function of \(\alpha\), but it is characterized by a sharp drop in a limited \(\alpha\)-region close to \(\alpha \simeq 4.2 \ldots 4.3[21,26]\), cf. also Figure 7.1. This drop becomes sharper and sharper if the number of variables is increased, and eventually it tends to a step function in the thermodynamic limit \(N \rightarrow \infty\) [12]. Formulated in a physical language, there exists a phase transition at a critical point \(\alpha_{c} \simeq 4.27\). For \(\alpha<\alpha_{c}\), the randomly generated formula is almost surely satisfiable, i.e. the probability of being satisfiable tends to one in the large- \(N\) limit. For \(\alpha>\alpha_{c}\), on the other hand, the formula becomes almost surely unsatisfiable, i.e., it contains unresolvable contradictions. This transition is called the SAT/UNSAT-transition.

Even more interestingly for computer scientists, this phase transition is connected to a characteristic resolution time pattern, referred to as the easy-hard-easy transition. To get computer- and implementation-independent results, resolution times are usually measured by the number of algorithmic steps. In addition, the median solution time is considered instead of the average solution time, since the latter is dominated by exponentially rare events requiring exponentially longer resolution time, instead of measuring the most probable, or typical running time. For readers who are familiar with the statistical mechanics of disordered systems, this argument is analogous to averaging the logarithm of the partition function of a model with quenched disorder, instead of directly averaging the partition function itself.

This median solution time, plotted again as a function of \(\alpha\), shows an interesting behavior. As can be seen in Figure 7.1, it is polynomial for small \(\alpha\). Exponential solution times show


Figure 7.1: SAT/UNSAT transition: The figure shows the probability that a randomly generated 3-SAT-formula is satisfiable, as a function of the constraintness, and the median resolution time required by a complete algorithm. One can clearly see the probability drop close to \(\alpha_{c} \simeq\) 4.27 which sharpens with increasing variable number \(N\). The median resolution time shows a pronounced exponential maximum close to \(\alpha_{c}\).
up only at some algorithm-dependent threshold \(\alpha_{d}\) which is located deep inside the satisfiable phase, i.e. \(\alpha_{d}<\alpha_{c}\). Directly at the phase transition point \(\alpha_{c}\) a pronounced exponential maximum of the required running time is found, for larger \(\alpha\) the instances become again simpler to solve, even if the resolution time still grows exponentially with \(N\). The hardest formulas to solve are thus found at the phase boundary, they are said to be critically constrained. A simple intuitive explanation can be given here. For small \(\alpha\), only a few constraints are present. So there are many solutions, and one of them can easily be found. This task becomes harder and harder if the number of constraints grows, and the number of solutions goes down. For large \(\alpha\), i.e., inside the unsatisfiable phase, the structures leading to logical contradictions in the formula become smaller for growing constraintness. They are therefore more easily identified, and the unsatisfiability of a formula is proved more easily. A deeper and quantitative understanding can be achieved using tools from non-equilibrium statistical mechanics. This will be presented in Chapter 8.

\subsection*{7.2.2 Using Statistical Mechanics}

Here we provide a short overview of what is known about this problem from an analytical point of view on the phase transition itself, and on the statistical solution properties.

The rigorous mathematical knowledge is not yet very detailed, even the very existence of a well-defined SAT/UNSAT threshold \(\alpha_{c}\) is not completely established. However, Friedgut
proved some years ago that the drop in the probability of satisfiability becomes sharp in the thermodynamic limit [12], but could not prove the convergence to a specific \(\alpha_{c}\). There are, however, many rigorous lower and upper bounds to the threshold, for an overview see [1, \(10,11]\). So far, an oscillating \(\alpha_{c}(N)\) would be the only mathematically consistent possibility besides convergence, but this possibility is widely believed to be extremely unlikely.

More detailed results can be obtained using statistical physics. The existence of a phase transition in random 3-SAT provides obviously a big temptation to apply tools developed in the field of statistical physics of disordered systems, such as the replica trick or the cavity method. Even if many of these methods still lack a rigorous foundation, there is a long-lasting experience with numerous applications, and the methods are generally believed to lead to exact results. The analysis of random 3-SAT is based on a representation in terms of a diluted spin-glass model [22]. Boolean variables \(x_{i}=0,1\) are mapped to Ising spins \(S_{i}=-(-1)^{x_{i}}\). The clauses are uniquely represented by the matrix
\[
c_{\mu, i}= \begin{cases}+1 & \text { if } x_{i} \in C_{\mu}  \tag{7.2}\\ -1 & \text { if } \bar{x}_{i} \in C_{\mu} \\ 0 & \text { else } .\end{cases}
\]

The Hamiltonian counts the number of unsatisfied clauses,
\[
\begin{equation*}
\mathcal{H}=\sum_{\mu=1}^{\alpha N} \delta_{\sum_{i} c_{\mu, i} S_{i},-3} \tag{7.3}
\end{equation*}
\]
which can be easily rewritten as a multinomial in the Ising spins,
\[
\begin{equation*}
\mathcal{H}=\frac{\alpha}{8} N-\sum_{i=1}^{N} H_{i} S_{i}-\sum_{i<j} T_{i j} S_{i} S_{j}-\sum_{i<j<k} J_{i j k} S_{i} S_{j} S_{k} . \tag{7.4}
\end{equation*}
\]

This Hamiltonian contains random external fields, two- and three-spin-interactions, representing the quenched disorder of the model. Their values are given by the random choice of the clauses,
\[
\begin{align*}
H_{i} & =\frac{1}{8} \sum_{\mu} c_{\mu, i} \\
T_{i j} & =-\frac{1}{8} \sum_{\mu} c_{\mu, i} c_{\mu, j} \\
J_{i j k} & =\frac{1}{8} \sum_{\mu} c_{\mu, i} c_{\mu, j} c_{\mu, k} . \tag{7.5}
\end{align*}
\]

The ground states of this Hamiltonian correspond to those assignments of all Boolean variables which violate the minimal number of clauses. In the satisfiable phase, the ground-state energy therefore equals zero, whereas it is strictly positive in the unsatisfiable phase. Consequently, if we were able to determine the ground-state energy as a function of the clauses-tovariables ratio \(\alpha\), we were also able to identify the SAT/UNSAT threshold.

In the statistical mechanics approach, a weight \(e^{-\beta \mathcal{H}}\) is assigned to every spin configuration, with \(\beta=1 / T\) being a (formal) inverse temperature. For positive \(\beta\) this weight obviously favors assignments of low-energy, and it gets more and more concentrated in such configurations if \(\beta \rightarrow \infty\). In the zero-temperature limit, i.e. for \(\beta \rightarrow \infty\), only the ground states keep non-zero probability of appearance. For our combinatorial problem of determining the satisfiability of a formula \(F\) leading to a specific Hamiltonian \(\mathcal{H}\), we are therefore interested in the zero-temperature thermodynamical properties of the model.

In some pioneering works [22,23], these ground-state properties were analyzed on the basis of a replica symmetric approximation. The resulting threshold, \(\alpha_{\mathrm{rs}}=4.6\), is obviously larger than the numerical result, and replica-symmetry breaking effects had to be included. Including these into a variational approach [7], a second phase-transition was found to exist inside the satisfiable phase, as is represented schematically in Figure 7.2: Below some threshold \(\alpha_{d}\), replica symmetry is exact. Pictorially this means that all solutions of a formula are collected in one large, connected cluster inside the configuration space \(\{ \pm 1\}^{N}\). At \(\alpha_{d}\), this cluster breaks discontinuously into an exponential number of smaller clusters, each one still containing an exponential number of solutions. Each pair of these clusters is separated by an extensive Hamming distance. The number of these clusters decreases with increasing constraintness \(\alpha\), until it eventually vanishes at the SAT/UNSAT transition \(\alpha_{c}\). Above this point, ground states have non-zero energy, and almost all of them are collected in a subexponential number of clusters. The conjectured exact position of the two transitions was recently established using the cavity approach [18,20]: The clustering transition is located at \(\alpha_{d} \simeq 3.92\), whereas the formulas become unsatisfiable with probability one at \(\alpha_{c} \simeq 4.267\).


Figure 7.2: Schematic representation of the solution space structure. Below \(\alpha_{d}\), solutions are collected in one large cluster. Between \(\alpha_{d}\) and \(\alpha_{c}\), an exponential number of solution clusters can be found. This clustering is accompanied by a proliferation of metastable states, i.e., local minima of \(\mathcal{H}\). Above \(\alpha_{c}\), the formula is not satisfiable any more. Almost all ground states are collected in a subexponential number of clusters, and they have strictly positive energy.

\subsection*{7.3 Satisfiable Random 3-SAT Instances}

Taking the numerical results presented in the last section, the hardest-to-solve problems are found close to the SAT/UNSAT transition. It is therefore tempting to use these problems as benchmarks. Generating a random 3-SAT formula takes only linear time, and a systematic check of the \(N\)-dependence of the performance of an algorithm can thus be implemented easily. In fact, this is frequently done [27], and it works perfectly for complete algorithms, i.e., for algorithms proving whether an input formula is satisfiable or not. Frequently one uses, however, incomplete algorithms, in most cases they are of stochastic nature and perform some kind of random walk in configuration space, guided by local heuristic criteria [16, 28]. The most famous and, in its current implementation, also most efficient incomplete algorithm is walk-SAT [28]. The central algorithmic step is the following:
1. Randomly select an unsatisfied clause.
2. With probability \(p\) perform a walk step, with probability \(1-p\) a greedy step:
(a) Walk step: Select randomly one of the variables appearing in the clause, and flip its truth value. In this way, the selected clause becomes satisfied. On the other hand, other clauses become unsatisfied if they were satisfied only by the selected variable before flipping. In this way, the algorithm is able also to increase the number of unsatisfied clauses (or energy), and to escape from local minima.
(b) Greedy step: For each of the variables in the selected clause, a certain non-negative number of clauses would become unsatisfied by flipping the variable. Select one leading to the minimal number of newly unsatisfied clauses, and flip it.
3. Iterate 1. and 2. until all clauses are satisfied.

This step describes the very basic version of walk-SAT. There are many heuristic modifications taking into account other local structures than the one used in the greedy step. The most recent implementation of walk-SAT can be downloaded from the SATLIB web page [27]. Stopping only if a solution is hit, these stochastic algorithms are not able to distinguish unsatisfiable formulas from those formulas, which are just too hard to be solved by the algorithm in a reasonable time. For these algorithms it is important to use test instances which are known to be satisfiable. One obvious possibility [27] is to filter the problems at the phase boundary by complete algorithms, and to keep only the satisfiable ones. This method is limited by the small values of \(N\) and \(M\) which can be handled by the filtering algorithms, thus making the generation itself exponentially long. In addition, the hardest instances in the transition region are the unsatisfiable ones. Other approaches use mappings from various hard problems to 3-SAT, including, e.g., factorization [15], graph coloring [14], and Latin square completion [2].

Here we follow a completely different approach [6]. The idea is very simple: We choose an arbitrary assignment of our logical variables (the so-called forced solution) and include into our logical formula, with some prescribed probability, only those clauses which are satisfied by this assignment. Without loss of generality, we restrict ourselves to generating formulas which are satisfied by \(x_{i}^{(0)}=1, \forall i=1, \ldots, N\). This assignment can be changed to any other one \(\vec{x}^{(1)}=\left(x_{1}^{(1)}, \ldots, x_{0}^{(1)}\right)\) by a local gauge transformation of the generated 3-SAT formula:

One has to simply exchange \(x_{i}\) and \(\bar{x}_{i}\) for all \(i\) with \(x_{i}^{(1)}=0\). Restricting the discussion to \(\vec{x}^{(0)}\), we find, for any triple \(i, j, k \in\{1, \ldots, N\}\), the following situation for the \(2^{3}=8\) possible clauses including \(x_{i}, x_{j}\) and \(x_{k}\) :
\begin{tabular}{llll} 
type 0 & \(x_{i} \vee x_{j} \vee x_{k}\) & satisfied by \(\vec{x}^{(0)}\) & probability \(p_{0}\) \\
type 1 & \(\bar{x}_{i} \vee x_{j} \vee x_{k}\) & satisfied by \(\vec{x}^{(0)}\) & probability \(p_{1}\) \\
type 1 & \(x_{i} \vee \bar{x}_{j} \vee x_{k}\) & satisfied by \(\vec{x}^{(0)}\) & probability \(p_{1}\) \\
type 1 & \(x_{i} \vee x_{j} \vee \bar{x}_{k}\) & satisfied by \(\vec{x}^{(0)}\) & probability \(p_{1}\) \\
& & & \\
type 2 & \(\bar{x}_{i} \vee \bar{x}_{j} \vee x_{k}\) & satisfied by \(\vec{x}^{(0)}\) & probability \(p_{2}\) \\
type 2 & \(\bar{x}_{i} \vee x_{j} \vee \bar{x}_{k}\) & satisfied by \(\vec{x}^{(0)}\) & probability \(p_{2}\) \\
type 2 & \(x_{i} \vee \bar{x}_{j} \vee \bar{x}_{k}\) & satisfied by \(\vec{x}^{(0)}\) & probability \(p_{2}\) \\
type 3 & \(\bar{x}_{i} \vee \bar{x}_{j} \vee \bar{x}_{k}\) & violated by \(\vec{x}^{(0)}\) & forbidden
\end{tabular}
i.e., only the last one containing three negated variables is not satisfied by the forced solution \(\vec{x}^{(0)}\), and is therefore forbidden in the formula. The other seven clauses, denoted type 0,1 , or 2 according to the number of negated variables, are satisfied by \(\vec{x}^{(0)}\), i.e., a formula composed by these clauses is forced to have this solution. The generation of a random formula is now achieved as follows:
- For each \(\mu=1, \ldots, M=\alpha N\), randomly and independently select three distinct numbers \(i_{\mu}, j_{\mu}, k_{\mu} \in\{1, \ldots, N\}\).
- With probability \(p_{0}\), set clause \(C_{\mu}=x_{i_{\mu}} \vee x_{j_{\mu}} \vee x_{k_{\mu}}\), and so on with the different allowed clause types according to the probabilities given above.
- Set \(F=\bigwedge_{\mu=1 \ldots M} C_{\mu}\).

At the moment, the selection probabilities \(p_{0}, p_{1}\) and \(p_{2}\) are only restricted by normalization, \(p_{0}+3 p_{1}+3 p_{2}=1\). As we will see in the following, the typical hardness of formula \(F\) depends crucially on the choice of their values. We will see in particular, that typically hard instances are generated if the parameters are chosen as follows:
\[
\begin{align*}
\alpha & =M / N>4.25 \\
p_{0} & \in(0.077,0.25) \\
p_{1} & =\left(1-4 p_{0}\right) / 6 \\
p_{2} & =\left(1+2 p_{0}\right) / 6 \tag{7.7}
\end{align*}
\]

To understand this model, and to find values for \(p_{0}, p_{1}\) and \(p_{2}\) such that the instances are as hard as possible, we again use the statistical mechanics approach described in the last section. The results are corroborated by numerical simulations based on both complete (Davis-Putnam algorithm, see the chapter of S. Cocco, L. Ein-Dor, and R. Monasson) and randomized (walkSAT and simulated annealing) algorithms. Let us therefore recall the Hamiltonian counting the number of unsatisfied clauses, and formulated for the Ising model:
\[
\begin{equation*}
\mathcal{H}=\frac{\alpha}{8} N-\sum_{i=1}^{N} H_{i} S_{i}-\sum_{i<j} T_{i j} S_{i} S_{j}-\sum_{i<j<k} J_{i j k} S_{i} S_{j} S_{k} \tag{7.8}
\end{equation*}
\]
with the couplings given in Eqs. (7.5) and (7.2). They fluctuate from sample to sample, with disorder-averages
\[
\begin{align*}
\overline{H_{i}} & =\frac{3 \alpha}{8}\left(p_{0}+p_{1}-p_{2}\right) \\
\overline{T_{i j}} & =\frac{3 \alpha}{4 N}\left(-p_{0}+p_{1}+p_{2}\right)  \tag{7.9}\\
\overline{J_{i j k}} & =\frac{3 \alpha}{4 N^{2}}\left(p_{0}-3 p_{1}+3 p_{2}\right)
\end{align*}
\]

Since we know that the formula has a forced solution, we also know that the groundstate energy of \(\mathcal{H}\) equals zero. Thus we cannot expect to identify a phase transition by a change in the ground-state energy. Here we will find different satisfiable phases, one being relatively easy to solve, another being much harder. In physical language, the first one will be of paramagnetic nature, and no spin will be frozen to its forced value \(S_{i}=1\). The hard phase will be a ferromagnetic one, with all solutions collected in a cluster around the forced solution. In particular, we will see that this phase is characterized by a large backbone which is defined as the set of all spins being constantly assigned to the forced-solution value in all solutions. This backbone has an obvious relation to the hardness of a formula [23]. If, in any algorithmic step, one of the backbone variables is assigned the wrong value, no solution can be found any longer before flipping this specific variable again. This backbone has, of course, to be well-hidden such that it cannot be identified by simple local criteria. We will therefore see that the generated formulas are especially hard if the paramagnetic phase appears in a first-order transition with a large backbone.

\subsection*{7.3.1 The Naive Generator}

Going back to the class of generators proposed above, one could naively use \(p_{0}=p_{1}=\) \(p_{2}=1 / 7\) (model 1/7), choosing any of the allowed clauses with the same probability. This generator, including some extensions, [5, 17,24] is known to be efficiently solvable by local search procedures [2]. In our walk-SAT implementation, the maximal resolution time grows as \(t \propto N^{1.58}\), and large systems of sizes up to \(N \simeq 10^{4}\) can be easily handled, see Figure 7.3.

The statistical mechanics approach clarifies this result. The proposed generator behaves as a paramagnet in an exterior random field, and no ferromagnetic phase transition appears. The reason is that unnegated variables appear more frequently in the allowed clauses (7.6) than negated ones, leading to average local fields \(\overline{H_{i}}=3 \alpha / 56\) pointing into the direction of the forced solution \(\vec{x}^{(0)}\). This bias can be exploited by local search procedures, as done, e.g., in walk-SAT, such that the algorithm efficiently finds a solution.


Figure 7.3: Typical walk-SAT complexity for model \(1 / 7\). We show the average value of \(\log (t / N)\). We find a clear data collapse for small \(\alpha\) in the linear regime, \(t \propto N\). The complexity peak at \(\alpha \simeq 5\) grows polynomially as shown in the inset. The slope of the straight line in the inset is 1.58 for \(\alpha=5.0\), and 1.07 for \(\alpha=8.0\).

\subsection*{7.3.2 Unbiased Generators}

To avoid this, we can fix the average local field to zero by choosing \(p_{0}+p_{1}-p_{2}=0\). The probabilities are thus restricted by
\[
\begin{align*}
0 & \leq p_{0} \leq 1 / 4 \\
p_{1} & =\frac{1-4 p_{0}}{6}  \tag{7.10}\\
p_{2} & =\frac{1+2 p_{0}}{6}
\end{align*}
\]

There is still one free parameter left. We therefore concentrate first on the extreme cases \(p_{0}=0(\) model \(1 / 6)\) and \(p_{0}=1 / 4(\) model \(1 / 4)\), and finally on the intermediate interval.

\subsection*{7.3.2.1 Model 1/6}

Let us begin the discussion of these possibilities with the case \(p_{0}=0, p_{1}=p_{2}=1 / 6\) (model \(1 / 6\) ). In this (and only this) case, there is a second guaranteed solution: \(x_{i}=0, \forall i\). The average \(\overline{J_{i j k}}\) vanishes, too. The model is paramagnetic at low \(\alpha\), and undergoes a secondorder ferromagnetic transition at \(\alpha \simeq 3.74\) (see full curve in Figure 7.4). But also in the ferromagnetic phase the backbone is still zero as long as \(\alpha \leq 4.91\). At this point it appears continuously from strongly magnetized spins.

The existence of this second-order transition can be understood from the fact that the twospin interactions \(T_{i j}\) have a positive mean, i.e., they are on average ferromagnetic. This can also be seen by investigating the six allowed clauses. No variable appears more frequently
unnegated or negated. If we, however, fix variable \(x_{i}\) to a specific value, three clauses are already satisfied, whereas the three other become reduced to 2 -clauses. In these, \(x_{j}\) and \(x_{k}\) appear more frequently unnegated for \(x_{i}=1\), or negated if \(x_{i}=0\). These variables therefore have the tendency to take the same value like \(x_{i}\), i.e., there is, on average, a ferromagnetic coupling between them. This tendency propagates via the two-spin interactions.

This coupling can be exploited by local algorithms. If we fix one spin, its neighbors become, on average, biased into the same direction, i.e., they tend to one of the two forced solutions. In walk-SAT experiments, we in fact find that the generated instances are solvable in polynomial time, with a peak resolution-time growing as \(N^{2.3}\), see Figure 7.5. However, the complexity peak is not at the phase transition, but is quite close to the critical point of random 3-SAT. This is due to the fact that walk-SAT does not sample solutions according to the thermodynamic equilibrium distribution. Most probably it hits solutions with small magnetization, i.e., closer to the starting point (see Figure 7.4). For \(N \rightarrow \infty\), this magnetization stays zero even after the ferromagnetic transition. Indeed, if we restrict the statistical mechanics analysis to zero magnetization, we find an exponential number of solutions also beyond \(\alpha=3.74\). More interestingly, this number coincides with the solution number of random 3SAT, the latter jumps to 0 at \(\alpha \simeq 4.27\) [22]. So, approaching this point, walk-SAT is no longer able to find unmagnetized solutions for model \(1 / 6\), and it has to go to magnetized assignments, giving rise to the resolution-time peak.


Figure 7.4: Magnetization of the first walk-SAT solution in model \(1 / 6\). Due to the (average) spin-flip symmetry, we plot the average of \(|m|\). For large \(N\), the magnetization stays zero up to \(\alpha \simeq 4.1\). The full curve shows the thermodynamic average, which stays well above the asymptotic walk-SAT result.


Figure 7.5: Typical walk-SAT complexity for model \(1 / 6\). We show the average value of \(\log (t / N)\). We find a clear data collapse for small \(\alpha\) in the linear regime, \(t \propto N\). The complexity peak at \(\alpha \simeq 4.1\) grows polynomially as shown in the inset. The slope of the straight line in the inset is 1.3 .

\subsection*{7.3.2.2 Model 1/4}

Going to the other extreme case of an unbiased generator, we have \(p_{0}=1 / 4(\operatorname{model} 1 / 4)\). This results in \(p_{1}=0, p_{2}=1 / 4\), and only clauses with zero or two negated variables are allowed. The properties of the model change dramatically compared to model \(1 / 6\). First, not only the local fields \(H_{i}\) but also the two-spin interactions \(T_{i j}\) vanish on average, so they cannot be exploited in local algorithms. Only the three-spin interactions \(J_{i j k}\) have a non-zero mean. Fixing one spin, therefore, does not induce any exploitable information on the neighbors. One has to fix at least two spins in one clause, and consequently this information does not propagate on the graph.

Looking to the statistical-mechanical properties of model \(1 / 4\), we find no difference at all to random 3-SAT, for arbitrary values of \(\alpha<\alpha_{c} \simeq 4.27\). Both models have the same solution entropy and they show the same clustering transition at \(\alpha=3.92\). Beyond this transition, the cluster containing the forced solution \(\vec{x}^{(0)}\) is statistically equivalent to all other solution clusters. Since the latter are exponentially frequent, a typical solution found by any algorithm will be outside the forced cluster with probability close to one. The statistical ground-state properties of random 3-SAT and model \(1 / 4\) are distinct only beyond \(\alpha_{c}=4.27\). Whereas random 3-SAT becomes unsatisfiable, i.e., all solution clusters disappear at the SAT/UNSAT transition, model \(1 / 4\) still stays satisfiable. It undergoes, however, a first-order ferromagnetic transition at \(\alpha_{c}\). Only one solution cluster remains, namely the one containing the forced solution. The backbone, i.e. the number of completely frozen spins, jumps from zero to about \(94 \%\) of all variables, and so does the magnetization of solutions, see Figure 7.6. This sudden appearance of the ferromagnetic phase poses serious problems to local algorithms which
therefore require exponential solution times, cf. Figure 7.7, with a complexity peak close to the transition point. Note also that the solvable system sizes break down drastically: being about \(10^{4}\) for model \(1 / 6\), they decrease to slightly above 100 for model \(1 / 4\).


Figure 7.6: Average magnetization of solutions of model \(1 / 4\), obtained with a complete algorithm. There, the magnetization equals the backbone size. The finite-size curves cross at \(\alpha \simeq 4.25\), and tend to the analytical prediction. The dotted continuation of the analytical line gives the globally unstable ferromagnetic solution, starting at the spinodal point.

So we could be tempted to consider model \(1 / 4\) as a generator of really hard, but satisfiable problem instances, but model \(1 / 4\) is a very peculiar case. It can always be solved in polynomial time using a global algorithm. Indeed, one can unambiguously add three clauses to every existing one, namely the other clauses allowed in model \(1 / 4\), without losing the satisfiability of the enlarged formula. In the enlarged formula, every clause is thus replaced by groups of four in the same form \(\left(x_{i} \vee x_{j} \vee x_{k}\right) \wedge\left(x_{i} \vee \bar{x}_{j} \vee \bar{x}_{k}\right) \wedge\left(\bar{x}_{i} \vee x_{j} \vee \bar{x}_{k}\right) \wedge\left(\bar{x}_{i} \vee \bar{x}_{j} \vee x_{k}\right)=\left(x_{i} \oplus x_{j} \oplus x_{k}\right)\) with \(\oplus\) being the logical XOR operator. The completed formula becomes a sample of random satisfiable 3-XOR-SAT (also known as hyper-SAT [25]) [8, 19]. It can be mapped to a system of \(\alpha N\) linear equations modulo 2 by representing each clause via
\[
\begin{equation*}
\left(x_{i} \oplus x_{j} \oplus x_{k}\right)=\text { TRUE } \quad \leftrightarrow \quad x_{i}+x_{j}+x_{k}=1(\bmod 2) \tag{7.11}
\end{equation*}
\]
where on the right-hand site the 0/1-representation of the truth values of \(x_{i}\) is understood in terms of numbers. These linear equations can be solved in polynomial time growing as \(\mathcal{O}\left(N^{3}\right)\).

\subsection*{7.3.2.3 Where the Really Hard Instances Are}

This completion algorithm immediately breaks down if we choose \(p_{0} \neq 1 / 4\). Indeed, whenever one tries to map the general formula into a completed one, the presence of all three types of clause forces it into a frustrated 3-XOR-SAT formula, which undergoes a SAT/UNSAT
transition at \(\alpha=0.918\) [25], well below the region of our interest. So the mapping is of no use for \(p_{0} \neq 1 / 4\). In this case, any 3-SAT instance with solution \(\vec{x}^{(0)}\) (and thus any solvable one using local gauges) can be generated with non-zero probability. The worst case is thus included in the presented generator, and there cannot be any polynomial solver if \(\mathrm{P} \neq \mathrm{NP}\).

Once we use \(p_{0}>0\), the situation already changes with respect to model \(1 / 6\). The ferromagnetic transition becomes first order, as can be seen best by the existence of a metastable solution for \(P(m)\). The transition point moves continuously towards the random 3-SAT threshold \(\alpha_{c}\), and the computational complexity increases with \(p_{0}\). Still, for \(p_{0} \leq 0.077\), the ferromagnetic phase arises without backbone and solutions can be found more easily.

In the region \(0.077 \leq p_{0}<1 / 4\), the first-order transition is more pronounced. The system jumps at \(\alpha \simeq 4.27\) from a paramagnetic phase to a ferromagnetic one, with the discontinuous appearance of a backbone. For \(p_{0} \simeq 0.077\), the backbone size at the threshold is about 0.72 N , and it goes up to \(0.94 N\) for \(p_{0}=1 / 4\) (see Figure 7.6). We conjecture that the ferromagnetic critical point in these models coincides with the SAT/UNSAT threshold in random 3-SAT, since the topological structures giving rise to ferromagnetism in the former induce frustration and thus unsatisfiability in the latter.


Figure 7.7: Typical walk-SAT complexity for model \(1 / 4\). The complexity peak is much more pronounced than in Figure 7.5, cf. e.g., the reachable system sizes. The inset shows the exponential resolution-time scaling near the peak \((\alpha=4.6)\) and deep inside the ferromagnetic phase \((\alpha=7.0)\). The slopes of the straight lines are 0.075 and 0.04 respectively.

In the following table we summarize the main results for the investigated combinations of \(p_{0}, p_{1}\) and \(p_{2}\). Where only \(p_{0}\) is reported, \(p_{1,2}\) are given by (7.11), i.e. the local fields are, on average, balanced. We show the location \(\alpha_{c}\) and order of the ferromagnetic phase transition, together with the point \(\alpha_{w s}\) of maximal walk-SAT complexity and the maximal system-size scaling (P/EXP). For comparison, we have added the corresponding data for random 3-SAT.

Note that the polynomial time-complexity of model \(1 / 4\) is accidental and is due to the existence of a global algorithm, whereas the walk-SAT peak grows exponentially with \(N\). To
\begin{tabular}{lccc}
\hline Model & \(\alpha_{c}\) (order, type) & \(\alpha_{w s}\) & Complexity \\
\hline\(p_{0,1,2}=1 / 7\) & NO & 5.10 & P \\
\(p_{0}=0, p_{1,2}=1 / 6\) & 3.74 (2nd, ferro) & 4.10 & P \\
\(p_{0} \in[0.077,1 / 4)\) & 4.27 (1st, ferro) & 4.27 & EXP \\
\(p_{0,2}=1 / 4, p_{1}=0\) & 4.27 (1st, ferro) & 4.27 & P \\
\hline Random 3-SAT & 4.27 (SAT/UNSAT) & 4.27 & EXP \\
\hline
\end{tabular}
corroborate this picture, we also performed simulated annealing experiments. We easily find solutions in models \(1 / 7\) and \(1 / 6\), but get stuck in the vicinity of model \(1 / 4\).

\subsection*{7.4 Conclusion}

As a conclusion, we have first given an overview of the SAT/UNSAT transition in random 3-SAT formulas and the insight gained by using tools from statistical mechanics. Relying on these ideas, we have presented an efficient generator of hard, but satisfiable problem instances, by hiding one forced solution in a multitude of metastable states. Within the class of unbiased generators proposed, we conjecture the hardest instances to be generated with \(p_{0}\)-values close to \(1 / 4\). This conjecture is supported by numerical tests with various complete and incomplete SAT-solvers, including walk-SAT, simulated annealing and the Davis-Putnam backtracking algorithm. Resolution times are clearly found to be exponential in all of the ferromagnetic phase ( \(\alpha>4.27\) ). Moreover we checked that resolution times in the paramagnetic phase ( \(\alpha<4.27\) ) coincide, up to finite-size effects, with those of random 3-SAT.

We have also seen that a naive generator, namely model \(1 / 7\), could be ruled out immediately because algorithms could easily exploit local structures being correlated to the forced solution. In the case of model \(1 / 7\), the simplest such structure was given by local fields resulting from an unbalance in the appearance of unnegated and negated variables. Being random variables, these fields point on average in the direction of the forced solution - which consequently was not well-hidden. Balancing these fields in models \(1 / 6\) and \(1 / 4\) removes this simple kind of local structure.

This is exactly the main idea behind a further optimization of the presented generator. The less local structure a formula has, the less it can be exploited by any solver. Still, our generator has some local structure, e.g., the number of appearances of single variables in the clauses is distributed according to a Poissonian of mean \(3 \alpha\). Performing some numerical experiments, one can see that suppressing these fluctuations further increases the computational hardness of the generator. On the other hand, one has to keep in mind that the proposed generator is extremely fast and therefore well-suited for practical solver tests.

A last remark concerns the generation of hard, but solvable SAT instances with clause lengths exceeding 3 . In the more general case of \(K\)-SAT, i.e., where all clauses contain exactly \(K\) variables, the corresponding statistical-mechanics Hamiltonians contains interaction terms ranging from external fields over two-spin interactions up to K-spin interactions. In this case, the model corresponding to model \(1 / 6\), i.e., the one where two opposite solutions are forced, contains also more-spin interactions and is therefore hard [3]. On the other hand, we again
conjecture that the hardest formulas are those where the \(K\)-spin interactions dominate all lower ones, and the selection weights for different clause types can be optimized accordingly.
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Complete search algorithms are procedures capable of deciding whether or not a decision problem has a solution. Among these are the ubiquitous backtracking-like algorithms, where a decision is reached through a sequence of trials and errors. Analysis of the performances of these procedures is difficult but can be done, to some extent, using statistical physics ideas and techniques. Here, this approach is presented and illustrated on the random Satisfiability (SAT) and Graph Coloring (COL) problems.

\subsection*{8.1 Introduction}

The wide variety of practical problems that can be mapped onto NP-complete problems, together with the challenge in finding an answer to one of the most important open questions in theoretical computer science, 'Does NP \(=\) P?', have led to intensive studies over the past decades. Despite intense efforts, the worst-case running times of all currently known algorithms grow exponentially with the size of the inputs to these problems. However, NPcomplete problems are not always hard. They might even be easy to solve on average [10, \(25,44]\), i.e., when their resolution complexity is measured with respect to some underlying probability distribution of instances. This 'average-case' behavior depends, of course, on the input distribution.

The average-case analysis of algorithms is a well defined branch of theoretical computer science, with close connections to probability theory and combinatorics [33, 42]. It was recently suggested that these connections could extend up to out-of-equilibrium statistical physics [15]. Indeed, scientists working in the fields of the analysis of algorithms and of statistical physics have common goals. They all aim to understand to the properties of dynamical processes involving an exponentially large (in the size of the input) set of configurations. The differences between the two disciplines mainly lie in the methods of investigation. In contrast to theoretical computer scientists, physicists rarely provide exact results. But concepts and tools developed over the past decades may prove useful in tackling the study of complex algorithms that mathematical approaches have so far failed to solve.

There is a huge variety of algorithms designed to cope with combinatorial problems [30]. Briefly speaking, one can distinguish between complete and incomplete search procedures. The latter are capable of finding solutions quickly but are unable to prove their absence \({ }^{1}\) while

\footnotetext{
1 This statement is true from a deterministic point of view, but incomplete procedures may be able to disprove the existence of the solution in a probabilistic manner, see [40].
}
the former will always output the right answer (existence or absence of solution) however long it takes to find it. While incomplete search procedures are sometimes related to dynamical processes inspired from physics, e.g., simulated annealing, the operation of complete procedures rely on very different principles, with no a priori physical motivations. In addition, their study has a long and rich history in theoretical computer science [34]. This makes the analysis of complete algorithms with theoretical physics tools all the more fascinating. In this chapter, we shall focus upon an ubiquitous complete procedure, the so-called Davis-Putnam-LogemannLoveland (DPLL) algorithm [19,30], at the root of branch-and-bound procedures widely used in 'practical' optimization. The reader is referred to [15] and references therein for a review on recent progress in the analysis of incomplete procedures from the physics point of view.

Virtually all decision problems can be solved with DPLL. Two widely known examples of such problems which we shall focus on throughout this chapter are:
- Satisfiability of Boolean constraints (SAT). In \(K\)-SAT one is given an instance, that is, a set of \(M\) logical constraints (clauses) among \(N\) boolean variables, and one wants to know if there exists a truth assignment for the variables which fulfill all the constraints. Each clause is the logical OR of \(K\) literals, a literal being one of the \(N\) variables or its negation, e.g., \(\left(x_{1} \vee x_{4} \vee \overline{x_{5}}\right)\) for 3-SAT.
- Coloring of graphs (COL). An input instance of the \(K\)-COL decision problem consists of a graph \(G\). The problem involves finding a mapping from the set of vertices to the set of \(K\) colors such that no edge links vertices with the same color, or else proving there are none.

We now illustrate the operation of DPLL on an input \(F\) of the \(K\)-SAT problem defined over a set \(V\) of variables. Call \(\Gamma_{j}\) the set of clauses including \(j\) variables, \(L\) the set of literals, \(U\) the set of unassigned variables, and depth the number of further backtrackings available to DPLL. Initially, \(\Gamma_{j}=\emptyset\) for all \(j<K, \Gamma_{K}=F, L=\emptyset, U=V\), and depth \(=0\). The procedure is defined as follows:
```

algorithm DPLL $\left[\Gamma_{0}, \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{K} ; L ; U ;\right.$ depth $]$
begin
for $j=1$ to $K$ \{updating of clause sets \};
begin
for all $c=\ell_{1} \vee \ell_{2} \vee \ldots \vee \ell_{j} \in \Gamma_{j} ;$
begin
if $\exists i \in[1 ; j]$ such that $\ell_{i} \in L$ then $\{$ clause to be removed?\}
begin
$\Gamma_{j}:=\Gamma_{j} \backslash\{c\} ;$
end;
if $\exists i \in[1 ; j]$ such that $\bar{\ell}_{i} \in L$ then $\{$ clause to be reduced?\}
begin
$\Gamma_{j}:=\Gamma_{j} \backslash\{c\} ;$
$\Gamma_{j-1}:=\Gamma_{j-1} \cup\left\{c \backslash \ell_{i}\right\} ;$
end;
end;
end;

```
```

    if \(\Gamma_{0}=\Gamma_{1}=\Gamma_{2}=\ldots=\Gamma_{K}=\emptyset\) then \(\{\) all clauses are satisfied?\}
    begin
        print 'SATISFIABLE (by literals in \(L\) )' ;
        stop
    end;
    if \(\Gamma_{0}=\emptyset\) then
    begin \{there is no violated clause\}
        if \(\Gamma_{1} \neq \emptyset\) then
        begin \(\{\) there is some unitary clause i.e. with a unique literal \}
        \(\ell:=\) a literal (unitary clause) randomly chosen in \(\Gamma_{1}\);
        \(x:=\) the variable associated to literal \(\ell\);
        DPLL \(\left[\Gamma_{0}, \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{K} ; L \cup\{\ell\} ; U \backslash\{x\} ;\right.\) depth];
    end;
    else \(\{\) there is no unitary clause \(\}\);
        \(x:=\) a variable chosen in \(U\) according to some heuristic rule;
        \(\ell:=\) a literal equal to \(x\), or to \(\bar{x}\) depending on some heuristic rule;
        DPLL \(\left[\Gamma_{0}, \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{K} ; L \cup\{\ell\} ; U \backslash\{x\} ;\right.\) depth +1\(]\);
        DPLL \(\left[\Gamma_{0}, \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{K} ; L \cup\{\bar{\ell}\} ; U \backslash\{x\} ;\right.\) depth];
    end;
    end
    else \(\{\) there is some violated clause \(\}\);
    if depth \(=0\) then
    begin \{further backtracking is impossible\}
        print 'UNSATISFIABLE';
        stop;
        end;
    end;
    end

```

The first part of the algorithm consists of updating the sets of clauses after a variable has been assigned at a previous step, e.g., \(x=T\). Some clauses are satisfied, e.g., \(c=x \vee y \vee z\) and eliminated, other are reduced, e.g., \(c=\bar{x} \vee y \vee z \rightarrow c=y \vee z\). The procedure is such that, if some clauses include one variable only, e.g., \(c=y\), the corresponding variable is automatically fixed to satisfy the clause \((y=T)\). This unitary propagation is repeated up to the exhaustion of all unit clauses. If there is no unit clause ( \(\Gamma_{1}=\emptyset\) ), a heuristic rule indicates which variable should be selected and which value it should be assigned to. In the presence of a contradiction, that is, two opposite unitary clauses, e.g., \(c=y, c^{\prime}=\bar{y}\), DPLL backtracks to the last assignment of literal and tries the opposite value for the attached variable. At the end of the process, a solution is found if no clauses are left, or no backtracking is possible and a proof of unsatisfiability is obtained.

It is convenient to represent the history of the search process, that is, the sequence of trials and errors generated by DPLL by a search tree. Examples of search trees are given in Figure 8.1. Nodes in the tree are attached to the assignment of variables, while edges represent the logical consequences (elimination of satisfied constraints, simplification of other constraints) resulting from these assignments. Branch extremities are marked with contradictions C , or by
a solution S . A good computer-independent measure of the complexity of resolution is the size of the search tree generated by DPLL. This search tree varies with the input of the problem under consideration and the sequence of assignments made by the search procedure.


Figure 8.1: Types of search trees generated by the DPLL solving procedure on \(K\)-SAT. (A) Simple branch: the algorithm easily finds a solution without ever backtracking. (B) Dense tree: in the absence of solution, DPLL builds a tree, including many branches ending with contradictory leaves, before stopping. (C) Mixed case, branch + tree: if many contradictions arise before reaching a solution, the resulting search tree can be decomposed into a single branch followed by a dense tree. \(G\) is the highest node in the tree reached by DPLL through backtracking.

Analysis of the average-case performance of DPLL, that is, of the average of the search tree size for a given decision problem, e.g., SAT, requires a definition of its input distribution. Such distributions are usually unrealistic compared to structured instances from the real world, but are simple enough to allow for some analytical treatment. Current popular input distributions are:
- Random \(K\)-SAT is the \(K\)-SAT problem supplied with a distribution of inputs uniform over all instances having fixed values of \(N\) and \(M\). The limit of interest is \(N, M \rightarrow \infty\) at fixed ratio \(\alpha=M / N\) of clauses per variable [17, 27,37].
- Random \(K\)-COL inputs are random graphs \(G\) after Erdős-Rényi, i.e., drawn with uniform probability among all the graphs having \(N\) vertices and \(E\) edges. The limit of interest is \(N, E \rightarrow \infty\) at fixed ratio \(c=2 E / N\) of edges per vertex \([4,5,18]\).

Random SAT and COL both exhibit a phase transition phenomenon [23]. For small values of their control parameter \(\pi(=\alpha\) or \(c\) ), and for large input sizes, the answer to the decision problem (existence of an assignment satisfying the constraints, or of a proper coloring) is almost definitely yes. This holds as long as \(\pi\) remains smaller than a ( \(K\) dependent) critical value \(\pi_{C}\) called threshold. Above threshold, the answer is no with high probability. The behavior of DPLL is, to some extent, related to this phase transition as shown in Figure 8.2.

Three regimes can be identified:
1. For low control parameter \(\pi<\pi_{L}\left(<\pi_{C}\right)\), the answer is almost definitely yes. There is a finite probability that a solution is found by DPLL with essentially no backtracking [ \(8,9,24]\). Search trees look like Figure 8.1(A). Their size grows polynomially (linearly) with the input size \(N\) (number of variables for SAT, of vertices for COL). In the following we will refer to this regime as low SAT phase.
2. For \(\pi>\pi_{C}\), that is, when the answer is no with high probability, proving the absence of a solution requires the building up of a search tree like the one in Figure 8.1(B), whose size is exponentially large (in \(N\) ) [11]. This regime will be called the UNSAT phase.
3. In the intermediate regime i.e. \(\pi_{L}<\pi<\pi_{C}\), there are solutions solutions but finding them is hard (Figure 8.1(C)), and requires exponential effort [3,12,13]. This regime will be referred to as the upper SAT phase.

Notice that the location \(\pi_{L}\) of the easy/hard crossover depends upon the algorithm, in contrast to \(\pi_{C}\). The purpose of this chapter is the presentation of techniques allowing the reader to reach a quantitative understanding of Figure 8.2.

This text is organized as follows. For the sake of simplicity, we focus in the first sections on the SAT problem. We start by introducing the useful notions of phase diagram, search trajectories, etc., in Section 8.2, and use these to analyze the search process in the low SAT phase where backtracking is essentially irrelevant. We turn to the opposite case of the UNSAT phase in Section 8.3, and develop tools necessary for the study of the action of DPLL in the presence of massive backtracking. Section 8.4 is devoted to the analysis of the upper SAT phase, that is, of the average-case complexity and large deviations from the latter. We show how all techniques presented in those Sections for SAT can be applied to COL in Section 8.5. Conclusions are presented in Section 8.6. Notice that, though most of the material presented in this chapter was previously published by the authors in various articles [15, 16, 20], Section 8.3.4 contains a new (and exact!) solution of the partial differential equation modeling the search tree growth.

\subsection*{8.2 Phase Diagram, Search Trajectories and the Easy SAT Phase}

In this section, we present some useful concepts for the understanding of DPLL dynamics of search, and we apply them to investigate the low-ratio \(\alpha\) regime, where a solution is rapidly found and the search tree essentially reduces to a single branch as shown in Figure 8.1(A). We start with some general comments on the dynamics induced by DPLL, and introduce the notion of mixed \(2+\mathrm{p}\)-SAT instance distribution. These concepts are made more precise and illustrated through the analysis of the single-branch trajectory, strongly inspired from some previous works by Chao and Franco [9] which the reader is referred to for more details. In the last Section 8.2.4, our numerical and analytical results for the solving complexity in the polynomial regime are presented.

Hereafter, the ratio of the 3-SAT instance to be solved will be denoted by \(\alpha_{0}\).


Figure 8.2: Resolution time of 3-SAT random instances by DPLL as a function of the ratio of clauses per variable \(\alpha\) and for three different input sizes. Data correspond to the median resolution time of 10000 instances; the average time may be somewhat larger due to the presence of rare, exceptionally hard instances. The computational complexity is maximal at \(\alpha_{c}\). It is exponential in the vicinity of the threshold and in the unsatisfiable phase, but less and less as \(\alpha\) increases. A similar curve is obtained for random COL with \(\alpha\) substituted with the ratio \(c\) of edges per vertex.

\subsection*{8.2.1 Overview of Concepts Useful to DPLL Analysis}

The action of DPLL on an instance of 3-SAT causes changes to the overall numbers of variables and clauses, and thus of the ratio \(\alpha\). Furthermore, DPLL reduces some 3-clauses to 2 -clauses. A mixed \(2+\mathrm{p}\)-SAT distribution, where \(p\) is the fraction of 3 -clauses, can be used to model what remains of the input instance at a node of the search tree. Using experiments and methods from statistical mechanics [38], the threshold line \(\alpha_{C}(p)\), separating SAT from UNSAT phases, may be estimated with the results shown in Figure 8.3. For \(p \leq p_{0}=2 / 5\), i.e., to the left of point T , the threshold line is given by \(\alpha_{C}(p)=1 /(1-p)\), as rigorously confirmed by [1], and coincides with the upper bound for the satisfaction of 2-clauses. Above \(p_{0}\), no exact value for \(\alpha_{C}(p)\) is known.

The phase diagram of \(2+\mathrm{p}\)-SAT is the natural space in which DPLL dynamics takes place. An input 3-SAT instance with ratio \(\alpha\) shows up on the right vertical boundary of Figure 8.3 as a point of coordinates \((p=1, \alpha)\). Under the action of DPLL, the representative point moves aside from the 3-SAT axis and follows a trajectory, very much like real-space renormalization. This trajectory obviously depends on the heuristic of the split followed by DPLL. Possible simple heuristics are [8,9],
- Unit-Clause ( \(U C\) ): randomly pick up a literal among a unit clause if any, or any unset variable otherwise.
- Generalized Unit-Clause (GUC): randomly pick up a literal among the shortest available clauses.
- Short Clause With Majority (SCWM): randomly pick up a literal among unit clauses if any; otherwise randomly pick up an unset variable \(v\), count the numbers of occurrences \(\ell, \bar{\ell}\) of \(v, \bar{v}\) in 3-clauses, and choose \(v\) (respectively \(\bar{v}\) ) if \(\ell>\bar{\ell}(\) resp. \(\ell<\bar{\ell})\). When \(\ell=\bar{\ell}\), \(v\) and \(\bar{v}\) are equally likely to be chosen.
Rigorous mathematical analysis, undertaken to provide bounds to the critical threshold \(\alpha_{C}\), have so far been restricted to the action of DPLL prior to any backtracking, that is, to the first descent of the algorithm in the search tree \({ }^{2}\). The corresponding search branch is drawn on Figure 8.1(A). These studies rely on the two following facts.

First, the representative point of the instance treated by DPLL does not "leave" the \(2+\mathrm{p}-\) SAT phase diagram. In other words, the instance is, at any stage of the search process, uniformly distributed from the \(2+\) p-SAT distribution conditioned to its clause per variable ratio \(\alpha\) and fraction of 3-clauses \(p\). This assumption is not true for all heuristics of split, but holds for the above examples ( \(U C, G U C, S C W M\) ) [8]. Analysis of more sophisticated heuristics requires the handling of more complex instance distributions [32].

Secondly, the trajectory followed by an instance in the course of resolution is a stochastic object, due to the randomness of the instance and of the assignments done by DPLL. In the large size limit \((N \rightarrow \infty)\), this trajectory gets concentrated around its average locus in the \(2+\mathrm{p}\)-SAT phase diagram. This concentration phenomenon results from general properties of Markov chains [2,46].

\subsection*{8.2.2 Clause Populations: Flows, Averages and Fluctuations}

As pointed out above, under the action of DPLL, some clauses are eliminated while other ones are reduced. Let us call \(C_{j}(T)\) the number of clauses of length \(j\) (including \(j\) variables), once \(T\) variables have been assigned by the solving procedure. \(T\) will be called hereafter "time", not to be confused with the computational effort necessary to solve a given instance. At time \(T=0\), we obviously have \(C_{3}(0)=\alpha_{0} N, C_{2}(0)=C_{1}(0)=0\). As Boolean variables are assigned, \(T\) increases and clauses of length one or two are produced. A sketchy picture of DPLL dynamics at some instant \(T\) is proposed in Figure 8.4.

We call \(e_{1}, e_{2}, e_{3}\) and \(w_{2}, w_{1}\) the flows of clauses represented in Figure 8.4 when time increases from \(T\) to \(T+1\), that is, when one more variable is chosen by DPLL after \(T\) have already been assigned. The evolution equations for the three populations of clauses read,
\[
\begin{align*}
& C_{3}(T+1)=C_{3}(T)-e_{3}(T)-w_{2}(T) \\
& C_{2}(T+1)=C_{2}(T)-e_{2}(T)+w_{2}(T)-w_{1}(T) \\
& C_{1}(T+1)=C_{1}(T)-e_{1}(T)+w_{1}(T) \tag{8.1}
\end{align*}
\]

The flows \(e_{j}\) and \(w_{j}\) are, of course, random variables that depend on the instance under consideration at time \(T\), and on the choice of the variable (label and value) done by DPLL. For a single descent, i.e., in the absence of backtracking, and for the GUC heuristic, the evolution process (8.1) is Markovian and unbiased. The distribution of instances generated by DPLL at time \(T\) is uniform over the set of all the instances having \(C_{j}(T)\) clauses of length \(j=1,2,3\) and drawn from a set of \(N-T\) variables [9].

\footnotetext{
\({ }^{2}\) The analysis of [24] however includes a very limited version of backtracking, see Section 8.2.2.
}


Figure 8.3: Phase diagram of \(2+\mathrm{p}-\) SAT and dynamical trajectories of DPLL. The threshold line \(\alpha_{C}(p)\) (bold full line) separates SAT (lower part of the plane) from UNSAT (upper part) phases. Extremities lie on the vertical 2-SAT (left) and 3-SAT (right) axis at coordinates ( \(p=\) \(0, \alpha_{C}=1\) ) and ( \(p=1, \alpha_{C} \simeq 4.3\) ) respectively. Departure points for DPLL trajectories are located on the 3-SAT vertical axis and the corresponding values of \(\alpha\) are explicitly given. Dashed curves represent tree trajectories in the UNSAT region (thick lines, black arrows) and branch trajectories in the SAT phase (thin lines, empty arrows). Arrows indicate the direction of "motion" along trajectories parameterized by the fraction \(t\) of variables set by DPLL. For small ratios \(\alpha<\alpha_{L}\), branch trajectories remain confined in the SAT phase, end in S of coordinates \((1,0)\), where a solution is found. At \(\alpha_{L}(\simeq 3.003\) for the GUC heuristic), the single branch trajectory hits tangentially the threshold line in T of coordinates \((2 / 5,5 / 3)\). In the intermediate range \(\alpha_{L}<\alpha<\alpha_{C}\), the branch trajectory intersects the threshold line at some point \(G\) (which depends on \(\alpha\) ). A dense tree then grows in the UNSAT phase, as happens when 3-SAT departure ratios are above threshold \(\alpha>\alpha_{C} \simeq 4.3\). The tree trajectory halts on the dot-dashed curve \(\alpha \simeq 1.259 /(1-p)\) where the tree growth process stops. Once the dense tree is built, DPLL reaches the highest backtracking node in the search tree, that is, the first node when \(\alpha>\alpha_{C}\), or node G for \(\alpha_{L}<\alpha<\alpha_{C}\). In the latter case, a solution can be reached from a new descending branch while, in the former case, unsatisfiability is proven, see Figure 8.1.

As a result of the additivity of (8.1), some concentration phenomenon takes place in the large size limit. The numbers of clauses of lengths 2 and 3 , a priori extensive in \(N\), do not fluctuate too much,
\[
\begin{equation*}
C_{j}(T)=N c_{j}\left(\frac{T}{N}\right)+o(N) \quad(j=2,3) \tag{8.2}
\end{equation*}
\]
where the \(c_{j}\) are the densities of clauses of length \(j\) averaged over the instance (quenched
disorder) and the choices of variables ("thermal" disorder). In other words, the densities of 2and 3-clauses are self-averaging quantities and we shall attempt to calculate their mean values only. Note that, in order to prevent the occurrence of contradictions, the number of unitary clauses must remain small and the density \(c_{1}\) of unitary clauses has to vanish.

Formula (8.2) also illustrates another essential feature of the dynamics of clause populations. Two time scales are at play. The short time scale, of the order of unity, corresponds to the fast variations in the numbers of clauses \(C_{j}(T)(j=1,2,3)\). When time increases from \(T\) to \(T+O(1)\) (with respect to the size \(N\) ), all \(C_{j}\) 's vary by \(O(1)\) amounts. Consequently, the densities \(c_{j}\) of clauses, that is, their numbers divided by \(N\), are changed by \(O(1 / N)\) only. The densities \(c_{j}\) evolve on a long time scale of the order of \(N\) and depend on the reduced time \(t=T / N\) only.

Due to the concentration phenomenon underlined above, the densities \(c_{j}(t)\) will evolve deterministically with the reduced time \(t\). We shall see below how Chao and Franco calculated their values. On the short time scale, the relative numbers of clauses \(D_{j}(T)=C_{j}(T)-\) \(N c_{j}(T / N)\) fluctuate (with amplitude \(\ll N\) ) and are stochastic variables. As above noted, the evolution process for these relative numbers of clauses is Markovian and the probability rates (master equation) are functions of slow variables only, i.e., of the reduced time \(t\) and of the densities \(c_{2}\) and \(c_{3}\). As a consequence, on intermediary time scales, much larger than unity and much smaller than \(N\), the \(D_{j}\) may reach some stationary distribution that depend upon the slow variables.

This situation is best exemplified in the case \(j=1\) where \(c_{1}(t)=0\) as long as no contradiction occurs and \(D_{1}(T)=C_{1}(T)\). Consider, for instance, a time delay \(1 \ll \Delta T \ll N\), e.g., \(\Delta T=\sqrt{N}\). For times \(T\) lying in between \(T_{0}=t N\) and \(T_{1}=T_{0}+\Delta T=t N+\sqrt{N}\), the numbers of 2- and 3-clauses fluctuate but their densities are left unchanged and equal to \(c_{2}(t)\) and \(c_{3}(t)\). The average number of 1-clauses, called unitary clauses above, fluctuates and follows some master equation whose transition rates (from \(C_{1}^{\prime}=C_{1}(T)\) to \(C_{1}=C_{1}(T+1)\) ) define a matrix \(\mathbf{H}\left(C_{1}, C_{1}^{\prime}\right)\) and depend on \(t, c_{2}, c_{3}\) only. \(\mathbf{H}\) has a single eigenvector \(\bar{\mu}\left(C_{1}\right)\) with eigenvalue unity, called equilibrium distribution, and other eigenvectors with smaller eigenvalues (in modulus). Therefore, at time \(T_{1}, C_{1}\) has forgotten the "initial condition" \(C_{1}\left(T_{0}\right)\) and is distributed according to the equilibrium distribution \(\bar{\mu}\left(C_{1}\right)\) of the master equation. Calculation of the equilibrium distribution \(\bar{\mu}\left(C_{1}\right)\) of unit clauses will be sketched in Section 8.2.4.

To sum up, the dynamical evolution of the clause populations may be seen as a slow and deterministic evolution of the clause densities on which are superimposed fast, small fluctuations. The equilibrium distribution of the latter adiabatically follows the slow trajectory.

\subsection*{8.2.3 Average-case Analysis in the Absence of Backtracking}

In this section, we explain Chao and Franco's calculation of the densities of 2- and 3-clauses. Consider first the evolution equation (8.1) for the number of 3 -clauses. This can be rewritten in terms of the average density \(c_{3}\) of 3 -clauses and of the reduced time \(t\),
\[
\begin{equation*}
\frac{d c_{3}(t)}{d t}=-z_{3}(t) \tag{8.3}
\end{equation*}
\]
where \(z_{3}=\left\langle e_{3}+w_{2}\right\rangle\) denotes the averaged total outflow of 3-clauses (Section 8.2.2).


Figure 8.4: Schematic view of the dynamics of clauses. Clauses are sorted into three containers according to their lengths, i.e., the number of variables they include. Each time a variable is assigned by DPLL, clauses are modified, resulting in a dynamics of the container populations (lines with arrows). Dashed lines indicate the elimination of (satisfied) clauses of lengths 1,2 or 3. Bold lines represent the reduction of 3-clauses into 2 -clauses, or 2 -clauses into 1 -clauses. The flows of clauses are denoted by \(e_{1}, e_{2}, e_{3}\) and \(w_{2}, w_{1}\), respectively. A solution is found when all containers are empty. The level of the rightmost container coincides with the number of unitary clauses. If this level is low (i.e., \(O(1)\) ), the probability that two contradictory clauses \(x\) and \(\bar{x}\) are present in the container is vanishingly small. When the level is high (i.e., \(O(\sqrt{N})\) ), contradictions will occur with high probability.

At some time step \(T \rightarrow T+1\), 3-clauses are eliminated or reduced if and only if they contain the variable chosen by DPLL. Let us first suppose that the variable is chosen in some 1 - or 2-clauses. A 3-clause will include this variable or its negation with probability \(3 /(N-\) \(T\) ) and disappear with the same probability. Due to the uncorrelation of clauses, we obtain \(z_{3}(t)=3 c_{3}(t) /(1-t)\). If the literal assigned by DPLL is chosen among some 3-clause, this expression for \(z_{3}\) has to be increased by one (since this clause will necessarily be eliminated) in the large- \(N\) limit.

Let us call \(\rho_{j}(t)\) the probability that a literal is chosen by DPLL in a clause of length \(j(=1,2,3)\). Note that the sum of these probabilities is smaller than or equal to one, since we are free to choose the literal irrespective of the clause content (see UC case below). Extending the above discussion to 2-clauses, we obtain
\[
\begin{align*}
\frac{d c_{3}(t)}{d t} & =-\frac{3}{1-t} c_{3}(t)-\rho_{3}(t) \\
\frac{d c_{2}(t)}{d t} & =\frac{3}{2(1-t)} c_{3}(t)-\frac{2}{1-t} c_{2}(t)-\rho_{2}(t) \tag{8.4}
\end{align*}
\]

In order to solve the above set of coupled differential equations, we need to know the probabilities \(\rho_{j}\). As we shall see below, the values of the \(\rho_{j}\) depend on the heuristic of choice followed by DPLL and explained in Section 8.2.1. The solutions of the differential Equations (8.4) will then be expressed in terms of the fraction \(p\) of 3 -clauses and the ratio \(\alpha\) of
clauses per variable using the identities
\[
\begin{equation*}
p(t)=\frac{c_{3}(t)}{c_{2}(t)+c_{3}(t)}, \quad \alpha(t)=\frac{c_{2}(t)+c_{3}(t)}{1-t} \tag{8.5}
\end{equation*}
\]

\subsection*{8.2.3.1 Case of the GUC Heuristic}

When DPLL is launched, 2-clauses are created with an initial flow \(\left\langle w_{2}(0)\right\rangle=3 \alpha_{0} / 2\). Let us first suppose that \(\alpha_{0} \leq 2 / 3\), i.e., \(w_{2}(0) \leq 1\). In other words, less than one 2 -clause is created each time a variable is assigned. Since the GUC rule compels DPLL to look for literals in the smallest available clauses, 2-clauses are immediately removed just after creation and do not accumulate in their container \(\left(c_{2}=0\right)\). Unitary clauses are almost absent and we have
\[
\begin{equation*}
\rho_{1}(t)=0 ; \quad \rho_{2}(t)=\frac{3 c_{3}(t)}{2(1-t)} ; \quad \rho_{3}(t)=1-\rho_{2}(t) \quad\left(\alpha_{0}<2 / 3\right) . \tag{8.6}
\end{equation*}
\]

The solutions of (8.4) with the initial condition \(p(0)=1, \alpha(0)=\alpha_{0}\) read
\[
\begin{align*}
p(t) & =1 \\
\alpha(t) & =\left(\alpha_{0}+2\right)(1-t)^{1 / 2}-2 \tag{8.7}
\end{align*}
\]

Solution (8.7) confirms that the instance never contains an extensive number of 2-clauses. At some final time \(t_{\text {end }}\), depending on the initial ratio, \(\alpha\left(t_{\text {end }}\right)\) vanishes: no clause is left and a solution is found.

We now assume that \(\alpha_{0}>2 / 3\), i.e., \(\left\langle w_{2}(0)\right\rangle>1\). In other words, more than one 2 -clause is created each time a variable is assigned. 2-clauses now accumulate, and give rise to unitary clauses. Due to the GUC prescription, in the presence of 1- or 2 -clauses, a literal is never chosen in a 3-clause. We show in Section 8.2.4 that the probability that there is no 1-clause at some stage of the procedure equals \(1-c_{2}(t) /(1-t)\). This probability coincides with \(\rho_{2}(t)\) and, thus, we have
\[
\begin{equation*}
\rho_{1}(t)=\frac{c_{2}(t)}{1-t} ; \quad \rho_{2}(t)=1-\rho_{1}(t) ; \quad \rho_{3}(t)=0 \quad\left(\alpha_{0}>2 / 3\right) \tag{8.8}
\end{equation*}
\]
as soon as \(t>0\). The solutions of (8.4) now read
\[
\begin{align*}
p(t) & =\frac{4 \alpha_{0}(1-t)^{2}}{\alpha_{0}(1-t)^{2}+3 \alpha_{0}+4 \ln (1-t)} \\
\alpha(t) & =\frac{\alpha_{0}}{4}(1-t)^{2}+\frac{3 \alpha_{0}}{4}+\ln (1-t) \tag{8.9}
\end{align*}
\]

Solution (8.9) requires that the instance contains an extensive number of 2-clauses. This is true at small times since \(p^{\prime}(0)=1 / \alpha_{0}-3 / 2<0\). At some time \(t^{*}>0\), depending on the initial ratio, \(p\left(t^{*}\right)\) reaches back unity: no 2 -clause are left and hypothesis (8.8) breaks down. DPLL has therefore reduced the initial formula to a smaller 3-SAT instance with a ratio \(\alpha^{*}=\alpha\left(t^{*}\right)\). It can be shown that \(\alpha^{*}<2 / 3\). Thus, as the dynamical process is Markovian, the further evolution of the instance reduces to the \(\alpha_{0}<2 / 3\) case.

We show in Figure 8.3 the trajectories obtained for initial ratios \(\alpha_{0}=0.6, \alpha_{0}=2\) and \(\alpha_{0}=2.8\). When \(\alpha_{0}>2 / 3\), the trajectory first heads to the left (creation of 2-clauses), and
then reverses to the right (2-clause destruction results from splits) until reaching a point on the 3-SAT axis at small ratio \(\alpha^{*}(<2 / 3)\) without ever leaving the SAT region. Further action of DPLL leads to a rapid elimination of the remaining clauses and the trajectory ends up at the right lower corner S , where a solution is achieved (Section 8.2.3.1). As \(\alpha_{0}\) increases up to \(\alpha_{L}\), the trajectory gets closer and closer to the threshold line \(\alpha_{C}(p)\). Finally, at \(\alpha_{L} \simeq 3.003\), the trajectory touches the threshold curve tangentially at point T with coordinates \(\left(p_{T}=\right.\) \(\left.2 / 5, \alpha_{T}=5 / 3\right)\). Note the identity \(\alpha_{T}=1 /\left(1-p_{T}\right)\).

\subsection*{8.2.3.2 Case of UC and SCWM Heuristics}

The above study can be extended to the other heuristics presented in Section 8.2.1. For UC and SCWM, the probability \(\rho_{3}(t)\) that a variable is chosen from a 3-clause vanishes for all positive times. The set of ODEs (8.4) is thus entirely defined from the expression of the probability \(\rho_{2}\) that a variable is set through splitting of a clause,
\[
\begin{equation*}
\rho_{2}(t)=\left[1-\frac{c_{2}(t)}{1-t}\right] h(t) . \tag{8.10}
\end{equation*}
\]

Function \(h\) depends upon the heuristic:
- \(h_{U C}(t)=0\);
- \(h_{S C W M}(t)=3 a_{3} e^{-3 a_{3}}\left(I_{0}\left(3 a_{3}\right)+I_{1}\left(3 a_{3}\right)\right) / 2\) where \(a_{3} \equiv c_{3}(t) /(1-t)\) and \(I_{\ell}\) is the \(\ell^{t h}\) modified Bessel function.

The reader is referred to Ref. [2,22] for additional information.

\subsection*{8.2.4 Occurrence of Contradictions and Polynomial SAT Phase}

In this section, we compute the computational complexity in the range \(0 \leq \alpha_{0} \leq \alpha_{L}\) from the previous results. To avoid unnecessary repetitions, we specialize to the case of the GUC heuristic.

The trajectories obtained in Section 8.2.3 represent the deterministic evolution of the densities of 2 - and 3 -clauses when more and more variables are assigned. Below, we briefly present the calculation \({ }^{3}\) of the distribution \(\bar{\mu}\left(C_{1}, t\right)\) of the number \(C_{1}\) of 1-clauses at reduced time \(t\) done by Frieze and Suen [24]. Call \(\mathbf{H}\left(C_{1}, C_{1}^{\prime}\right)\) the probability that the number of unitclauses goes from \(C_{1}^{\prime}\) to \(C_{1}\) once a variable is fixed by DPLL, see Section 8.2.2. In the limit of large size \(N\), the entries of matrix \(\mathbf{H}\) depend on the reduced time \(t\) and the average density \(c_{2}\) of 2-clauses only,
\[
\begin{equation*}
\mathbf{H}\left(C_{1}, C_{1}^{\prime}\right)=\sum_{w_{1} \geq 0} e^{-a_{2}} \frac{a_{2}^{w_{1}}}{w_{1}!} \delta_{C_{1}-C_{1}^{\prime}+w_{1}-\sigma\left(C_{1}^{\prime}\right)} \tag{8.11}
\end{equation*}
\]
where \(a_{2} \equiv c_{2} /(1-t)\), \(w_{1}\) is the creation flow of unit-clauses represented in Figure 8.4, and \(\sigma\left(C_{1}^{\prime}\right)=1\) if \(C_{1}^{\prime} \geq 1,0\) if \(C_{1}^{\prime}=0\). The evolution matrix \(\mathbf{H}\) ensures probability conservation

\footnotetext{
\({ }^{3}\) This calculation, combined with the study of the large deviations of the densities of 2- and 3-clauses, is closely related to the more complex analysis of the UNSAT phase presented in Section 8.3.
}
since entries along any column sum up to one. \(\bar{\mu}\left(C_{1}\right)\), the eigenvector associated to the largest eigenvalue (equal to unity), represents the stationary distribution of the number \(C_{1}\) of unitclauses. In terms of the generating function \(\mu\) of \(\bar{\mu}\) [21],
\[
\begin{equation*}
\mu\left(y_{1}\right)=\sum_{C_{1} \geq 0} \bar{\mu}\left(C_{1}\right) e^{y_{1} C_{1}} \tag{8.12}
\end{equation*}
\]
the eigenvalue equation reads
\[
\begin{equation*}
\mu\left(y_{1}\right)=\left(1-a_{2}\right) \frac{e^{\nu\left(y_{1}\right)}\left(1-e^{y_{1}}\right)}{e^{\nu\left(y_{1}\right)}-1}, \quad \text { where } \nu\left(y_{1}\right) \equiv-y_{1}-a_{2}+a_{2} e^{y_{1}} \tag{8.13}
\end{equation*}
\]

Sending \(y_{1} \rightarrow-\infty\) in (8.13) permits us to find the probability that there is no unitary clause, \(\bar{\mu}\left(C_{1}=0\right)=1-a_{2}\). This probability gives the value of \(\rho_{2}(t)\) used in the derivation of the branch trajectory of Section 8.2.3 in the \(\alpha_{0}>2 / 3\) case.

The pole \(Y_{1}\) of \(\mu\), that is, the non-vanishing zero of \(\nu\), controls the asymptotic behavior of the probability of the number of unit-clauses: \(\bar{\mu}\left(C_{1}\right) \asymp e^{-Y_{1} C_{1}}\) when \(C_{1} \rightarrow \infty\). As long as \(a_{2}<1, Y_{1}\) is positive, and \(\bar{\mu}\) is localized. The average number of unit-clauses,
\[
\begin{equation*}
\left\langle C_{1}\right\rangle=\sum_{C_{1} \geq 0} \bar{\mu}\left(C_{1}\right) C_{1}=\frac{d \mu}{d y_{1}}\left(y_{1}=0\right)=a_{2} \frac{2-a_{2}}{2\left(1-a_{2}\right)} \tag{8.14}
\end{equation*}
\]
is finite. As a result, unit-clauses do not accumulate too much, and the probability that a contradiction occurs when a new variable is assigned is \(O(1 / N)\) only.

To calculate this probability, we consider step number \(T\) of DPLL. There are \(V=N-T=\) \(N(1-t)\) not-yet-assigned variables, and \(C_{1}\) unit-clauses, a stochastic number drawn from distribution \(\bar{\mu}\) with \(a_{2}=c_{2}(t) /(1-t)\). In the absence of a unit-clause, the next variable is assigned through splitting of a clause and no immediate contradiction is possible. Otherwise, DPLL picks up a unit-clause and satisfies it. The probability that another given unit-clause is contradictory is \(p=1 /(2 V)\). Since clauses are independent, the probability that no contradiction emerges during step \(T\) is,
\[
\begin{equation*}
\operatorname{Prob}(\mathrm{T} \text { to } \mathrm{T}+1)=\left(1-\frac{1}{2(N-T)}\right)^{C_{1}-1} \tag{8.15}
\end{equation*}
\]

The probability that a contradiction never occurs till step \(T=t N\) is therefore [24]:
\[
\begin{equation*}
\operatorname{Prob}(0 \text { to } \mathrm{T}=\mathrm{tN})=\exp \left(-\int_{0}^{t} d t \frac{\left\langle\max \left(C_{1}-1,0\right)\right\rangle(t)}{2(1-t)}\right) \tag{8.16}
\end{equation*}
\]

This expression, combined with (8.14) gives the probability that a contradiction arises along the branch trajectory calculated in Section 8.2.3. Two cases can be distinguished:
- If the ratio \(\alpha_{0}\) of clauses per variable is smaller than \(\alpha_{L} \simeq 3.003, a_{2}(t)\) remains strictly smaller than unity, and the probability of success (8.16) is positive. Frieze and Suen have shown that contradictions have no dramatic consequences. The number of total backtrackings necessary to find a solution is bounded from above by a power of \(\log N\). The final trajectory in the \(p, \alpha\) plane is identical to the one shown in Section 8.2.3, and the increase in complexity is negligible with respect to \(O(N)\).
- When \(\alpha_{0}>\alpha_{L}\), the trajectory intersects the \(\alpha=1 /(1-p)\) line at some time \(t\). At this point, \(a_{2}(t)=\alpha(1-p)=1\) : the average number of unit-clauses, \(\left\langle C_{1}\right\rangle\), diverges. Unitclauses accumulate, and contradictions unavoidably arise. Backtracking enters massively into play, signaling the crossover to the exponential regime.


Figure 8.5: Complexity of solution in the SAT region for \(\alpha<\alpha_{L} \simeq 3.003\), divided by the size \(N\) of the instances. Numerical data are for sizes \(N=50\) (crosses), 75 (squares), 100 (diamonds), 500 (triangles) and 1000 (circles). For the two biggest sizes, simulations have been carried out for ratios larger than 2.5 only. Data for different \(N\) collapse onto the same curve, proving that complexity scales linearly with \(N\). The bold continuous curve is the analytical prediction \(\gamma(\alpha)\) from Section 8.2.4. Note the perfect agreement with numerics except at large ratios where finite size effects are important, due to the crossover to the exponential regime above \(\alpha_{L} \simeq 3.003\).

From the above discussion, it appears that a solution is found by DPLL essentially at the end of a single descent (Figure 8.1(A)) when \(\alpha_{0}<\alpha_{L}\) (lower SAT phase). Complexity thus scales linearly with \(N\) with a proportionality coefficient \(\gamma\left(\alpha_{0}\right)\) smaller than unity.

For \(\alpha_{0}<2 / 3\), clauses of length unity are never created by DPLL. Thus, DPLL assigns the overwhelming majority of variables through splittings. \(\gamma\left(\alpha_{0}\right)\) simply equals the total fraction \(t_{\text {end }}\) of variables chosen by DPLL. From (8.7), we obtain
\[
\begin{equation*}
\gamma\left(\alpha_{0}\right)=1-\frac{4}{\left(\alpha_{0}+2\right)^{2}} \quad\left(\alpha_{0} \leq 2 / 3\right) \tag{8.17}
\end{equation*}
\]

For larger ratios, i.e., \(\alpha_{0}>2 / 3\), the trajectory must be decomposed into two successive portions. During the first portion, for times \(0<t<t^{*}, 2\)-clauses are present with a nonvanishing density \(c_{2}(t)\). Some of these 2 -clauses are reduced to 1 -clauses that have to be eliminated next. Consequently, when DPLL assigns an infinitesimal fraction \(d t\) of variables, a fraction \(\rho_{1}(t)=\alpha(t)(1-p(t)) d t\) are fixed by unit-propagation only. The number of nodes
(divided by \(N\) ) along the first part of the branch thus reads,
\[
\begin{equation*}
\gamma_{1}=t^{*}-\int_{0}^{t^{*}} d t \alpha(t)(1-p(t)) \tag{8.18}
\end{equation*}
\]

At time \(t^{*}\), the trajectory touches the 3-SAT axis \(p=1\) at ratio \(\alpha^{*} \equiv \alpha\left(t^{*}\right)<2 / 3\). The initial instance is then reduced to a smaller and smaller 3-SAT formula, with a ratio \(\alpha(t)\) vanishing at \(t_{\text {end }}\). According to the above discussion, the length of this second part of the trajectory equals
\[
\begin{equation*}
\gamma_{2}=t_{\text {end }}-t^{*} \tag{8.19}
\end{equation*}
\]

It proves convenient to plot the total complexity \(\gamma=\gamma_{1}+\gamma_{2}\) in a parametric way. To do so, we express the initial ratio \(\alpha_{0}\) and the complexity \(\gamma\) in terms of the end time \(t^{*}\) of the first part of the branch. A simple calculation from (8.9) leads to
\[
\begin{align*}
\alpha\left(t^{*}\right)= & -\frac{4 \ln \left(1-t^{*}\right)}{3 t^{*}\left(2-t^{*}\right)} \\
\gamma\left(t^{*}\right)= & 1-\frac{4\left(1-t^{*}\right)}{\left(2+\left(1-t^{*}\right)^{2} \alpha_{0}\left(t^{*}\right)\right)^{2}}+t^{*}+\left(1-t^{*}\right) \ln \left(1-t^{*}\right) \\
& -\frac{1}{4} \alpha\left(t^{*}\right)\left(t^{*}\right)^{2}\left(3-t^{*}\right) \tag{8.20}
\end{align*}
\]

As \(t^{*}\) grows from zero to \(t_{L}^{*} \simeq 0.892\), the initial ratio \(\alpha_{0}\) spans the range \(\left[2 / 3 ; \alpha_{L}\right]\). The complexity coefficient \(\gamma\left(\alpha_{0}\right)\) can be computed from (8.17) and (8.20) with the results shown in Figure 8.5. The agreement with numerical data is excellent.

\subsection*{8.3 Analysis of the Search Tree Growth in the UNSAT Phase}

In this section, we present an analysis of search trees corresponding to UNSAT instances, that is, in the presence of massive backtracking. We first report results from numerical experiments, then explain our analytical approach for computing the complexity of resolution (size of search tree).

\subsection*{8.3.1 Numerical Experiments}

For ratios above threshold ( \(\alpha_{0}>\alpha_{C} \simeq 4.3\) ), instances almost never have a solution, but a considerable amount of backtracking is necessary before proving that clauses are incompatible. Figure \(8.1(B)\) shows a generic UNSAT, or refutation, tree. In contrast to the previous section, the sequence of points \((p, \alpha)\) attached to the nodes of the search tree are not arranged along a line any longer, but rather form a cloud with a finite extension in the phase diagram of Figure 8.3. Examples of clouds are provided in Figure 8.6.

The number of points in a cloud, i.e., the size \(Q\) of its associated search tree, grows exponentially with \(N\) [11]. It is thus convenient to define its logarithm \(\omega\) through \(Q=2^{N \omega}\). We directly counted \(Q\) experimentally, and averaged the corresponding logarithm \(\omega\) over a


Figure 8.6: Clouds associated to search trees obtained from the resolution of three UNSAT instances with initial ratios \(\alpha_{0}=4.3,7\) and 10 respectively. Each point in the cloud corresponds to a splitting node in the search tree. Sizes of instances and search trees are \(N=120, Q=7597\) for \(\alpha_{0}=4.3, N=200, Q=6335\) for \(\alpha_{0}=7\), and \(N=300, Q=6610\) for \(\alpha_{0}=10\).

Table 8.1: Logarithm of the complexity \(\omega\) from experiments (EXP), theory (THE) from Section 8.3.4 and former linearization approximation (LIN) [13], as a function of the ratio \(\alpha_{0}\) of clauses per variable of the 3 -SAT instance. Ratios above 4.3 correspond to UNSAT instances; the rightmost ratio lies in the upper SAT phase.
\begin{tabular}{|c|c|c|c|c|c||c|}
\hline\(\alpha_{0}\) & 4.3 & 7 & 10 & 15 & 20 & 3.5 \\
\hline\(\omega_{E X P}\) & 0.089 & 0.0477 & 0.0320 & 0.0207 & 0.0153 & 0.034 \\
& \(\pm 0.001\) & \(\pm 0.0005\) & \(\pm 0.0005\) & \(\pm 0.0002\) & \(\pm 0.0002\) & \(\pm 0.003\) \\
\hline \hline\(\omega_{\text {THE }}\) & 0.0916 & 0.0486 & 0.0323 & 0.0207 & 0.0153 & 0.035 \\
\hline\(\omega_{\text {LIN }}\) & 0.0875 & 0.0477 & 0.0319 & 0.0206 & 0.0152 & 0.035 \\
\hline
\end{tabular}
large number of instances. Results have then been extrapolated to the \(N \rightarrow \infty\) limit [13] and are reported in Table 8.1. \(\omega\) is a decreasing function of \(\alpha_{0}\) [7]: the larger \(\alpha_{0}\), the larger the number of clauses affected by a split, and the earlier a contradiction is detected. We will use the word "branch" to denote a path in the refutation tree which joins the top node (root) to a contradiction (leaf). The number of branches, \(B\), is related to the number of nodes, \(Q\), through the relation \(Q=B-1\), valid for any complete binary tree. As far as exponential (in \(N\) ) scalings are concerned, the logarithm of \(B\) (divided by \(N\) ) equals \(\omega\). In the following paragraph, we show how \(B\) can be estimated through the use of a matrix formalism.


Figure 8.7: Imaginary, parallel growth process of an UNSAT search tree used in the theoretical analysis. Variables are fixed through unit propagation, or by the splitting heuristic as in the DPLL procedure, but branches evolve in parallel. \(T\) denotes the depth in the tree, that is the number of variables assigned by DPLL along each branch. At depth \(T\), one literal is chosen on each branch among 1-clauses (unit propagation, grey circles not represented on Figure 8.1), or 2,3-clauses (splitting, black circles as in Figure 8.1). If a contradiction occurs as a result of unit propagation, the branch gets marked with C and dies out. The growth of the tree proceeds until all branches carry C leaves. The resulting tree is identical to the one built through the usual, sequential operation of DPLL.

\subsection*{8.3.2 Parallel Growth Process and Markovian Evolution Matrix}

The probabilistic analysis of DPLL in the UNSAT regime appears to be a formidable task since the search tree of Figure 8.1(B) is the output of a complex, sequential process: nodes and edges are added by DPLL through successive descents and backtrackings (depth-first search). We have imagined a different, breadth-first building up of the refutation tree, which results in the same complete tree but can be mathematically analyzed. In our imaginary process, the tree grows in parallel, layer after layer (Figure 8.7). At time \(T=0\), the tree reduces to a root node, to which is attached the empty assignment of variables (nothing is known at the beginning of the search process), and an attached outgoing edge. At time \(T\), that is, after having assigned \(T\) variables in the instance attached to each branch, the tree is made of \(B(T)\left(\leq 2^{T}\right)\) branches, each one carrying a partial assignment of variables. At next time step \(T \rightarrow T+1\), a new layer is added by assigning, according to DPLL heuristic, one more variable along every branch. As a result, a branch may keep growing through unitary propagation, get hit by a contradiction and die out, or split if the partial assignment does not induce unit clauses.

This parallel growth process is Markovian, and can be encoded in an instance-dependent evolution operator \(\mathbf{H}\). A detailed definition and construction of \(\mathbf{H}\) is presented in [16]. We limit ourselves to explaining hereafter the main steps:
- A \(3^{N}\) dimensional-vector space is introduced. Each vector \(|S\rangle\) in the spanning basis is in one-to-one correspondence with a partial assignment \(S=\left(s_{1}, s_{2}, \ldots, s_{N}\right)\) of the \(N\) variables ( \(s_{i}=t, f, u\) if variable \(x_{i}\) is, respectively, True, False, or Undetermined, i.e., not-yet-assigned).
- Let \(S\) be a partial assignment which does not violate the (unsatisfiable) instance I under consideration, and \(S^{(j, x)}\), with \(j=1, \ldots, N\) and \(x=t, f\), the partial assignment obtained from \(S\) by replacing \(s_{j}\) with \(x\). Call \(h_{n}(j \mid S)\) and \(h_{v}(x \mid S, j)\) the probabilities that the heuristic \((U C, G U C, \ldots)\) respectively chooses to assign variable \(x_{j}\), and to fix it to \(x(=t, f)\).
- The evolution operator \(\mathbf{H}\) encodes the action of DPLL on I. Its matrix elements in the spanning basis are, see Figure 8.8,
1. If \(S\) violates \(\mathbf{I},\left\langle S^{\prime}\right| \mathbf{H}|S\rangle=1\) if \(S^{\prime}=S, 0\) otherwise.
2. If \(S\) does not violate \(\mathbf{I},\left\langle S^{\prime}\right| \mathbf{H}|S\rangle=h_{n}(j \mid S) \times h_{v}(x \mid S, j)\) if \(C_{1}(S) \geq 1\) and \(S^{\prime}=\) \(S^{(j, x)}, h_{n}(j \mid S)\) if \(C_{1}(S)=0\) and \(\left(S^{\prime}=S^{(j, x)}\right.\) or \(\left.S^{\prime}=S^{(j, \bar{x})}\right), 0\) otherwise. Here \(S, S^{\prime}\) are the partial assignments corresponding to \(|S\rangle,\left|S^{\prime}\right\rangle\), and \(C_{1}(S)\) the number of undetermined clauses of type 1 (unitary clauses) for partial assignment \(S\).


Figure 8.8: Transitions allowed by the heuristic-induced evolution operator. Grey and black nodes correspond to variables assigned through unit-propagation and split respectively, as in Figure 8.7. A. If partial assignment \(S\) already violates the instance \(\mathbf{I}\), it is left unchanged. B. If the partial assignment does not violate \(\mathbf{I}\) and there is at least one unitary clause, a variable is fixed through unit propagation (grey node) e.g. \(x_{j}=x\). The output partial assignment is \(S^{j, x}\). C. If the partial assignment does not violate \(\mathbf{I}\) and there is no unitary clause, a variable \(x_{j}\) is fixed through splitting (black node). Two partial assignments are generated, \(S^{j, t}\) and \(S^{j, f}\).

Then, the expectation value over the random assignments of variables of the size (number of leaves) of the search tree produced by DPLL to refute \(\mathbf{I}\), is equal to
\[
\begin{equation*}
B=\sum_{S}\langle S| \mathbf{H}^{N}|u, u, \ldots, u\rangle \tag{8.21}
\end{equation*}
\]
where \(\mathbf{H}^{N}\) denotes the \(N^{t h}\) (matrical) power of \(\mathbf{H}\), the sum runs over all \(3^{N}\) partial assignments \(S\), and the rightmost vector corresponds to the initial, fully undetermined assignment of variables [16].

Calculation of the expectation value of the \(N^{t h}\) power of \(\mathbf{H}\), and of its average over the instance distribution is a hard task. We therefore turned to a simplifying approximation, called dynamical annealing. Call clause vector \(\vec{C}(S)\) of a partial assignment \(S\) the three-dimensional
vector \(\vec{C}=\left(C_{1}, C_{2}, C_{3}\right)\) where \(C_{j}\) is the number of undetermined clauses of length \(j\). The quantity we focus on is \(\bar{B}(\vec{C} ; T+1)\), the expectation number of branches at depth \(T\) in the search tree (Figure 8.7) carrying partial assignments with clause vector \(\vec{C}=\left(C_{1}, C_{2}, C_{3}\right)\). Within the dynamical annealing approximation, the evolution of the \(\bar{B} \mathrm{~s}\) is Markovian,
\[
\begin{equation*}
\bar{B}(\vec{C} ; T+1)=\sum_{\vec{C}^{\prime}} \overline{\mathbf{H}}\left[\vec{C}, \vec{C}^{\prime} ; T\right] \bar{B}\left(\vec{C}^{\prime} ; T\right) \tag{8.22}
\end{equation*}
\]

The entries of the evolution matrix \(\overline{\mathbf{H}}\left[\vec{C}, \vec{C}^{\prime} ; T\right]\) can be calculated from the definition of the evolution matrix \(\mathbf{H}\) [16]. They can be interpreted as the average number of branches with clause vector \(\vec{C}\) that DPLL will generate through the assignment of one variable from a partial assignment of variables with clause vector \(\vec{C}^{\prime}\).

For the GUC heuristic, we find [13],
\[
\begin{align*}
& \overline{\mathbf{H}}\left[\vec{C}, \vec{C}^{\prime} ; T\right]=\binom{C_{3}^{\prime}}{C_{3}^{\prime}-C_{3}}\left(\frac{3}{N-T}\right)^{C_{3}^{\prime}-C_{3}}\left(1-\frac{3}{N-T}\right)^{C_{3}} \times \\
& \sum_{w_{2}=0}^{C_{3}^{\prime}-C_{3}}\left(\frac{1}{2}\right)^{C_{3}^{\prime}-C_{3}}\binom{C_{3}^{\prime}-C_{3}}{w_{2}} \times \\
& \left\{\left(1-\delta_{C_{1}^{\prime}}\right)\left(1-\frac{1}{2(N-T)}\right)^{C_{1}^{\prime}-1} \sum_{z_{2}=0}^{C_{2}^{\prime}}\binom{C_{2}^{\prime}}{z_{2}}\left(\frac{2}{N-T}\right)^{z_{2}} \times\right. \\
& \left(1-\frac{2}{N-T}\right)^{C_{2}^{\prime}-z_{2}} \sum_{w_{1}=0}^{z_{2}}\left(\frac{1}{2}\right)^{z_{2}}\binom{z_{2}}{w_{1}} \delta_{C_{2}-C_{2}^{\prime}-w_{2}+z_{2}} \delta_{C_{1}-C_{1}^{\prime}-w_{1}+1}+ \\
& \delta_{C_{1}^{\prime}} \sum_{z_{2}=0}^{C_{2}^{\prime}-1}\binom{C_{2}^{\prime}-1}{z_{2}}\left(\frac{2}{N-T}\right)^{z_{2}}\left(1-\frac{2}{N-T}\right)^{C_{2}^{\prime}-1-z_{2}} \times \\
& \left.\sum_{w_{1}=0}^{z_{2}}\left(\frac{1}{2}\right)^{z_{2}}\binom{z_{2}}{w_{1}} \delta_{C_{2}-C_{2}^{\prime}-w_{2}+z_{2}+1}\left[\delta_{C_{1}-w_{1}}+\delta_{C_{1}-1-w_{1}}\right]\right\}, \tag{8.23}
\end{align*}
\]
where \(\delta_{X}\) denotes the Kronecker delta function over integers \(X: \delta_{X}=1\) if \(X=0, \delta_{X}=0\) otherwise. Expression (8.23) is easy to obtain from the interpretation following Eq. (8.22), and the picture of containers in Figure 8.4 [13]. Among the \(C_{3}^{\prime}-C_{3}\) clauses that flow out from the leftmost 3-clauses container, \(w_{2}\) clauses are reduced and go into the 2-clauses container, while the remaining \(C_{3}^{\prime}-C_{3}-w_{2}\) are eliminated. \(w_{2}\) is a random variable in the range \(0 \leq w_{2} \leq C_{3}^{\prime}-C_{3}\) and drawn from a binomial distribution of parameter \(1 / 2\), which represents the probability that the chosen literal is the negation of the one in the clause. It is assumed that the algorithm never chooses the variable among 3-clauses. This hypothesis is justified \(a\) posteriori because in the UNSAT region, there is always (except at the initial time \(t=0\) ) an extensive number of 2-clauses. Variables are chosen among 1-clauses or, in the absence of the latter, among 2-clauses. The term on the r.h.s. of Eqn. (8.23) beginning with \(\delta_{C_{1}^{\prime}}\) (respectively \(1-\delta_{C_{1}^{\prime}}\) ) corresponds to the latter (resp. former) case. \(z_{2}\) is the number of clauses (other than the one from which the variable is chosen) flowing out from the second container; it obeys
a binomial distribution with parameter \(2 /(N-T)\), equal to the probability that the chosen variable appears in a 2 -clause. The 2 -clause container is, at the same time, poured with \(w_{2}\) clauses. In an analogous way, the unitary clause container welcomes \(w_{1}\) new clauses if it was empty at the previous step. If not, a 1 -clause is eliminated by fixing the corresponding literal. The branch keeps growing as long as the level \(C_{1}\) of the unit clauses container remains low, i.e., \(C_{1}\) remains of the order of unity and the probability to have two, or more, 1-clauses with opposite literals can be neglected. This probability enters as a multiplicative factor in the third line of (8.23). Finally, we sum over all possible flow values \(w_{2}, z_{2}, w_{1}\) that satisfy the conservation laws \(C_{2}-C_{2}^{\prime}=w_{2}-z_{2}, C_{1}-C_{1}^{\prime}=w_{1}-1\) when \(C_{1}^{\prime} \neq 0\) or, when \(C_{1}^{\prime}=0, C_{2}-C_{2}^{\prime}=w_{2}-z_{2}-1, C_{1}=w_{1}\) if the literal is the same as the one in the clause or \(C_{1}=w_{1}+1\) if the literal is the negation of the one in the clause. The presence of two \(\delta\) is responsible for the growth in the number of branches. In the real sequential DPLL dynamics, the inversion of a literal at a node requires backtracking; here, the two edges grow in parallel at each node according to Section 8.3.2.

\subsection*{8.3.3 Generating Function and Large-size Scaling}

Let us introduce the generating function \(G(\vec{y} ; T)\) of the average number of branches \(\bar{B}(\vec{C} ; T)\) where \(\vec{y} \equiv\left(y_{1}, y_{2}, y_{3}\right)\), through
\[
\begin{equation*}
G(\vec{y} ; T)=\sum_{\vec{C}} e^{\vec{y} \cdot \vec{C}} \bar{B}(\vec{C}, T), \quad \vec{y} \cdot \vec{C} \equiv \sum_{j=1}^{3} y_{j} C_{j}, \tag{8.24}
\end{equation*}
\]
where the first sum runs over all triplets of positive clause numbers. The evolution equation (8.22) for the \(\bar{B}\) s can be rewritten in term of the generating function \(G\),
\[
\begin{align*}
G(\vec{y} ; T+1)= & e^{-\gamma_{1}(\vec{y})} G(\vec{\gamma}(\vec{y}) ; T) \\
& +\left(e^{-\gamma_{2}(\vec{y})}\left(e^{y_{1}}+1\right)-e^{-\gamma_{1}(\vec{y})}\right) G\left(-\infty, \gamma_{2}(\vec{y}), \gamma_{3}(\vec{y}) ; T\right) \tag{8.25}
\end{align*}
\]
where \(\vec{\gamma}\) is a vectorial function of argument \(\vec{y}\) whose components read
\[
\begin{align*}
\gamma_{1}(\vec{y}) & =y_{1}+\ln \left[1-\frac{1}{2(N-T)}\right], \\
\gamma_{2}(\vec{y}) & =y_{2}+\ln \left[1+\frac{2}{N-T}\left(\frac{e^{-y_{2}}}{2}\left(1+e^{y_{1}}\right)-1\right)\right], \\
\gamma_{3}(\vec{y}) & =y_{3}+\ln \left[1+\frac{3}{N-T}\left(\frac{e^{-y_{3}}}{2}\left(1+e^{y_{2}}\right)-1\right)\right] . \tag{8.26}
\end{align*}
\]

To solve (8.25), we infer the large- \(N\) behavior of \(G\) from the following remarks:
1. Each time DPLL assigns variables through splitting or unit propagation, the numbers \(C_{j}\) of clauses of length \(j\) undergo \(O(1)\) changes. It is thus sensible to assume that, when the number of assigned variables increases from \(T_{1}=t N\) to \(T_{2}=t N+\Delta T\) with \(\Delta T\) very large but \(o(N)\), e.g., \(\Delta T=\sqrt{N}\), the densities \(c_{2}=C_{2} / N\) and \(c_{3}=C_{3} / N\) of 2- and 3 -clauses have been modified by \(o(1)\).
2. On the same time interval \(T_{1}<T<T_{2}\), we expect the number of unit-clauses \(C_{1}\) to vary at each time step. But its distribution \(\rho\left(C_{1} \mid c_{2}, c_{3} ; t\right)\), conditioned to the densities \(c_{2}\), \(c_{3}\) and the reduced time \(t\), should reach some well defined limit distribution. This claim is a generalization of the result obtained by [24] for the analysis of the GUC heuristic in the absence of backtracking.
3. As long as a partial assignment does not violate the instance, very few unit-clauses are generated, and splitting frequently occurs. In other words, the probability that \(C_{1}=0\) is strictly positive as \(N\) becomes large.

The above arguments entice us to make the following claim. For large \(N, T\) at fixed ratio \(t=T / N\), the generating function (8.24) of the average numbers \(\bar{B}\) of branches is expected \({ }^{4}\) to behave as
\[
\begin{equation*}
G\left(y_{1}, y_{2}, y_{3} ; t N\right)=\exp \left[N \varphi\left(y_{2}, y_{3} ; t\right)+\psi\left(y_{1}, y_{2}, y_{3} ; t\right)+o(1)\right] \tag{8.27}
\end{equation*}
\]

Hypothesis (8.27) expresses in a concise way some important information on the distribution of clause populations during the search process that we now extract. Call \(\omega\) the Legendre transform of \(\varphi\),
\[
\begin{equation*}
\omega\left(c_{2}, c_{3} ; t\right)=\min _{y_{2}, y_{3}}\left[\varphi\left(y_{2}, y_{3} ; t\right)-y_{2} c_{2}-y_{3} c_{3}\right] \tag{8.28}
\end{equation*}
\]

Then, combining equations (8.24), (8.27) and (8.28), we obtain
\[
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \ln \bar{B}\left(C_{1}, c_{2} N, c_{3} N ; t N\right)=\omega\left(c_{2}, c_{3} ; t\right) \tag{8.29}
\end{equation*}
\]
independently of the (finite) number \(C_{1}\) of unit clauses. In other words, the expectation value of the number of branches carrying partial assignments with \((1-t) N\) undetermined variables and \(c_{j} N j\)-clauses \((j=2,3)\) scales exponentially with \(N\), with a growth function \(\omega\left(c_{2}, c_{3} ; t\right)\) related to \(\varphi\left(y_{2}, y_{3} ; t\right)\) through identity (8.28). Moreover, \(\varphi(0,0 ; t)\) is the logarithm of the number of branches (divided by \(N\) ) after a fraction \(t\) of variables have been assigned. The most probable values of the densities \(c_{j}(t)\) of \(j\)-clauses are then obtained from the partial derivatives of \(\varphi: c_{j}(t)=\partial \varphi / \partial y_{j}(0,0)\) for \(j=2,3\). Let us emphasize that \(\varphi\) in (8.27) does not depend on \(y_{1}\). This hypothesis simply expresses that, as far as non violating partial assignments are concerned, both terms on the right-hand side of (8.25) are of the same order, and that the density of unit-clauses, \(c_{1}=\partial \varphi / \partial y_{1}\), identically vanishes.

Similarly, function \(\psi\left(y_{1}, y_{2}, y_{3} ; t\right)\) is related to the generating function of the equilibrium distribution \(\bar{\mu}\left(C_{1} \mid c_{2}, c_{3}, t\right)\) of unit-clause at fixed \(c_{2}, c_{3}, t\), extending the definition and calculation of Section 8.2.4 valid in the absence of backtracking to the UNSAT regime,
\[
\begin{equation*}
e^{\psi\left(y_{1}, y_{2}, y_{3} ; t\right)-\psi\left(0, y_{2}, y_{3} ; t\right)}=\sum_{C_{1} \geq 0} \bar{\mu}\left(C_{1} \mid c_{2}, c_{3}, t\right) e^{y_{1} C_{1}} \tag{8.30}
\end{equation*}
\]
where \(c_{j}=\partial \varphi / \partial y_{j}\left(y_{2}, y_{3} ; t\right)(j=2,3)\) on the right-hand side of the above formula.

\footnotetext{
\({ }^{4}\) See [29] for a similar large deviation ansatz in the context of the relaxation dynamics of the mean-field Ising model.
}

Inserting expression (8.27) into the evolution equation, (8.25), we find
\[
\begin{align*}
\frac{\partial \varphi}{\partial t}\left(y_{2}, y_{3} ; t\right) & =-y_{1}+\frac{2}{1-t}\left[e^{-y_{2}}\left(\frac{1+e^{y_{1}}}{2}\right)-1\right] \frac{\partial \varphi}{\partial y_{2}}\left(y_{2}, y_{3} ; t\right) \\
& +\frac{3}{1-t}\left[e^{-y_{3}}\left(\frac{1+e^{y_{2}}}{2}\right)-1\right] \frac{\partial \varphi}{\partial y_{3}}\left(y_{2}, y_{3} ; t\right) \\
& +\ln \left[1+\mathcal{K}\left(y_{1}, y_{2}\right) e^{\psi\left(-\infty, y_{2}, y_{3} ; t\right)-\psi\left(y_{1}, y_{2}, y_{3} ; t\right)}\right] \tag{8.31}
\end{align*}
\]
where \(\mathcal{K}\left(y_{1}, y_{2}\right)=e^{-y_{2}}\left(e^{2 y_{1}}+e^{y_{1}}\right)-1\). As \(\varphi\) does not depend upon \(y_{1}\), the latter may be chosen at our convenience, e.g., to cancel \(\mathcal{K}\) and the contribution from the last term in (8.31),
\[
\begin{equation*}
y_{1}=Y_{1}\left(y_{2}\right) \equiv y_{2}-\ln \left(\frac{1+\sqrt{1+4 e^{y_{2}}}}{2}\right) . \tag{8.32}
\end{equation*}
\]

Such a procedure, similar to the kernel method [33], is correct in the major part of the \(y_{2}, y_{3}\) space and, in particular, in the vicinity of \((0,0)\) which we focus on in this paper \({ }^{5}\). We end up with the following partial differential equation (PDE) for \(\varphi\),
\[
\begin{equation*}
\frac{\partial \varphi}{\partial t}\left(y_{2}, y_{3} ; t\right)=H\left[\frac{\partial \varphi}{\partial y_{2}}, \frac{\partial \varphi}{\partial y_{3}}, y_{2}, y_{3}, t\right] \tag{8.33}
\end{equation*}
\]
where \(H\) incorporates the details of the splitting heuristic \({ }^{6}\),
\[
\begin{align*}
H_{G U C}\left[c_{2}, c_{3}, y_{2}, y_{3}, t\right] & =-Y_{1}\left(y_{2}\right)+\frac{3 c_{3}}{1-t}\left[e^{-y_{3}}\left(\frac{1+e^{y_{2}}}{2}\right)-1\right] \\
& +\frac{c_{2}}{1-t}\left(e^{-Y_{1}\left(y_{2}\right)}-2\right) \tag{8.35}
\end{align*}
\]

We must therefore solve the partial differential equation (PDE) (8.33) with the initial condition,
\[
\begin{equation*}
\varphi\left(y_{2}, y_{3}, t=0\right)=\alpha_{0} y_{3}, \tag{8.36}
\end{equation*}
\]
obtained through inverse Legendre transform (8.28) of the initial condition over \(\bar{B}\), or equivalently over \(\omega\),
\[
\omega\left(c_{2}, c_{3} ; t=0\right)=\left\{\begin{array}{ccc}
0 & \text { if } & c_{3}=\alpha_{0} \\
-\infty & \text { if } & c_{3} \neq \alpha_{0}
\end{array}\right.
\]

\footnotetext{
\({ }^{5}\) It has, however, to be to modified in a small region of the \(y_{2}, y_{3}\) space; a complete analysis of this case was carried out in [13].
\({ }^{6}\) For the UC heuristic,
}
\[
\begin{equation*}
H_{U C}=\ln 2+\frac{3 c_{3}}{1-t}\left[e^{-y_{3}}\left(\frac{1+e^{y_{2}}}{2}\right)-1\right]+\frac{c_{2}}{1-t}\left(\frac{3}{2} e^{-y_{2}}-2\right) \tag{8.34}
\end{equation*}
\]


Figure 8.9: Snapshot of the surface \(\omega(p, \alpha ; t)\) for \(\alpha_{0}=10\) at time (depth in the tree) \(t=0.05\). The height \(\omega^{*}(t)\) of the top of the surface, with coordinates \(p^{*}(t), \alpha^{*}(t)\), is the logarithm (divided by \(N\) ) of the number of branches. The coordinates \(\left(p^{*}(t), \alpha^{*}(t)\right)\) define the tree trajectory shown in Figure 8.3. The halt line is hit at \(t_{h} \simeq 0.094\).

\subsection*{8.3.4 Interpretation in Terms of Growth Process}

We can interpret the dynamical annealing approximation made in the previous paragraphs, and the resulting PDE (8.33) as a description of the growth process of the search tree resulting from DPLL operation. Using Legendre transform (8.28), PDE (8.33) can be written as an evolution equation for the logarithm \(\omega\left(c_{2}, c_{3}, t\right)\) of the average number of branches with parameters \(c_{2}, c_{3}\) as the depth \(t=T / N\) increases,
\[
\begin{equation*}
\frac{\partial \omega}{\partial t}\left(c_{2}, c_{3}, t\right)=H\left[c_{2}, c_{3},-\frac{\partial \omega}{\partial c_{2}},-\frac{\partial \omega}{\partial c_{3}}, t\right] . \tag{8.37}
\end{equation*}
\]

Partial differential equation (PDE) (8.37) is analogous to growth processes encountered in statistical physics [36]. The surface \(\omega\), growing with "time" \(t\) above the plane \(c_{2}, c_{3}\), or equivalently from (8.5), above the plane \(p, \alpha\) (Figure 8.9), describes the whole distribution of branches. The average number of branches at depth \(t\) in the tree equals
\[
\begin{equation*}
B(t)=\int_{0}^{1} d p \int_{0} d \alpha e^{N \omega(p, \alpha ; t)} \asymp e^{N \omega^{*}(t)} \tag{8.38}
\end{equation*}
\]
where \(\omega^{*}(t)\) is the maximum over \(p, \alpha\) of \(\omega(p, \alpha ; t)\) reached in \(p^{*}(t), \alpha^{*}(t)\). In other words, the exponentially dominant contribution to \(B(t)\) comes from branches carrying \(2+\mathrm{p}-\mathrm{SAT}\) instances with parameters \(p^{*}(t), \alpha^{*}(t)\), that is clause densities \(c_{2}^{*}(t)=\alpha^{*}(t)\left(1-p^{*}(t)\right)\), \(c_{3}^{*}(t)=\alpha^{*}(t) p^{*}(t)\). Along the tree trajectory, \(\omega^{*}(t)\) grows thus from 0 , on the right vertical axis, up to some halting time \(t_{h}\), at which dominant branches almost surely get hit by con-
tradictions. \(\omega_{T H E}=\omega^{*}\left(t_{h}\right)\) is our theoretical prediction for the logarithm of the complexity (divided by \(N)^{7}\).

The hyperbolic line in Figure 8.3 indicates the halt points, where contradictions prevent dominant branches from further growing [13]. To obtain this curve, we calculate the probability \(\bar{\mu}^{*}(t) \equiv \bar{\mu}\left(C_{1}=0 \mid c_{2}^{*}(t), c_{3}^{*}(t), t\right)\) that a split occurs when a variable is assigned by DPLL,
\[
\begin{equation*}
\bar{\mu}^{*}(t)=\exp \left(\frac{\partial \varphi}{\partial t}(0,0 ; t)\right)-1 \tag{8.39}
\end{equation*}
\]
from (8.30) with \(y_{1}=-\infty, y_{2}=y_{3}=0\) and (8.31) with \(y_{1}=y_{2}=y_{3}=0\), respectively. The probability of split vanishes, and unit-clauses accumulate until a contradiction is obtained, when the tree stops growing,
\[
\begin{equation*}
\bar{\mu}^{*}(t)=0 \rightarrow \frac{\partial \varphi}{\partial t}(0,0 ; t)=\frac{\partial \omega}{\partial t}\left(c_{2}^{*}(t), c_{3}^{*}(t) ; t\right)=0 \tag{8.40}
\end{equation*}
\]

From PDEs (8.33) or (8.37), this halting condition corresponds to crossing of
\[
\begin{equation*}
\alpha=\left(\frac{3+\sqrt{5}}{2}\right) \ln \left[\frac{1+\sqrt{5}}{2}\right] \frac{1}{1-p} \tag{8.41}
\end{equation*}
\]

Notice that the halt line in the UNSAT phase differs from the halt line \(\alpha=1 /(1-p)\) calculated in Section 8.2.4 in the absence of backtracking.

Equation (8.37) is a first-order \(\mathrm{PDE}^{8}\) and can be solved using the characteristics method [35]. The idea is to describe the surface \(\omega\left(c_{2}, c_{3} ; t\right)\) as the union of curves, representing the evolution of a 'particle' in a 3-dimensional space with coordinates \(c_{2}(t), c_{3}(t), \omega(t)\). Denoting by \(p_{j}(t)\) the partial derivative \(\partial \omega / \partial c_{j}\left(c_{2}(t), c_{3}(t) ; t\right)(j=2,3)\), we write the conditions fulfilled by the particle to sit on the surface at any time as a set of five first-order ordinary coupled differential equations,
\[
\begin{align*}
\frac{d p_{j}}{d t}(t) & =-\frac{\partial H}{\partial c_{j}}\left[c_{2}(t), c_{3}(t),-p_{2}(t),-p_{3}(t), t\right], \quad(j=2,3) \\
\frac{d c_{j}}{d t}(t) & =\frac{\partial H}{\partial p_{j}}\left[c_{2}(t), c_{3}(t),-p_{2}(t),-p_{3}(t), t\right], \quad(j=2,3) \\
\frac{d \omega}{d t}(t) & =H\left[c_{2}(t), c_{3}(t),-p_{2}(t),-p_{3}(t), t\right]+\sum_{j=2,3} p_{j}(t) \frac{d c_{j}}{d t}(t) \tag{8.42}
\end{align*}
\]

Assume now that we focus on dominant branches only, and want to calculate the coordinates \(c_{2}^{*}, c_{3}^{*}, \omega^{*}\) of the top of the surface as a function of time, say \(t^{\prime}\), positive and smaller than the halt time. To do this, we need to solve (8.42) for \(0<t<t^{\prime}\) with boundary conditions,
\[
\begin{equation*}
c_{2}(0)=0, \quad c_{3}(0)=\alpha_{0}, \quad \omega(0)=0 \tag{8.43}
\end{equation*}
\]

\footnotetext{
\({ }^{7}\) Notice that we have to divide the theoretical value by \(\ln 2\) to match the definition used for numerical experiments; this is done in Table 8.1.
\({ }^{8}\) This statement is correct in the large-size limit only. Finite-size corrections would introduce second-derivative terms with \(1 / N\) multiplicative coefficients. See [29] for a similar situation.
}
which expresses that all trajectories describe resolution of a 3-SAT instance with ratio \(\alpha_{0}\), and
\[
\begin{equation*}
p_{2}\left(t^{\prime}\right)=p_{3}\left(t^{\prime}\right)=0 \tag{8.44}
\end{equation*}
\]
to match the end of the trajectory with the top of the surface \(\omega\) at time \(t^{\prime}\). Numerical resolution of equations (8.42) with boundary conditions \((8.43,8.44)\) is shown in Figure 8.10. Clause densities \(c_{2}, c_{3}\) keep positive at any time as expected. The parametric plot of the final coordinates, \(p^{*}\left(t^{\prime}\right), \alpha^{*}\left(t^{\prime}\right)\), as a function of \(t^{\prime}\) defines the tree trajectories on Figure 8.3. Values of \(\omega\) obtained for various initial ratios \(\alpha_{0}\) are listed in Table 8.1, and compared to the linearization approximation developed in [13].

We have plotted the surface \(\omega\) at different times, with the results shown in Figure 8.9 for \(\alpha_{0}=10\). Values of \(\omega_{T H E}\), obtained for \(4.3<\alpha<20\) by solving (8.37) compare very well with the numerical results (Table 8.1). Although our calculation is not rigorous, it provides a very good quantitative estimate of the complexity. It is therefore expected that our dynamical annealing approximation is quantitatively accurate. It is a reasonable conjecture that it becomes exact at large ratios \(\alpha_{0}\), where PDE (8.33) can be exactly solved.


Figure 8.10: Clause densities \(c_{2}(t), c_{3}(t)\), logarithm \(\omega(t)\) of the number of branches, local derivatives \(p_{2}(t), p_{3}(t)\) as a function of time \(t\) for the characteristic curve reaching the top surface at halt time \(t_{h} \simeq 0.299\) corresponding to ratio \(\alpha_{0}=4.3\). Left axis scale corresponds to \(c_{2}, c_{3}\) and \(p_{2} \times 10, p_{3} \times 100\); right axis scale shows values of \(\omega\). Boundary conditions \((8.43,8.44)\) can be seen from the curves. The vanishing of the derivative of \(\omega\) at \(t=t_{h}\) stems from the halt condition (8.40).

\subsection*{8.3.4.1 Asymptotic Equivalent of \(\boldsymbol{\omega}\) for Large Ratios}

Resolution of PDE (8.37) in the large ratio \(\alpha_{0}\) limit gives (for the GUC heuristic),
\[
\begin{equation*}
\omega_{T H E}\left(\alpha_{0}\right) \asymp \frac{3+\sqrt{5}}{6 \ln 2}\left[\ln \left(\frac{1+\sqrt{5}}{2}\right)\right]^{2} \frac{1}{\alpha_{0}} \tag{8.45}
\end{equation*}
\]

This result exhibits the \(1 / \alpha_{0}\) scaling proven by [7], and is conjectured to be exact. As \(\alpha_{0}\) increases, search trees become smaller and smaller, and correlations between branches, weaker and weaker, making dynamical annealing increasingly accurate.

\subsection*{8.4 Hard SAT Phase: Average Case and Fluctuations}

\subsection*{8.4.1 Mixed Branch and Tree Trajectories}

The main interest of the trajectory framework proposed in this paper is best seen in the upper SAT phase, that is, for ratios \(\alpha_{0}\) ranging from \(\alpha_{L}\) to \(\alpha_{C}\). This intermediate region juxtaposes branch and tree behaviors [14], see search tree in Figures 8.1(C) and 8.11.

The branch trajectory, started from the point \(\left(p=1, \alpha_{0}\right)\) corresponding to the initial 3SAT instance, hits the critical line \(\alpha_{c}(p)\) at some point G with coordinates ( \(p_{G}, \alpha_{G}\) ) after \(N t_{G}\) variables have been assigned by DPLL, see Figure 8.12. The algorithm then enters the UNSAT phase and, with high probability, generates a \(2+\) p-SAT instance with no solution. A dense subtree, that DPLL has to go through entirely, forms beyond G up until the halt line (left subtree in Figure 8.11). The size of this subtree can be analytically predicted from the theory exposed in Section 8.3. All calculations are identical, except initial condition (8.36) which has to be changed into
\[
\begin{equation*}
\varphi\left(y_{2}, y_{3}, t=0\right)=\alpha_{G}\left(1-p_{G}\right) y_{2}+\alpha_{G} p_{G} y_{3} . \tag{8.46}
\end{equation*}
\]

As a result we obtain the size \(2^{N_{G} \omega_{G}}\) of the unsatisfiable subtree to be backtracked (leftmost subtree in Figure 8.11). \(N_{G}=N\left(1-t_{G}\right)\) denotes the number of undetermined variables at point \(G\).
\(G\) is the highest backtracking node in the tree (Figures 8.1(C) and 8.11) reached by DPLL, since nodes above G are located in the SAT phase and carry \(2+\mathrm{p}\)-SAT instances with solutions. DPLL will eventually reach a solution. The corresponding branch (rightmost path in Figure \(8.1(\mathrm{C})\) ) is highly non-typical and does not contribute to the complexity, since almost all branches in the search tree are described by the tree trajectory issued from G (Figures \(8.3,8.12\) ). We expect that the computational effort DPLL requires to find a solution will, to exponential order in \(N\), be given by the size of the left unsatisfiable subtree of Figure 8.11. In other words, massive backtracking will certainly be present in the right subtree (the one leading to the solution), and no significant statistical difference is expected between both subtrees.

We have experimentally checked this scenario for \(\alpha_{0}=3.5\). The average coordinates of the highest backtracking node, \(\left(p_{G} \simeq 0.78, \alpha_{G} \simeq 3.02\right)\), coincide with the computed intersection of the single branch trajectory (Section 8.2.2) and the estimated critical line \(\alpha_{c}(p)\) [13]. As for complexity, experimental measures of \(\omega\) from 3-SAT instances at \(\alpha_{0}=3.5\), and of \(\omega_{G}\) from \(2+0.78\)-SAT instances at \(\alpha_{G}=3.02\), obey the expected identity
\[
\begin{equation*}
\omega_{T H E}=\omega_{G} \times\left(1-t_{G}\right), \tag{8.47}
\end{equation*}
\]
and are in very good agreement with theory (Table 8.1). Therefore, the structure of search trees corresponding to instances of 3-SAT in the upper SAT regime reflects the existence of a critical line for \(2+\mathrm{p}\)-SAT instances. The exponential scaling of the complexity \((\omega>0)\) in this upper SAT regime was recently rigorously established [3].


Figure 8.11: Detailed structure of the search tree in the upper SAT phase ( \(\alpha_{L}<\alpha<\alpha_{C}\) ). DPLL starts with a satisfiable 3 -SAT instance and transforms it into a sequence of \(2+\mathrm{p}-\) SAT instances. The leftmost branch in the tree symbolizes the first descent made by DPLL. Above node \(G_{0}\), instances are satisfiable while below \(G_{1}\), instances have no solutions. A grey triangle accounts for the (exponentially) large refutation subtree that DPLL has to go through before backtracking above \(G_{1}\) and reaching \(G_{0}\). By definition, the highest node reached back by DPLL is \(G_{0}\). Further backtracking, below \(G_{0}\), will be necessary but a solution will be eventually found (right subtree), see Figure 8.1(C).

\subsection*{8.4.2 Distribution of Running Times}

While in the upper SAT phase, search trees almost always look like Figure 8.1(B), they may sometimes consist of a single branch (Figure 8.1(A)). Figure 8.13 shows the normalized histogram of the logarithm \(\omega\) of the solving times of instances with ratio \(\alpha_{0}=3.5\) and various sizes \(N[14,31,43]\). The histogram is made of a narrow peak (left side) followed by a wider bump (right side). As \(N\) grows, the right peak acquires more and more weight, while the left peak progressively disappears. The abscissa of the center of the right peak reaches a finite value \(\omega^{*} \simeq 0.035\) as \(N \rightarrow \infty\). This right peaks thus corresponds to the core of exponentially hard resolutions: with high probability resolutions of instances requiring a time scaling as \(2^{N \omega^{*}}\) as the size of the instance gets larger and larger, in agreement with Section 8.4.1.

On the contrary, the location of the maximum of the left peak vanishes as \(\log _{2}(N) / N\) when the size \(N\) increases, indicating that the left peak accounts for polynomial (linear) resolutions. We have thus replotted the data shown in Figure 8.13, changing the scale of the horizontal axis \(\omega=\log _{2}(Q) / N\) into \(Q / N\). Results are shown in Figure 8.14. We have lim-


Figure 8.12: Phase diagram of \(2+\mathrm{p}-\) SAT and dynamical trajectories of DPLL for satisfiable instances. See caption of Figure 8.3 for definitions of critical lines and and trajectories. When the initial ratio lies in the \(\alpha_{L}<\alpha_{0}<\alpha_{C}\) range, with high probability, a contradiction arises before the trajectory crosses the dotted curve \(\alpha=1 /(1-p)\) (point \(\mathbf{D}\) ). Through extensive backtracking, DPLL later reaches back to the highest backtracking node in the search tree \((G)\) and finds a solution at the end of a new descending branch, see Figure 8.1(B). With exponentially small probability, the trajectory (dot-dashed curve, full arrow) is able to cross the "dangerous" region where contradictions are likely to occur; it then exits from this contradictory region (point \(D^{\prime}\) ) and ends up with a solution (lowest dashed curve, open arrow).
ited ourselves to \(Q / N<1\), as the range of interest for analyzing the left peak of Figure 8.13. The maximum of the distribution is located at \(Q / N \simeq 0.2-0.25\), with weak dependence upon \(N\). The cumulative probability \(P_{\text {lin }}\) to have a complexity \(Q\) less than, or equal to \(N\), i.e., the integral of Figure 8.14 over \(0<Q / N<1\), decreases very quickly with \(N\). We find an exponential decrease, \(P_{\text {lin }}=2^{-N \zeta}\), see inset of Figure 8.14. The rate \(\zeta \simeq 0.011 \pm 0.001\) is determined from the slope of the logarithm of the probability shown in the inset.

The existence of rare but fast resolutions suggests the use of a systematic restart heuristic to speed up resolution [28]: if a solution is not found before \(N\) splits, DPLL is stopped and launched again after some random permutations of the variables and clauses. Intuitively, the expected number of restarts necessary to find a solution should indeed be equal to the inverse of the weight of the linear complexity peak in Figure 8.13, with a resulting total complexity scaling as \(N 2^{0.011 N}\), and much smaller than the one-run complexity \(2^{0.035 N}\) of DPLL. We check the above reasoning by measuring the number \(N_{\text {rest }}\) of restarts performed before a solution is finally reached with the restart heuristic, and averaging \(\log _{2}\left(N_{\text {res }}\right)\) over a large number of random instances. Results are reports in the inset of Figure 8.14. The typical number \(N_{\text {rest }}=2^{N \bar{\zeta}}\) of required restarts clearly grows exponentially as a function of the size \(N\) with a rate \(\bar{\zeta}=0.012 \pm 0.001\). Within the accuracy of the experiments, \(\zeta\) and \(\bar{\zeta}\) coincide as expected.


Figure 8.13: Probability distribution of the logarithm \(\omega\) of the complexity (base 2, and divided by \(N\) ) for \(\alpha=3.5\) and for different sizes \(N\). Histograms are normalized to unity and obtained from \(400000(N=100), 50000(N=200), 20000(N=300)\), and \(5000(N=400)\) samples.

Experiments provide intuition about runs that are able to find a solution without backtracking. These are typically runs in which, although the 2-SAT subformula is supercritical \((\alpha>1 /(1-p))\) and many \((O(N))\) unitary clauses are present, no pair of these unitary clauses is contradictory (Figure 8.12). Such a "miracle" occurs with an exponentially small probability as calculated in Section 8.4.3.

This statement is supported by the analysis of the number of unit-clauses generated during easy resolutions. We have measured the maximal number \(\left(C_{1}\right)_{\max }\) of unit-clauses generated along the last branch in the tree, leading to the solution \(S\) (Figure 8.1(B)). We found that \(\left(C_{1}\right)_{\max }\) scales linearly with \(N\) with an extrapolated ratio \(\left(C_{1}\right)_{\max } / N \simeq 0.022\) for \(\alpha=3.5\). This linear scaling of the number of unit-clauses is an additional proof of the trajectory entering the "dangerous" region \(\alpha>1 /(1-p)\) of the phase diagram where unit-clauses accumulate. In the presence of a \(O(N)\) number of 1-clauses, the probability of survival of the branch (absence of contradictory literals among the unit-clauses) will be exponentially small in \(N\), in agreement with the scaling of the left peak weight in Figure 8.13.

\subsection*{8.4.3 Large Deviation Analysis of the First Branch in the Tree}

We give, in the following, a lower bound to the probability that DPLL finds a solution without ever backtracking. Due to the absence of backtracking, the same probabilistic setting as in Section 8.2 may be applied: the search heuristic defines a Markov chain for the evolution of subformulas as more and more variables are set. The major difference is that we are now considering initial densities above \(\alpha_{L}\), which means that the probability of the events we


Figure 8.14: Probability distributions of the complexity \(Q\) (divided by the size \(N\) ) for sizes \(N=100\) (full line), \(N=200\) (dashed line), \(N=300\) (dotted line), \(N=400\) (dashed-dotted line). Distributions are not shown for complexities larger than \(N\). Inset: Minus logarithm of the cumulative probability of complexities smaller or equal to \(N\) as a function of \(N\), for sizes ranging from 100 to 400 (full line); logarithm of the number of restarts necessary to find a solution for sizes ranging from 100 to 1000 (dotted line). Slopes are equal to \(\zeta=0.0011\) and \(\bar{\zeta}=0.00115\) respectively.
look for are exponentially small (in the number \(N\) of variables). In other words, rather than considering the mean resolution trajectory (which unavoidably leads to a contradiction and backtracking), we need to look at large deviations from this trajectory. Notice that, though we focus on a specific algorithm, namely GUC, our approach and the spirit of our results should hold for other heuristics.

The probability \(\bar{B}(\vec{C} ; T)\) that the first branch of the tree carries an instance with \(C_{j} j\) clauses \((j=1,2,3)\) after \(T\) variables have been assigned (and no contradiction has occurred) obeys the Markovian evolution equation (8.22). The entries of the transition matrix \(\bar{H}\) are given (for the GUC heuristic) by (8.23) where \(\delta_{C_{1}-w_{1}}+\delta_{C_{1}-w_{1}+1}\) replaced with \(\delta_{C_{1}-w_{1}+1}\) in the last line.

The generating function \(G\) associated to probability \(\bar{B}\) (8.24) obeys equation (8.25) with \(\left(e^{y_{1}}+1\right)\) replaced with 1, and \(\gamma_{1}(\vec{y})\) in Eqn. (8.26) changed into
\[
\begin{equation*}
\gamma_{1}(\mathbf{y})=y_{1}+\ln \left[1+\frac{1}{N-T}\left(\frac{e^{-y_{1}}}{2}-1\right)\right] . \tag{8.48}
\end{equation*}
\]

We now present the partial differential equations (PDE) obeyed by \(\varphi\). Two cases must be distinguished: the number \(C_{1}\) of unit-clauses may be bounded ( \(C_{1}=O(1), c_{1}=o(1)\) ), or of the order of the instance size \(\left(C_{1}=\Theta(N), c_{1}=\Theta(1)\right)\).

\subsection*{8.4.3.1 \(C_{1}=O(1)\) : A Large Deviation Analysis Around Frieze and Suen's Result}

When DPLL starts running on a 3-SAT instance, very few unit-clauses are generated and splittings occur frequently. In other words, the probability that \(C_{1}=0\) is strictly positive when \(N\) becomes large. Consequently, both terms on the right-hand side of (8.25) are of the same order, and we make the hypothesis that \(\varphi\) does not depend on \(y_{1}: \varphi\left(y_{1}, y_{2}, y_{3} ; t\right)=\varphi\left(y_{2}, y_{3} ; t\right)\). This hypothesis simply expresses that \(c_{1}=\partial \varphi / \partial y_{1}\) identically vanishes. Inserting expression (8.27) into the evolution equation (8.25), we find \({ }^{9}\)
\[
\begin{equation*}
\frac{\partial \varphi}{\partial t}=-y_{2}+2 g\left(y_{2}, y_{2} ; t\right) \frac{\partial \varphi}{\partial y_{2}}+3 g\left(y_{2}, y_{3} ; t\right) \frac{\partial \varphi}{\partial y_{3}} \tag{8.49}
\end{equation*}
\]
where function \(g\) is defined
\[
\begin{equation*}
g(u, v ; t)=\frac{1}{1-t}\left(\frac{e^{-v}}{2}\left(1+e^{u}\right)-1\right) \tag{8.50}
\end{equation*}
\]
\(\operatorname{PDE}\) (8.49) together with initial condition \(\varphi(\mathbf{y} ; t=0)=\alpha_{0} y_{3}\) (where \(\alpha_{0}\) is the ratio of clauses per variable of the 3-SAT instance) can be solved exactly with the resulting expression,
\[
\begin{align*}
\varphi\left(y_{2}, y_{3} ; t\right) & =\alpha_{0} \ln \left[1+(1-t)^{3}\left(e^{y_{3}}-\frac{3}{4} e^{y_{2}}-\frac{1}{4}\right)+\frac{3(1-t)}{4}\left(e^{y_{2}}-1\right)\right] \\
& +(1-t) y_{2} e^{y_{2}}+(1-t)\left(e^{y_{2}}-1\right) \ln (1-t) \\
& -\left(e^{y_{2}}+t-t e^{y_{2}}\right) \ln \left(e^{y_{2}}+t-t e^{y_{2}}\right) \tag{8.51}
\end{align*}
\]

Chao and Franco, and Frieze and Suen's analysis of the GUC heuristic may be recovered when \(y_{2}=y_{3}=0\) as expected. It is an easy check that \(\varphi\left(y_{2}=0, y_{3}=0 ; t\right)=0\), i.e., the probability of survival of the branch is not exponentially small in \(N\) [24], and that the derivatives \(c_{2}(t), c_{3}(t)\) of \(\varphi\left(y_{2}, y_{3} ; t\right)\) with respect to \(y_{2}\) and \(y_{3}\) coincide with the solutions of (8.4).

In addition, (8.51) also provides a complete description of rare deviations of the resolution trajectory from its highly probable locus shown in Figure 8.3. As a simple numerical example, consider DPLL acting on a 3-SAT instance of ratio \(\alpha_{0}=3.5\). Once, e.g., \(t=20 \%\) of variables have been assigned, the densities of 2 - and 3 -clauses are with high probability equal to \(c_{2} \simeq\) 0.577 and \(c_{3} \simeq 1.792\) respectively. Expression (8.51) gives access to the exponentially small probabilities that \(c_{2}\) and \(c_{3}\) differ from their most probable values. For instance, choosing \(y_{2}=-0.1, y_{3}=0.05\), we find from (8.51) and (8.28) that there is a probability \(e^{-0.00567 N}\) that \(c_{2}=0.504\) and \(c_{3}=1.873\) for the same fraction \(t=0.2\) of eliminated variables. By scanning all the values of \(y_{2}, y_{3}\) we can obtain a complete description of large deviations from Frieze and Suen's result \({ }^{10}\).

The assumption \(C_{1}=O(1)\) breaks down for the most probable trajectory at some fraction \(t_{D}\), e.g., \(t_{D} \simeq 0.308\) for \(\alpha_{0}=3.5\) at which the trajectory hits point \(D\) on Figure 8.12. Beyond

\footnotetext{
\({ }^{9} \mathrm{PDE}\) (8.49) is correct in the major part of the \(y_{1}, y_{2}, y_{3}\) space and, in particular, in the vicinity of \(\mathbf{y}=\mathbf{0}\) which we focus on in this paper. It has, however, to be to modified in a small region of the \(y_{1}, y_{2}, y_{3}\) space; a complete analysis of this case is not reported here but may be easily reconstructed along the lines of Appendix A in [13].
\({ }^{10}\) Though we are not concerned here with sub-exponential (in \(N\) ) corrections to probabilities, we mention that it is possible to calculate the probability of split, \(\bar{\mu}\left(C_{1}=0\right)\), extending the calculation of Section 8.2.4 to \(\mathbf{y} \neq \mathbf{0}\).
}
\(D\), 1-clauses accumulate and the probability of survival of the first branch is exponentially small in \(N\).

\subsection*{8.4.3.2 Case \(C_{1}=O(N)\) : Passing Through the "Dangerous" Region}

When the number of unit-clauses becomes of the order of \(N\), variables are almost surely assigned through unit-propagation. The first term on the right-hand side of equation (8.25) is now exponentially dominant with respect to the second one. The density of 1-clauses is strictly positive, and \(\varphi\) depends on \(y_{1}\). We then obtain the following PDE,
\[
\begin{equation*}
\frac{\partial \varphi}{\partial t}=-y_{1}+g\left(-\infty, y_{1} ; t\right) \frac{\partial \varphi}{\partial y_{1}}+2 g\left(y_{1}, y_{2} ; t\right) \frac{\partial \varphi}{\partial y_{2}}+3 g\left(y_{2}, y_{3} ; t\right) \frac{\partial \varphi}{\partial y_{3}} \tag{8.52}
\end{equation*}
\]
with \(g(u, v ; t)\) given by (8.50). When \(y_{1}=y_{2}=y_{3}=0\), (8.52) simplifies to
\[
\begin{equation*}
\frac{d z}{d t}(t)=-\frac{c_{1}(t)}{2(1-t)} \tag{8.53}
\end{equation*}
\]
where \(c_{1}(t)\) is the most probable value of the density of unit-clauses, and \(z(t)\) is the logarithm of the probability that the branch has not encountered any contradiction (divided by \(N\) ). The interpretation of (8.53) is transparent. Each time a literal is assigned through unit-propagation, there is a probability \((1-1 / 2 /(N-T))^{C_{1}-1} \simeq e^{-c_{1} / 2 /(1-t)}\) that no contradiction occurs. The right-hand side of (8.53) thus corresponds to the rate of decay of \(z\) with "time" \(t\).

PDE (8.52) can be solved numerically [14], with results as shown in Figure 8.15. The calculated values of \(\zeta \simeq 0.01,\left(c_{1}\right)_{\max } \simeq 0.022\) and \(\gamma \simeq 0.21\) are in very good agreement with numerical experiments (Section 8.4.2). This agreement extends over the whole range \(\alpha_{L} \leq \alpha_{0} \leq \alpha_{C}\) [14].

\subsection*{8.4.3.3 More on Restarts and Cut-off}

This study suggests that the cut-off time, at which the search is halted and restarted, need not be precisely tuned but is simply given by the size of the instance. This conclusion could be generic and apply to other combinatorial decision problems and other heuristics. More precisely, if a combinatorial problem admits some efficient (polynomial) search heuristic for some values of control parameter (e.g., the ratio \(\alpha\) here, or the average adjacency degree for the coloring problem of random graphs), there might be an exponentially small probability that the heuristic is still successful (in polynomial time) in the range of parameters where resolution almost surely requires massive backtracking and exponential effort. When the decay rate of the polynomial time resolution probability \(\zeta\) is smaller than the growth rate \(\omega\) of the typical exponential resolution time, restart procedures with a cut-off in the search equal to a polynomial of the instance size will lead to an exponential speed-up of resolutions.

In principle, one could not rule out the existence of even luckier runs than linear ones. For instance, there could exist exponentially long (complexity \(2^{\omega^{\prime} N}\) with \(0<\omega^{\prime}<\omega\) ) and rare (probability \(2^{-\zeta^{\prime} N}\) with \(0<\zeta^{\prime}<\zeta\) ) runs with \(\omega^{\prime}+\zeta^{\prime}<\zeta\). If so, \(2^{\omega^{\prime} N}\) would be a better cut-off for restart than \(N\). A recent analysis of the distribution of exponentially long resolutions indicates this is not so for the problem of the vertex covering of random graphs, and that the optimal cut-off for restarts is indeed the instance size itself [39].


Figure 8.15: Density \(c_{1}\) of unitary clauses (full line) and logarithm \(z(8.53)\) of the probability of the absence of contradiction (dashed line) along the first search branch as a function of time \(t\) (fraction of assigned variables) for an initial ratio \(\alpha=3.5\). The density of unit clauses is positive between points D and \(\mathrm{D}^{\prime}\) along the branch trajectory of Figure 8.12 ; \(z\) is null before the trajectory reaches D , and constant and equal to the exponent \(\zeta\) beyond \(\mathrm{D}^{\prime}\).

\subsection*{8.5 The Random Graph Coloring Problem}

In this section we apply the approach described above for random SAT to random COL. More precisely, we analyze the performances of a complete DPLL algorithm capable of determining whether a given graph is 3 -colorable or not [20]. The algorithm is based on a combination of a coloring heuristic, 3-GREEDY-LIST (3-GL), and of backtracking steps. We first present the algorithm and then analyze the dynamics of its resolution time.

\subsection*{8.5.1 Description of DPLL Algorithm for Coloring}

The action of the coloring procedure is described as follows:
- Necessary Information: while running, the algorithm maintains for each uncolored vertices, a list of available colors, which consists of all the colors that can be assigned to this vertex, given the colors already assigned to surrounding vertices.
- Coloring Order: the order in which the vertices are colored, is such that the most constrained vertices, i.e., with the least number of available colors, are colored first. At each time step, a vertex is chosen among the most constrained vertices, and its color is selected from the list of its available colors. Both choices are done according to some heuristic rule, which can be unbiased (no preference is made between colors), or biased (following a hierarchy between colors), see next section.
- List Updating: to ensure that no adjacent vertices have the same color, whenever a vertex is assigned a color, this color is removed from the lists (if present) which are attached to each of the uncolored neighbors.
- Contradictions and Backtracking: a contradiction occurs as soon as one of the lists becomes empty. Then, the algorithm backtracks to the most recently chosen vertex, which has more than one available color (the closest node in the search tree - see definition below).
- Termination Condition: the algorithm stops when all vertices are colored, or when all coloring possibilities have been tried.
A search tree can describe the action of the algorithm as for the SAT problem. A node in the tree represents a vertex chosen by the algorithm, which has more than one color in its available-colors list. An edge which comes out of a node, corresponds to a possible color of the chosen vertex. A leaf is either a solution \((S)\) or a contradiction (denoted by \(C\) ), see Figure 8.1.

\subsection*{8.5.2 Coloring in the Absence of Backtracking}

Let us call the 3-GL heuristic the incomplete version of the above algorithm, obtained when the algorithm stops if a coloring is found (and outputs "Colorable"), or just after the first contradiction, instead of backtracking (and outputs "Don't know if colorable or not"). In contrast to the 3-GL algorithm with backtracking, the 3-GL heuristic is not able to prove the absence of a solution, and is amenable to rigorous analysis [5, 6].

In the simplest case, vertices and colors are chosen purely randomly without any bias between colors (Coloring Order step described above). This "symmetric" 3-GL heuristic verifies two key properties on which our analysis relies. The first one is a statistical invariance called the R-property. Throughout the execution of the algorithm, the uncolored part of the graph is distributed as \(G((1-t) N, p)\) where \(t\) is the number of colored vertices divided by \(N\). The second property is color symmetry. The search heuristic is symmetric with respect to the different colors, and the initial conditions are symmetric as well. Hence, the evolution of the algorithm can be exactly monitored by tracking of the three numbers \(N_{j}(T)\) of \(j\)-color nodes ( \(j=1,2,3\) ) only, without distinction between the colors available to each of these nodes.

The analysis of the evolution of these numbers in the course of the coloring was carried out by Achlioptas and Molloy [6]. In a way very similar to Figure 8.4 and due to the R-property, the average flows of vertices, \(w_{2}(T)\) from \(N_{3}(T)\) to \(N_{2}(T)\), and \(w_{1}(T)\) from \(N_{2}(T)\) to \(N_{1}(T)\) are \(c N_{3}(T) / N\) and \(2 c N_{2}(T) /(3 N)\), respectively. Note that the last factor is due to the fact that \(2 / 3\) of the 2 -color nodes adjacent to the vertex just colored have the used color as one of their two available colors. Hence, the evolution equations for the three populations of vertices read,
\[
\begin{align*}
& N_{3}(T+1)=N_{3}(T)-w_{2}(T) \\
& N_{2}(T+1)=N_{2}(T)+w_{2}(T)-w_{1}(T)-\delta N_{1}(T), \\
& N_{1}(T+1)=N_{1}(T)+w_{1}(T)-\left(1-\delta N_{1}(T)\right) \tag{8.54}
\end{align*}
\]
where \(\delta N_{1}(T)=1\) if \(N_{1}(T)=0\) (a 2-color vertex is colored) and \(\delta N_{1}(T)=0\) if \(N_{1}(T) \neq 0\) (a 1-color vertex is colored). For \(c>1\), both \(N_{2}(T)\) and \(N_{3}(T)\) are extensive in \(N\), and can be written as
\[
\begin{equation*}
N_{i}(T)=n_{i}(T / N) N+o(N) \tag{8.55}
\end{equation*}
\]

The appearance of the reduced time, \(t=T / N\), means that population densities \(n_{i}(T / N)\) change by \(O(1)\) over \(O(N)\) time intervals. To avoid the appearance of contradictions, the number of 1 -color vertices must remain of \(O(1)\) throughout the execution of the algorithm. From queuing theory, this requires \(w_{1}(t)<1\), that is
\[
\begin{equation*}
\frac{2}{3} c n_{2}(t)<1 \tag{8.56}
\end{equation*}
\]
which means that 1-color nodes are created slowly enough to color them and do not accumulate. Thus, in the absence of backtracking, the evolution equations for the densities are
\[
\begin{equation*}
\frac{d n_{3}(t)}{d t}=-c n_{3}(t), \quad \frac{d n_{2}(t)}{d t}=c n_{3}(t)-1 \tag{8.57}
\end{equation*}
\]

The solution of these differential equations, with initial conditions \(n_{3}(0)=1, n_{2}(0)=0\), is \(n_{3}(t)=e^{-c t}, \quad n_{2}(t)=1-t-e^{-c t}\). Equations (8.57) were obtained under the assumption that \(n_{2}(t)>0\) and hold until \(t=t_{2}\) at which the density \(n_{2}\) of 2 -color nodes vanishes. For \(t>t_{2}, 2\)-color vertices no longer accumulate. They are colored as soon as they are created. 1 -color vertices are almost never created, and the vertices colored by the algorithm are either 2 -, or 3 -color vertices. Thus, when \(t_{2}<t<1, n_{2}(t)=0\), and \(n_{3}(t)=1-t\) decreases to zero. A proper coloring is found at \(t=1\), i.e., when all nodes have been colored.

These equations define the trajectory of the algorithm in phase space in the absence of contradictions, i.e., as long as condition (8.56) is fulfilled. The trajectory corresponding to \(c=3\) is plotted on Figure 8.16. For \(c<c_{L} \approx 3.847\), condition (8.56) is never violated, and the probability that the algorithm succeeds in finding an appropriate coloring without backtracking is positive. The complexity \(\gamma(c) N\) of the algorithm in the absence of backtracking is linear with \(N\), and equals the number of nodes in the single branch of the search tree.
\[
\begin{equation*}
\gamma(c)=1-\frac{2}{3} c \int_{0}^{t_{2}} d t n_{2}(t) \tag{8.58}
\end{equation*}
\]
where \(t_{2}>0\) is the first time (after \(t=0\) ) that \(n_{2}(t)\) becomes 0 .
For \(c>c_{L}\) condition (8.56) is violated at \(t=t_{d}(c)\) which depends on \(c\), and 1-color vertices start to accumulate. As a result, the probability for contradictions becomes large, and backtracking enters into play.

\subsection*{8.5.3 Coloring in the Presence of Massive Backtracking}

The analytical study of the complexity in the presence of backtracking is inspired by the analysis of the DPLL algorithm acting onto random 3-SAT (see Section 8.3). In the absence of solution, DPLL builds up a complete search tree before stopping. Obviously, the order in which the available colors of a vertex are tried does not affect the final shape of the tree. This allows us to study the evolution of the parallel (instead of sequential) growth process of the search tree (see Section 8.3.2 for detailed explanations).

As was pointed out before, due to color symmetry, the three-dimensional vector \(\vec{N}=\) \(\left(N_{1}, N_{2}, N_{3}\right)\) describes the state of a graph under the action of the algorithm. Denoting by


Figure 8.16: Trajectories of dominant search branches generated by DPLL in the uncolorable phase \(\left(c>c_{3} \simeq 4.7[18,41]\right)\) compared to a search trajectory in the easy colorable phase \(\left(c<c_{L} \simeq 3.85\right)\). Horizontal and vertical axes represent the densities \(n_{2}\) and \(n_{3}\) of 2 - and 3 -color nodes respectively. Trajectories are depicted by solid curves, and the arrows indicate the direction of motion (increasing depth of the search tree); they originate from the left top corner, with coordinates \(\left(n_{2}=0, n_{3}=1\right)\), since all nodes in the initial graph are 3 -color nodes. Dots at the end of the uncol trajectories \((c=7,10,20)\) symbolize the halt point at which condition \(n_{2}<3 \ln 2 / c\) ceases to be fulfilled, and the search tree stops growing. Note that as the initial connectivity increases, the trajectories halt at an earlier stage, implying the early appearance of contradictions as the problem becomes overconstrained (large connectivity values). The col trajectory (shown here for \(c=3\) ) represents the under-constrained region of the problem, where the very first search branch is able to find a proper coloring (bottom left corner with coordinates ( \(\left.n_{2}=0, n_{3}=0\right)\) ).
\(\bar{B}(\vec{N} ; T)\) the number of branches at time \(T\) with \(N_{i}(i=1,2,3) i\)-color vertices (the components of \(\vec{N}\) ), the growth process of the search tree can be described by the evolution of \(\tilde{B}(\vec{N} ; T)\) with time. Following the procedure exhibited in Section 8.3.2, we consider the evolution matrix
\[
\begin{align*}
& \overline{\mathbf{H}}\left(\vec{N}, \vec{N}^{\prime} ; T\right)=\sum_{w_{2}=0}^{N_{3}^{\prime}}\binom{N_{3}^{\prime}}{w_{2}}\left(\frac{c}{N}\right)^{w_{2}}\left(1-\frac{c}{N}\right)^{N_{3}} \delta_{N_{3}^{\prime}-N_{3}-w_{2}}\left\{\left\{\left(1-\delta_{N_{1}^{\prime}}\right)\right.\right. \\
& \sum_{w_{1}=0}^{N_{2}^{\prime}}\binom{N_{2}^{\prime}}{w_{1}}\left(\frac{2 c}{3 N}\right)^{w_{1}}\left(1-\frac{2 c}{3 N}\right)^{N_{2}^{\prime}-w_{1}} \delta_{N_{2}-N_{2}^{\prime}-\left(w_{2}-w_{1}\right)} \delta_{N_{1}-N_{1}^{\prime}-w_{1}+1}+ \\
& 2 \delta_{N_{1}^{\prime}} \sum_{w_{1}=0}^{N_{2}^{\prime}-1}\binom{N_{2}^{\prime}-1}{w_{1}}\left(\frac{2 c}{3 N}\right)^{w_{1}}\left(1-\frac{2 c}{3 N}\right)^{N_{2}^{\prime}-w_{1}-1} \delta_{N_{2}-N_{2}^{\prime}-\left(w_{2}-w_{1}-1\right)} \times \\
& \left.\delta_{N_{1}-N_{1}^{\prime}-w_{1}}\right\} \tag{8.59}
\end{align*}
\]
where \(\delta_{N}\) is the Kronecker delta function. The matrix describes the average number of branches with color vector \(\vec{N}\) coming out from one branch with color vector \(\vec{N}^{\prime}\), as a result of the coloring of one vertex at step \(T\). Note that (8.59) is written under the assumption that no 3 -color nodes are chosen by the algorithm throughout the growth process. This assumption is consistent with the resultant solution which shows that in the uncolorable (uncol) region, \(n_{2}(t)\), namely the number of 2-color vertices divided by \(N\), keeps positive for all \(t>0\).

The generating function \(G(\vec{y} ; T)\) of the number \(\bar{B}(\vec{N} ; T)\) of branches satisfies an evolution equation similar to (8.22),
\[
\begin{equation*}
G(\vec{y} ; T+1)=e^{-y_{1}} G(\vec{\gamma}(\vec{y}) ; T)+\left(2 e^{-y_{2}}-e^{-y_{1}}\right) G\left(-\infty, \gamma_{2}(\vec{y}), \gamma_{3}(\vec{y}) ; T\right) \tag{8.60}
\end{equation*}
\]
where
\[
\begin{align*}
\gamma_{1}(\vec{y}) & =y_{1} \\
\gamma_{2}(\vec{y}) & =y_{2}+\frac{2 c}{3 N}\left(e^{y_{1}-y_{2}}-1\right), \\
\gamma_{3}(\vec{y}) & =y_{3}+\frac{c}{N}\left(e^{y_{2}-y_{3}}-1\right) . \tag{8.61}
\end{align*}
\]

To solve (8.60), we make scaling hypotheses for \(\bar{B}\) and \(G\), similar to those made in Section 8.3.3. Namely,
\[
\begin{equation*}
\bar{B}(\vec{N} ; T)=e^{N \omega(\vec{n} ; t)+o(N)}, \quad G(\vec{y} ; T)=e^{N \varphi(\vec{y} ; t)+o(N)} \tag{8.62}
\end{equation*}
\]
where \(\omega(\vec{n} ; t)\) is the logarithm of the number of branches \(\bar{B}(\vec{N} ; T)\) divided by \(N\) and \(\vec{n}=\) \(\left(n_{1}, n_{2}, n_{3}\right)\). As in Section 8.3.3, \(\varphi\) is the Legendre transform of \(\omega\). At the initial stage of the tree building up, there is a single outgoing branch from the root node, carrying a fully uncolored graph. Thus, \(\bar{B}(\vec{N} ; T=0)=1\) if \(\vec{N}=(0,0, N), 0\) otherwise, and \(G(\vec{y}, T=\) \(0)=e^{N y_{3}}\). The initial condition for function \(\varphi\) is simply, \(\varphi(\vec{y} ; t=0)=y_{3}\). According to (8.55) both \(N_{2}(T)\) and \(N_{3}(T)\) are extensive in \(N\); hence \(n_{2}>0\) and \(n_{3}>0\). Conversely, as soon as \(N_{1}(T)\) becomes very large, contradictions are very likely to occur, and the growth process stops. Throughout the growth process, \(N_{1}=O(1)\) almost surely. Thus \(n_{1}=0\) with high probability, and \(\varphi\) does not depend upon \(y_{1}\). Independence of \(\varphi\) from \(y_{1}\) allows us to choose the latter at our convenience, that is, as a function of \(y_{2}, y_{3}, t\). Following the so-called kernel method [33], we see that equation (8.60) simplifies if \(y_{1}=y_{2}-\ln 2\). Then, from ansatz (8.62), we obtain the following partial differential equation (PDE),
\[
\begin{equation*}
\frac{\partial \varphi}{\partial t}\left(y_{2}, y_{3} ; t\right)=-y_{2}+\ln 2-\frac{c}{3} \frac{\partial \varphi}{\partial y_{2}}\left(y_{2}, y_{3} ; t\right)+c\left(e^{y_{2}-y_{3}}-1\right) \frac{\partial \varphi}{\partial y_{3}}\left(y_{2}, y_{3} ; t\right) \tag{8.63}
\end{equation*}
\]

This PDE can be interpreted as a description of the growth process of the search tree resulting from the algorithm operation. Through Legendre transformation, PDE (8.63) can be written as an evolution equation for the logarithm \(\omega\left(n_{2}, n_{3} ; t\right)\) of the average number of branches with densities \(n_{2}, n_{3}\) of 2-, 3-colors nodes as the depth \(t=T / N\) increases,
\[
\begin{equation*}
\frac{\partial \omega}{\partial t}=\frac{\partial \omega}{\partial n_{2}}+\ln 2-\frac{c}{3} n_{2}+c n_{3}\left[\exp \left(\frac{\partial \omega}{\partial n_{3}}-\frac{\partial \omega}{\partial n_{2}}\right)-1\right] \tag{8.64}
\end{equation*}
\]

The surface \(\omega\), growing with "time" \(t\) above the plane \(n_{2}, n_{3}\) describes the whole distribution of branches. Here, this distribution simplifies due to node conservation. The sum \(n_{2}+n_{3}\) of 2 - and 3-color node densities necessarily equals the fraction \(1-t\) of not-yet colored nodes. Therefore, \(\omega\) is a function of \(n_{3}\) and \(t\) only, whose expression is obtained through exact resolution of PDE (8.63) with the above initial condition,
\[
\begin{align*}
\omega\left(n_{3} ; t\right)= & \frac{c}{6} t\left(1-2 t-4 n_{3}\right)-n_{3} \ln n_{3}-\left(1-n_{3}\right) \ln \left(1-n_{3}\right)- \\
& \left(1-t-n_{3}\right) \ln 2+\left(1-n_{3}\right) \ln \left[3\left(1-e^{-2 t c / 3}\right)\right] \tag{8.65}
\end{align*}
\]

Figure 8.17 exhibits \(\omega\left(n_{3}, t\right)\) for \(c=10\).


Figure 8.17: Function \(\omega\) ( \(\log\) of number of branches with densities \(n_{2}=1-t-n_{3}, n_{3}\) of 2and 3 -color nodes at depth \(t\) in the search tree) as a function of \(n_{3}\) and \(t\) for \(c=10\). The top of the curve at given time \(t, \omega^{*}(t)\), is reached for the dominant branch 3-color density \(n_{3}^{*}(t)\). The evolution of \(\omega\) is shown until \(t=t_{h}\) at which dominant branches in the search tree stop growing (die from the onset of contradictions). The maximal \(\omega\) at \(t_{h}, \omega^{*}\left(t_{h}\right)\), is our theoretical prediction for the complexity.

The maximum over \(n_{2}, n_{3}\) of \(\omega\left(n_{2}, n_{3} ; t\right)\) at depth \(t\) in the tree
\[
\begin{equation*}
\omega^{*}(t)=\frac{c}{6} t^{2}-\frac{c}{3} t-(1-t) \ln 2+\ln \left[3-e^{-2 c t / 3}\right] \tag{8.66}
\end{equation*}
\]
is reached at \(n_{3}^{*}(t)=2 /\left(3 e^{2 c t / 3}-1\right), n_{2}^{*}(t)=1-t-n_{3}^{*}(t)\), and gives the logarithm of the average number of branches at depth \(t\) divided by \(N\) (see Section 8.3.4 and explanations there). Under the action of the 3 -GL algorithm, initially random 3 -coloring instances become random mixed 2 and 3-coloring instances, where nodes can have either 2 or 3 colors at their disposal. This phenomenon indicates that the action of the \(3-\mathrm{GL}\) algorithm on random 3 -coloring instances can be seen as an evolution in the \(n_{2}, n_{3}\) phase-space (Figure 8.16). Each point \(\left(n_{2}, n_{3}\right)\) in this space, represents a random mixed 2 and 3 -coloring instance, with an

Table 8.2: Analytical results and simulation results of the complexity \(\omega\) for different connectivities \(c\) in the uncol phase. The analytical values of \(\omega_{T H E}\) are derived from theory; \(\omega_{N O D}\) is obtained by measuring the average value of the search tree size.
\begin{tabular}{rcrr}
\hline\(c\) & \(\omega_{T H E}\) & & \(\omega_{N O D}\) \\
\hline 20 & \(2.886 \times 10^{-3}\) & \(3 \times 10^{-3} \pm\) & \(3 \times 10^{-4}\) \\
15 & \(5.255 \times 10^{-3}\) & \(5.8 \times 10^{-3} \pm\) & \(5 \times 10^{-4}\) \\
10 & \(1.311 \times 10^{-2}\) & \(1.5 \times 10^{-2} \pm\) & \(1 \times 10^{-3}\) \\
7 & \(2.135 \times 10^{-2}\) & \(3 . \times 10^{-2} \pm 3.6 \times 10^{-3}\) \\
\hline
\end{tabular}
average number \(\left(n_{2}+n_{3}\right) N\) of nodes, and a fraction \(n_{3} /\left(n_{2}+n_{3}\right)\) of 3-color nodes. Parametric plot of \(n_{2}^{*}(t), n_{3}^{*}(t)\) as a function of \(t\) represents the trajectories of dominant branches in Figure 8.16.

The halt condition, analogous to (8.41) for the DPLL algorithm, is \(n_{2}^{*}(t)=3 \ln 2 / c\). It defines the endpoints of the dominant branch trajectories in the \(n_{2}, n_{3}\) dynamical phase diagram of Figure 8.16. Call \(t_{h}\) the halt time at which the halt condition is fulfilled. The \(\operatorname{logarithm} \omega^{*}\left(t_{h}\right)\) of the number of dominant branches at \(t=t_{h}\), when divided by \(\ln 2\), yields our analytical estimate for the complexity of resolution, \(\ln Q / N\).

To check our theory, we have run numerical experiments to estimate \(\omega\), the logarithm of the median solving time, as a function of the initial graph degree \(c\). Table 8.2 presents results for \(\omega\) as a function of the connectivity \(c\) in the uncol phase as found from numerical experiments and from the above theory. Note the significant decrease in the complexity as the initial connectivity increases. Agreement between theory and numerics is good but deteriorates at small \(c\). However, the high computational complexity of the algorithm for small \(c\) values, does not allow us to obtain numerical results for large sizes \(N\), and affects the quality of the large \(N\) extrapolation of \(\omega\).

In the uncol region, as \(c\) increases, contradictions emerge in an earlier stage of the algorithm, the probability that the same vertex appears in different branches reduces, and the analytical prediction becomes exact. As a consequence of the early appearance of contradictions, the complexity \(\omega\) decreases with \(c\). At very large \(c\), we find
\[
\begin{equation*}
\omega(c) \asymp \frac{3 \ln 2}{2} \frac{1}{c^{2}} \simeq \frac{1.040}{c^{2}}, \tag{8.67}
\end{equation*}
\]
and therefore that the (logarithm of the) complexity exhibits a power law decay with exponent 2 as a function of connectivity \(c\).

\subsection*{8.6 Conclusions}

In this chapter, we have explained a procedure for understanding and quantifying the complexity pattern of the backtrack resolution of the random decision problem, for which input distributions depend on a few control parameters. Under the action of the backtracking algorithm, the inputs are modified and additional control parameters must be introduced to model their distribution. The main steps in our approach are:
1. Identify the space of parameters in which the dynamical evolution takes place; this space will be generally larger than the initial parameter space since the algorithm modifies the instance structure. While the distribution of 3-SAT instances is characterized by the clause per variable ratio \(\alpha\) only, another parameter \(p\) accounting for the emergence of 2 -clauses has to be considered.
2. Divide the parameter space into different regions (phases) depending on the output of the resolution, e.g., SAT/UNSAT phases for \(2+\) p-SAT.
3. Represent the action of the algorithm as trajectories in this phase diagram. Intersection of trajectories with the phase boundaries allow us to distinguish hard from easy regimes.

In addition, we have presented a quantitative study of the search tree growth, which allows us to accurately estimate the complexity of resolution in the presence of massive backtracking. From a mathematical point of view, it is worth noticing that monitoring the growth of the search tree requires a PDE, while ODEs are sufficient to account for the evolution of a single branch [2]. As shown in Section 8.4, the analysis of backtracking algorithms is not limited to the average-case complexity, but may also capture the distribution of resolution times [14,26].

Although the approach has been illustrated on the SAT and COL problems, it has already been applied to other decision problems, e.g., the vertex covering (VC) of random graphs [45]. In the VC problem, the parameter space is composed of the relative fraction of vertices which are allowed to be covered, \(x\), and the average connectivity \(c\) of the graph. Following the three aforementioned steps, a complexity pattern of a branch-and-bound algorithm was obtained, yielding a distinction between exponential and linear regimes of the algorithm. The emerging pattern of complexity is similar to those of the DPLL algorithm for SAT and COL. The bound introduced in [45], was proved to significantly reduce the time consumption of the algorithm in the exponential regime, underlying the possibility of analyzing not only pure backtracking algorithms but also their improved bound-including versions.

In the light of the success of our method in investigating the performance of the DPLL algorithm, other not-yet studied backtracking algorithms, as well as more complicated heuristics, are future possibilities for effective analysis using this method. However, from a mathematical point of view, it would be very interesting to have better control of the dynamical annealing approximation underlying the analysis of the search tree in the presence of massive backtracking. The relative technical simplicity of the analysis of DPLL for the random 3-COL problem with respect to random 3-SAT, makes 3-COL a promising candidate for future rigorous studies [16]. The growth partial differential equation, monitoring the evolution of the search tree, is simpler than its 3-SAT counterpart, a consequence of the conservation law expressing that the sum of the numbers of colored and uncolored nodes remains constant throughout the search. We hope that progress towards greater rigor will be made in the near future.
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\section*{Notes added in Proofs:}
- Section 8.2.4: the critical regime \(\alpha \simeq \alpha_{L}\) has been recently investigated (C. Deroulers, R. Monasson, Critical scaling of search heuristics and the unit-clause universality class, preprint (2004)). The probability that UC or GUC succeeds in finding a solution (without ever backtracking) scaled as \(\exp \left[-N^{1 / 6} \phi\left(\left(\alpha-\alpha_{L}\right) N^{1 / 3}\right)\right]\) where \(\phi\) can be explicitly expressed in terms of the Airy function.
- Section 8.4.3: the power law behaviour of the complexity \(\omega\) at large connectivities \(c\) depends on the number of colors ( \(Q=3\) throughout Section 8.5). It is conjectured that \(\omega\) decreases as \(c^{-(Q-1) /(Q-2)}\) (R. Monasson, On the analysis of backtrack procedures for the colouring of random graphs, preprint (2004)).
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\begin{abstract}
We provide an elementary introduction to a new class of iterative algorithm capable of dealing with the proliferation of metastable states in some hard optimization problems. Such algorithms can be viewed as a generalization of the message-passing algorithms used in errorcorrecting codes and are based on the single-sample implementation of the cavity equations in presence of multiple states.
\end{abstract}

\subsection*{9.1 Introduction}

Phase transitions in random Constraint Satisfaction Problems (CSP) and the associated onset of exponential regimes in search algorithms are at the root of the modern typical-case theory of computational complexity [16]. CSP deal with an ensemble of \(n\) discrete variables which have to satisfy \(m\) constraints, all at the same time. Each constraint can take different forms depending on the problem under study: well known examples are the K-Satisfiability ( K SAT) problem in which constraints are an 'OR' function of \(K\) variables in the ensemble (or their negations) and the Graph Q-coloring problem in which constraints simply enforce the condition that the endpoints of the edges in the graph must not have the same color (among the \(Q\) possible ones). Quite generally a generic CSP can be written as the problem of finding a zero-energy ground state of an appropriate energy function, and its analysis amounts to performing a zero-temperature statistical physics study.

Problems which are of central interest for their intrinsic hardness are those belonging to the so called NP-complete class [11,19]: by definition, the existence of an efficient algorithm for solving one of them, in its worst-case instances, would immediately lead to other algorithms for solving efficiently thousands of different hard combinatorial problems. During the last decade, much effort has been put into the study of random realizations of such hard CSP [12]. Numerical observations have shown that often NP-complete problems are easy to solve when generated at random or in real-world contexts. Running times of combinatorial algorithms display a huge variability and a theory for their typical behavior represents the natural complement to the worst-case analysis. Moreover, the connections between worst-case complexity and the average case one is the building block of modern cryptography: on the one hand the RSA system is based on factoring large integers, a problem which is believed to be hard on average. On the other hand, alternative cryptographic systems have recently been proposed which rely on a worst-case/average-case equivalence theorem of Ajtai [3,4] for some hidden vector problems in high-dimensional lattices. Roughly speaking, the theorem states
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Figure 9.1: Typical behavior of algorithms: for low \(\alpha\) most algorithms take linear time to find solutions. Next there appear transition points where the different algorithms start to behave exponentially. Finally below \(\alpha_{c}\left(\alpha \in\left[\alpha_{d}, \alpha_{c}\right]\right)\) there appears a clustering transition and local search algorithms get trapped in the exponentially more numerous states of non-zero energy. The SP algorithm still finds solution in polynomial time.
that the existence of a polynomial probabilistic algorithm for random instances would lead to an efficient algorithm also for the worst-case instances which in turn are known to be hard.

The study of the random realization of CSP is known as "typical-case complexity theory" \([6,12,16,21,25]\) and consists of specifying a probability measure over problem instances. Such a scenario perfectly fits within the framework of spin-glass theory and makes the tools of statistical physics of disordered systems a powerful instrument for the study of frustration effects in optimization problems [27,32,33].

Two main questions are in order [12]. The first is of algorithmic nature and asks for an algorithm which decides whether, for a given CSP instance, all the constraint can be simultaneously satisfied (in which case the problem is said to be SAT) or not (problem UNSAT). The second question is more theoretical and deals with large random instances, for which one wants to know the structure of the solution space and predict the typical behavior of classes of algorithms.

Numerical simulations have shown that a typical scenario arises in many hard random CSP (e.g. in K-SAT, Q-coloring [9, 29, 31]). First, a phase transition is found when the ratio \(\alpha=m / n\) (for \(n \rightarrow \infty\) ) of the number of random constraints to the number of variables is increased. For \(\alpha<\alpha_{c}\) the generic random problem is satisfiable (SAT), for \(\alpha>\alpha_{c}\) the generic problem is not satisfiable (UNSAT). Secondly, below \(\alpha_{c}\) there exist regions in which algorithms start to behave exponentially [14] (see Figure 9.1).

Very recently it has been shown [31] that the statistical physics approach known as the "cavity method" [28] (which is the generalization to disordered systems of the iterative method used to solve exactly the Bethe lattice Ising problem with non-trivial boundary conditions [5]) could be applied to the study of single realizations of random problem instances. Such an analysis has allowed to develop, in Ref. [31], a new class of combinatorial algorithms called

Survey Propagation (SP) which are able to solve efficiently hard instances of random CSP. Further improvements of SP have been given in Ref. [8] and applications to K-SAT, Graph Coloring and Hyper-Graph Bi-coloring can be found in Refs. [9,10,29,31]. The SP algorithms are a generalization of the so called message-passing or Belief Propagation (BP) algorithms used in error correcting codes [40].

The basic reason why an iterative procedure such as SP may provide optimal results, resides in the fact that the kind of CSP that are studied have a cost-energy function whose interactions lie on a diluted random graph (or hyper-graph). In such structures loops are indeed present and are the source of frustration. However, their typical length slowly diverges with \(n(\) as \(\log n)\), a fact which allows to neglect the effects of correlated fluctuations and to set up a closed set of iterative equations for the marginal probabilities of the variables. Such probabilities are defined over the set of degenerate clusters of optimal configurations, that is in a 1 -step replica symmetry-breaking phase [27].

In the following we shall briefly review the analytic results on the most studied random CSP problem, random K-SAT, and provide a reformulation of the SP algorithm for the random K-SAT problem in a general formalism which can be easily exported to other problems. The description of SP will be presented as a way of generalizing and improving the performance of the more traditional message-passing algorithms, such as BP , through a detailed comparison of the iterative equations. This will allow us to discuss how SP is capable of dealing with the appearance of clustering in the solution space of K-SAT. The decimation process which uses the information provided by the SP procedure to solve specific instances of random K-SAT completes the description of the algorithm.

\subsection*{9.2 Combinatorial Decision Problems, K-SAT and the Factor Graph Representation}

NP-complete combinatorial decision problems can be described as discrete models with energy functions bounded below (say by zero) for which one wants to find the optimal ground states. A very simply stated problem is K-SAT:

Given a vector of \(\{0,1\}\) Boolean variables \(\mathbf{x}=\left\{x_{i}\right\}_{i \in I}\) where \(I=\{1, \ldots, n\}\), consider a SAT formula defined by
\[
\mathcal{F}(\mathbf{x})=\bigwedge_{a \in A} C_{a}(\mathbf{x})
\]
where \(A\) is an arbitrary finite set (disjoint with \(I\) ) labeling the clauses \(C_{a} ; C_{a}(\mathbf{x})=\) \(\bigvee_{i \in I(a)} J_{a, i}\left(x_{i}\right)\); any literal \(J_{a, i}\left(x_{i}\right)\) is either \(x_{i}\) or \(\sim x_{i}\) ("not" \(x_{i}\) ); and finally, \(I(a) \subset I\) for every \(a \in A\). Similarly to \(I(a)\) we can define the set \(A(i) \subset A\) as \(A(i)=\{a: i \in I(a)\}\), that is the set of clauses containing variable \(x_{i}\) or its negation.

We will use the "factor graph" representation: given a formula \(\mathcal{F}\), we will define its associated factor graph as a bipartite undirected graph \(G=(V ; E)\), having two types of nodes, and edges only between different types of nodes (see Figure 9.2):


Figure 9.2: Variable nodes and function node corresponding to one clause. The energy is positive if the clause is UNSAT.
- Variable nodes, each one labeled by a variable index in \(I=\{1, \ldots, n\}\).
- Function or factor nodes, each one labeled by a clause index \(a \in A\).
- An edge \((a, i)\) will belong to the graph if and only if \(a \in A(i)\) or equivalently \(i \in I(a)\).

In other words, \(V=A \cup I\) and \(E=\{(i, a): i \in I, a \in A(i)\}\) or equivalently \(\{(i, a): a \in A, i \in I(a)\}\).

Given a formula \(\mathcal{F}\), the problem of finding a variable assignment \(\mathbf{s}\) such that \(\mathcal{F}(\mathbf{s})=1\) if it exists, can also be written as a spin-glass problem as follows: if we consider a set of \(n\) Ising spins, \(\sigma_{i} \in\{ \pm 1\}\) in place of the Boolean variables ( \(\sigma_{i}=-1,1 \leftrightarrow x_{i}=0,1\) ) we may write the energy function associate to each function node as follows:
\[
\begin{equation*}
E_{a}=\prod_{r=1}^{K} \frac{\left(1+J_{a, i_{r}} \sigma_{i_{r}}\right)}{2} \tag{9.1}
\end{equation*}
\]
where \(J_{a, i}=-1\left(\right.\) resp. \(\left.J_{a, i}=1\right)\) if \(x_{i}\) (resp. \(\left.\tilde{x}_{i}\right)\) appears in clause \(a\). The total energy of a configuration \(\sigma_{1}, \ldots, \sigma_{n} E=\sum_{a=1}^{|A|} E_{a}\) is nothing but a 3 -spin spin-glass model.

K-SAT plays a central role in computer science, and a lot of effort has been devoted to this problem. As soon as there are clauses with \(K \geq 3\) variables this problem is in fact NP-complete [11, 19].

\subsection*{9.2.1 Random K-SAT}

A K-SAT formula is a SAT formula having \(|I(a)|=K\) for each \(a \in A\). The random \(K\) SAT formula distribution is obtained by picking a formula with \(m \equiv|A|\) clauses, each one chosen independently and uniformly between all \(K\)-tuples of variables (no variable repetition), in which negations are distributed afterwards randomly with a fair coin. The factor graph which arises from this construction is a bipartite random graph with loops of typical length \(O(\log n)\) and variable nodes with a Poisson connectivity distribution of mean \(K \alpha\) (see Figure 9.3).

We will be interested in solving formulas from this distribution for large \(m, n\), but \(\lim _{n \rightarrow \infty} \frac{m}{n}=\alpha\). This problem displays a very interesting threshold phenomenon when one


Figure 9.3: The factor graph of a random 3-SAT formula. The most numerous loops have length scaling as \(\log n\) and the variable nodes have Poisson connectivity distribution.
takes the large- \(n\) limit. There exists a phase transition at a value \(\alpha_{c}(K)\) of this ratio. For \(\alpha<\alpha_{c}(K)\) the generic problem is satisfiable (SAT), for \(\alpha>\alpha_{c}(K)\) the generic problem is not satisfiable (UNSAT).

This phase transition can be seen numerically [23] and plays an important algorithmic role in that difficult instances are found to accumulate close to \(\alpha_{c}\) [34].

On the analytical side, there exists a proof that the threshold phenomenon exists at large \(n\) [17], although the fact that the corresponding \(\alpha_{c}\) has a limit when \(n \rightarrow \infty\) has not yet been established rigorously. Upper bounds \(\alpha_{U B}(K)\) on \(\alpha_{c}\) have been found using first-moment methods \([15,24]\) and variational interpolation methods \([18,20]\), and lower bounds \(\alpha_{L B}(K)\) have been found using either explicit analysis of some algorithms [1], or some second moment methods [2]. The large- \(K\) limit is particularly interesting and one knows from [2,15] that, at first order in the expansion in powers of \(2^{-K}\), the bounds scale as
\[
\begin{align*}
& \alpha_{L B}(K)=\log (2) 2^{K}-\left(\frac{K+1}{2} \log (2)+1+o(1)\right)+\mathcal{O}\left(2^{-K}\right)  \tag{9.2}\\
& \alpha_{U B}(K)=\log (2) 2^{K}-\frac{1+\log (2)}{2}+\mathcal{O}\left(2^{-K}\right) \tag{9.3}
\end{align*}
\]
where \(o(1)\) is a term which goes to 0 at large \(K\).
Recently, the techniques of statistical physics [27] have been applied to this problem [16, 29, 31-33] leading to a an increasingly clear understanding of the geometrical structure of the space of solutions in the vicinity of the phase boundary, where hard instances accumulate. Even more recently, a systematic use of the the cavity method has allowed to compute the

SAT/UNSAT thresholds for any \(K\) [26] and the detailed study of the stability of the cavity solutions \([26,35]\) has provided a more clear understanding of the internal structure of the hard-SAT phase (see Chapter 7 in this book for a brief review on the subject.)

The cavity calculations are non-rigorous, however, the self-consistency of its assumptions can be checked, and its predictions can be tested against numerical simulations. In simpler cases such as that of the random K-XORSAT problem, where a phase transition similar to the one of random K-SAT is found, the results of the cavity solution can be confirmed rigorously \([13,30]\). Finally, the application to random K-SAT of the variational interpolation method of Guerra [20] has allowed to prove that, for even K, the cavity results for \(\alpha_{c}(K)\) are a rigorous upper bound [18].

The generic phase diagram of the SAT region arising from the cavity calculation is as follows.

For \(\alpha<\alpha_{d}\), the set of all satisfying assignments \(S_{\mathcal{F}}\) is connected, that is, one can find a path to go from any assignment to any other assignment requiring short steps only (in Hamming distance). No variables are constrained to take the same value in all satisfying assignments and a solution can be found by simple greedy algorithms. For \(\alpha_{d}<\alpha<\alpha_{c}, S_{\mathcal{F}}\) becomes divided into subsets which are far apart in Hamming distance and which are composed of the same number of solutions (up to sub-exponential corrections). The number of such clusters is exponential in \(n\) and its logarithm (divided by \(n\) ) is known as the complexity. The lower \(\alpha\) part of this region, \(\alpha_{d}<\alpha<\alpha_{S}\) presents further structure: clusters are organized in families with a characteristic distribution of mutual distances [35], that is, there appears effects of multiple steps of replica symmetry breaking. \(\alpha_{S}\) is the point below which the 1 -step cavity solution becomes unstable with respect to two steps of replica symmetry breaking, i.e., further clustering effects. Such complicated structure is captured by more sophisticated cavity equations [35] which in turn could be directly transformed into an algorithmic tool, as is done by SP in the 1 -step regime. However, for the sake of brevity, we shall not discuss this issue in this chapter.

Although in the \(\left[\alpha_{d}, \alpha_{c}\right]\) region there exists an exponentially large number of clusters, each containing an exponentially large number of solutions, it is very difficult to find one solution because of the proliferation of "metastable" clusters [29,31]. A metastable cluster is a cluster of assignments which all have the same fixed number \(C\) of violated clauses, and such that one cannot find at a small Hamming distance of this cluster an assignment which violates strictly less than \(C\) clauses.

The metastable clusters with \(C>0\) are exponentially (in \(n\) ) more numerous than the satisfiable clusters. One can then expect that local search algorithms will generically get trapped in these much more numerous metastable clusters. We call the range \(\alpha_{d}<\alpha<\alpha_{c}\) the hard-sat region.

At the SAT/UNSAT threshold \(\alpha=\alpha_{c}\) the complexity vanishes \(\left(\Sigma\left(\alpha_{c}\right)=0\right)\) and for \(\alpha>\alpha_{c}\) the instances are almost always unsatisfiable.

It is worth mentioning that the numerical values of \(C\) for the metastable clusters is so small [35] that one needs \(n\) sufficiently large to detect their presence (e.g., for 3-SAT, \(\frac{C}{n} \sim 10^{-4}\) at \(\alpha_{c}\) ). Finite size effects are indeed strong and are possibly responsible for some confusion in the recent literature reporting simulation results for search algorithms on random K-SAT.

A summary of the values of the different thresholds from the cavity calculations of Ref. [26] are given in Table 9.1.

Table 9.1: The values of different thresholds from the cavity calculations of Mertens et al. [26].
\begin{tabular}{|c||c|c|c|}
\hline\(K\) & \(\alpha_{d}\) & \(\alpha_{s}\) & \(\alpha_{c}\) \\
\hline 3 & \(\mathbf{3 . 9 2 7} \pm 0.004\) & \(\mathbf{4 . 1 5}\) & \(\mathbf{4 . 2 6 7}\) \\
4 & \(8.297 \pm 0.008\) & \(\mathbf{9 . 0 8}\) & \(\mathbf{9 . 9 3 1}\) \\
5 & \(\mathbf{1 6 . 1 2}\) & \(\pm 0.02\) & \(\mathbf{1 7 . 8}\) \\
6 & \(\mathbf{2 1 . 1 1 7}\) \\
7 & \(\mathbf{5 0 . 5 0}\) & \(\pm 0.03\) & \(\mathbf{3 3 . 6}\) \\
\(\mathbf{5 7 . 2 2}\) & \(\pm 0.06\) & \(\mathbf{6 2 . 5}\) & \(\mathbf{8 7 . 7 9}\) \\
\hline
\end{tabular}

In the large- \(K\) limit, the random \(K\)-SAT problem simplifies and one can get more precise analytical results. The perturbative expansion in powers of \(\varepsilon \equiv 2^{-K}\) gives, for the threshold value
\[
\begin{equation*}
\alpha_{c}=\ln (2) 2^{K}-\frac{\ln (2)+1}{2}+\mathcal{O}(\varepsilon) . \tag{9.4}
\end{equation*}
\]

Note that this result saturates the best known rigorous upper bound for \(\alpha_{c}\) found in [15, 24]. Similarly one may compute the dynamical and the stability points. One finds [26]
\[
\begin{equation*}
\alpha_{d}=\frac{2^{K}}{K}\left(\ln K+d^{\star}\right) \mathrm{e}^{\frac{\mathrm{e}^{-d^{\star}}}{2}} \tag{9.5}
\end{equation*}
\]
and
\[
\begin{equation*}
\alpha_{S}=\frac{2^{K}}{K}\left(\ln (2 K)+d^{\star}(2 K)\right) \mathrm{e}^{\frac{1}{4} \mathrm{e}^{-}\left[d^{*}(2 K)\right]} \tag{9.6}
\end{equation*}
\]
where \(d^{\star}\) denotes the solution of
\[
\begin{equation*}
\exp \left(d^{\star}\right)=\frac{1}{2}\left(\ln K+d^{\star}\right) \tag{9.7}
\end{equation*}
\]

The relative behavior of \(\alpha_{S}\) and \(\alpha_{d}\) is given by:
\[
\begin{equation*}
\frac{\alpha_{S}}{\alpha_{d}} \simeq 1+\frac{\ln 2-1 / 2}{\ln K} \tag{9.8}
\end{equation*}
\]

For any finite \(K\), there exists a region between \(\alpha_{d}\) and \(\alpha_{S}\) in which the 1-step solution is unstable, while the solution at \(\alpha_{S}<\alpha \leq \alpha_{C}\) is stable. At large \(K\) the unstable region is small and \(\lim _{K \rightarrow \infty} \frac{\alpha_{d}(K)}{\alpha_{S}(K)}=1\).

The qualitative phase diagram of random K-SAT \((K>2)\) is displayed in Figure 9.4.
In the clustering region, there exist exponentially numerous metastable states at positive energy which are responsible for the slowing down in local search algorithms.

The case of 3-SAT is slightly more involved: in the low- \(\alpha\) phase - the replica symmetric (RS) phase - looking carefully at the fluctuations of variables, one finds an additional clustering phenomenon at \(\alpha=3.87\) [37] where a continuous RSB transition appears. In the region \(\alpha \in[3.87,3.927]\) variables are never frozen (one may flip any variable and still find another satisfying assignment at a short distance) and yet the solution space presents a non-trivial distribution of typical mutual distances. At \(\alpha=3.927\) frozen variables set in and the unfrozen clustering is wiped away.


Figure 9.4: Qualitative phase diagram of random K-SAT

For \(K>3\) such a transition is absent and there is no numerical evidence that such a transition point plays any computational role in slowing down local search algorithms.

In the following we shall try to give an heuristic derivation of the SP equations without making any reference to the statistical physics derivation which can be found in many recent publications, e.g., [31]. We shall rather provide an intuitive probabilistic characterization based on clear, finite- \(n\) definitions.

\subsection*{9.3 Growth Process Algorithm: Probabilities, Messages and Their Statistics}

In order to provide a simple justification of the SP (or BP) iterative probabilistic approach, we first discuss an exact enumerative (exponential) algorithm and next show how it can be approximated and simplified by computing marginal probabilities over satisfying assignments, leading to the BP and SP iterative equations.

Define \(I_{k}=\{1, \ldots, k\}, A_{k}=\left\{a \in A: I(a) \subset I_{k}\right\}\left(A_{k} \subset A\right.\) labels the clauses involving the variables in \(\left.I_{k} \subset I\right)\) and \(\mathcal{F}_{k}, G_{k}\) its associated formula and factor graph.

Define \(S_{\mathcal{F}}=\mathcal{F}^{-1}(\{1\}) \subset\{0,1\}^{n}\) as the set of satisfiable instances of \(\mathcal{F}\) and consider the following inductive procedure to compute \(S_{k}=S_{\mathcal{F}_{k}}\). Clearly \(S_{k} \subset S_{k-1} \times\{0,1\}\), and
\[
\begin{align*}
& S_{0}=\emptyset \\
& S_{k}=\left\{\left(\mathbf{s}, s_{k}\right): \mathbf{s} \in S_{k-1}, s_{k} \in\{0,1\} / C_{a}\left(\mathbf{s}, s_{k}\right)=1 \text { for } a \in A_{k} \backslash A_{k-1}\right\} \tag{9.9}
\end{align*}
\]

Observe that \(A_{k} \backslash A_{k-1} \subset I(k)\), so typically only a small number of checks have to be done for every \(s\) to take it from \(S_{k-1}\) to \(S_{k}\). This procedure can help us compute \(S_{n}=S\) iteratively: at each step we add a variable to the graph, and then "filter out" contradictory configurations (i.e., configurations which are UNSAT once the last var was added).

Of course this procedure is typically exponential (in time and space) in \(n\), partially because the set \(S\) can be (and typically is) exponentially large.

A more efficient solution would be to carry on less information instead. Consider
\[
P_{S}\left(s_{i}=v\right)
\]
where \(P_{S}\) is the uniform probability measure over the set \(S\) and \(v=0,1\). If we can compute these quantities, then we can certainly use this information to get a single \(s \in S\) (we will see exactly how in Section 9.6).

Trying to mimic Eq. (9.9), we see that if we get to know the joint probability distribution of variables \(\left\{s_{j}\right\}_{j \in I\left(A_{i}(i)\right) \backslash\{i\}}\) on the space \(S_{i-1}\left(i\right.\) is the variable added at the i-th step and \(A_{i}(i)\) is the set of clauses touching that variable, hence \(j\) runs over the neighboring variables of \(i\) ) then clearly we can trivially rebuild the state of these variables in any \(S_{i-1}\) configuration, and then compute the statistics for \(s_{i}\) on the extended space including this variable, i.e., \(P_{S_{i}}\left(s_{i}\right)\).

The basic assumption behind the algorithm we are describing is that these variables \(\left\{s_{j}\right\}\) \(\left(j \in I\left(A_{i}(i)\right) \backslash\{i\}\right)\) are weakly correlated (completely uncorrelated in the limit \(n \rightarrow \infty\) ).

In this case, we only need to know \(P_{S_{i-1}}\left(s_{j}=0,1\right)\) for \(j \in I(A(i)) \backslash\{i\}\) to compute \(P_{S_{i}}\left(s_{i}=0,1\right)\) and so we can write an explicit equation relating these quantities.

Let us assume that we have computed all \(P_{S_{i-1}}\) (we will drop the \(S_{i-1}\) index for notational simplicity), and we want to compute the statistics for \(s_{i}\) in \(S_{i}\) (we will see later how this can be used to obtain a good recursion).

In order to do so explicitly, we will define the following quantities: given a configuration for \(\left\{s_{j}\right\}_{j \in I(a) \backslash\{i\}}\) on \(S_{i-1}\) we will denote the set-valued variable \(u_{a \rightarrow i} \subset\{0,1\}\) as the subset of available (SAT) configurations for the last variable \(s_{i}\), i.e.:
\[
\begin{equation*}
u_{a \rightarrow i}\left(\left\{s_{j}\right\}_{j \in I(a) \backslash\{i\}}\right)=\left\{s_{i} \in\{0,1\}: C_{a}\left(\left\{s_{j}\right\}_{j \in I(a)}\right)=1\right\} \tag{9.10}
\end{equation*}
\]

Note that given the particular structure of the SAT problem, any clause can be satisfied by a given participating variable (if chosen to an appropriate value), disregarding all other ones in that clause, i.e. \(J_{a, i}(1) \in u_{a \rightarrow i}\) always, and that eliminates \(\emptyset\) and \(\left\{\sim J_{a, i}(1)\right\}\) from possible \(u\) outputs (meaning that effectively each \(u\) is a two-valued variable).

We will have that \(u_{a \rightarrow i}=\left\{J_{a, i}(1)\right\}\) when the clause is not already satisfied by the remaining participating variables, and \(u_{a \rightarrow i}=\{0,1\}\) otherwise. Then
\[
\begin{align*}
P\left(u_{a \rightarrow i}=\left\{J_{a, i}(1)\right\}\right) & =\prod_{j \in I_{i}(a) \backslash\{i\}} P\left(s_{j}=\sim J_{a, j}(1)\right) \\
P\left(u_{a \rightarrow i}=\left\{\sim J_{a, i}(1)\right\}\right) & =0 \\
P\left(u_{a \rightarrow i}=\emptyset\right) & =0 \\
P\left(u_{a \rightarrow i}=\{0,1\}\right) & =1-\prod_{j \in I_{i}(a) \backslash\{i\}} P\left(s_{j}=\sim J_{a, j}(1)\right) \tag{9.11}
\end{align*}
\]

The available states for variable \(s_{i}\) will be given by the set
\[
\begin{equation*}
h_{i}=\bigcap_{a \in A_{i}(i)} u_{a \rightarrow i} \tag{9.12}
\end{equation*}
\]

Following the above equation we may easily compute the statistics for \(h_{i}\) :
\[
\begin{align*}
P\left(h_{i}=\{0,1\}\right)= & \prod_{a \in A_{i}(i)} P\left(u_{a \rightarrow i}=\{0,1\}\right) \\
P\left(h_{i}=\{v\}\right)= & \prod_{a \in A_{i}(i)}\left[P\left(u_{a \rightarrow i}=\{0,1\}\right)+P\left(u_{a \rightarrow i}=\{v\}\right)\right] \\
& -\prod_{a \in A_{i}(i)} P\left(u_{a \rightarrow i}=\{0,1\}\right) \\
P\left(h_{i}=\emptyset\right)= & 1-P\left(h_{i}=\{0,1\}\right)-P\left(h_{i}=\{0\}\right)-P\left(h_{i}=\{1\}\right) \tag{9.13}
\end{align*}
\]

Once we have computed the statistics for \(h_{i}\) on \(S_{i-1}\), it is straightforward to compute the statistics for \(s_{i}\) on \(S_{i}\) :
- each \(S_{i-1}\) configuration leading to \(h_{i}=\{0,1\}\) will be split on two new \(S_{i}\) configurations with, respectively, \(s_{i}=0\) and 1 ;
- each \(S_{i-1}\) configuration leading to \(h_{i}=\{v\}\) will correspond to a single \(S_{i}\) configuration with \(s_{i}=v\), and finally:
- each configuration leading to \(h_{i}=\emptyset\) will be eliminated or ignored.

Explicitly:
\[
\begin{equation*}
P_{S_{i}}\left(s_{i}=v\right)=\frac{P\left(h_{i}=\{v\}\right)+P\left(h_{i}=\{0,1\}\right)}{P\left(h_{i}=\{0\}\right)+P\left(h_{i}=\{1\}\right)+2 P\left(h_{i}=\{0,1\}\right)} \tag{9.14}
\end{equation*}
\]

Note that the normalization is needed here because each configuration of the input variables can produce from zero up to two output configurations in the extended space. The above formula is the basic iteration of the Belief Propagation (BP) message-passing algorithm [38], used, for instance, as a decoding tool in low-density parity check codes [40].

The problem in using Eq. (9.14) to build up a recursion is that we have successfully computed \(P_{S_{i}}\left(s_{i}\right)\) but we need also all other \(P_{S_{i}}\left(s_{j}\right)\) for \(j<i\). This problem is due to the fact that the quantities we can put together in an equation, namely \(P_{S_{i-1}}\left(s_{j}\right)\) and \(P_{S_{i}}\left(s_{i}\right)\) are rather different in nature when we observe them on the same set \(S_{i}\) : while the former are quantities "ignoring" variable \(i\), the latter is a "complete" quantity.

\subsection*{9.4 Traditional Message-passing Algorithm: Belief Propagation as Simple Cavity Equations}

Surprisingly enough, this problem is easy to solve almost without changing the obtained equation: it suffices to work always with "incomplete" quantities. We can define the cavity objects


Figure 9.5: We use as inputs \(P^{(i)}(\bullet)\), corresponding to cavity probabilities ignoring var \(i\). The computed probabilities \(P^{(j)}(i)\) will be the ones ignoring var \(j\).
\(I^{(i)}=\{1, \ldots, n\} \backslash\{i\}, A^{(i)}=\left\{a \in A: I(a) \subset I^{(i)}\right\}, I^{(i)}(a)=I(a) \cap I^{(i)}\) and \(\mathcal{F}^{(i)}, S^{(i)}\) the associated formula and solution space, and try to define the equation relating statistics over \(S^{(i)}\) (see Figure 9.5).

Now the "output" computed statistics for \(s_{i}\) would need also to be done with respect to some \(S^{(j)}\) to obtain "closed" equations, and so we will have to single out another neighboring variable \(j \in I(b)\) for \(b \in A(i)\) (note that as all others \(k \in I(b)\) will become disconnected from \(i\), they will not enter into the equations, so we can simply eliminate \(b\) ). Then Eqs. (9.11) become
\[
\begin{align*}
P^{(i)}\left(u_{a \rightarrow i}=\left\{J_{a, i}(1)\right\}\right) & =\prod_{h \in I(a) \backslash\{i\}} P^{(i)}\left(s_{h}=\sim J_{a, h}(1)\right) \\
P^{(i)}\left(u_{a \rightarrow i}=\left\{\sim J_{a, i}(1)\right\}\right) & =0 \\
P^{(i)}\left(u_{a \rightarrow i}=\emptyset\right) & =0 \\
P^{(i)}\left(u_{a \rightarrow i}=\{0,1\}\right) & =1-\prod_{h \in I(a) \backslash\{i\}} P^{(i)}\left(s_{h}=\sim J_{a, h}(1)\right) \tag{9.15}
\end{align*}
\]
and Eqs. (9.13) become:
\[
\begin{align*}
P^{(j)}\left(h_{i}=\{0,1\}\right)= & \prod_{a \in A(i) \backslash\{b\}} P^{(i)}\left(u_{a \rightarrow i}=\{0,1\}\right) \\
P^{(j)}\left(h_{i}=\{v\}\right)= & \prod_{a \in A(i) \backslash\{b\}}\left[P^{(i)}\left(u_{a \rightarrow i}=\{0,1\}\right)+P^{(i)}\left(u_{a \rightarrow i}=\{v\}\right)\right] \\
& -\prod_{a \in A(i) \backslash\{b\}} P^{(i)}\left(u_{a \rightarrow i}=\{0,1\}\right) \tag{9.16}
\end{align*}
\]
\(P^{(j)}\left(h_{i}=\emptyset\right)\) can be computed using the normalization condition.

It is worth noticing that, for \(n\) small enough, in the case of random K-SAT, formulas will have a considerable relative number of pairs of clauses sharing more than one variable and other types of short loops, e.g., for 3-SAT one finds on average for large \(n, 9 \alpha^{2}\) pairs of clauses sharing two variables. The presence of such structures invalidates the cavity procedure which assumes independence of input pdfs. Correct equations can be recovered by considering effective function nodes in which the dangerous structures are substituted by single multivariable constraints: for instance, a pair of 3-clauses sharing two variables can be glued in a single function node depending on the four distinct variables. The energy of the node is the sum of the energies of the two initial clauses taken together in the cavity procedure.

In order to actually use the above BP equations to find the required probability distributions we will parameterize \(\eta_{i, j}=P^{(j)}\left(s_{i}\right)\) and use Eq. (9.16) together with (9.14) to obtain an operator \(\Lambda:\left\{\eta_{i, j}\right\}_{i \in I, j \in I(A(i))} \mapsto\left\{\eta_{i, j}^{\prime}\right\}_{i \in I, j \in I(A(i))}\). We will look for a fixed point for this operator, that can be reached by
\[
\left\{\eta_{i, j}^{f i x}\right\}=\lim _{t \rightarrow \infty} \overbrace{\Lambda \circ \cdots \circ \Lambda}^{t \text { times }}\left(\left\{\eta_{i, j}^{0}\right\}\right)
\]
for some random initial \(\left\{\eta^{0}\right\}\).
These equations can be easily implemented, and extensive experimentations and stability analysis show that they indeed converge in the low- \(\alpha\) region and can be used to efficiently find satisfying assignments by the decimation procedure described in the inset below. However, in the hard-SAT region, the use of BP equations is limited. In \(3-S A T\), they stop to converge already at \(\alpha=3.87\) while for \(K>3\) they always converge below \(\alpha_{c}(K)\) and yet the pdfs one obtains seem to be less efficient for obtaining SAT assignments with respect to the pdfs provided by SP. The reason for such limitation resides, most likely, in the clustering phenomenon and in the intra-cluster constraintness property of variables which are ignored by the BP procedure. SP overcomes this problem.

\subsection*{9.5 Survey Propagation Equations}

We refer to Ref. [31] for the original statistical physics derivation of the SP equations, valid in the \(n \rightarrow \infty\) limit. The chief difference with respect to the BP formalism of the previous section consists of taking care of clusters of solutions: within one cluster a variable can be either "frozen" to some value (that is, the variable always takes the same value for all SAT assignments within the cluster) or it may be "unfrozen" (that is it fluctuates from solution to solution within the cluster). The scope of the SP equations will be to properly describe the cluster-to-cluster fluctuations.

Going back to Eq. (9.14) in the previous section, we want to try also to propagate the "unfrozen" state of variables.

Then \(s_{i}\) will be a 3 -valued variable: it can take values 0,1 and a new "joker" or "don't care" state \(*\), corresponding to \(h_{i}=\{0,1\}\). In fact \(s_{i}\) will become nothing but a renormalized \(h_{i}\) (renormalization is still needed because we ignore configurations for which \(h_{i}=\emptyset\), i.e. configurations which are incompatible with the addition of the new variable).

In order to take care of the new joker state, the Eqs. (9.14) are modified to
\[
\begin{align*}
P^{(j)}\left(s_{i}=v\right) & =\frac{P^{(j)}\left(h_{i}=\{v\}\right)}{P^{(j)}\left(h_{i}=\{0\}\right)+P^{(j)}\left(h_{i}=\{1\}\right)+P^{(j)}\left(h_{i}=\{0,1\}\right)}  \tag{9.17}\\
P^{(j)}\left(s_{i}=*\right) & =\frac{P^{(j)}\left(h_{i}=\{0,1\}\right)}{P^{(j)}\left(h_{i}=\{0\}\right)+P^{(j)}\left(h_{i}=\{1\}\right)+P^{(j)}\left(h_{i}=\{0,1\}\right)} \tag{9.18}
\end{align*}
\]

In these equations, every configuration in the restricted graph can be extended to: zero (canceled) or just one configuration. There is no longer any splitting into two configurations as happens in BP and this is most likely the cause of the convergence improvement of SP with respect in BP.

The above SP equations have first been derived [31] as \(T=0\) cavity equations confined to zero energy states. Their general version also can be used to analyze states of finite energy [29, 31].

\subsection*{9.6 Decimating Variables According to Their Statistical Bias}

Once we have found a fixed point for Eqs. (9.16), (9.17), and (9.18) we need to get back "complete" probabilities in order to be able to solve the original SAT problem. Of course, this is simply a matter of not ignoring the additional variable \(j\) in Eq. (9.16) which becomes
\[
\begin{align*}
P\left(h_{i}=\{0,1\}\right)= & \prod_{a \in A(i)} P^{(i)}\left(u_{a \rightarrow i}=\{0,1\}\right) \\
P\left(h_{i}=\{v\}\right)= & \prod_{a \in A(i)} P^{(i)}\left(u_{a \rightarrow i}=\{0,1\}\right)+P^{(i)}\left(u_{a \rightarrow i}=\{v\}\right)  \tag{9.19}\\
& -\prod_{a \in A(i)} P^{(i)}\left(u_{a \rightarrow i}=\{0,1\}\right)
\end{align*}
\]

And \(P\left(h_{i}=\emptyset\right)\) is obtained by normalization. Eqs. (9.17), (9.18) become
\[
\begin{align*}
P\left(s_{i}=v\right) & =\frac{P\left(h_{i}=\{v\}\right)}{P\left(h_{i}=\{0\}\right)+P\left(h_{i}=\{1\}\right)+P\left(h_{i}=\{0,1\}\right)} \\
P\left(s_{i}=*\right) & =\frac{P\left(h_{i}=\{0,1\}\right)}{P\left(h_{i}=\{0\}\right)+P\left(h_{i}=\{1\}\right)+P\left(h_{i}=\{0,1\}\right)} \tag{9.20}
\end{align*}
\]

With these quantities at our disposal, the following simple decimation procedure can been implemented:
```

algorithm SP \& Decimation
begin
$\{\eta\} \leftarrow$ random; comment initialize surveys
$B_{i} \leftarrow 1 ; \quad$ comment initialize biases
while $\max _{i}\left|B_{i}\right|>\epsilon$ do
while $\left|\eta^{\prime}-\eta\right|>\epsilon$ do
Compute $\left\{\eta^{\prime}\right\}$ from $\{\eta\}$ following Eqs. (9.15), (9.16) and (9.17), (9.18).;
If $\left|\eta^{\prime}-\eta\right|>\epsilon$, SET $\{\eta\} \leftarrow\left\{\eta^{\prime}\right\} ;$
end
Compute $P\left(s_{i}=0\right), P\left(s_{i}=*\right), P\left(s_{i}=1\right)$ following Eqs. (9.19)-(9.20);
For $B_{i}=P\left(s_{i}=1\right)-P\left(s_{i}=0\right)$, find $i^{\prime}$ such that $\left|B_{i^{\prime}}\right|$ is maximum;
If $\left|B_{i^{\prime}}\right|<\epsilon$ STOP and output sub-formula.
Fix $s_{i^{\prime}} \leftarrow 1$ if $B_{i^{\prime}}>0, s_{i^{\prime}} \leftarrow 0$ otherwise.
end
end

```

The above algorithm is a very heuristic procedure, for which we have no proof of convergence. When it converges, SP provides a full set of marginal probabilities. However, all quantities have been defined in the large- \(n\) limit and what is the rigorous meaning of these quantities for finite \(n\), in general, is an open question. The validity of the factorization approximation for the input probabilities in the SP iterations is difficult to assess. Even the notion of cluster is not easy to define for finite \(n\). Roughly speaking, one can think that for large \(n\), there might exist some effective "finite \(n\) clusters", such that the number of variables to flip in order to reach one cluster from another one is large, leading to a separation of scales in the number of variables involved between the intra-cluster moves and the inter-cluster moves. Such a situation would generally be difficult to handle for search algorithms, and this is where SP turns out to be quite effective.

In order to have a clear understanding of these questions for large but finite \(n\), several numerical experiments have been run [8]. In the case of 3-SAT, with \(n\) up to \(10^{7}\), the results are summarized as follows.
- for low \(\alpha\left(\alpha<\alpha_{d}\right)\), the variables turn out to be unfrozen,
- in the hard-sat region the output probabilities are non-trivial and the decimation procedure leads to sub-formulas which are under-constrained and easily solved by standard algorithms. Very close to \(\alpha_{c}\) the decimation procedure may fail to find solutions in the first run.

Extensive numerical experiments on random 3-SAT instances at \(\alpha=4.2-4.25\) with sizes up to \(N=10^{7}\) have shown a remarkable efficiency of the decimation algorithm as shown in the table 9.2 from Ref. [8]. A basic complete version of the code which is intended to serve only for the study on random K-SAT instances is available at the web site [41]. The addition of more sophisticated heuristics in fixing variables can lead to further performance improvements very close to the critical point \([7,36]\). For generic K-SAT \((K>3)\) the behavior is similar.

In Figure 9.6 we report data (from Ref. [7]) obtained by running one of the most efficient heuristics, the so called WALKSAT algorithm [39], on a given random 3-SAT formula gener-

Table 9.2: Results obtained by solving with a single decimation run of the SP algorithm, 50 random instances of 3-SAT with \(N=10^{5}\) and 5 with \(N=10^{6}\) for each value of \(\alpha\). An attempt was first made to solve all samples by fixing variables in steps of \(f=4 \%\) at a time, then the remaining (unsolved) samples where solved with \(f=1 \%\). The maximal number of iterations was taken equal to \(10^{3}\) and the precision for convergence was taken equal to \(10^{-2}\). The table shows the fraction of instances which were solved and the fraction of variables which remained in the simplified instance. The computational cost is of the order of \(n \log n\) (the largest instance was solved in less than 4000 seconds on a 2.4 GHz PC ).
\begin{tabular}{|c||cc|c||cc|c|}
\hline \multicolumn{1}{|c|}{} & \multicolumn{3}{c|}{ \% solved } & \multicolumn{3}{c|}{\(N_{\text {final }} / N\)} \\
\hline \hline\(\gamma \downarrow\) & \(f=4\) & \(f=1\) & \(f=4\) & \(f=4\) & \(f=1\) & \(f=4\) \\
\hline 4.20 & \(100 \%\) & & \(100 \%\) & 0.48 & & 0.50 \\
\hline 4.21 & \(98 \%\) & \(100 \%\) & \(100 \%\) & 0.43 & 0.53 & 0.46 \\
\hline 4.22 & \(82 \%\) & \(100 \%\) & \(100 \%\) & 0.37 & 0.47 & 0.38 \\
\hline \hline\(N \rightarrow\) & \(10^{5}\) & \(10^{6}\) & \multicolumn{2}{c|}{\(10^{5}\)} & \(10^{6}\) \\
\hline
\end{tabular}
ated at \(\alpha=4.24\) with size \(N=10^{5}\). WALKSAT is an incomplete algorithm which works by combining a randomized local search procedure with deterministic greedy steps [39] and is known to perform drastically better than Simulated Annealing on hard random 3-SAT formulas. The dots represent the minimum number of violated clauses found by WALKSAT before and after SP decimation (that is on the subproblem produced after SP decimation).

While on the initial formula, WALKSAT gets stuck above the lower bound for the so called threshold states (that is those clusters of assignments which have a finite fraction of violated clauses and that are exponentially more numerous than the others clusters, having fewer violated clauses), the same algorithm run on the simplified sub-formula output by the SP decimation can quickly find the zero-violated clauses assignment.

\subsection*{9.7 Conclusions and Perspectives}

When SP was first proposed and implemented [31] it gave results which looked promising. First, SP provided detailed information on the role of the individual degrees of freedom in a given random problem instance. Second, SP was able to reach states and configurations deep inside the glassy region. From the computer science viewpoint, SP was seen as an heuristic computational device which was able to provide new conjectures for the SAT/UNSAT phase transitions and - at the same time - allowed the designing of a concrete algorithm for solving problems which were considered out of reach.

The SP results stimulate several conceptual as well as concrete issues, the main one being to understand the range of applicability in contexts different from those of random spin-glasslike problems.

A partial list of open problems and research lines is as follows.
1. Matching rigorous mathematics: both the \(n \rightarrow \infty\) results on the phase diagram and the analysis of the SP equations for finite \(n\) over loopy graphs require a rigorous proof.


Figure 9.6: Fraction of violated clauses found by repeated runs WALKSAT versus the number of variable flips made, on a formula with \(N=10^{5}\) and \(\alpha=4.24\) (from Ref. [7]). The upper dots are the results of WALKSAT on the initial formula, while the lower dots are the data obtained on the simplified sub-formula. The horizontal line is the 2-RSB predicted lower bound for the number of violated clauses in the dominating threshold clusters given in Ref. [35]
2. Correlation among variables arises from the topological structure of the underlying factor graph and is obviously present in real-world problems. The SP method needs to be generalized to take care of such structures following the so called Cluster Variation Method [22], as has been done for Belief Propagation [40].
3. The decimation procedure is possibly the most elementary and arbitrary part of the algorithm. Error correction mechanisms such as backtracking should indeed be of great help in improving SP performance.
4. Having approximate information about the marginal probability distribution of the variables in a given CSP could be of great help also as a variable selection criterion in proving unsatisfiability. Coupling SP with a complete algorithm looks to be an interesting new strategy.
5. SP can be used as an optimization device in the UNSAT phase. One simply needs to resort to the general formalism [31] which allows to deal with states of positive finite energy.

Finally, it would be of great interest to apply SP to real-world CSP problems. Examples range from error-correcting codes, data compression and number theory to the more classical problems such as circuit verification and optimization. The study of hard real-world CSP
is a concrete way not only to tackle unsolved problems but also to find new conceptual and methodological challenges for statistical physics.
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Curious children, keen to discover the world, enjoy playing with magnets. As most of them like watching television as well, some discover that magnets distort the picture in a strange way. Unfortunately, on color TV sets the magnet causes permanent discoloration. At first it may be amusing to see ones favorite TV stars with a black eye, but after a while it definitely becomes boring. Spots of the wrong color on the screen of an expensive set will compromise the viewing experience. The technician called in will use a large ring-shaped object with a long mains cord to sort out the problem. After connecting the appliance to the electricity supply, he begins a strange dance. First he holds the facility near to the screen and swings it around the center of the screen in small circles. Then he widens the circles while he starts backing away from the screen slowly, continuing to make circles. A couple of meters away from the screen the performance ends. By that time the set is repaired. Some technicians exaggerate the motion and even murmur magic words to impress the owners who will eventually pay the bill.

The cause of the discoloration is the following. The picture on the screen consists of dots of three basic colors. The phosphor on a dot lights up if it is hit by electrons coming from one of the three electron guns in the back of the tube. Each basic color corresponds to one of the guns. It is a metal mask with holes just behind the inside surface of the tube, which ensures that electrons from each gun hit only dots of appropriate color, simply by being in the path of those electrons that would hit the wrong spots. The best material for this mask happens to be a ferromagnetic alloy, which can be magnetized easily. If this happens, the trajectory of the electrons will be slightly distorted, and some of them will end up on a neighboring spot of different color. One has to demagnetize the alloy to solve the problem. This can be done with a degaussing coil. The coil fed by the alternating current (ac) from the mains will provide an oscillating magnetic field of alternating direction. Such a field, with a slowly decreasing amplitude, is the most appropriate way to demagnetize magnetic materials (acdemagnetization). The reduction of the amplitude of the magnetic field is achieved simply by moving the coil away from the screen slowly. The role of the circular motion is mainly to cover the whole area of the screen. A less spectacular but everyday application of demagnetization with a diminishing alternating magnetic field is the erasure of magnetic tapes. The erase heads of tape recorders work by using exactly the same principle.

From our point of view it is not the demagnetization of the sample that is really important, but a side effect of the process, namely the fact that a sample ends up in a remarkably stable state after the demagnetization process. Like slow cooling, slow demagnetization drives the magnetic material into a low-energy state. Simulated annealing extended the notion of slow cooling to the approximate solution of virtually any optimization problem [11]. This method
has become one of the most widely used practical optimization techniques. In our recent work [16] we proposed the application of a procedure based on ac-demagnetization (ACD) to solve optimization problems. The most obvious class of problems on which to use this method is the minimization of the energy of disordered magnetic systems [6]. In this case the application of the method simply consists of simulating the behavior of the system under the effect of the appropriately varying magnetic field. The application of the procedure to Ising spin glasses will be shown in the next section. A detailed description of the algorithm will also be given. There is a variety of practical optimization problems whose objective function looks like the expression for the energy of a spin system. The application of the method to such problems is straightforward. To generalize the procedure to other types of optimization problems some concepts have to be generalized. Notably, something equivalent to the external magnetic field has to be introduced. As in the case of simulated annealing, the notion of temperature can be extended, so the generalization of the magnetic field can also be achieved. However, the choice is not unique, and the application of the present method turns out to require some more considerations than that of simulated annealing. We give the recipe of the generalization in Section 10.2. In Section 10.3 we show, using the example of the traveling salesman problem, how the general recipe can be implemented in practice. We also show and compare different possible implementations. In the last section we discuss what has to be done before we can find out whether the method may really become a useful practical tool.

\subsection*{10.1 Hysteretic Optimization for Ising Spin Glasses}

The full Hamiltonian of a system of interacting Ising spins, including the effect of the external field is:
\[
\begin{equation*}
\mathcal{H}=-\frac{1}{2} \sum_{i, j}^{N} J_{i j} \sigma_{i} \sigma_{j}-H \sum_{i}^{N} \xi_{i} \sigma_{i} \tag{10.1}
\end{equation*}
\]
where \(\sigma_{i}= \pm 1\) is the value of spin \(i, J_{i j}\) characterizes the interaction of spins \(i\) and \(j, H\) is the strength of the external field, and \(\xi_{i}= \pm 1\) characterizes the direction of the external field at spin position \(i\). For a homogeneous field, \(\xi_{i}=1\) for all \(i\). It will be useful to consider fields with random orientations at each spin position. We note that such fields cannot be realized experimentally. The character of the spin system is determined by the interactions \(J_{i j}\). In the case of spin glasses, \(J_{i j}\) are fixed random variables having both positive and negative signs. Details about spin glasses may be found in Chapter 3. We consider here two types of spin glass models. In the case of the Sherrington-Kirkpatrick (SK) model \(J_{i j}=z_{i j} / \sqrt{N}\) for all \(i \neq j\) pairs, where \(z_{i j}\) is a random Gaussian number with zero mean and unit variance. In the three-dimensional Edwards-Anderson model the spins are arranged on a cubic lattice. The interaction between spins on nearest neighbor sites is \(J_{i j}=z_{i j}\), other pairs do not interact. We will call magnetization the quantity \(m=1 / N \sum \xi_{i} \sigma_{i}\), which agrees with the usual definition in the case of a homogeneous external field. Because of a spin-gauge symmetry, any random choice of \(\xi_{i}\) is equivalent, only it should not be correlated with any special, for example locally optimal, state of the system. The transformation corresponding to this symmetry can
be achieved with a series of elementary transformations \(T_{k}\) that changes the sign of \(J_{k j}\) for all \(j\), and \(\xi_{k}\) at the same time. Then it is easy to see that there will be a one-to-one correspondence between the states of the two systems. A state of the original system under the influence of the original field and the state of the transformed system, differing from the above state in the sign of \(\sigma_{k}\) under the influence of the transformed field, will behave in exactly the same way, in particular, they will have the same energy at any \(H\), including \(H=0\). With a series of such transformations any external field configuration \(\xi_{i}\) may be made homogeneous: we should apply \(T_{k}\) whenever \(\xi_{i}=-1\). This way any concrete spin-glass instance given by \(J_{i j}\) may be transformed into another one that behaves in the same way under the influence of a homogeneous field as the original system behaves under the influence of the original field. With the \(\xi_{i}\)-dependent definition above, the magnetization of the corresponding states will be equal. We noted that \(\xi_{i}\) should not be correlated with special states of the system. The argument above is valid for such choices as well, but then the transformed system may not be considered a 'decent' spin-glass instance. For example, if the \(\sigma_{i}=\xi_{i}\) aligned state is a low-lying state at zero field, then there will be a lot more positive \(J_{i j}\) values than negative ones in the transformed system, an extremely improbable realization of the distribution.

Demagnetization of the system is achieved by making the strength \(H\) of the magnetic field oscillate with a slowly decreasing amplitude. The dependence of the magnetization of a threedimensional EA spin glass consisting of \(N=10^{3}\) spins, on the strength \(H\) of the magnetic field during a simulation of the system, is shown in Figure 10.1 (left). The figure was made with a homogeneous field, but it would look just the same with any random choice of \(\xi_{i}\) (it would look quite different with some special choices). The magnetization curve starts at the right-hand corner of the figure and spirals inwards, reaching approximately zero magnetization at the end. It can be seen that the magnetization, and consequently the state of the system, depends not only on the value of the magnetic field, but also on the history of the system. It matters, where the system started from previously and in which direction the strength of the field has changed. This history dependence is called hysteresis. We note that, in a strictly periodic magnetic field, the magnetization curve would be an almost closed curve. Not exactly the same sequence of microscopic states would be repeated over and over again, but at least they would have very similar macroscopic properties in every period. However, the almost closed curve would still have two markedly different branches depending on the direction of the change in the magnetic field. While the field changes, the resulting magnetization lags behind.

During the simulation we follow the evolution of the microscopic states of the system while we vary the magnetic field. We do not consider a finite temperature ( \(T=0\) dynamics). The microscopic state is given by the set of spin values \(\sigma_{i}\). From the Hamiltonian it is obvious that for a very strong field the energy will be dominated by the second term of Eq. (10.1), and in the equilibrium state each spin will be aligned with the external field, i.e., \(\sigma_{i}=\xi_{i}\). This is the starting configuration. While the field is reduced from its very large value, nothing happens until one of the spins becomes unstable. As long as the flip of spin \(i\) would increase the energy of the system, it remains stable. From Eq. (10.1) the condition of stability is that \(\sigma_{i} v_{i}>0\), where the local effective field \(v_{i}=w_{i}+H \xi_{i}\) at site \(i\) is the sum of the local internal field \(w_{i}=\sum_{j} J_{i j} \sigma_{j}\) and the external field. In other words, spin \(i\) is stable if it is aligned with the local effective field.


Figure 10.1: Magnetization curve (left) and the internal energy per spin during the demagnetization process (right) for an \(N=10^{3}\) three-dimensional Edwards-Anderson spin glass. Dots show values at zero field, dashed line marks the ground-state energy.

Therefore, the saturated configuration is stable until \(H\) is larger than \(-\sigma_{i} w_{i}\) for all \(i\). The spin first becoming unstable is the one for which this expression is maximal, and the strength of the field at that point will be just the value of the expression, \(H_{S}=\max \left\{-\sigma_{i} w_{i}\right\}\) with \(\sigma_{i}=\xi_{i}\). Therefore, we do not have to decrease the field gradually in the simulation, we can calculate directly when the first spin flip will happen, and start the procedure there. The flip of the spin will change the local effective fields for all spins it interacts with, possibly even reversing the sign of some of them. Therefore, the spin flip itself may destabilize other spins, whose flips may cause further spins to become unstable. A single spin flip may induce a whole avalanche. Eventually, the system gets into a stable state. As we assume a very slow change of the magnetic field, we implement the adiabatic limit, i.e., we keep the magnetic field fixed during the avalanche. After the system gets into a stable state at that field, we could reduce the field gradually further for a while without anything happening. Instead of doing that, we can easily calculate again directly when the next spin flip will happen, and just set \(H\) there. It can be done in the same way as for the first flip: we have to find the maximum value of \(-\sigma_{i} w_{i}\) among spins aligned with the external field. Spins pointing against the field will become even more stable when the field is reduced, never starting an avalanche. For the initial state, before the very first spin flip, there are no such spins. This way we can follow the evolution of the system from avalanche to avalanche. Each avalanche will reduce the magnetization the system. The spins taking part in the avalanche drag each other into a stable configuration. If we started to increase the field back right after the avalanche, at first nothing would happen. The avalanche would not be reversed (except for 'avalanches' consisting of a single spin flip). The magnetization will not start increasing until another avalanche starts somewhere else, at some stronger field. This way the change of the magnetization will lag behind. This is the cause of hysteretic behavior. The simulation for an increasing field can be done analogously to the case of the decreasing field. We will show later exactly how an avalanche can be simulated on the computer. This will be the most critical part of the code, as the whole algorithm consists of following many such avalanches and little computer time is required for doing anything else.

For the demagnetization of the system we have to alternate the direction of the change of the magnetic field. This is easy to do. When the absolute value of the field at which the next avalanche would start is larger than the amplitude of the field at that stage, we do not start that avalanche. We start changing the field in the opposite direction. The full demagnetization cycle is as follows. We start with the fully aligned configuration and calculate \(H_{S}\), where the first spin flip, and possibly avalanche, occurs. We go from avalanche to avalanche in the direction of decreasing field until the next avalanche would start at an \(H\) smaller than \(H_{1}=-\gamma H_{0}\), where the \(\gamma<1\) is the reduction factor of the amplitude, and \(H_{0}\) is the maximum amplitude. Just before we would reach \(H_{1}\), we start increasing the field back towards the positive strength values, i.e., find \(H\) in the increasing direction where the actual state becomes unstable, follow the avalanches until the next avalanche would start at a field strength larger than \(H_{2}=-\gamma H_{1}=\gamma^{2} H_{0}\). Then we start decreasing the field again, until the next turning point. We carry on until no spin flip occurs between \(H_{k}\) and \(H_{k+1}\). For the maximum amplitude \(H_{0}=H_{S}\) is usually a reasonable choice. If the field configuration \(\xi_{i}\) is uncorrelated with any optimal state of the system, a field strength of \(H_{S}^{\prime} \approx H_{S}\) is enough to align the system starting from any state. Following the system until it becomes parallel with the external field again would obviously be a waste of computer time, so a choice of \(H_{0}>H_{S}^{\prime} \approx H_{S}\) makes no sense. The argument fails if the field is parallel with an optimum state of the system. Then \(H_{S}\) is negative, because the aligned state is stable at any positive field strengths, even at zero field.

The magnetization curve of Figure 10.1 (left) was generated with the simulation outlined above, with the reduction factor \(\gamma=0.9\) and \(H_{0}=H_{S}\). For us, the result shown in Figure 10.1 (right) is more important. It shows the variation of the internal energy throughout the process. The internal energy is the energy without the contribution from the external field, the first term of Eq. (10.1). This is the objective function to be minimized in the spin glass ground state problem. For the spin models considered here with interactions \(J_{i j}\) of Gaussian distribution there are just two ground states, one of them is just like the other one with all spins reversed. Dots show the values at zero field strengths. We can see the, almost steady, decrease. This side effect of the demagnetization makes the process appropriate for optimization. We can see on the figure that the decrease of energy is marginal during the largest oscillations, which suggests that for the sake of the optimization a maximum amplitude \(H_{0}\) smaller than the saturation field \(H_{S}\) is enough. Unfortunately, we have no general recipe how much smaller \(H_{0}\) we may choose without compromising the results. We may make some experiments.

The full curves in Figure 10.2 show the distribution of the energy per spin after the acdemagnetization process for an \(\mathrm{N}=1000\) spin SK (right), and for the previous \(N=10^{3} \mathrm{EA}\) spin glass (left) examples, respectively. Energies are measured relative to the ground state energies, which have been determined with a combination of genetic algorithm and local optimization [13]. We applied a \(\gamma=0.95\) reduction factor for the amplitude of the field oscillations here. The slower we decrease the amplitude of the field the better the results we get. However, slower demagnetization obviously requires more computer time. Our experience is that increasing the factor \(\gamma\) closer to one than about \(0.90-0.95\), makes only a marginal improvement, therefore it is not really worth the extra computing effort. It is unlikely that in the limit of infinitely slow reduction of the field ACD would guarantee a ground state even statistically, as SA does in the limit of extremely slow cooling [2]. It is possible that there is some correlation between the field configuration and the final demagnetized state, which
makes some parts of the configuration space hard or even impossible to reach with a given field pattern \(\xi\). Therefore, it is useful to repeat the process several times with different field patterns. The distributions on Figure 10.2 were extracted from such calculations. This is the reason it was useful to introduce the experimentally not realizable field whose direction changes from site to site.


Figure 10.2: The distribution of the energy per spin after the ac-demagnetization process (no shake-ups) and after hysteretic optimization with \(5,10,20\) and 50 shake-ups for an \(N=10^{3}\) Edwards-Anderson spin glass (left) and for an \(N=1000\) Sherrington-Kirkpatrick spin glass (right). Energies are measured relative to the ground state energies. Different random choices of \(\xi_{i}\) have been used in different runs.

Instead of starting the process all over again, it is even more effective just to partially shake up the system repeatedly with fields of different configurations \(\xi_{i}\). This way we may preserve the good correlations already achieved by the previous fields. A shake-up is another demagnetization process, but its maximum strength \(H_{\text {shake }}\) is far too weak to align the system completely. Consecutive shake-ups are always done on the best solution achieved by the previous shake-ups: if a shake-up makes the solution worse, we return to the previous one. As a shake-up preserves at least the best, that is the most stable, properties of the best solution already achieved, a certain number of shake-ups turns out to be significantly more effective than doing the same number of independent full ac-demagnetizations. Moreover, as shake-up is done with a smaller amplitude, it is also much faster than the process started with the full amplitude. As technically a shake-up is the same as the main demagnetization process itself, it requires very little extra programming. The only difference is that in this case the system initially is in a state stable at zero field, therefore we have to start the procedure by increasing the field from zero to \(H_{\text {shake }}\). Then the process is the same as before: decrease the field from \(H_{\text {shake }}\) to \(-\gamma H_{\text {shake }}\), increase it again to \(+\gamma^{2} H_{\text {shake }}\), and so on. In Ref. [16] we called hysteretic optimization ( HO ) the ac-demagnetization process followed by shake-ups.

In Figure 10.2 HO results are also shown with different numbers of shake-ups. For the SK case the results are fairly good. After 50 shake-ups, the exact ground state was found in 3.5\% of the attempts, and states very near to the ground state were found most of the time. Shakeups achieve a considerable improvement for the EA example as well (Figure 10.2), but the results are less convincing. The reason for the difference in performance lies most probably
in the local properties of the EA model. In the low-energy states of an EA system there are remarkably stable local spin arrangements. At zero field only the relative orientation of the spins matter, therefore an arrangement and the one with all spins reversed are equivalent. Flipping a stable group of spins together gives an equally stable group. The lowest lying states differ from each other in the relative orientation of such groups. To go from one such state to another, preferably to the ground state, we should flip whole groups. However, no procedure based on single spin flips may flip a whole cluster without first destroying it. A field strong enough to make the necessary rearrangement will inevitably destroy important correlations. This actually makes such instances hard for any methods based on single-spin flip dynamics, including SA. A genetic algorithm \([3,7]\) may have different combinations of the overall orientations of the stable groups in the complete population of solutions which it works with simultaneously, and it may be able to recombine those groups with an appropriate crossover operation. Therefore, a carefully designed genetic algorithm has a better chance to find the ground state of such problems \([4,5,12,13]\). Another very fruitful approach is to recognize those very stable local groups as common patterns in low-lying states and flip them together in a single step, that is to treat such groups as single spins [8,9]. The reader may find a detailed account of this idea in Chapter 3 of the present book. We show in Ref. [16] that this idea may be combined with hysteretic optimization, and the resulting algorithm works very well for the EA case. Therefore, HO may be treated not only as a self-contained optimization technique, but also as a building block.

Another difference between the behavior of the SK and EA models - not unrelated to the above mentioned difference in their local properties - is that the size distributions of the avalanches are very dissimilar. In the SK case the distribution shows a power-law behavior, typical to critical systems [15], for finite systems the average avalanche size grows with the system size. Therefore, we often get very large avalanches during the simulation. For large enough EA systems the distribution is independent of the system size, and the average avalanche size is small; on the major hysteresis loop only about two for the three-dimensional model, and grows slowly with the number of dimensions. Whether this property has a direct relevance to the performance of the algorithm requires further investigation.

As we have already stated, the most critical part of the algorithm is the simulation of the avalanches. The input parameters are the stopping field \(H_{x}\) (one of \(H_{1}, H_{2}, \ldots\) introduced before), the number of spins \(N\), the spin-spin interactions \(J_{i j}\), and the field pattern \(\xi_{i}\). The local effective field \(w_{i}\) and the spin configuration \(\sigma_{i}\) is updated by the algorithm. At input we should make sure that \(\sigma_{i}\) and \(\xi_{i}\) are such that the system is stable for a range of \(H\) values. This is true for the states parallel or antiparallel with the field configuration, or for a state given as an output from the same procedure. The first step is to find either the lower or the upper limit of this range of stability, depending on whether we are moving downwards \(\left(H_{x}<0\right)\) or upwards ( \(H_{x}>0\) ) with the field. That is where the next avalanche will happen. The spin that seeds the avalanche has also to be found. This is done by an algorithm next_field:
```

algorithm next_field $\left(H_{x}, N, \xi_{i}, w_{i}, \sigma_{i}\right)$;
begin
if $H_{x}<0$ then
begin
$H:=-\infty$;
for all spins $i$ parallel to external field $\xi_{i}$ do
if $-\sigma_{i} w_{i}>H$ then
first_spin_to_flip $:=i ; H:=-\sigma_{i} w_{i} ;$
end
else
begin
$H:=\infty$;
for all spins $i$ not parallel to external field $\xi_{i}$ do
if $\sigma_{i} w_{i}<H$ then
first_spin_to_flip $:=i ; H:=\sigma_{i} w_{i} ;$
end
return $H$, first_spin_to_flip
end

```

Then algorithm avalanche can be organized in the following way:
```

algorithm avalanche $\left(H_{x}, N, J_{i j}, \xi_{i}, w_{i}, \sigma_{i}\right)$;
begin
$\boldsymbol{n e x t}$ field $\left(H_{x}, N, \xi_{i}, w_{i}, \sigma_{i}\right)$
if $H$ is beyond limit then return $H$
number_of_spins_to_flip :=1;
add first_spin_to_flip to the list of spins to flip;
while number_of_spins_to_flip > 0 do
begin
$i:=$ randomly chosen spin from list of spins to flip;
$\sigma_{i}:=-\sigma_{i}$;
for all spins $j$ interacting with spin $i$ do
begin
$w_{j}:=w_{j}+2 \sigma_{i} J_{j i} ;$
if spin $j$ is unstable, i.e., $\sigma_{j}\left(w_{j}+H \xi_{i}\right)<0$ then
(if spin $j$ is not on the list of spins to flip then
include it; number_of_spins_to_flip := number_of_spins_to_flip + 1)
else
(if $\operatorname{spin} j$ is on list of spins to flip then
delete it; number_of_spins_to_flip $:=$ number_of_spins_to_flip - 1)
end
end
return $H$
end

```

The algorithm above will return the value of \(H\) where the avalanche occurred. If the avalanche would occur at a field strength \(H\) beyond the limit (i.e. below \(H_{x}<0\) or above \(H_{x}>0\) ), it will return that value and leaves the configuration unchanged. \(H= \pm \infty\) is returned if the configuration cannot change further (i.e. the state becomes aligned before reaching \(H_{x}\) ). We assumed that an avalanche starts always by the destabilization of a single spin. There are cases, where several spins may become unstable at exactly the same external field. This happens, for example, in the case of the so called \(\pm J\) spin glass, where the interactions between spins differ only in sign, not in strength, therefore the influence of the neighborhood on many spins will be equally strong. For such systems the procedure has to be modified accordingly. Another important point is that when there are more than one unstable spins, we choose randomly which spin to flip next. One could think of flipping all such spins at once. However, it would not work, because it would often lead to an infinite loop. Think of just two antiparallel spins, which are unstable because their interaction would prefer them to be parallel. If we flipped both of them together, they would both be unstable again. Flipping them again we would then be back where we started from. Amongst possible serial update rules the random choice seems to be the most flexible and also the most fair one. Besides the random choice of \(\xi_{i}\), this introduces another random element into the algorithm. Therefore, we may arrive at different states at the end of the procedure even if we use the same \(\xi_{i}\) all the time, for example uniform field. However, many low-lying states are never reached in this way. In Ref. [16] we introduced a third source of randomness: we only applied the rule for the amplitude decrease on average, and varied randomly the actual stopping points \(H_{x}\). Although this helped a lot, it turned out that allowing randomness in the direction of the external field is a much better way of making the algorithm flexible, and with that, the variation of the stopping point is unnecessary.

After each spin flip we have to update the local internal fields at all sites that interact with the spin flipped. We also have to update the current list of unstable spins. As stability at a fixed \(H\) may only change due to a change in the local internal field, we do the two updates in the same loop. When updating the list of unstable spins, we must not forget that a spin flip not only may make a stable neighbor unstable, but it can also stabilize an unstable neighbor. We may have to include both some new spins in the list, and delete some. In the SK case, update has to be done at every site. Then it is not only simpler, but also faster not to modify the previous list as we do above, but to throw it away completely and make a new one from scratch.

It is interesting to note that a spin may flip more than once within one period (i.e., between \(H_{k}\) and \(\left.H_{k+1}\right)\). Sometimes certain spins flip more than once even within the same avalanche. This may happen, because the actual stability of a spin depends not only on the external field, but also on the local internal field, which changes whenever a spin interacting with that spin flips.

The algorithm for the simulation of ac-demagnetization may be written in the following way:
```

algorithm ac-demagnetization $\left(n, J_{i j}, H_{0}, \gamma\right)$
begin
for $i:=1,2, \ldots, n$ do
$\xi_{i}:= \pm 1$, sign chosen randomly; $\sigma_{i}:=\xi_{i} ;$
for $i:=1,2, \ldots, n$ do
$w_{i}:=0 ;$ for $j:=1,2, \ldots, n$ do $w_{i}=w_{i}+J_{i j} \sigma_{j} ;$
$H_{x}:=-H_{0} \gamma ;$ avalanche_calls $:=0$;
while avalanche_calls $\neq 1$ do
begin
$H:=0 ;$ avalanche_calls $:=0 ;$
while $H$ is within limit do
begin
avalanche $\left(H_{x}, N, J_{i j}, \xi_{i}, w_{i}, \sigma_{i}\right)$
avalanche_calls $:=$ avalanche_calls +1 ;
end
$H_{x}:=-H_{x} \gamma ;$
end
end

```

Here we assumed that \(H_{0}\) had been chosen in advance, from some preliminary calculation. We may choose \(H_{0}=H_{S}\) instead, which becomes available in the above routine as the \(H\) value provided by the procedure avalanche when called the very first time. The internal loop terminates when the field would exceed the limit. The range of \(H\) is reduced by a factor of \(\gamma\) every time. The whole process terminates, when there is only a single avalanche call in the inside loop, which means that the state achieved remains stable within the last \(H\) range. We do not give the full algorithm for the hysteretic optimization including shake-ups. Each shake-up is done in the same way as the ac-demagnetization above with the smaller \(H_{\text {shake }}\) playing the role of \(H_{0}\), only we should start not with the system aligned with the new external field, but with the state we get from the best state found so far by increasing the field in the usual way up to \(H_{\text {shake }}\).

\subsection*{10.2 Generalization to Other Optimization Problems}

Simulated annealing is one of the most widely used optimization methods. It was motivated by the observation that disordered systems may be brought into a low-energy state, sometimes into their ground state through annealing, that is cooling them down slowly. Simulated annealing applies this principle to virtually any optimization problem. It identifies the elements \(P\) of the configuration space by physical states, and the value of the objective function \(W(P)\) to be minimized with the energy of the corresponding state. In case of a maximization problem the objective function is simply multiplied by minus one. Then a dynamics is defined, which involves the definition of an elementary step in the parameter space. This is the only problem-specific choice that has to be made to apply simulated annealing. The application of the algorithm is very simple, one has to change the state step by step, accepting or rejecting each attempted move according to a probability given by the Metropolis rule [11], which depends on a parameter corresponding to the temperature. The rule ensures that in the long term
each state occurs with the same probability as if the system were immersed into a heat bath. Cooling is simply lowering the temperature parameter according to some schedule.

The generalization of ACD and HO is very similar. Here the objective function is identified with the internal energy of the physical system. We also have to define the dynamics by choosing an elementary step in the parameter space. Just as in the case of SA, a good dynamics is such that the expected change of the objective function due to a single elementary step should be small. Simply speaking, the reason for this requirement is that the larger the expected change, the rougher the landscape we are trying to navigate. In a rugged landscape there are many bad local optima, and good states are surrounded by very much inferior ones. Finding a good optimum on such a landscape is just like finding a needle in a haystack. Generally, the wider the basin around an optimum, the easier it is to find it. As the elementary step defines what we actually mean by the neighborhood of a state, the character of the landscape we encounter critically depends on this choice. We will demonstrate later the importance of good dynamics on the example of the traveling salesman problem. In the previous section, for the Ising spin systems, we applied the most obvious single spin flip dynamics. Single spin flip will change \(N\) of the \(N^{2} / 2\) terms and 6 of the \(3 N\) terms in the expression of the internal energy for the SK and the three-dimensional EA model, respectively, satisfying the requirement above. To ensure that we are able to reach any state we require, it is also important that the successive applications of elementary steps should connect the whole parameter space (ergodicity), which is obviously true for the single spin flip dynamics.

For the generalization of ACD and HO, we must add some extra term to the cost function that will correspond to the effect of the external field. The notion of external field may be generalized by realizing that its effect is to align spin \(\sigma_{i}\) with the direction of the external field \(\xi_{i}\) at each spin position. For very large field strengths \(H\) the optimum state will be the fully aligned state \(\sigma_{i}^{+}=\xi_{i}\), that we call the reference state. Analogously, we require the term in the Hamiltonian \(\mathcal{H}(P)\) of the general problem corresponding to the external field, such that the optimum state for a very strong field should be the reference state. A term proportional to some distance \(d(P, R)\) between the reference state and the actual state will achieve just that: the energy contribution of such a term will be positive for every state but the reference state itself. In the case of the spin systems, the external field with large negative field strengths will force the system into the state \(\sigma_{i}^{-}=-\xi_{i}\), which we may call another reference state, which is the same as the first one with all spins reversed, that is the 'opposite' state. Unfortunately, the notion of 'opposite' state is not readily applicable to a general optimization problem. For large negative \(H\) values the system will usually not be pulled towards a well defined state, as there may be a huge collection of configurations equally far away from the reference state, so equally advantageous for \(H \ll 0\). For most configurations of the system we probably find some of them nearby, much closer than the reference configuration, therefore not too much is expected to happen when \(H<0\). To solve this problem, in Ref. [16] we suggested simply choosing two independent random states \(R_{+}\)and \(R_{-}\)as reference states for positive and negative values of \(H\), respectively. The formula for the Hamiltonian given in Ref. [16] is:
\[
\begin{equation*}
\mathcal{H}(P)=W(P)+\sum_{\alpha= \pm} \alpha H \Theta(\alpha H) d\left(P, R_{\alpha}\right) \tag{10.2}
\end{equation*}
\]
where \(\Theta(x)\) is the step function.

In the case of HO , a new pair of reference states is chosen for each shake-up. We can see that the application of the present method to a general problem requires some more considerations than the application of simulated annealing, because besides the elementary step, we must also define a distance between the states. We have some freedom of choice for both ingredients, but we should not forget that they should be consistent with each other in the sense that a single step should not change the distance too much, that is the distance of neighboring configurations (one step away) should not be large. In the next section, examples will be shown for the case of the traveling salesman problem.

For the spin problems considered so far, each configuration is characterized by the spin values, i.e., \(P=\left\{\sigma_{i}\right\}\). The distance between two configurations is \(d\left(\left\{\sigma_{i}\right\},\left\{\bar{\sigma}_{i}\right\}\right)=\sum_{i}\left|\sigma_{i}-\overline{\sigma_{i}}\right|\), that is twice the number of those spin positions where the two configurations differ. We note that if we represent the spin values by \(1 / 2\left(\sigma_{i}+1\right)\), each state will be characterized by a bit string, and the above distance will just be twice the well known Hamming distance of the corresponding strings. As \(\left|\sigma_{i}\right|=\left|\bar{\sigma}_{i}\right|=1\), then \(\left|\sigma_{i}-\bar{\sigma}_{i}\right|=1-\sigma_{i} \bar{\sigma}_{i}\). Using this identity and substituting the actual form of \(W\) and the reference states \(R_{ \pm}= \pm \xi_{i}\) into Eq. (10.2), the formula we easily arrive at is the same as the energy of the spin system Eq. (10.1), except for an extra term \(N|H|\), which is constant at each H , does not affect the relative energies of the states, and therefore can be dropped.

We managed to recover the formula for the spin systems from the more general Eq. (10.2), but only if we used spin reversed states as the two reference states. Not being able to find an analogy with such pairs of states in the general case, we suggested in Ref. [16] choosing two independent random states as reference states. Unfortunately, if we do this for the spin systems, we get significantly worse results than with the original recipe. In our EdwardsAnderson example we got at average about \(75 \%\) farther away form the optimum state, both without and with shake-ups. In the Sherrington-Kirkpatrick case the average energy above the ground state was over a factor of two larger for ACD, and shake-ups made the difference even bigger. Moreover, the probability of actually finding the ground state decreased by almost two orders of magnitude. During the demagnetization process we are trying to drag the system back and forth between the reference states. The spin reversed states are very special, because, in a sense, every state of the system lies between them: it lies on a path (actually, several paths) between the two configurations that moves farther away from one of them and closer to the other one with each step. Such a path between two randomly chosen configurations exists only for some states, so not every state is between two arbitrary reference configurations. Those states may be harder to reach by demagnetization. Qualitatively, this may be the reason for the much better performance of the algorithm with the spin reversed reference states. Analogy from geometry may help to visualize the statements above. Each state of the \(N\)-spin system corresponds to a corner of an \(N\)-dimensional hypercube, and the spin reversed states are represented by two opposite corners. A step is moving into a neighboring corner through an edge. The distance of two corners is the shortest path between them along edges (not the same as the usual geometrical distance). For a square or an ordinary cube anyone can see that not all corners are between two other, arbitrarily chosen corners in the above sense.

To improve the situation, we suggest another approach [14], which actually works better in every case we tried: to use a completely new reference state in each half-period of the demagnetization process instead of just alternating between two. This way the system is
pulled towards a different direction in every half-period. The Hamiltonian valid in the \(k\) th half-period is:
\[
\begin{equation*}
\mathcal{H}_{k}(P)=W(P)+H d\left(P, R_{k}\right), \tag{10.3}
\end{equation*}
\]
with \(H\) taken always to be positive for the sake of simplicity. There is no reason to distinguish between odd and even half-periods. Neither would it make sense to insist on giving a formula valid throughout the whole process, it would look even more awkward than Eq. (10.2) with the alternating reference states. Noting that in Eq. (10.2) it is the sign of \(H\) that distinguishes between odd and even half-periods, it is easy to see that with \(R_{2 k \pm 1}=R_{ \pm}\)the two formulae are equivalent, with \(\alpha H\) - which is always positive in the nonvanishing term - is replaced by \(H\). A new reference configuration for every half-period gives better results than alternating two random reference states and costs little extra computation time: a quick and dirty random number generator is appropriate. In the Edwards-Anderson case the quality of the results is similar to what we get with the original recipe with the spin reversed states. In the Sherrington-Kirkpatrick case the situation is not as good, but still much better than with the two random states. Therefore, whenever the optimization problem is such that it makes sense to talk about opposite states, we would recommend to try the algorithm first with such pairs of reference configurations.

Now we summarize how to apply the algorithm for a general optimization problem. First we have to choose a dynamics by defining an elementary step in the configuration space of the problem. Then we also have to define a distance between the elements of the configuration space. A good dynamics connects configurations with similar values of the objective function, and a good distance corresponding to the dynamics is such that distances do not change much during a single step.

To start ac-demagnetization we choose a reference state first. The initial state of the system will be just the reference state, which is the lowest state for \(H \gg 0\) with the corresponding field configuration. At \(H_{S}\), which can be directly calculated, one of the possible elementary steps becomes favorable. After the step is done more steps may become energetically favorable, that is unstable. Therefore, just as in the case of the spin systems, a step may seed an avalanche. Avalanches cause hysteretic behavior, so the term hysteretic optimization is justified in the general case as well. We decrease the field avalanche by avalanche until we get a state stable at zero field. Then we choose a new reference state, which corresponds to a new external field configuration, and start increasing the field again, up to \(H_{1}=\gamma H_{0}\). For the spin systems discussed previously it makes no sense to choose a value larger than \(H_{S}\) for the maximum field amplitude \(H_{0}\), because if we did so, at \(H_{S}^{\prime} \approx H_{S}\) we would arrive at the well defined state aligned with the current reference state. However, in the general case this is not necessarily true. The function defined as the distance from the reference configuration may have local optima according to the chosen elementary step, and if so, we may get stuck in one of them as we increase the field, never arriving at the reference state itself. Moreover, the \(H_{S}^{\prime}\), when we arrive at the configuration that is stable at infinitely strong fields, may be considerably larger than \(H_{S}\). In this case it makes sense to choose \(H_{0}>H_{S}\), and our experience shows, that we get the best performance of the ac-demagnetization algorithm if we do so. An \(H_{0}=H_{S}^{\prime}\) choice is a safe one. We should not choose \(H_{0}>H_{S}^{\prime}\), which would be a waste of computer time. The exact value of \(H_{S}^{\prime}\) depends both on the state before we started
to increase the field and the reference state. However, this dependence for a given system is not too strong, and the exact value of the maximum amplitude is not very critical. We may take the average \(H_{S}^{\prime}\) from a few trials as the maximum amplitude. As before, we may save computer time by choosing a somewhat smaller value without getting worse results. The best choice can be found by some experimentation. We note, if we apply shake-ups, it becomes less important how optimally we choose the parameters of the initial demagnetization process.

In the case of discrete optimization problems the choice of the distance between two states most consistent with the elementary step would be just the minimum number of elementary steps to go from one state to the other. This distance function can never have local optima according to the elementary step. The distance we implicitly assumed for the Ising spin systems is like this. Unfortunately, in the general case this choice is often impractical, because it may be quite involved and time consuming to evaluate. In some configuration spaces its evaluation may even be exceedingly difficult. Try to find the shortest path between two configurations of a Rubik cube!

Going back to the description of the algorithm, after we increased \(H\) up to \(H_{1}=\gamma H_{0}\) with the new reference state, we decrease it to zero. Then we choose a new reference state again, and first increase H up to \(H_{2}=\gamma^{2} H_{0}\), then decrease it to zero. Repeat this with amplitudes \(\gamma^{3} H_{0}, \gamma^{4} H_{0}\), and so on, until the system stays stable up to the maximum field. This concludes ac-demagnetization. Doing shake-ups is straightforward. We first increase the field up to \(H_{\text {shake }} \ll H_{0}\) again with a new reference configuration, then starting with this smaller amplitude do exactly the same as in ACD. At each stage we compare the states before and after the shake-up and keep the better one. The best \(H_{\text {shake }}\) may be found with experimenting.

Now we present the ac-demagnetization algorithm for the general optimization problem. We again give algorithm next_field first, then algorithm avalanche, and we present algorithm ac-demagnetization itself, last. As H changes only between zero and a positive value, the value of the input parameter \(H_{x}\) will be zero when we decrease the field, and the \(H_{i}\) actual amplitude when we increase it. The "system parameters" occurring in the parameter list include all parameters necessary to characterize the problem instance, the current state and the reference state. We will use Greek indices to distinguish between the elements of the set of all elementary steps allowed by the dynamics. We will denote by \(\Delta W_{\mu}\) and \(\Delta d_{\mu}\) the change of internal energy and the change of distance from the actual reference state if step \(\mu\) is taken from the current state of the system, respectively. Algorithm next_field is the following:
```

algorithm next_field( $H_{x}$, system parameters);
begin
if field_down then
begin
$H:=-\infty ;$
for all possible elementary steps $\mu$ do
begin
calculate $\Delta d_{\mu}$;
if $\Delta d_{\mu}>0$ then
begin
calculate $\Delta W_{\mu}$;

```
```

                if \(-\Delta W_{\mu} / \Delta d_{\mu}>H\) then
                    first_step_to_take \(:=\mu ; H:=-\Delta W_{\mu} / \Delta d_{\mu} ;\)
            end
        end
    end
    else
    begin
        \(H:=\infty\);
        for all possible elementary steps \(\mu\) do
        begin
            calculate \(\Delta d_{\mu}\);
            if \(\Delta d_{\mu}<0\) then
            begin
                calculate \(\Delta W_{\mu}\);
                if \(-\Delta W_{\mu} / \Delta d_{\mu}<H\) then
                            first_step_to_take \(:=\mu ; H:=-\Delta W_{\mu} / \Delta d_{\mu} ;\)
            end
        end
    return \(H\), first_step_to_take
    end

```

Then follows algorithm avalanche:
```

algorithm avalanche( }\mp@subsup{H}{x}{}\mathrm{ , system parameters);
begin
next_field( }\mp@subsup{H}{x}{}\mathrm{ , system parameters)
if H}\mathrm{ is beyond limit then return }
number_of_favourable_steps := 1;
add first_step_to_take to the list of favorable steps;
while number_of_favourable_steps > 0 do
begin
\mu:= arbitrarily chosen step from list of favorable steps;
take step }\mu\mathrm{ ;
empty list of favorable steps; number_of_favourable_steps := 0;
for all possible elementary steps }\nu\mathrm{ except for }\mu\mathrm{ do
begin
calculate }\Delta\mp@subsup{W}{\nu}{};\mathrm{ calculate }\Delta\mp@subsup{d}{\nu}{}\mathrm{ ;
if }\Delta\mp@subsup{W}{\nu}{}+H\Delta\mp@subsup{d}{\nu}{}<0\mathrm{ then
begin
add \nu}\mathrm{ to the list of favorable steps;
number_of_favourable_steps := number_of_favourable_steps + 1;
end
end
end
return H
end

```

The algorithm above is quite general, but often inefficient. We need not prepare the full list of favorable steps, it is enough to find one of them. However, in this case we should go through the possibilities in a random order so that any of them has an equal chance to be found first. This costs time, so it will only be worth it if the problem is such that the average avalanche size is large. In this case we probably find a favorable step by checking only a small fraction of all possibilities. In some cases the change of \(\Delta W_{\nu}\) and \(\Delta d_{\nu}\) due to step \(\mu\) is much faster to calculate than \(\Delta W_{\nu}\) and \(\Delta d_{\nu}\) themselves. Remember the spin systems, where the local internal field consists of several terms, but only one of them changes when a neighboring spin is flipped. If such is the case, it is better to calculate and store all \(\Delta W_{\nu}\) and \(\Delta d_{\nu}\) in advance, and just correct them after each step. Similarly, it may also happen, that \(\Delta W_{\nu}\) and \(\Delta d_{\nu}\) changes only for a fraction of possible steps \(\nu\) when step \(\mu\) is taken, similarly to the EA spin glasses, where local fields only changed for neighbors of the spin flipped. Then it is better updating the existing list of favorable steps instead of reconstructing it, analogously to the procedure given in the previous section. As we have stated before, \(H\) is always positive, so when we decrease the field, the limit is zero. For each stage, first we decrease the field to zero, and then we increase it to a reduced maximum value with the next reference state. We stop when the state is stable at that maximum value. Therefore, the algorithm is the following:
```

algorithm ac-demagnetization $\left(H_{0}, \gamma\right.$, parameters characterizing the instance)
begin
choose a random reference state;
current state $:=$ reference state;
$H_{x}:=H_{0} \gamma ;$ avalanche_calls $:=0$;
while avalanche_calls $\neq 1$ do
begin
$H:=0$;
while $H>0$ do
avalanche( 0 , system parameters);
choose a new random reference state;
avalanche_calls :=0
while $H<H_{x}$ do
begin
avalanche ( $H_{x}$, system parameters);
avalanche_calls $:=$ avalanche_calls +1 ;
end
$H_{x}:=H_{x} \gamma ;$
end
end

```

We supposed again that \(H_{0}\) has been chosen in advance. We might choose \(H_{0}=H_{S}\), which we may get again as the output \(H\) of algorithm avalanche when called first. However, we mentioned that a safer choice is \(H_{0}=H_{S}^{\prime}\). This we may also get as the output of algorithm avalanche. If \(H_{x}\) is very large, the second internal loop will not terminate until algorithm avalanche reaches a state stable at very strong fields and returns \(H=\infty\). Right before that call it returns just \(H_{S}^{\prime}\), the field when this stable configuration was created.

\subsection*{10.3 Application to the Traveling Salesman Problem}

We have two aims when we discuss the example of the traveling salesman problem. One is to demonstrate that the algorithm does work for a problem different to the spin problems [14] discussed so far. The other is to give examples for possible choices of dynamics and distances and for their connection to make the more general considerations of the previous section clearer.

The traveling salesman problem is one of the classical optimization problems that is easy to state but difficult to solve. It involves \(N\) cities with given distances between them. The aim is to find the shortest round tour that goes through each of the cities once. Any conceivable tour can be characterized by giving the order of the cities that are visited, therefore the configuration space of the problem is given by all possible permutations \(P\) of the cities: \(P(i)\) denotes the \(i\) th city to visit. The objective function is the length of the total path \(W(P)=\sum_{i=1}^{N} \Delta(P(i), P(i+1))\), where \(\Delta(i, j)\) denotes the distance of cities \(i\) and \(j\), and to simplify notation we introduced \(P(N+1) \equiv P(1)\), expressing the fact that the tour ends where it started.

In Ref. [16] we chose the interchange of two cities along the path as the elementary step, (swap dynamics) and we defined the distance of configurations \(P\) and \(P^{\prime}\) (not to be confused with the distance of the cities) as
\[
\begin{equation*}
d\left(P, P^{\prime}\right)=\sum_{i=1}^{N}\left|\Delta(P(i), P(i+1))-\Delta\left(P^{\prime}(i), P^{\prime}(i+1)\right)\right| \tag{10.4}
\end{equation*}
\]


Figure 10.3: The distribution of the difference between the length of the tour and the optimum length after ac-demagnetization (no shake-ups) and after hysteretic optimization with 5 and 50 shake-ups with swap dynamics for an \(N=100\) city traveling salesman problem. Results from local optimization both with swap (interchanging two cities along the path) and twist dynamics (reversing a subtour) are also shown. Left: two alternating reference states, distance as Eq. (10.4). Right: new reference state for each half-period, distance is the number of non-common undirected links.

We used our original prescription with two reference states. Figure 10.3 (left) shows the distribution of the difference between the length of the tour from ACD and HO with a different


Figure 10.4: Optimum tour (left), an average tour from hysteretic optimization with 50 shake-ups (middle) as in the Figure 10.3 (swap dynamics, two reference states, distance as Eq. (10.4)) and an average tour from a local optimization with swap dynamics (right) for an \(N=100\) city traveling salesman problem. The cities are randomly distributed on a unit square.


Figure 10.5: Elementary steps swap (left), move (middle) and twist (right) for the traveling salesman problem.
number of shake-ups and the optimum length for an \(N=100\) city traveling salesman problem, which was created by randomly distributing the cities on the unit square and taking their Euclidean distances. The optimum tour for that particular instance is shown in Figure 10.4 (left). In Figure 10.4 (middle) we also show an average solution given by HO with 50 shakeups. The results are not really convincing. However, they are still not only much better than those of a local optimization with the same dynamics, but it turns out that it is more advantageous to do HO than to do a series of independent local optimizations for the same computation time. Figure 10.3 shows the length distribution, while Figure 10.4 (right) shows a typical result of local optimization with this swap dynamics. No matter how bad it looks, it is still a local optimum, that is we cannot improve it by swapping any two cities along the path. We have to conclude that HO still works. On the other hand, with a different dynamics (twist dynamics, based on reversing a subtour, see Figure 10.5) local optimization outperforms the much slower HO with the dynamics and distance we discussed so far. The distribution of tour lengths with such a local optimization is also shown in Figure 10.3. Using a new reference state in each half-period of the process instead of the two alternating ones, we could get about \(20-25 \%\) closer to the global optimum, but it is still not really good.

In Figure 10.5 we show schematically three possible types of elementary steps. The first one (left) is the interchange of two cities, city \(P(i)\) and \(P(j)\), i.e. the \(i\) th and \(j\) th city along the tour. This is the operation we have considered so far. The permutation \(P^{\prime}\) representing the new tour is very easy to express with \(P\), namely \(P^{\prime}(i)=P(j) ; P^{\prime}(j)=P(i)\) and \(P^{\prime}(k)=P(k)\) for \(k \neq i, j\). From the figure it is clear that this operation will replace four terms of the expression for the tour length by four other by cutting the \(P(i-1) \rightarrow P(i)\), \(P(i) \rightarrow P(i+1), P(j-1) \rightarrow P(j), P(j) \rightarrow P(j+1)\) links and establishing new links \(P(i-1) \rightarrow P(j), P(j) \rightarrow P(i+1), P(j-1) \rightarrow P(i), P(i) \rightarrow P(j+1)\). The next operation shown in Figure 10.5 (middle) is visiting one of the cities some other time, that is moving it somewhere else along the path. Here the \(i\) th city along the path is moved right after the \(j\) th one. The permutations representing the tours before and after the operation will look more different than in the case of the previous operation, as all cities after the \(i\) th one up to the \(j\) th one will come one place forward along the path if \(i<j\). If \(i>j\), i.e. the \(i\) th city gets scheduled earlier, a whole subtour will also be shifted, but this time backwards. Despite this, it is clear from the figure that here only three links are modified, so this operation is more basic than the previous one. The third operation shown in Figure 10.5 (right) is even more basic in this sense. It changes only two links. It involves traveling a part of the original tour in the opposite order. This sort of modification is called a twist or a 2-opt operation. We note that this operation disturbs few links and is therefore basic only for symmetric traveling salesman problems, that is when \(\Delta(i, j)=\Delta(j, i)\). Asymmetric distances might look absurd at first sight, but there are real tasks leading to this kind of optimization problem. We might even think of the traveling salesman with one-way roads of different lengths between the destinations, or a cost-conscious one who tries to minimize fuel consumption that depends on which direction one travels on mountain roads.

As far as the expected change of the objective function is concerned, all three operations look reasonable, because they only change a few terms out of the \(N\) terms in the sum giving the total length. But the move operation (three terms) is expected to be better than the swap operation (four terms), and the twist operation (two terms) is expected to be the best. The local optimization that outperformed the previous HO results (Figure 10.3) were done with this elementary step. However, the distance between the configurations we defined in Ref. [16] and Eq. (10.4) is appropriate only for the swap operation. In the equation, links at the same absolute positions along the tours are compared, therefore, if the same link is shifted to another position, it will be compared to something else. Therefore, both the move operation that shifts a subtour by one position and the twist operation that reverses the order of cities in a subtour are expected to change the distance of the configurations a lot in most cases. Actually, two configurations differing only in where the tour starts are expected to be far away according to this definition. If we want to use a better elementary step, we must drop this notion of distance.

A very straightforward way to characterize the distance of two tours is to count how many cities would be directly followed by the same city according to both tours, which is simply the number of common directed links in the tours, and subtract this number from \(N\). Directed link means that going from city \(i\) to \(j\) corresponds to a different link than going from \(j\) to \(i\). With this definition the distance of tours differing only in their starting points is zero. This is actually reasonable, because the starting point is irrelevant. The proper configuration space is represented by not all permutations but by the cyclic permutations. The distance definition
is fully compatible with this fact. It is easy to see that this definition is appropriate for both the swap and the move operation, but not for the twist operation. By counting the number of common undirected links between two tours and subtracting that from \(N\), we get a third definition, which is good for each of the three elementary steps we have mentioned here. A common undirected link means that, if city \(i\) is followed by city \(j\) along one tour, than either city \(i\) is followed by city \(j\) or city \(j\) is followed by city \(i\) along the other tour. A common property of the latter two distance definitions with the distance definition for spin systems is that they depend only on the elements of the mathematical structure characterizing the configuration space, and - unlike the first definition - do not depend on the actual realization (instance) of the problem, that is on the interactions for the spin systems or on the distances between the cities for the traveling salesman problem.

If we throw away the original distance definition we get on average over \(40 \%\) nearer to the optimum tour length, even if we keep the swap dynamics. The improvement due to the change in the distance definition and the prescription to choose a new reference state for each halfperiod is nearly \(60 \%\). This way, after 50 shake-ups, we get somewhat better tours than with local optimization with the twist dynamics (see Figure 10.3, right), which is still not something to be very proud of, taking into account the huge difference between the computation times required. The two latter distance definitions actually give results very similar to each other. We made 10000 independent HO runs with 50 shake-ups with each prescription, but we still did not get the optimum solution with the swap dynamics.

As we expected, the main advantage of changing the distance definition is that it allows us to use better dynamics. Figure 10.6 shows results with both the move (left) and the twist (right) dynamics with 0,5 and 50 shake-ups. All results are much better than the ones with the swap dynamics. Even an ac-demagnetization without any shake-ups turns out to be much better than the best we could achieve with the swap dynamics after 50 shake-ups. Twist dynamics - as expected - gives better average tour lengths, but shake-ups seem to be somewhat more effective with the move dynamics. What we find surprising is that, for our particular problem, move dynamics found the optimum configuration more often than twist dynamics: after 50 shake-ups we arrived at the optimum tour in \(23 \%\) and \(14 \%\) of the runs with the move and the twist dynamics, respectively.

\subsection*{10.4 Outlook}

Hysteretic optimization is an optimization method inspired by a physical process: demagnetization of magnetic materials by an external field oscillating with a diminishing amplitude. As a general purpose method it is very new. Although there is still much work to be done, the first results are promising. Even in its present form the method performs as well as one may reasonably expect from a general purpose heuristic optimization algorithm. In most cases it cannot compete with the methods specifically developed for particular problems, but there are certainly cases - like the Sherrington-Kirkpatrick spin glass - when it works remarkably well.

It still has to be tried on many other types of problem to discover its strengths and weaknesses. It should also be found out how important the requirement of a slow variation of the external field is, and whether we could do something faster than simulating behavior avalanche by avalanche, without compromising too much of the quality of the results. In the case of sim-


Figure 10.6: The distribution of the difference between the length of the tour and the optimum length after ac-demagnetization (no shake-ups) and after hysteretic optimization with 5 and 50 shake-ups with move (left) and with twist (right) dynamics for an \(N=100\) city traveling salesman problem. A new reference state was used for each half-period; distance is number of non-common undirected links.
ulated annealing it is known that even cooling is not the best strategy, one can work out more effective cooling schedules by measuring a quantity analogous to the specific heat of the system during the process \([1,10]\). Similarly, we are sure that the simple strategy of decreasing the amplitude of the field according to a geometric sequence is not the optimal one. More theoretical work is required to find out exactly which properties of the system could guide the variation of the field amplitude. It would be important to understand better how and why the algorithm works. A better understanding could give ideas for further practical improvements, and give hints for what type of optimization problem we could expect the method to be competitive. It would also be good to have some better idea of the optimum choice of parameters like the maximum amplitude \(H_{0}\) in the ac-demagnetization and \(H_{\text {shake }}\) for the shake-ups.

Another direction that is worth exploring is to consider the method as a building block, and combine it with other techniques. In Ref. [16] we achieved promising results for the EdwardsAnderson spin glass with the combination of the present method and the renormalizationgroup approach by treating groups of spins with stable relative orientations as single block spins, analogously to Ref. [8,9] (see also details in Chapter 3).

Only the results of further investigations will decide whether hysteretic optimization becomes a competitive practical optimization tool used by a wider audience, or whether it simply remains an interesting curiosity.
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Physical processes have inspired many optimization heuristics. Most famously, variants of simulated annealing and genetic algorithms are widely used tools for the exploration of many intractable optimization problems. But the breadth and complexity of important real-life problems leaves plenty of room for alternatives to verify or improve results. One truly alternative approach is the extremal optimization method. Basically, extremal optimization focuses on eliminating only extremely bad features of a solution while replacing them at random. Good solutions emerge dynamically in an intermittent process that explores the configuration space widely. This method may share the evolutionary paradigm with genetic algorithms, but assigns fitnesses to individual variables within a single configuration. Hence, it conducts a local search of configuration space similar to simulated annealing, but it was intentionally conceived to leave behind the certainties (and limitations) of statistical equilibrium along a temperature schedule, handing control (almost) entirely to the update dynamics itself. In fact, as a few simple model problems reveal, the extremal update dynamics generically leads to a sharp transition between an ergodic and a non-ergodic ("jammed") search regime. Adjusting its only free parameter to the "ergodic edge," as predicted by theory, indeed leads to optimal performance in numerical experiments. Although our understanding of this heuristic is only at its beginning, some quite useful applications have already been devised.

\subsection*{11.1 Emerging Optimality}

Many natural systems have, without any centralized organizing facility, developed into complex structures that optimize their use of resources in sophisticated ways [2]. Biological evolution has formed efficient and strongly interdependent networks in which resources rarely go to waste. Even the morphology of inanimate landscapes exhibits patterns that seem to serve a purpose, such as the efficient drainage of water [19,57].

Natural systems that exhibit self-organizing qualities often possess a common feature: a large number of strongly coupled entities with similar properties. Hence, at some coarse level they permit a statistical description. An external resource (such as sunlight in the case of evolution) drives the system which then takes its direction purely by chance. Just as descending water that, driven by gravity, breaks through the weakest of all barriers in its wake, biological species are coupled in a global comparative process that persistently washes away the least fit. In this process, unlikely but highly adapted structures surface inadvertently. Optimal adaptation thus emerges naturally, from the dynamics, simply through a selection against the
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extremely "bad". In fact, this process may prevent the inflexibility inevitable in a controlled breeding of the "good".

Various models relying on extremal processes have been proposed to explain the phenomenon of self-organization [48]. In particular, the Bak-Sneppen model of biological evolution is based on this principle [3,15]. Species are located on the sites of a lattice, and have an associated "fitness" value between 0 and 1 . At each time step, the one species with the smallest value (poorest degree of adaptation) is selected for a random update, having its fitness replaced by a new value drawn randomly from a flat distribution on the interval \([0,1]\). But the change in fitness of one species impacts the fitness of interrelated species. Therefore, all of the species at neighboring lattice sites have their fitness replaced with new random numbers as well. After a sufficient number of steps, the system reaches a highly correlated state known as self-organized criticality (SOC) [4]. In that state, almost all species have reached a fitness above a certain threshold. These species, however, possess punctuated equilibrium [27]: only one's weakened neighbor can undermine one's own fitness. This co-evolutionary activity gives rise to chain reactions called "avalanches", large fluctuations that rearrange major parts of the system, potentially making any configuration accessible.

\subsection*{11.2 Extremal Optimization}

Although co-evolution may not have optimization as its exclusive goal, it serves as a powerful paradigm. We have used it as motivation for a new approach [16] to approximate hard optimization problems [32]. The heuristic we have introduced, called extremal optimization (EO), follows the spirit of the Bak-Sneppen model, updating those variables which have among the "worst" values in a solution and replacing them at random without ever explicitly improving them.

\subsection*{11.2.1 Basic Notions}

To introduce EO, let us consider a spin glass [44] as a specific example of a hard optimization problem. An instance may consist of a \(d\)-dimensional hypercubic lattice of size \(n=L^{d}\), as in the case of the Edwards-Anderson model [22], or simply of a randomly connected, sparse graph of \(n\) vertices, as in the case of the Viana-Bray model [59]. An Ising spin variable \(x_{i}=\) \(\pm 1\) is placed at each site \(i \leq n\). Spins are connected to each of their nearest neighbors \(j\) via a random bond variable \(J_{i, j}\) drawn from some distribution, and \(J_{i, j}=0\) for all unconnected pairs of spins. In this example, we simply focus on a discrete distribution \(P(J)=\delta\left(J^{2}-1\right)\) of bond weights. The configuration space \(\Omega\) consists of all feasible configuration vectors \(\mathbf{x} \in \Omega\), where \(|\Omega|=2^{n}\) here.

The hard optimization problem then consists of an instance of a randomly assembled, fixed bond matrix \(\mathbf{J}\) that connects a set of \(n\) spin variables \(x_{i}\), for which we wish to minimize the cost function, or Hamiltonian
\[
\begin{equation*}
H(\mathbf{x})=-\frac{1}{2} \sum_{i} \sum_{j} J_{i, j} x_{i} x_{j} \tag{11.1}
\end{equation*}
\]

Configurations x of lowest global energy are called ground states. At low-temperature, these are ostensibly the preferred states of the system (if they could be attained by the dynamics).

Arrangement conflicts between connected spins leads to frustration, making ground-state configurations hard to find, and it has been shown that for non-planar graphs the problem is among the hardest of optimization problems [7].

In general, to find near-optimal solutions for a particular optimization problem, EO performs a neighborhood search on a single configuration \(\mathrm{x} \in \Omega\) of a given instance of a problem. Rearranging merely \(O(1)\) variables in each update is a characteristic of a local search, in contrast to a genetic algorithm, say, where cross-over operations may effect the arrangement of \(O(n)\) variables. In the spin problem, we typically consider single spin-flips to move from one configuration to the next. The cost function \(H(\mathbf{x})\) is assumed to consist of the individual cost contributions, or "fitnesses", \(\lambda_{i}\) for each variable \(x_{i}\) (analogous to the fitness values in the Bak-Sneppen model from above). The fitness of each variable assesses its contribution to the total cost:
\[
\begin{equation*}
H(\mathbf{x})=-\sum_{i} \lambda_{i} . \tag{11.2}
\end{equation*}
\]

It is a crucial feature of hard optimization problems that the fitness \(\lambda_{i}\) depends on the state of \(x_{i}\) in relation to variables that \(x_{i}\) is connected to. If these connections are frustrated, some variable can only improve their fitness at the expense of neighbors. For the Hamiltonian in Eq. (11.1), we assign to each spin \(x_{i}\) the fitness
\[
\begin{equation*}
\lambda_{i}=\frac{1}{2} x_{i} \sum_{j} J_{i, j} x_{j} \tag{11.3}
\end{equation*}
\]
so that Eq. (11.2) is satisfied. Each spin's fitness thus corresponds to (the negative of) its local energy contribution to the overall energy of the system. In a similar way to the Bak-Sneppen model, EO then proceeds through a local search of \(\Omega\) by sequentially changing variables with "bad" fitness on each update. To this end, EO establishes a rank-ordered list
\[
\begin{equation*}
\lambda_{\Pi(1)} \leq \lambda_{\Pi(2)} \leq \ldots \leq \lambda_{\Pi(n)} \tag{11.4}
\end{equation*}
\]
of fitnesses via a permutation \(\Pi\) that maps the fitness ranks onto the index of the associated variable, with the lowest fitness, \(\lambda_{\Pi(1)}\), corresponding to the "worst" variable, \(x_{j}\) with \(j=\) \(\Pi(1)\), at the bottom of the list. After each update, the fitnesses of the changed variable and of all its neighbors are re-evaluated according to Eq. (11.3).

\subsection*{11.2.2 EO Algorithm}

In terms of an abstract algorithm, we can describe EO as follows. First, EO is a local search [32] on an instance \(\mathbf{J}\), and we can generically write:
```

algorithm LocalSearch(J,StopCondition)
begin
$\mathrm{x}:=$ InitConfiguration(J);
$H_{\text {best }}:=\operatorname{Cost}(\mathbf{x})$;
repeat
begin
$j:=$ EvaluateState $(\mathbf{x}, \mathbf{J})$;
$x_{j}:=\operatorname{Update}(j, \mathbf{x}, \mathbf{J})$;
$H:=\operatorname{Cost}(\mathbf{x})$;
if $H<H_{\text {best }}$ and IsFeasible $(\mathbf{x}, \mathbf{J})$ then
begin
$\mathrm{x}_{\text {best }}:=\mathrm{x}$;
$H_{\text {best }}:=H$;
end
end
until StopCondition;
return $H_{\text {best }}, \mathbf{x}_{\text {best }}$;
end

```

In a local search by simulated annealing (SA) [36], for instance, EvaluateState would merely pick a new variable \(j\) at random for Update to apply the Metropolis procedure, which either accepts or rejects a change to \(x_{j}\) depending on the "state" of the system \((\mathbf{x}, \mathbf{J})\) and the temperature. In SA, Update would also have to maintain a list of tunable parameters, such as the temperature schedule and the acceptance rate, the latter determining StopCondition in a non-trivial way.

In contrast, in a local search with EO, EvaluateState would do most of the work:

\section*{algorithm EvaluateState.EO(x, J)}
begin
\(\lambda:=\) EvaluateFitness(x,J);
\(\Pi:=\operatorname{RankOrder}(\lambda)\);
\(k:=\) SelectRank;
return \(j:=\Pi(k)\);
end
In turn, Update becomes simply:
```

algorithm Update.EO(j, x, J)
begin
return }\mp@subsup{x}{j}{}:=\operatorname{Flip}(\mp@subsup{x}{j}{})\mathrm{ ;
end

```
where Flip assigns the selected variable a new value \(\left[\right.\) here, \(\left.\operatorname{Flip}\left(x_{j}\right)=-x_{j}\right]\) unconditionally, i.e., independent of the state of the system \((\mathbf{x}, \mathbf{J})\) before or after the flip. For instance, in
the spin glass from Section 11.2.1, a selected spin must be flipped, even if its local field is positive. Note, that there is no parameter in this process that would require any tuning. Clearly, without an acceptance criterion, the information that drives the process toward better solutions must be provided by the rank-ordered list of fitnesses, Eq. (11.4), that is manipulated in EvaluateState.EO. Furthermore, the absence of an acceptance criterion means that EO never "freezes" into a terminable configuration, which could provide a StopCondition. Instead, EO always keeps on searching to find even better solutions (and possibly to explore the degeneracy of states \(\mathbf{x}_{\text {best }}\), see Section 11.3.1). It terminates simply after a desired number of updates: StopCondition \(=\left(t>t_{\max }\right)\), although more adaptive termination conditions are discussed in Ref. [11].

Within EvaluateState.EO, EvaluateFitness calculates the current fitness of each variable according to Eq. (11.3). Subsequently, RankOrder establishes the ranking of fitnesses in Eq. (11.4). The next step is crucial for the EO-algorithm, because SelectRank provides the only adjustable means to transfer information from the ranking to the local search. This ranking of the variables that are currently "better" than those below them provides the only measure of quality of a configuration. It is merely the memory encapsulated in the ranking that directs EO into the neighborhood of increasingly better solutions. If we impose an "extremal" selection condition in SelectRank, focusing on atypically bad variables, we may expect to facilitate a search dynamics similar to the Bak-Sneppen model, with large fluctuations but frequent returns to near-optimal states. In contrast to an equilibrium situation, those "better" variables possess punctuated equilibrium [27]: their memory gets altered only when a neighboring variable is forced to change. The unconditional acceptance affects large fluctuations in the cost function that can accumulate in a sequence of updates. Merely the bias against extremely "bad" fitnesses facilitates frequent returns to improved solutions.

These characteristics of the performance of EO highlight two additional advantages of EO. For one, EO can take full advantage of any pre-existing information about the solution in its initial configuration to expedite convergence [18]. This may not be the case with other heuristics, for instance, SA has to start at some sufficiently high temperature, which would in most cases instantly destroy whatever information may be contained in the initial configuration. Secondly, the fact that EO does not freeze but instead sustains large fluctuations throughout, allows it not only to converge to a single solution, but to explore \(\Omega\) more extensively. For example, in one sweep EO could potentially sample the entire set of ground-state configurations to measure also more complex observables such as their entropy (logarithm of the degeneracy) or the overlap as discussed in Section 11.3.

\subsection*{11.2.3 Extremal Selection}

The simplest selection procedure would simply follow the Bak-Sneppen model, and choose SelectRank \(=\Pi(1)\), i.e., always pick one of the variables with the worst fitness. In this case, our EO-algorithm would be entirely free of adjustable parameters. This "basic" EO-algorithm often leads to quite satisfactory results, especially when updating the same variable as there is more than just one choice in outcome [16] or fitnesses are degenerate (see Figure 11.1). In the case of the spin glass, we have only one choice, \(x_{j}:=-x_{j}\), and a deterministic local search results (aside from degeneracies), if we only update the lowest-ranked variable. Such a search will most likely reach a "dead end" in the form of a poor local minimum. In contrast, adding
a single, fixed parameter to SelectRank will allow us to tune EO for a large number of problems exactly to a phase boundary with a balanced dynamics of fluctuations and returns.

To this end, consider a scale-free probability distribution over the ranks \(k\) in Eq. (11.4),
\[
\begin{equation*}
P_{k} \propto k^{-\tau}, \quad 1 \leq k \leq n \tag{11.5}
\end{equation*}
\]
for a fixed value of the parameter \(\tau\). Then the algorithm \(\tau\)-EO is specified by the following choice for selecting variables for an update \([14,16]\) :
```

algorithm SelectRank( $\tau$ )
begin
$k:=\left(1+\left(n^{1-\tau}-1\right) \operatorname{rng}()\right)^{1 /(1-\tau)} ;$
return $j:=\Pi(k)$;
end

```

Here rng ( ) produces uniform random numbers on the unit interval.
For \(\tau=0\), the \(\tau\)-EO algorithm is simply a random walk through \(\Omega\). Conversely, for \(\tau \rightarrow \infty\), the process approaches the "basic" EO algorithm. However, for finite values of \(\tau\) the choice of a scale-free distribution for \(P_{k}\) in Eq. (11.5) ensures that no rank gets excluded from further evolution, while still maintaining an "extremal" bias against variables with bad fitness. In fact, it appears the \(\tau\)-EO works best when \(\tau\) is tuned exactly to the boundary between a "too ergodic" \((\tau \rightarrow 0)\) and an "ergodicity-broken" [6] \((\tau \rightarrow \infty)\) phase of the search dynamics.

As suggested by Figure 11.1, careful numerical experiments show that a value of
\[
\begin{equation*}
\tau-1 \sim(\ln n)^{-1} \quad(n \rightarrow \infty) \tag{11.6}
\end{equation*}
\]
seems to work best [18]. In Section 11.4 we will discuss simple model problems for which the asymptotic behavior of \(\tau\)-EO can be solved exactly [14]. The model reproduces Eq. (11.6) exactly in cases where the model develops a "jam" among its variables, which is quite a generic feature of frustrated systems. After many update steps most variables freeze into a near-perfect local arrangement and resist further change, while a finite fraction remains frustrated in a poor local arrangement. More and more of the frozen variables have to be dislocated collectively to accommodate the frustrated variables before the system as a whole can improve its state. In this highly correlated state, slow variables block the progression of fast variables, and a "jam" emerges. The asymptotic analysis of the flow equations for a jammed system lead to Eq. (11.6).

\subsection*{11.2.4 Rank Ordering}

As a price for its emergent capabilities, EO has to pay an overhead in computational cost for evaluating and sorting the fitnesses according to Eqs. (11.3)-(11.4) [16]. The overhead is not nearly as bad as the above algorithm EvaluateState. EO may suggest. Yet, despite the simplifications discussed below, rank ordering dominates the computational cost of any EOalgorithm; and more refined data structures could impact the performance of EO algorithms significantly. In the numerical experiments so far, we have emphasized conceptual aspects of the algorithm.

To establish a sufficient ordering of fitnesses, we often do not need to re-evaluate all fitnesses in EvaluateFitness or re-order all ranks in RankOrder. In particular, in a sparse


Figure 11.1: Plot of the average costs obtained by EO for a \(\pm J\) spin glass (left) and for graph bipartitioning (right), all as a function of \(\tau\). A number of instances were generated at each \(n\). For each instance, 10 different EO runs of the same duration were performed at each \(\tau\). The results were averaged over runs and over instances. Although these problems are quite distinct, in either case the best results are obtained at a value of \(\tau\) that behaves according to Eq. (11.6), as predicted by the model in Section 11.4, see also Figure 11.14.
system, variables may have an average connectivity \(\alpha=O(1)\), so each update effects only \(\sim \alpha\) variables, i.e., only the updated spin and its neighbors change fitness, hence only a few entries in \(\Pi\) need to be changed.

While a perfectly ordered list would contribute a factor of \(\alpha n \ln (n)\) to the computational cost of EO, one can actually get away with imperfectly ordered fitnesses using a "heap" [16] ( \(\sim \alpha \ln n\) ) or even a hash-table \((\sim \alpha)\). In the case of the "basic" EO algorithm, such a heap would already be exact, since we only care about the variable at the top of the heap, \(\Pi(1)\). Furthermore, in the case of a lattice spin glass with a \(\pm J\) bond distribution, where each spin can take on only one of \(2 d+1\) possible fitness values, a hash-table with \(2 d+1\) buckets is actually exact. In general, in our experience heaps or hash-tables usually provide a sufficient ordering of fitnesses for \(\tau\)-EO even when they are only approximate, due to the inherently stochastic selection process.

Clearly, for high-connected systems, such as the Sherrington-Kirkpatrick model (SK) [56], where the connectivity matrix \(\mathbf{J}\) is dense \((\alpha=n)\), EO would not appear to be very efficient. Therefore, we have restricted ourselves to systems with low connectivity (sparse graphs). But it should be pointed out that EO in principle may work for such problems as well, and possibly could regain its overhead expense for sorting through superior convergence. In SK, updating a single spin does effect all other spins, but while the fitness of the updated spin itself makes a relative change of \(O(1)\), all other fitnesses only change by \(O(1 / n)\), as does the total energy. Hence, most spins's ranking would hardly change, except for the updated spin itself. On contrast, in problems where each update of even a single variable effects almost all other variables and the total energy by \(O(1)\), the rejection-less approach of EO is hopeless, since there is no memory left in the ranking from one update to the next. An example for this worst case for EO is a polymer-folding problem [58], for which a high threshold against acceptance of a move seems essential.

\subsection*{11.2.5 Defining Fitness}

A more fundamental restriction on the applicability of EO is imposed by the requirement of defining some form of comparable fitness for discernible entities within a problem. For example, in the traveling salesperson problem (TSP) it is a priori not clear whether the individual tour-segments or the "cities" should be the appropriate "variables" to update [16]. Also, to find the minimum of some polynomial in \(n\) variables on some finite domain, discernible variables seem apparent but their fitness is not. Furthermore, for heterogeneous problems combining variables of very different nature (say, workers, machines, and products in an industrial application), an approach based only on evaluating overall changes of a cost function, as used by SA, seems more convenient (albeit not necessarily more successful).

Even in the domain of \(\pm J\) spin glasses with clearly distinguishable variables having local energy contributions to the Hamiltonian, the definition of "fitness" itself requires a second thought. On a regularly-connected graph, such as a lattice, each variable has exactly the same number \(\alpha_{i} \equiv\langle\alpha\rangle=2 d\) of neighbors, and hence exactly the same range of fitness, \(-\alpha_{i} \leq\) \(\lambda_{i} \leq \alpha_{i}\). But if connectivities \(\alpha_{i}\) vary between variables, like in the Viana-Bray model, or even for a regular lattice but with varying bond weights (as in a Gaussian bond distribution), the range of fitnesses, as defined in Eq. (11.3), does not coincide between variables. For instance, in a sparse graph some spins will be entirely unconnected ( \(\lambda_{i} \equiv 0\) ). Although these spins are always in a "perfect" state, their fitness may be worse than some highly connected spin which happens to satisfy more than half of its bonds (by weight) but whose violations of its other bonds can contribute unreasonably to the overall energy. In fact, simply by aligning with its local field every spin \(x_{i}\) can be put into a state where \(\lambda_{i} \geq 0\) in Eq. (11.3).

In most cases, this problem is easily solved with an all-too-obvious linear transformation of the cost function. After all, what matters for the optimization problem is not the energy per se but the total weight \(C(\mathbf{x})\) of all frustrated bonds in the system. This positive-definite quantity is usually called the "cost" of a configuration, and is related to the energy in Eq. (11.2) by
\[
\begin{equation*}
C(\mathbf{x})=\frac{1}{2} H(\mathbf{x})+\frac{1}{2} \sum_{i<j}\left|J_{i, j}\right| \tag{11.7}
\end{equation*}
\]

Note that for discrete bonds, \(J_{i, j}= \pm 1\), the sum simply yields the total number of connections in the system. Using \(C\) as the cost function, it is natural to redefine as fitness
\[
\begin{equation*}
\lambda_{i}=-\frac{1}{2} \sum_{j}\left|J_{i, j}\right| \theta\left(-J_{i, j} x_{i} x_{j}\right), \tag{11.8}
\end{equation*}
\]
where \(\theta\) is the Heaviside 0 -to- 1 step function. Each fitness is just the (negative) sum of the absolute weights of all violated bonds attached to each spin (times \(1 / 2\), since the bond is shared with a neighbor). In this case, highly connected spins that can contribute a lot to the cost find themselves at the bottom of the ranking even though they also possess a majority of satisfied bonds, while totally unconnected bonds always have an optimal fitness of zero. Had we instead erroneously defined fitness as the (positive) sum of the absolute weights of all satisfied bonds, we would perpetually update those low-connected spins that even in a perfect state would have very little fitness compared to high-connected, imperfect spins.

The definition of fitness can be a subtle subject and is still poorly explored [16]. While for many problems there is often an obvious choice to define the fitness, it is worthwhile to
consider and try even small variations. For instance, we have made the following observation. In situations for sparse graphs with (say, Poissonian) distributed connectivities \(\alpha_{i}\), the range of accessible fitnesses for each variable do not coincide, even as redefined in Eq. (11.8). Borrowing from the Bak-Sneppen model again, we have "normalized" all fitnesses into the unit interval, to wit,
\[
\begin{equation*}
\lambda_{i}=1-\frac{\sum_{j}\left|J_{i, j}\right| \theta\left(-J_{i, j} x_{i} x_{j}\right)}{\sum_{j}\left|J_{i, j}\right|} \tag{11.9}
\end{equation*}
\]
defining \(\lambda_{i}=1\) for unconnected variables. Note that this definition of fitness does not reproduce Eq. (11.2) or Eq. (11.7)! Yet, it is our experience that treating each variable on equal footing often results in faster convergence, if not better quality overall [18], although the fitnesses are not functionally related to the cost function. Thus, moving low-connected variables, which seemingly contribute little to the global energy, is important to dislodge "jammed" configurations and to progress toward better solutions. And although the ranking of fitnesses does not possess information about the cost function directly, it guides the local search into the vicinity of optima where fluctuations ensure that EO "trips" over good solutions inadvertently.

\subsection*{11.2.6 Distinguishing EO from other Heuristics}

We hope to demonstrate that EO provides an alternative philosophy to the canon of heuristics [32]. Conceiving new, distinct methods improves the chances that at least one of the known heuristics will provide good results on some particular problem when all others fail; no general-purpose method will ever be a panacea! Comparisons of heuristics on standard or randomly generated testbeds is an instructive way to assess the capabilities of any newly conceived method, and to establish itself, the EO methods could used a lot more of those comparisons. In Section 11.3 we will discuss the results of some of our own comparison studies.

As discussed in Section 11.2.5, the most apparent distinction between EO and other methods is the need to define local cost contributions for each variable, instead of merely a global cost. EO's ability to access this local information directly constitutes its power as well as it limits its applicability. In the following, we will clarify the distinctions between EO and other search heuristics.

Simulated Annealing (SA) [36] emulates the behavior of frustrated systems in thermal equilibrium: if one couples such a system to a heat bath of adjustable temperature, by cooling the system slowly one may come close to attaining a state of minimal energy (i.e., cost). SA accepts or rejects local changes to a configuration according to the Metropolis algorithm at a given temperature, enforcing equilibrium dynamics ("detailed balance") and requiring a carefully tuned "temperature schedule."

In contrast, EO drives the system far from equilibrium: aside from ranking, it applies no decision criteria, and all new configurations are accepted indiscriminately. Instead of tuning a whole schedule of parameters, EO often requires few choices. It may appear that EO's results would resemble an ineffective random search, similar to SA at a fixed but finite temperature (see Ref. [21]). But in fact, by persistent selection against the worst fitnesses, EO quickly
approaches near-optimal solutions. EO maintains significant fluctuations even at late runtimes (see Figure 11.2), crossing sizable barriers to access new regions in configuration space, whereas SA terminates by freezing into one particular solution for good.

In some versions of SA, low acceptance rates near freezing are circumvented using a scheme of picking trials from a rank-ordered list of possible moves [21,28] (see Chapter 2.3.4 in Ref. [54]). As in EO, every move gets accepted. But these moves are based on an outcomeoriented ranking, favoring downhill moves but permitting (Boltzmann-)limited uphill moves. On the other hand, in EO the ranking of variables is based on the current, not the future, state of each variable, allowing for unlimited uphill moves.

Genetic Algorithms (GA) [26] are similarly motivated by biological evolution (with deceptively similar terminology, such as "fitness"), yet GA and EO algorithms have hardly anything in common. GAs, mimicking evolution on the genotype's level, keep track of entire "gene pools" of configurations from which to select and "breed" an improved generation of solutions. By comparison, EO, based on evolutionary competition at the phenomenological level of "species" [17] operates only via local updates on a single configuration, with improvements achieved merely by elimination of bad variables. EO, SA, and most other meta-heuristics use updates typical of a local search. Instead, in GA, cross-over operators perform global exchanges on binary encodings of pairs of configurations.

Taboo-Search (TS) performs a memory-driven local search procedure that allows for limited uphill moves based on scoring recent moves [25,54]. Its memory permits escapes from local minima and avoids recently explored configurations. It is similar to EO in that it may not converge and in that moves are ranked. But the uphill moves in TS are limited by tuned parameters that evaluate the memory, and, as for SA above, rankings and scoring of moves in TS are done on the basis of anticipated outcome, not on current "fitness" of individual variables.

\subsection*{11.2.7 Implementing EO}

To demonstrate the applicability of EO for a range of different combinatorial optimization problems, we describe here a selection of possible implementations. Below, in Section 11.3, we will discuss some of the results obtained by us and other researchers with these or similar implementations. Many of these problems could as well be mapped directly onto the spinglass problem introduced in Section 11.2. Often it is more straightforward to define fitness directly for the contribution that variables make to the overall cost function. Examples of hybrid algorithms based on EO will be discussed in Section 11.3.3.

Graph Bipartitioning (GBP): One popular hard optimization problem, to which EO has been applied successfully \([9,16,18,20]\) is the GBP \([34,36,42]\). In the GBP, we are given a graph of \(n\) vertices, where \(n\) is even, and "edges" connecting certain pairs of vertices. The problem is to partition the vertices into two equal subsets, each of size \(n / 2\), minimizing as cost function \(C(\mathbf{x})\) (called "cutsize") that counts the total weight from edges cutting across the partition, see Figure 11.2. Hence, each vertex' fitness is \(\lambda_{i}=-(1 / 2)\left\{\sum\right.\) weights of cut edges on \(\left.x_{i}\right\}\) to give \(C(\mathbf{x})=-\sum_{i} \lambda_{i}\).


Figure 11.2: Example of a graph-bipartitioning problem. The left panel shows a random geometric graph of average connectivity \(\alpha \approx 5\) with the optimal partition as found by the "basic" EO algorithm. There are 250 square and 250 round vertices, but there are only two edges (all of unit weight) connecting a round and a square vertex (thick lines). The right panel shows the evolution of the cutsize during an EO run on that graph. The shaded area marks the range of cutsizes explored in the respective time bins. The best cutsize ever found is 2 , which is visited repeatedly in this run. In contrast to simulated annealing, which has large fluctuations in early stages of the run and then converges much later, extremal optimization quickly approaches a stage where broadly distributed fluctuations allow it to probe many local optima.

The size of the configuration space \(\Omega\) grows exponentially with \(n,|\Omega|=\binom{n}{n / 2}\), since only unordered divisions of the \(n\) vertices into two equal-sized sets are feasible configurations x . In this problem, frustration does not arise from bond disorder alone but also from the global constraint of equal partition. Limiting the feasibility of configurations \(\mathbf{x}\), this constraint forces us to move two variables in each update (unless we introduce a "penalty function" without which SA seems to be unsuccessful for this problem [34]).

A typical move-class to update GBP is an "exchange" of one vertex from each subset. In the "basic" EO algorithm, we simply select the "worst" vertex \(x_{\Pi(1)}\), and exchange it with a randomly selected vertex from the other subset. The evolution of \(C(\mathbf{x})\) of this process is depicted on the right side of Figure 11.2, starting from a random marking of 250 red and 250 green vertices in the graph on the left. After an initial "mop-up" stage with a rapidly-dropping cutsize, large fluctuations in the cost persist for all times with frequent returns to increasingly better solutions. Even better results obtained with the \(\tau\)-EO algorithm are discussed in Section 11.3.

Satisfiability (MAX- \(\boldsymbol{K}\)-SAT) Instances of the satisfiability problem MAX- \(K\)-SAT consist of a formula composed of \(M\) clauses. Each clause contains \(K\) literals (i.e., \(x_{i}\) or \(\neg x_{i}\) ), drawn randomly from a pool of \(n\) boolean variables \(x_{i}\). A clause is verified, if at least one of its \(K\) literals is true (logical "or"), and the entire formula is verified only if every clause is true
(logical "and"). Here, we try to maximize the number of true clauses by some configuration of the variables, accordingly the cost \(C(\mathbf{x}) \leq 0\) is defined as the number of false clauses.

MAX- \(K\)-SAT has an obvious EO-implementation. For each variable we set \(\lambda_{i}=-(1 / K)\{\#\) of false clauses containing \(\left.x_{i}\right\}\), which satisfies \(C(\mathbf{x})=-\sum_{i} \lambda_{i}\). Typically, \(K=O(1)\) and \(M=O(n)\) so that each variable appears only in a few \(\left(\alpha_{i} \approx M / n\right)\) clauses, each connecting it to \(\approx K\) other variables. In the light of Section 11.2.5, we define fitness here in terms of what is "bad" about each variable, since near-optimal configurations will have most variables in a nearly perfect state. Unfortunately, so far very little work has been done with EO for SAT. SAT is widely considered as the archetypal NP-hard problem because many other problems are conveniently mapped onto it.

Particularly promising would be an application of EO near the phase transition in satisfiability problems [33], which has been studied intensely in recent years [45,46]. The complexity of SAT transitions has been shown to be the ultimate challenge for any local search [37,55]. It would be interesting to explore the competitiveness of various EO implementations near such a phase transition.

Similarly, SAT problems are easily converted into the form of a spin Hamiltonian as in Eq. (11.1), and can be treated with the hybrid methods discussed in Section 11.3.3. This approach should be particularly successful on the high-complexity testbed ensembles defined in Refs. [37, 55].

Graph Coloring ( \(\boldsymbol{K}\)-COL) Given \(K\) different colors to label the vertices of a graph, we need to find a coloring that minimizes as the cost \(C(\mathbf{x}) \leq 0\) the absolute weight of "monochromatic" edges, i.e., those connecting vertices of identical color. Obviously, this problem corresponds to a \(K\)-state anti-ferromagnetic Potts model. EO for \(K\)-COL is implemented by defining \(\lambda_{i}=-(1 / K)\left\{\sum\right.\) weights of monochromatic edges on \(\left.x_{i}\right\}\) as fitness. With this approach we have accurately determined the connectivity \(\alpha_{c}\) for the phase transition of 3-COL on random graphs [17,47].

\subsection*{11.3 Numerical Results for EO}

In the few years since we first proposed (EO) as a general purpose heuristic for some of the hardest combinatorial optimization problems [16], ample evidence has been provided for its practicality. Our own studies have focused on demonstrating elementary properties of EO in a number of implementations for classic NP-hard combinatorial problems [17, 18], where EO provides a bound by explicit construction of at least one, and potentially all, configurations on the best-found cost. Comparative studies have shown that EO holds significant promise to provide a new, alternative approach to approximate many intractable problems [8,9,16,21,39]. Those investigations have also indicated certain universal performance features \([18,20]\) that were reproduced with a simple theory [14] described in Section 11.4.

Initially, we have established EO on a set of classic combinatorial optimization problems, such as graph bipartitioning [9,16, 18], three-coloring [17], and the traveling salesperson [16]. These implementations proved EO to be very successful on NP-hard partitioning and matching problems in comparison with other heuristics, such as Kernighan-Lin [34] and METIS [35], or with other stochastic optimization methods, such as simulated annealing (SA) [36] or genetic


Figure 11.3: Plot of the error in the best result of SA relative to EO's on identical instances of random graphs (left) and geometric graphs (right) as a function of the mean connectivity \(\alpha\). The percolation points are at \(\alpha_{p}=1\) and \(\alpha_{p} \approx 4.5\), respectively, and the critical points for the GBP (i.e., the first time a component of size \(>n / 2\) appears) are slightly above that (e.g. at \(\alpha_{c}=2 \ln 2=1.386\) for random graphs [42]). SA's error relative to EO near the critical point in each case rises with \(n\).
algorithms (GA) [26], either averaged over ensembles of instances [9] or on standard testbeds with up to \(10^{5}\) variables [16]. But our study of the traveling salesperson problem (TSP) also showed the limitations of EO, outperforming SA only for the non-Euclidean case and being, along with SA, far behind the iterated Lin-Kernighan heuristic [53] on this problem.

Several other researchers have picked up on our initial results, and have successfully applied EO to problems as diverse as pattern recognition [41], signal filtering of EEG noise [63], segregation of binary mixtures [8], artificial intelligence [39], and 3d spin-glass models [21,60].

\subsection*{11.3.1 Early Results}

\subsection*{11.3.1.1 Results for Graph Bipartitioning}

In a numerical study of the GBP we have shown [9] that \(\tau\)-EO can outperform SA \([34,36]\) near the partitioning transitions on random and geometric graphs, see Figure 11.3. At this transition, located just above the percolation point, cutsizes first become non-zero.

Studies of the GBP on the average rate of convergence toward better-cost configurations as a function of runtime \(t\) indicate power-law convergence, roughly like [18]
\[
\begin{equation*}
C_{\mathrm{best}}(t) \sim C_{\mathrm{opt}}+A t^{-0.4} \tag{11.10}
\end{equation*}
\]
where \(C_{\text {best }}(t)\) refers to the (average) best results found by EO up to time \(t\). For example, with regard to Figure 11.2, this quantity would be a (monotonically decreasing) lower envelope to the actual fluctuations marked by black bars in the runtime plot on the right. Note that this power-law convergence is already apparent there.

Of course, it is not easy to assert for graphs of large \(n\) that those runs in fact converge anywhere close to the true optimum \(C_{\mathrm{opt}}\), but the finite-size scaling analysis in Figure 11.4 indicates consistent convergence for any \(n\) [18]. The asymptotic value of \(C_{\mathrm{opt}}\) extracted for the


Figure 11.4: Scaling collapse of the \(\tau\)-EO time evolution of \(C_{\text {best }}(t)\) for the GBP on threeconnected Bethe lattices, averaged over 8 separate runs on 32 instances for each system size \(n\). For large \(t(\gg n)\) the data collapses onto a single scaling curve given in Eq. (11.10) as a function of \(t / n\), here at \(\tau=1.45\).

Figure 11.5: Equivalent run-time comparison of different strategies for \(\tau\)-EO (here, \(\tau=1.3\) ) on a set of geometric graphs of sizes \(n=1022\) (squares) and 2046 (circles). The average bestof \(-k\) cutsizes found after \(t\) updates for \(k\) restarts are plotted as function of \(1 /(\mathrm{km})\), where \(m=\) \(t / t_{\text {max }}\) is the multiple of a fixed time-scale. Filled symbols refer to fixed \(m=1\) but varying \(k\). Open symbols on the dotted lines refer to \(k=4\) and \(m\) varying, as do opaque symbols on dashed lines for which clustering initial conditions were used.

GBP on three-connected Bethe lattices (also called trivalent graphs) from Figure 11.4 can be compared with previous simulations [5]. There, the "energy" density \(e=-1+4 C_{\mathrm{opt}} /(3 n)\) was calculated using the best results obtained for a set of those graphs. Using simulated annealing Ref. [5] obtained \(e=-0.840\). Our current extrapolation yields a cost per spin of \(C_{\text {opt }} / n=0.1158\) or \(e=-0.845(1)\). If these results are accurate, the replica symmetric (RS) solution proposed in Refs. [42,62] for this version of the GBP, which gives a value of \(e=-2 \times 0.7378 / \sqrt{3}=-0.852\), would be excluded.

In Figure 11.5 we have investigated the effect of providing EO with pre-optimized initial conditions (in InitConfiguration in Section 11.2.2) and of trading a given amount of update steps \(t_{\text {max }}\) between \(k\) restarts. While good start-up conditions (here, using an algorithm that clusters neighboring vertices together into one of the two partitions) can be utilized by EO to result in much faster convergence at short runtimes, the diffusive behavior of the local search seems to ensure that the effect of those improved start-ups eventually gets "forgotten." That data also suggests that it seems mildly advantageous to invest into few long runs instead of dividing it between many separate restarts, which we have converted into an adaptive strategy [11].

\subsection*{11.3.1.2 Results on Spin Glasses}

Table 11.1 lists the results obtained with \(\tau\)-EO at \(\tau=1.15\) for the \(\pm J\) spin glass on a hypercubic lattice in \(d=3\) and 4 [17]. In comparison, the EO results provide an independent confirmation of previous genetic algorithm computations \([30,31,50]\) (which were exclusively

Table 11.1: EO approximations to the average ground-state energy per spin \(e_{d}(n)=H / n\) of the \(\pm J\) spin glass of size \(n=L^{d}\) in \(d=3\) and 4, compared with genetic algorithm results from Refs. [30,31,50]. Also shown is the average time \(t\) (in seconds) needed for EO to find the presumed ground state, on a 450 MHz Pentium.
\begin{tabular}{r|lcll|lcl}
\hline \hline\(L\) & \(e_{3}(n)\) & \(t\) & Ref. [50] & Ref. [30] & \(e_{4}(n)\) & \(t\) & Ref. [31] \\
\hline 3 & \(-1.6712(6)\) & 0.0006 & \(-1.67171(9)\) & \(-1.6731(19)\) & \(-2.0214(6)\) & 0.0164 & \(-2.0222(16)\) \\
4 & \(-1.7377(3)\) & 0.0071 & \(-1.73749(8)\) & \(-1.7370(9)\) & \(-2.0701(4)\) & 0.452 & \(-2.0685(4)\) \\
5 & \(-1.7609(2)\) & 0.0653 & \(-1.76090(12)\) & \(-1.7603(8)\) & \(-2.0836(3)\) & 8.09 & \(-2.0850(3)\) \\
6 & \(-1.7712(2)\) & 0.524 & \(-1.77130(12)\) & \(-1.7723(7)\) & \(-2.0886(6)\) & 86.3 & \(-2.0908(2)\) \\
7 & \(-1.7764(3)\) & 3.87 & \(-1.77706(17)\) & & \(-2.0909(12)\) & 1090. & \(-2.0926(3)\) \\
8 & \(-1.7796(5)\) & 22.1 & \(-1.77991(22)\) & \(-1.7802(5)\) & & & \\
10 & \(-1.7832(5)\) & 424. & \(-1.78339(27)\) & \(-1.7840(4)\) & & & \\
12 & \(-1.7857(16)\) & 9720. & \(-1.78407(121)\) & \(-1.7851(4)\) & & & \\
\hline \hline
\end{tabular}
designed for spin-glass models on hypercubic lattices), with roughly the same computational overhead. But EO is conceptually simpler, has only one parameter \((\tau)\), and is more general in its applicability.

To gauge \(\tau\)-EO's performance for larger \(3 d\)-lattices, we have run our implementation also on two instances, toruspm3-8-50 and toruspm3-15-50, with \(n=512\) and \(n=3375\), considered in the 7 th DIMACS challenge for semi-definite problems \({ }^{1}\). The best available bounds (thanks to F. Liers) established for the larger instance are \(H_{\text {lower }}=-6138.02\) (from semidefinite programming) and \(H_{\text {upper }}=-5831\) (from branch-and-cut). EO found \(H_{\mathrm{EO}}=\) -6049 (or \(H / n=-1.7923\) ), a significant improvement on the upper bound and already lower than \(\lim _{n \rightarrow \infty} H / n \approx-1.786 \ldots\) found in Table 11.1. Furthermore, we collected \(10^{5}\) such states, which roughly segregate into three clusters with a mutual Hamming distance of at least 100 distinct spins; though at best a small sample of the \(\approx 10^{73}\) ground states expected [29]! For the smaller instance the bounds given are -922 and -912 , while EO finds -916 (or \(H / n=-1.7891\) ) and was terminated after finding \(10^{5}\) such states. While this run (including sampling degenerate states) took only a few minutes of CPU (at 800 MHz ), the results for the larger instance required about 16 hours.

In Figures 11.6-11.9, \(\tau\)-EO (with fixed \(\tau=1.3\) ) was used to explore the ground-state energies and entropies of spin glasses on Bethe lattices (BL) of various connectivities \(k+1 \leq\) 25 [10, 11]. As mentioned in Section 11.2.2, EO is well suited to obtain the ground-state entropies by enumerating all states of the lowest energy. Since EO never "freezes" this could be done in a single run. For larger instance sizes \(n\), better accuracy is obtained with an adaptive multiple restart method as described in Ref. [11]. These simulations led to the most accurate numerical confirmation to date of theoretical predictions using replica symmetry breaking (RSB) [44] for any finite-connectivity model, an important step toward understanding more realistic finite-dimensional systems. In Figure 11.6 we show our extrapolation of the \(\tau\)-EO data for the ground-state energy in the three-connected Bethe lattice, which coincides to within \(0.1 \%\) with recent RSB calculations [43]. In Figure 11.7 we plot the extrapolation of the entropies obtained by EO for the same system. While there are no RSB predictions for the

\footnotetext{
\({ }^{1} \mathrm{http}: / /\) dimacs.rutgers.edu/Challenges/Seventh/
}


Figure 11.6: Extrapolation of ground-state energies obtained with EO for 3-connected Bethe lattices of sizes \(n \leq 4096\), plotted vs. \(1 / n^{2 / 3}\). The energies extrapolate to \(e_{3}=\) \(-1.2716(1)\) [11], way above the RS result ( -1.277 ) but consistent with the 1 RSB result of -1.2717 (horizontal lines) [43].


Figure 11.7: Same as Figure 11.6 but for ground-state entropies for lattices of sizes \(n \leq\) 256. The entropies extrapolate to \(s_{3}=\) \(0.010(1)\). To obtain this data, EO has to explore almost all ground-state configurations. Only the computational cost of maintaining a list of such states without overcounts limits \(n\).
ground-state entropy yet, the extrapolated value of \(s_{3}=0.010(1)\) is at least close to its RS value [49].

Similarly, we have obtained energies \(e_{k+1}\) and entropies \(s_{k+1}\) for various connectivities up to \(k+1=25\). In Figure 11.8 we have plotted \(e_{k+1} / \sqrt{k+1}\) as a function of \(1 /(k+1)\). On this scale, we notice that the extrapolated energies split into a set of even and a set of odd values, each located apparently on a straight line. Even though \(k+1 \leq 25\) is quite small, each line separately extrapolates for large \(k+1\) very close to the exact value of \(E_{S K}=-0.7633\) for the SK-model [44]: \(E_{S K}^{\text {even }} \approx-0.763\) and \(E_{S K}^{\text {odd }} \approx-0.765\). Even more amazing, the value of \(e_{2}=-1\) for the trivial \(k+1=2\) Bethe lattice is very close to the linear fit for the even EO results. Clearly, a function that would interpolate continuously all the data would have to be very complicated (oscillatory). But could it be that its envelope on the even and the odd integers happens to be simple? Then, in the case of the even data \({ }^{2}\), we could even write down the exact form of the function for \(\mathcal{E}_{k+1}\) that would fit this data, since we know it also has to pass \(e_{2}=-1\) and \(E_{S K}\) :
\[
\begin{equation*}
\mathcal{E}_{k+1}=\sqrt{k+1} E_{S K}-\frac{2 E_{S K}+\sqrt{2}}{\sqrt{k+1}} \tag{11.11}
\end{equation*}
\]

We find that all data points for even \(k+1\) in fact fall within \(0.2 \%\) of this line.

\subsection*{11.3.2 Applications of EO by Others}

The generality of the EO method beyond the domain of spin-glass problems has recently been demonstrated by Meshoul and Batouche [41] who used the EO algorithm as described above successfully on a standard cost function for aligning natural images. Figure 11.10

\footnotetext{
\({ }^{2}\) Although the odd data may equally well be fitted in this way, the line cannot be determined since only one point on it, \(E_{S K}\), is exactly known.
}
demonstrates the results of their implementation of \(\tau\)-EO for this pattern recognition problem. Here, \(\tau\)-EO finds an optimal affine transformation between a target image and its reference image using a set of \(n\) adjustable reference points which try to attach to characteristic features of the target image.

The crucial role played by EO's non-equilibrium fluctuations in the local search is demonstrated in Figure 11.11. These fluctuations are amazingly similar to those we have found in Figure 11.2. As our discussion in Section 11.2.2 suggests, they are one of the key distinguishing features of EO, and are especially relevant for optimizing highly disordered systems. For instance, Dall and Sibani [21] have observed a significantly broader distribution of states visited - and thus, better solutions found - by \(\tau\)-EO compared to simulated annealing [36] when applied to the Gaussian spin-glass problem. Blair and Gould [8] found that a hybrid heuristic, mixing annealing with EO, exploits EO's large fluctuations to provide a considerable speed-up over pure annealing in unjamming the segregation process of binary mixtures.

\subsection*{11.3.3 Large-scale Simulations of Spin Glasses}

More recently, we have combined EO with reduction methods for sparse graphs [13]. These reductions strip graphs of all low-connected variables ( \(\alpha \leq 3\) ), thereby eliminating many entropic barriers that tend to bog down local searches [55]. Along the way, the rules allow for an accounting of the exact ground-state energy and entropy, and even of the approximate overlap distribution [12]. The "remainder" graph is subsequently handled efficiently with EO. With such a meta-heuristic approach, for example, we have been able to determine the defect energy distribution [23] for \(d=3\) and 4 dimensional spin glasses, bond-diluted to just above their percolation point, with great accuracy for lattices up to \(L=20\) [13]. As a result, we reduced the error on the stiffness exponent, \(y_{d=3}=0.240(5)\), from \(20 \%\) [51] to about \(2 \%\).


Figure 11.8: Asymptotic plot of the rescaled energies, obtained for each connectivity as in Figure 11.6, for Bethe lattices up to \(k+1=25\). The data falls on two separate lines for even and odd \(k+1\), including the trivial result, \(e_{2}=-1\) (diamond). Fits (dashed) provide an reasonable estimate toward \(E_{S K}\) (horizontal) at \(k \rightarrow \infty\).


Figure 11.9: Asymptotic plot of all entropies, each obtained as in Figure 11.7, as a function of \(1 /(k+1)\) for \(k+1\)-connected Bethe lattices, \(k+1 \leq 25\). The entropies vanish linearly with \(1 /(k+1)\) for \(k+1\) even (dashed), but approach zero (horizontal) more precipitously for odd values.


Figure 11.10: Application of EO to the image-matching problem, after [41]. Two different images of the same scene (top row and bottom row) are characterized by a set of \(n\) points assigned by a standard pattern recognition algorithm. Starting from an initial assignment (left, top and bottom), the points are updated according to EO, see also Figure 11.11, leading to an optimal assignment (center, top and bottom). This optimal assignment minimizes a cost function for the affine transformation, facilitating an automated alignment of the two images (right). Note that the points move to the part of the scene for which both images overlap. Special thanks to M . Batouche for providing those images.

Currently, we are using this meta-heuristic to explore the (possible) onset of replica symmetry breaking (RSB) for sparse mean-field and lattice models just above percolation. So far, we have only some preliminary data for the Viana-Bray model [59]. In the Viana-Bray model at connectivities near percolation \(\alpha \approx \alpha_{p}=1\), many spins may be entirely unconnected while a finite fraction is sufficiently connected to form a "giant component" in which interconnected spins may become overconstrained. There the reduction rules allow us to reduce completely a statistically significant number of graphs with up to \(n=2^{18}\) spins even well above \(\alpha_{p}\), since even higher-connected spins may become reducible eventually after totally reducible substructures (trees, loops, etc) emanating from them have been eliminated. At the highest connectivities reached, even graphs originally of \(n=2^{18}\) had collapsed to, at most, 100 irreducible spins, which our EO-algorithm easily optimized.

As a result, we have measured the cost of ground states, Eq. (11.7), as a function of connectivity \(\alpha\) on 40000 instances for each size \(n=2^{8}, 2^{9}, \ldots, 2^{14}\), and 400 instances for \(n=2^{15}, \ldots, 2^{18}\), at each of 20 different connectivities \(\alpha\) as shown in Figure 11.12. We also account exactly for the degeneracy of each instance, which could number up to \(\exp \left[0.3 \times 2^{18}\right]\); minuscule compared to all \(2^{2^{18}}\) configurations! Not entirely reduced graphs had their entropy determined with EO in our meta-heuristic. Consistent with theory [37], Figure 11.12 shows that the entropy per spin follows \(s \approx(1-\alpha / 2) \ln 2\) for \(\alpha<\alpha_{\text {crit }}=1\), then continues smoothly through the transition but deviates from that line for \(\alpha>\alpha_{\text {crit }}\). Similar data for the overlap-moments [12] may help to determine the onset of RSB expected for this model.


Figure 11.11: Evolution of the cost function in a single EO run for the image alignment problem, with permission from [41]. The inset shows the data on a log-log scale, emphasizing a power-law descent (dashed) toward increasingly better solutions, until saturation is reached (horizontal) after \(\approx 10^{3}\) updates. This should be compared with Figure 11.2, 11.4, and Eq. (11.10). Despite the rather applied nature of this problem, the characteristics of EO prove to be robust.


Figure 11.12: Plot (left) of the cost and (right) of the entropy per spin, as a function of connectivity \(\alpha\) for random graphs of size \(n=2^{8}, 2^{9}, \ldots, 2^{18}\). For increasing \(n\), the cost approaches a singularity at \(\alpha_{\text {crit }}=1.003(9)\), as determined from a finite-size scaling fit (lines on left \()\) to \(\langle C\rangle(\alpha, n) \sim n^{\delta} f\left[\left(\alpha-\alpha_{\text {crit }}\right) n^{1 / \nu}\right]\). The fit predicts also \(\delta=0.11(2)\) and \(\nu=3.0(1)\). The entropy density for increasing \(n\) drops toward \(\approx(1-\alpha / 2) \ln 2\) (dashed line) for \(\alpha<\alpha_{\text {crit }}=1\) [37], continues unaffected through the transition, but deviates from that line for \(\alpha>\alpha_{\text {crit }}\) even for large \(n\).

\subsection*{11.4 Theoretical Investigations}

Despite the general difficulty in predicting performance features for stochastic optimization methods \([1,38,61]\), we are able to theoretically extract a few non-trivial properties of \(\tau\) EO [14]. To analyze the properties of the EO-update process, we have to access the fitness of individual variables. To this end, we have proposed an annealed model [14] consisting of \(n\) a priori independent variables \(x_{i}\), taking on one of, say, \(\alpha+1=3\) fitness states, \(\lambda_{i}=0\), -1 , or -2 . At each point in time, respective fractions \(\rho_{0}, \rho_{1}\), and \(\rho_{2}\) of the variables occupy these states, where \(\sum_{a} \rho_{a}=1\). The optimal configuration is \(\rho_{0}=1, \rho_{1,2}=0\) with a cost per variable of \(C=-\sum_{i} \lambda_{i} / n=\sum_{a=0}^{2} a \rho_{a}=0\), according to Eqs. (11.7)-(11.8). With this system, we can model the dynamics of a local search for hard problems by "designing" an interesting set of flow equations for \(\rho(t)\) that can mimic a complex search space through energetic or entropic barriers. In these flow equations, a transition matrix \(T_{a b}\) specifies what fraction of variables transitions in or out of a fitness state (a), given that a variable in a certain state ( \(b\) ) is updated. (This transition of \(a\) is conditioned by \(b\), not necessarily between \(a\) and \(b\) !) The probabilities that a variable in \(\rho_{b}\) is updated, \(Q_{b}\), can be derived exactly for local search, typically giving a highly non-linear dynamic system:
\[
\begin{equation*}
\dot{\rho}_{a}=\sum_{b} T_{a b} Q_{b} . \tag{11.12}
\end{equation*}
\]

For example, for \(\tau\)-EO the vector \(\mathbf{Q}\) depends exclusively on \(\rho\). Since for each update a variable is selected based on its rank according to Eq. (11.5). When a rank \(k(\leq n)\) has been chosen, a spin is randomly picked from state \(0 \leq a \leq \alpha\left(=2\right.\) here), if \(k / n \leq \rho_{\alpha}\), from state \(\alpha-1\), if \(\rho_{\alpha}<k / n \leq \rho_{\alpha}+\rho_{\alpha-1}\), and so on. We introduce a new, continuous variable \(x=k / n\), approximate sums by integrals, and rewrite \(P(k)\) in Eq. (11.5) as
\[
\begin{equation*}
p(x)=\frac{\tau-1}{n^{\tau-1}-1} x^{-\tau} \quad\left(\frac{1}{n} \leq x \leq 1\right) \tag{11.13}
\end{equation*}
\]
where the maintenance of the low- \(x\) cut-off at \(1 / n\) will turn out to be crucial. Now, the average likelihood that a spin in a given state is updated is given by
\[
\begin{align*}
Q_{\alpha} & =\int_{1 / n}^{\rho_{\alpha}} p(x) d x=\frac{1}{1-n^{\tau-1}}\left(\rho_{\alpha}^{1-\tau}-n^{\tau-1}\right) \\
Q_{\alpha-1} & =\int_{\rho_{\alpha}}^{\rho_{\alpha}+\rho_{\alpha-1}} p(x) d x=\frac{1}{1-n^{\tau-1}}\left[\left(\rho_{\alpha-1}+\rho_{\alpha}\right)^{1-\tau}-\rho_{\alpha}^{1-\tau}\right]  \tag{11.14}\\
& \cdots \\
Q_{0} & =\int_{1-\rho_{0}}^{1} p(x) d x=\frac{1}{1-n^{\tau-1}}\left[1-\left(1-\rho_{0}\right)^{1-\tau}\right]
\end{align*}
\]
where in the last line the norm \(\sum_{i} \rho_{i}=1\) was used in both integration limits. These values of the \(Q\) 's completely describe the update preferences for \(\tau\)-EO at arbitrary \(\tau\). In the case \(\alpha=2\), Eq. (11.15) gives
\[
\begin{equation*}
Q_{0}=\frac{1-\left(1-\rho_{0}\right)^{1-\tau}}{1-n^{\tau-1}}, Q_{1}=\frac{\left(\rho_{1}+\rho_{2}\right)^{1-\tau}-\rho_{2}^{1-\tau}}{1-n^{\tau-1}}, Q_{2}=1-Q_{0}-Q_{1} \tag{11.15}
\end{equation*}
\]

For SA (with temperature schedule \(\beta=1 / T=\beta(t)\) ) Metropolis-updates require [14]
\[
\begin{equation*}
Q_{a} \propto \rho_{a} \min \left\{1, \exp \left[-\beta \sum_{b=0}^{\alpha} b T_{b a}\right]\right\}, \quad(a=0,1, \ldots, \alpha) . \tag{11.16}
\end{equation*}
\]

Thus, with the choice of a specific model \(\mathbf{T}\), we could study any (dynamic or stationary) property of \(\tau\)-EO as a function of \(\tau\) and compare it to SA.

To demonstrate the use of these equations, we consider a (trivial) model with a constant matrix describing the transition of fractions of variables, \(T_{a b}=\left[-\delta_{a b}+\delta_{(2+a \bmod 3), b}\right] / n\), depicted on the left in Figure 11.13. Here, variables in \(\rho_{1}\) can only reach the lowest-energy state in \(\rho_{0}\) by first jumping \(u p\) in energy to \(\rho_{2}\). Eq. (11.12) gives
\[
\begin{equation*}
\dot{\rho}_{0}=\frac{1}{n}\left(-Q_{0}+Q_{2}\right), \quad \dot{\rho}_{1}=\frac{1}{n}\left(Q_{0}-Q_{1}\right), \quad \dot{\rho}_{2}=\frac{1}{n}\left(Q_{1}-Q_{2}\right), \tag{11.17}
\end{equation*}
\]
with Q in Eq. (11.15) for EO and for SA with
\[
\begin{equation*}
Q_{0}=\frac{\rho_{0} e^{-\beta}}{\left(1-e^{-\beta}\right) \rho_{2}+e^{-\beta}}, Q_{1}=\frac{\rho_{1} e^{-\beta}}{\left(1-e^{-\beta}\right) \rho_{2}+e^{-\beta}}, Q_{2}=1-Q_{0}-Q_{1}, \tag{11.18}
\end{equation*}
\]

The stationary solution, for \(\dot{\rho}=0\), yields \(Q_{0}=Q_{1}=Q_{2}\), and
\[
\begin{equation*}
\rho_{0}=1-\left(\frac{n^{\tau-1}+2}{3}\right)^{\frac{1}{1-\tau}}, \rho_{2}=\left(\frac{2 n^{\tau-1}+1}{3}\right)^{\frac{1}{1-\tau}}, \rho_{1}=1-\rho_{0}-\rho_{2} \tag{11.19}
\end{equation*}
\]
for EO, and for SA
\[
\begin{equation*}
\rho_{0}=\frac{1}{2+e^{-\beta}}, \quad \rho_{1}=\frac{1}{2+e^{-\beta}}, \quad \rho_{2}=\frac{e^{-\beta}}{2+e^{-\beta}} \tag{11.20}
\end{equation*}
\]

Therefore, SA reaches its best, albeit suboptimal, cost \(C=1 / 2>0\) at \(\beta \rightarrow \infty\), due to the energetic barrier faced by the variables in \(\rho_{1}\). The result for EO is most remarkable [14, 24]: For \(n \rightarrow \infty\) at \(\tau<1\) EO remains suboptimal, but reaches the optimal cost for all \(\tau>1\) ! This transition at \(\tau=1\) separates an (ergodic) random walk phase with too much fluctuation, and a greedy-descent phase with too little fluctuation, which in real NP-hard problems would probably produce broken ergodicity [6]. This "ergodicity breaking" derives from the scalefree power-law in Eq. (11.5), as argued in Section 11.2.3 and Ref. [16].

Naturally, the range of phenomena found in a local search of NP-hard problems is not limited to energetic barriers. After all, so far we have only considered constant entries for \(T_{i, j}\). In our next model we let \(\mathbf{T}\) merely depend linearly on the \(\rho_{i}\). Most of these cases reduce to the phenomena already discussed in the previous example. An entirely new effect arises in the following case, depicted on the right in Figure 11.13:
\[
\begin{equation*}
\dot{\rho}_{0}=\frac{1}{n}\left[-Q_{0}+\frac{1}{2} Q_{1}\right], \quad \dot{\rho}_{1}=\frac{1}{n}\left[\frac{1}{2} Q_{0}-Q_{1}+\left(\theta-\rho_{1}\right) Q_{2}\right], \tag{11.21}
\end{equation*}
\]
where \(\dot{\rho}_{2}=-\dot{\rho}_{0}-\dot{\rho}_{1}\), since \(\rho_{0}+\rho_{1}+\rho_{2}=1\). Aside from the dependence of \(\mathbf{T}\) on \(\rho_{1}\), we have also introduced the threshold parameter \(\theta\). The interesting regime is the case \(0<\theta<1\), where further flow from state 2 into state 1 can be blocked for increasing \(\rho_{1}\), providing a negative feedback to the system. In effect, the model is capable of exhibiting a "jam" as observed in many models of glassy dynamics, and which is certainly an aspect of local search processes.



Figure 11.14: Plot of the energy \(\langle C\rangle\) averaged over many \(\tau\)-EO runs with different initial conditions as a function of \(\tau\) for \(n=10,100\), 1000 , and 10000 and \(\theta=1 / 2\). For small values of \(\tau,\langle C\rangle\) closely follows the steady-state solution to Eq. (11.21). It reaches a minimum at a value the moves inward slowly, as predicted for \(\tau_{\text {opt }}\) by Eq. (11.6), and rises sharply beyond that. The phase transition at \(\tau=1\) is apparent.

Equations (11.21) again have a unique fixed-point solution with \(\tau=\infty\) being the most favorable value at which the minimal energy \(C=0\) is definitely reached. But it can be shown that the system has an ever harder time to reach that point, requiring typically \(t=O\left(n^{\tau}\right)\) update steps for a finite fraction of initial conditions. Thus, for a given finite computational time \(t_{\max }\) the best results are obtained at some finite value of \(\tau_{\mathrm{opt}}\). In that, this model provides a new feature - slow variables impeding the dynamics of faster ones [52] - resembling the observed behavior for EO on real problems, e.g. the effect shown in Figure 11.1. In particular, this model provides an analytically tractable picture for the relation between the value of \(\tau_{\mathrm{opt}}\) and the effective loss of ergodicity in the search conjectured in Refs. [16, 18].

For initial conditions that lead to a jam, \(\rho_{1}(0)+\rho_{2}(0)>\theta\), we assume that
\[
\begin{equation*}
\rho_{1}(t)=\theta-\epsilon(t) \tag{11.22}
\end{equation*}
\]
with \(\epsilon \ll 1\) for \(t \lesssim t_{\text {jam }}\), where \(t_{\mathrm{jam}}\) is the time at which \(\rho_{2}\) becomes small and Eq. (11.22) fails. To determine \(t_{\text {jam }}\), we apply Eq. (11.22) to the evolution equations in (11.21) and obtain after some calculation [14]
\[
\begin{equation*}
t_{\mathrm{jam}} \sim n^{\tau} \tag{11.23}
\end{equation*}
\]

Further analysis shows that the average cost \(\langle C\rangle(\tau)\) develops a minimum as soon as \(t_{\max } \geq n\) and when \(t_{\max } \sim t_{\text {jam }}\), so choosing \(t_{\max }=\) an leads directly to Eq. (11.6). This sequence of minima in \(\langle C\rangle(\tau)\) for increasing \(n\) is confirmed by the numerical simulations (with \(a=100\) ) shown in Figure 11.14, with the correct \(n\)-dependence predicted by Eq. (11.6).
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Many computational methods used in molecular biology or bioinformatics are in fact optimization algorithms. An example is the determination of the structure of proteins, see, e.g., the contribution by U.H.E. Hansmann in Chapter 13. Here, we are dealing with sequence alignments, which is a method of comparing different biological sequences such as genes or proteins. We will start with a short introduction on the basic notions in molecular biology, which are necessary in order to understand this part. Next, sequence alignments are defined and different alignment algorithms are explained. In the final part, as an application, the tail of the distribution of alignment scores for random protein sequences is studied. Here, additional methods from statistical physics are employed in order to study the distribution in the part where sequences with probabilities as small as \(10^{-40}\) occur.

\subsection*{12.1 Molecular Biology}

Proteins play a dominant role in life [9]. Many of them act as enzymes, which means that they catalyze various chemical reactions in cells. Muscle contraction is due to protein-protein interactions. Proteins act as channels to control the transport of substances through cell membranes. As a final example, proteins play a crucial role in the immune system, see, e.g., Figure 12.1.

Chemically, proteins are polypeptide chains. They consist of a number of amino acids linked to each other. Single-chain molecules are very common, but there are also multiplechain proteins. Typical lengths are several hundred amino acids, the longest contain about 5000 amino acids. 20 different amino acid molecules form the building blocks of proteins. Each amino acid consists of a carbon atom C to which a hydrogen atom H , an amino group \(\left(\mathrm{NH}_{2}\right)\), a carboxyl group \((\mathrm{COOH})\), and an amino-acid dependent group R are bound. Only one amino-acid, proline, has a slightly different structure, see below. In aqueous neutral solution, the amino acids exist in zwitterionic form, displayed in the Figures 12.2-12.5. Please note that not all amino acids are acids, despite their name. The smallest and simplest amino acid is Glycine, see Figure 12.2, denoted by the letter G. Here, the R group is just a single hydrogen atom. It is neither especially hydrophilic or hydrophobic.

There are eight different hydrophobic, i.e., non-polar, amino acids, see Figure 12.3. Amino acids where the group R can be ionized in solution are hydrophilic. The nine hydrophilic amino acids are displayed in Figure 12.4. Two special amino acids, which fall out of the previous classification, are Cysteine (C) and Proline (P), see Figure 12.5.


Figure 12.1: The antibody immunoglobulin \(G\) (IgG), which attaches to antigens, i.e., macromolecules foreign to the body, and then stimulates the immune system to generate a protective response.


Glycine
Figure 12.2: Glycine (G) is the smallest amino acid.

In a protein, the different amino acids are connected by peptide bonds, which connect, under formal removal of \(\mathrm{H}_{2} \mathrm{O}\), the carbon atom of the carboxyl group with the nitrogen atom of the amino group. Since this process exhibits an energy barrier, in a cell usually enzymes, i.e., other proteins, perform the assembly. For the final protein, at one end an amino group ( \(N\)-terminal end) and at the other end a carboxyl group ( \(C\)-terminal end) remain unbounded. Usually one specifies proteins by stating the amino acid sequence starting at the N -terminal end. This sequence of amino acids is called the primary structure. It determines the structure of the protein in real-space \({ }^{1}\) to a large extent. Important factors in the creation of the real-space structure are the formation of hydrogen bonds and the environment (water and enzymes) of the protein. The structure can be measured using X-ray diffraction or nuclear magnetic resonance

\footnotetext{
\({ }^{1}\) The real-space structure is described in a hierarchical manner, i.e., by its so called secondary, tertiary and quaternary structure. Since we are here interested in the primary structure only, we do not go into details.
}
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Figure 12.3: Hydrophobic amino acids: Alanine (A), Valine (V), Leucine (L), Isoleucine (I), Methionine (M), Phenylalanine (F), Tyrosine (Y) and Tryptophan (W).
(NMR). The real-space structure is very characteristic for each protein and of crucial importance for its function. For example, mad-cow disease is believed to be due to "missfolded" proteins, called prions. Hence, the prediction of the structures of proteins and the study of the folding process is a very important task in molecular biology. A usual approach to this problem is to look for minimum energy conformations, see e.g., Chapter 13.

In order to study proteins, one must know their sequences. Currently, two methods are used to investigate short sequences (up to, let us say, 30 amino acids), sequenators and mass spectrometry. The sequenator is an automatic device which is based on a chemical method: Using chemical reagents it detaches one amino acid after another, starting from the N -terminal end, and identifies the amino acid in a separating column. As separation column, very often gel electrophoresis is used. It works in principle in the following way. Charged molecules, which are marked, either radioactively or with a dye, are put in a gel and are subjected to an electric field. The molecules are driven by the field, the faster they move the higher is their charge, but the larger they are, the slower they travel. After calibration with known amino acids, the identity of an unknown amino acid can be inferred just from the final distance it has traveled in the field (if the amount measured is large enough).

When using mass spectroscopy, one needs a collection of many fragments from the protein. Since all fragments originate from the same protein, only certain combinations of amino acids can appear as fragments, i.e., all possible subsequences of the full sequence. Each subsequence has a certain mass, which is the sum the amino acid masses it contains. Hence, for a given protein, only a finite number of values for the masses of the fragments can appear. This means that the sequence of the given protein can be deduced from the set of feasible values of fragment masses, i.e., from the positions of the peaks in the spectrum.


Asparic acid



Lysine


Arginine


Histidine


Asparagine


Glutamine


Serine


Threonine

Figure 12.4: Hydrophilic amino acids: Aspartic acid (D), Glutamic acid (E), Lysine (K), Arginine (R), Histidine (H), Asparagine (N), Glutamine (Q), Serine (S) and Threonine (T).

For longer proteins, one has to break them into smaller fragments using enzymes breaking at specific positions. Then one analyzes the different fragments, and looks for overlaps of the different fragments to obtain the full sequence. The method of finding the overlapping regions is to utilize the sequence alignment algorithms, which are explained in the next section. As we will see later, sequence alignment can also be used for general protein comparison.

The primary structures of all proteins of a cell are stored in the genome, which is a collection of DNA (deoxyribonucleic acid) chains. They are used to generate all proteins in a cell, one can say, the proteins currently produced are expressed by the cell. DNA is a doublestranded helix, where each strand consists of a chain of nucleotides. Each nucleotide has the principle form shown in Figure 12.6. It consists of a sugar (2-deoxy-D-ribose) with an additional phosphate group and a base bound at position \(1^{\prime}\) of the sugar ring. The type of


Figure 12.5: Cysteine \((\mathrm{C})\) and Proline \((\mathrm{P})\) are proteins for special purposes. Cystine is important for providing sulphur in its -SH group. Thus, in proteins containing Cystine, \(\mathrm{S}-\mathrm{S}\) bonds can be formed. They are very strong and lead to stable structures. Hence Cystine plays an important role for the protein folding process (see Chapter 13). Proline differs from the general structure of the 19 other amino acids. It has an imino \((-\mathrm{NH})\) group instead of an amino \(\left(-\mathrm{NH}_{2}\right)\) group, i.e., it should actually be called an imino acid.


Figure 12.6: General structure for nucleotide.
nucleotide is specified by the base. For DNA, four different base types exist: Adenine (A), Guanine (G), Cytosine (C) and Thymine (T), see Figure 12.7. Adenine and Guanine are bound to the sugar at the 9 position, and Cytosine and Thymine at the 1 position.

The different nucleotides are connected to each other via formally removing one -OH group from the phosphate group (called \(5^{\prime}\), see Figure 12.6), removing a hydrogen atom at the \(3^{\prime}\) position and connecting the "open" bonds. Please note that this formation does not take place directly, because it involves a high free-energy barrier to overcome. In a cell, again, enzymes catalyze this process. The ends of the DNA chains are uniquely defined, because at one end, called \(5^{\prime}\), there is an phosphate group, while at the other, called \(3^{\prime}\) there is none. In a cell, DNA is processed always starting at a \(5^{\prime}\) end.

Since there are 20 different amino acids, 3 bases ( \(4^{3}=64\) combinations), are needed to code an amino acid in principle. A group of three bases is called codon. Most amino acids are coded by several codons. The codon ATG indicates the start of a coding sequence, (but it codes Methionine as well). The sequence of codons coding a protein is called a gene. The three codons TAA, TAG, TGA, (called stop codons) are used to indicate the end of a gene. This code is almost universal for all organisms, there are only a few minor variations. But there is not always a one-to-one correspondence between DNA and proteins, sometimes details of a protein are determined at assembly. Also, large parts of the genome do not code protein sequences, and not everything of this "non-coding" region is currently well understood.

The double-helix structure is held together by hydrogen bonds. Hydrogen bonds can be formed only between A-T pairs ( 2 bonds) and between \(\mathrm{G}-\mathrm{C}\) pairs ( 3 bonds). This means
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Figure 12.7: The five bases Guanine (G), Adenine (A), Cytosine (C), Uracil (U) and Thymine ( T ).
that one strand of the DNA already contains the full genomic information, the second one is somehow a "backup" to make the stored information insensitive against external perturbations. Furthermore, it makes duplication of the genes easier. Due to the weak nature of hydrogen bonds, the double-helix structure can be denaturated in vitro by heating, i.e., the double helix separates into two single strands. In living cells, the DNA has to be unfolded in order to be read. This is not done by heating but special enzymes are used by the cell. For the common case, where only a part of the DNA has to be read off to synthesize a protein, an enzyme called RNA polymerase splits the double strand locally and creates a copy from one strand of the DNA. This copy is called an mRNA (messenger ribonucleic acid). The next parts of protein synthesis use the mRNA, hence the valuable original data stored in the DNA has to be touched only rarely.

RNA is similar to DNA, i.e., a chain of nucleotides. There are two main structural differences. First, the sugar part of a nucleotide is a ribose instead of a deoxyribose, i.e., it has an -OH group at position \(2^{\prime}\) instead of a hydrogen (see Figure 12.6). Second, the four bases for RNA are Guanine, Adenine, Cytosine, as for DNA, and Uracil (U) (instead of Thymine for DNA), see Figure 12.7. RNA is single-stranded, but also folds into a three-dimensional structure which is crucial for its function.

In principle, DNA can be analyzed by similar methods to proteins. But one has the additional problem that usually a very small amount of the DNA is available. Thus, one has to amplify the probe. This is done using a polymerase chain reaction (PCR). This method iteratively heats the sample up to \(95^{\circ}\), causing the denaturation of the double helix. Then each occurrence of the desired gene section is duplicated using the enzyme RNA polymerase. The enzyme grows starting from primers, which attach to subsequences unique for each primer. Then the probe has to be cooled again, to allow further primers to attach to the new created sequences. This cycle can be repeated, each time doubling the amount of DNA.

The actual measurement of the DNA sequence can be performed by applying the fluorescent method. It works by adding modified bases called terminators, which do not allow the
sequence to continue to grow during the duplication process beyond the terminator. These terminators are marked with four different dyes, one color for each base type, i.e., one obtains a collection of subsequences, all starting at the primer position and ending at all possible positions of the initial DNA sequence, with the color at the end of the subsequence indicating the base with which the corresponding subsequence ends. Then the sample is studied using gel electrophoresis (see above). The distance a segment has traveled within a certain time in the electric field decreases with the length of the segment. Therefore, from the different distances, the position where each given base was located can be immediately read off from the color visible at this position. This color detection can be performed automatically, allowing for fully automated DNA analysis. This technique works for relative short DNA, about 500 bases long. In e.g. human cells, the DNA is about 6 billion base pairs long. In this case, similar to the analysis of long proteins, one has to divide the genome into many fragments, analyze each fragment, and look for matching regions of the fragments (shotgun method).

For this method, but also for protein and gene comparison in general, sequence alignments are used, which are explained in the next section.

\subsection*{12.2 Alignments and Alignment Algorithms}

Modern molecular biology, e.g., the Human Genome Project [16], relies heavily on the use of large databases [5,25], where DNA or protein sequences are stored. The basic tool for accessing these databases and comparing different sequences is sequence alignment. The result of each comparison is a maximum alignment score \(S\), i.e., an optimization algorithm is used to obtain the maximum score. One is interested either in global or local optimum alignments. For the first case, the score is maximized over all alignments of both complete sequences. The optimum local alignment is the optimum over all global alignments of all possible pairs of contiguous subsequences (for a precise definition see below). Next, a formal definition of alignment is given, then algorithms for several types of alignments are presented.
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Figure 12.8: Different types of sequence alignments. Two DNA sequences are shown. Aligned symbols are joined by lines. Matching alignments are indicated by full lines, non-matches by broken lines. For global alignment without gaps (left), all letters are aligned. When allowing for gaps (middle), additional costs (i.e. negative scores) are taken into account. For local alignments (with and without gaps), the unpaired regions and the beginning and at the end of the sequences are not penalized, i.e. a zero score is contributed from there.

Let \(\mathbf{x}=x_{1} x_{2} \ldots x_{n}\) and \(\mathbf{y}=y_{1} y_{2} \ldots y_{m}\) be two sequences over a finite alphabet \(\Sigma\) with \(r=|\Sigma|\) letters. For DNA the alphabet has four letters, representing the bases, for protein sequences it has 20 letters, representing the amino acids. The basic idea of using alignments to compare \(\mathbf{x}, \mathbf{y}\) is to identify equal or similar subsequences in \(\mathbf{x}\) and \(\mathbf{y}\). An alignment is a pairing \(\left\{\left(x_{i_{k}}, y_{j_{k}}\right)\right\}\left(k=1,2, \ldots, K, 1 \leq i_{k}<i_{k+1} \leq n\right.\) and \(\left.1 \leq j_{k}<j_{k+1} \leq m\right)\) of letters from the two sequences. Some letters may not be aligned in principle, i.e., gaps occur. In Figure 12.8 examples for global alignment without gaps, global alignment with gaps, and local alignment are given. One can extend the alignment of two sequences to multiple alignments of more sequences in a straightforward way [8], but here we will concentrate on pairwise alignment.

To each alignment a score is assigned, via a scoring function \(S(\mathbf{x}, \mathbf{y})\). The score is chosen in such a way, that a high similarity leads to a high score. This can be done by choosing the total score as the sum of scores of all pairs of aligned letters plus the costs of all gaps \(S(\mathbf{x}, \mathbf{y})=\sum_{k} s\left(x_{i_{k}}, y_{j_{k}}\right)+\sum_{\text {gaps } g} f\left(l_{g}\right)\). The gap costs are usually taken as a function of the length \(l_{g}\) of the gaps. Gap costs are discussed later. The part of the score for the aligned letters is a linear function of the alignment and neighboring pairings are independent, which is a simple approximation. The scores for equal or similar letters, "similar" meaning that the biological function of the corresponding units is similar, are positive, while the scores for very different letters are negative. For now one can assume that the score matrices \(s(a, b)\) (also called substitution matrices) are just given, but below, the biological origin of the scores is outlined. Also the part of the score for the gaps is taken to be a sum over all gaps. The scores for the gaps are chosen to be negative, because the need to leave out some letters which are being aligned indicates that the compared sequences are dissimilar in some way.
- inherit = match
- replace \(=\) missmatch
- insert/delete = gap


Figure 12.9: The evolution changes the DNA/amino-acid sequences. Inheritance and mutations correspond to matching, resp. missmatchings, and gaps of the alignment.

The score matrices cannot be "derived" in some defined way, but many choices are possible, depending on the way in which the data is to be analyzed. The fundamental concept behind the choice of the scores is that the sequences are generated by evolution. This is directly obvious for DNA. Proteins are produced in all cells, the blueprint is encoded in their DNA. During evolution, the DNA changes, hence the expressed proteins change. Life forms, which are closer in evolution, will have proteins which are closer as well. Thus, one can also speak of the evolution of the proteins itself. This evolution of a protein or the DNA can be drawn in the form of a (phylogenetic) tree. At each node of the tree, different forms originating from the same predecessor emerge. Parts of a sequence which are inherited to subsequent forms, correspond to matches in the alignments; mutations, where bases or amino acids are replaced, correspond to mismatches, while insertions or deletions of code correspond to gaps, see also Figure 12.9.

Here we consider score matrices for proteins. From the analysis of evolution a lot of data is already available. For the most simple approach in constructing a score matrix, one can
take a probabilistic approach, where no gaps and only global alignments are considered for simplicity. A sample of already known sequences and the corresponding phylogenetic tree is assumed to be available. One can now just compare all sequences in the sample and obtain the frequencies/probabilities \(p_{a b}\) that the two amino acids \(a, b\) are derived from the same ancestor \(c\) (i.e., \(c\) might be \(a\) or \(b\) or different). If one assumes independence of the different mutations, the probability that the alignment of two sequences \(\mathbf{x}, \mathbf{y}\) will occur is \(P(\mathbf{x}, \mathbf{y} \mid \mathrm{A}) \equiv \prod_{i} p_{x_{i} y_{i}}\). Let \(f_{a}\) be the probability that a letter \(a\) appears at all in the sample. Then the probability that the alignment appears by pure chance is \(P(\mathbf{x}, \mathbf{y} \mid \mathrm{R})=\prod_{i} f_{x_{i}} f_{y_{i}}\). The so called odds ratio is the ratio of these probabilities:
\[
\begin{equation*}
\frac{P(\mathbf{x}, \mathbf{y} \mid \mathrm{A})}{P(\mathbf{x}, \mathbf{y} \mid \mathrm{R})}=\prod_{i} \frac{p_{x_{i} y_{i}}}{f_{x_{i}} f_{y_{i}}} \tag{12.1}
\end{equation*}
\]

Now the score is just defined as the logarithm of the odds ratio. Due to the additivity of the logarithm for products, the score of the full alignment of the two sequences becomes a sum of scores \(S=\sum_{i} s\left(x_{i}, y_{i}\right)\) of the paired letters with
\[
\begin{equation*}
s(a, b)=\log \left(\frac{p_{a b}}{f_{a} f_{b}}\right) \tag{12.2}
\end{equation*}
\]

For this approach, one must define which time window is analyzed, within which the sequences have evolved, i.e. how far in evolution the sequences are away, and which are being compared. The larger the time interval from which the data originates, the more different the sequences will be, hence the probabilities \(p_{a b}\) will change.

One frequently-used score matrix which uses this approach are the PAM (point accepted mutation) matrices by Dayhoff, Schwartz and Orcutt [7]. Their first step was to study only the direct ancestors in the phylogenetic tree which they used, leading to substitution matrices for one unit of time, called PAM 1. This matrix was extended to longer times, by raising it to the \(t\) th power, resulting in the probabilities \(P(b \mid a, t)\) that \(a\) is substituted by \(b\) after \(t\) steps. Since \(P(b \mid a)=p_{a b} / f_{a}\), the final score of the PAM \(t\) matrix according to Eq. (12.2) is then \(s(a, b \mid t)=\log P(b \mid a, t) / f_{b}\). These values are scaled by some factor and rounded to the nearest integer. The most common form is the PAM 250 matrix with scaling factor \(3 / \log 2\).

Since the PAM matrices result basically from studying short-time mutations, long-time influences are not taken into account, e.g., changes of codons leading to mutations of proteins, where the corresponding codes differ in more than one base, are not considered. For this reason, the BLOSUM matrix set was developed [14]. Within this approach, related proteins from the BLOCK database [13] were clustered (again without allowing for gaps), where the proteins in each cluster agreed in at least a fraction \(L\) of the letters. Then the sequences from different clusters were compared and the frequencies of substitution measured. Then the single-letter alignment scores were obtained, after a suitable normalization, using the standard method Eq. (12.2). Finally the data is usually rescaled and rounded to the nearest integer, resulting in the BLOSUM \(L\) matrix. BLOSUM62 is the standard method used for alignments.

Whatever scoring matrix is used, in the case of local alignment, the expected score of two fully random sequences must be negative, i.e., \(\sum_{a, b} s(a, b) f_{a} f_{b}<0\). Otherwise, extending an alignment would on average always increase the score, hence no local alignment would
occur when looking for large scores. Whenever the scores are derived from a likelihood ratio, as in Eq. (12.2), this is automatically fulfilled.

The way gap costs are set up is even more heuristic than for the alignment scores. The basic idea is as follows. When, due to a mutation, a subsequence of a protein is removed to form a new protein, the corresponding optimum alignment of both proteins will have a gap at this position. Since a longer mutation is less likely than a shorter one, it is reasonable to increase the gap costs with the gap length. But having two independent mutations of length \(l\) is less likely than having one mutation of length \(2 l\). Hence the corresponding gap costs should reflect this behavior as well. This is fulfilled for the so called affine gap costs \((\alpha, \beta)\) where a gap of length \(l\) has costs \(g(l)=-\alpha-\beta(l-1)\). The most common cost function is \((12,1)\) gap costs, but many other approaches exist as well.

For a global alignment without gaps \((n=m)\), there is just one alignment, hence just one score, no algorithm is needed. When allowing for gaps, several alignments are possible, hence one can have for similar, even equal sequences \(\mathbf{x}, \mathbf{y}\), a very low score when aligning the "wrong" letters. Therefore, one defines the similarity as the optimum global alignment \(S_{g}(\mathbf{x}, \mathbf{y})\) with gaps, which is obtained by maximizing the score over all numbers \(K\) of aligned pairs and over all possible placements of the gaps. The optimum local alignment \(S\) is the maximum over all possible contiguous subsequences \(\tilde{\mathbf{x}}=x_{i} x_{i+1} \ldots x_{i+l-1}\), \(\tilde{\mathbf{y}}=y_{j} y_{j+1} \ldots y_{j+k-1}\) of the optima \(S_{g}(\tilde{\mathbf{x}}, \tilde{\mathbf{y}})\). Here again cases both with and without allowing gaps are possible. Hence, since an alignment of zero length has a score of zero, the optimum local alignment is always non-negative by definition.

For both global and local alignment with gaps efficient algorithms [8, 10, 24, 30] exist, which calculate an optimum alignment in time \(O(n m)\). They will be presented next. In principle all these algorithms use a dynamic programming approach. This is possible because the score function is linear, hence the optimum alignment can be decomposed into a series of optimum alignments of shorter sequences. We will start with an algorithm for global alignments with gaps. For the moment only linear gap costs, i.e., \((0, d)\) affine gap costs will be considered. This is the Needleman-Wunsch algorithm [24].

The basic idea is that an optimum alignment of the partial sequences \(\tilde{\mathbf{x}}=x_{1} x_{2} \ldots x_{i}, \tilde{\mathbf{y}}=\) \(y_{1} y_{2} \ldots y_{j}\) can be obtained by either extending the optimum alignment of \(\tilde{\mathbf{x}}=x_{1} x_{2} \ldots x_{i-1}\), \(\tilde{\mathbf{y}}=y_{1} y_{2} \ldots y_{j-1}\) by aligning \(x_{i}\) and \(y_{j}\), or by extending either the optimum alignment of \(\tilde{\mathbf{x}}=x_{1} x_{2} \ldots x_{i-1}, \tilde{\mathbf{y}}=y_{1} y_{2} \ldots y_{j}\) resp. \(\tilde{\mathbf{x}}=x_{1} x_{2} \ldots x_{i}, \tilde{\mathbf{y}}=y_{1} y_{2} \ldots y_{j-1}\) by a gap. The real optimum alignment is the maximum over all three possible scores. The optimum score of the sequences up to letters \(i\) and \(j\) is denoted by \(F(i, j)\), hence a recursive function is obtained
\[
F(i, j)=\max \begin{cases}F(i-1, j-1)+s\left(x_{i}, y_{j}\right) & \text { align }  \tag{12.3}\\ F(i, j-1)-d & \text { gap in } \mathrm{x} \\ F(i-1, j)-d & \text { gap in } \mathrm{y} .\end{cases}
\]

Since the alignment of one sequence with nothing is a gap, the recursion is started by \(F(0, l)=\) \(F(l, 0)=-d \times l\). The optimum alignment of the full sequences is then the rightmost entry in the bottom line \(F(n, m)\).

As a simple example, we consider the (DNA) sequences \(\mathbf{x}=\) AAGTGT and \(\mathbf{y}=\) AGTCGA. For a match of two equal bases, the score \(s(a, a)=1\) is used, while for a mismatch an \(s(a, b)=-3\) penalty is given. A gap has cost \(-d=-2\). In Figure 12.10 the resulting
\begin{tabular}{l|c|cccccc} 
& & \(A\) & \(A\) & \(G\) & \(T\) & \(G\) & \(T\) \\
\hline & 0 & -2 & -4 & -6 & -8 & -10 & -12 \\
A & -2 & 1 & -1 & -3 & -5 & -7 & -9 \\
G & -4 & -1 & -2 & 0 & -2 & -4 & -6 \\
T & -6 & -3 & -4 & -2 & 1 & -1 & -3 \\
C & -8 & -5 & -6 & -4 & -1 & -2 & -4 \\
G & -10 & -7 & -8 & -5 & -3 & 0 & -2 \\
A & -12 & -9 & -6 & -7 & -5 & -2 & -3
\end{tabular}


Figure 12.10: Example of how the Needleman-Wunsch algorithm works. The dynamic-programming matrix \(F(i, j)\) and the resulting optimum alignment are shown.
dynamic-programming matrix \(F(i, j)\) is shown together with the resulting maximum alignment. As an example, we consider how the score \(F(1,1)\) is calculated. Either \(x_{1}\) aligned to a gap (score -2 ) or \(y_{1}\) aligned to a gap (score -2 ) is extended by a \(y_{1}\) resp. \(x_{1}\) to a gap (score \(-2)\), leading to the total score of -4 . Or the two letters \(x_{1}=\mathrm{A}\) and \(y_{1}=\mathrm{A}(\operatorname{score} s(\mathrm{~A}, \mathrm{~A})=1)\) are aligned. Since \(1>-4\) the later possibility is taken. The remaining matrix is calculated in the same way.

Since the dynamic-programming matrix \(F(i, j)\) has \(n \times m\) entries, and the calculation of each entry takes only constant time, the full algorithm runs in \(O(n m)\) steps. Note that the actual alignment can be inferred from the calculation of the matrix as well, by always storing a pointer backwards to the previous optimum, from which the current optimum was obtained. Then the optimum alignment can be read off the matrix by starting at the element ( \(m, n\) ) and going backwards following the pointers. In the example in Figure 12.10 the "path" when going backwards in the matrix is indicated by shaded squares. The actual alignment may not be unique in the case when several possibilities in (12.3) lead to the same score.

Indeed the Needleman-Wunsch algorithm is a shortest-path algorithm for a special geometry. The nodes of the underlying graph are arranged in a rectangular array. Edges exist only between nearest neighbors and for two of the four possible next-nearest neighbors (pointing right downwards). Since the edges are directed and point into the direction of increasing sequence lengths, the corresponding graph contains no loops. Hence a very simple shortestpath algorithm can be applied. Note that other pattern-matching algorithms, like the UNIX command grep, work in a similar fashion.

The extension to find the optimum local alignment with linear gap costs is straightforward and was given by Smith and Waterman [30]. Since one can always align nothing, which gives score 0 , it does not make sense to extend a subsequence with negative score, instead a new
subsequence is started. This leads to the following recursion:
\[
F(i, j)=\max \begin{cases}0 & \text { restart }  \tag{12.4}\\ F(i-1, j-1)+s\left(x_{i}, y_{j}\right) & \text { align } \\ F(i, j-1)-d & \text { gap in } \mathrm{x} \\ F(i-1, j)-d & \text { gap in } \mathrm{y}\end{cases}
\]

Since gaps have always a negative cost, the recursion is started by \(F(0, l)=F(l, 0)=0\). The final optimum alignment is the maximum over all matrix elements \(S=\max _{i, j} F(i, j)\). When storing backpointers again, the optimum alignment can be obtained by starting from the element \(\left(i_{0}, j_{0}\right)\) where the maximum is found. Again, the optimum alignment might not be unique.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline & & A & A & G & T & G & T & \\
\hline & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \\
\hline A & 0 & 1 & 1 & 0 & 0 & 0 & 0 & \\
\hline G & 0 & 0 & 0 & 2 & 0 & 1 & 0 & \\
\hline T & 0 & 0 & 0 & 0 & 3 & 1 & 2 & \\
\hline C & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \(\mathrm{x}=\mathrm{A} \mathrm{A} \mathrm{G} \mathrm{T} \mathrm{G} \mathrm{T}\) \\
\hline G & 0 & 0 & 0 & 1 & 0 & 2 & 0 & / \\
\hline A & 0 & 1 & 1 & 0 & 0 & 0 & 0 & \(y=A G T C G A\) \\
\hline
\end{tabular}

Figure 12.11: Example of how the Smith-Waterman algorithm works. The dynamic-programming matrix \(F(i, j)\) of partial scores and the resulting optimum local alignment are shown.

In Figure 12.11 the resulting dynamic-programming matrix \(F(i, j)\) along with the optimum local alignment for the same two sequences as above are shown.

The most common form used to compare protein sequences is local alignment with \((\alpha, \beta)\) affine gap cost. The algorithm [10] is also a dynamic programming algorithm. But now one recursion relation is not sufficient here. The reason is that the costs for opening a gap are different from the costs of extending a gap. Therefore, one uses three dynamic-programming matrices, i.e.,
- \(A(i, j)\), the optimal score up to \((i, j)\), given that \(x_{i}\) and \(y_{j}\) are aligned.
- \(G_{x}(i, j)\), the optimal score up to \((i, j)\), given that \(x_{i}\) is aligned to a gap.
- \(G_{y}(i, j)\), the optimal score up to \((i, j)\), given that \(y_{i}\) is aligned to a gap.

The recursive equations, for the case of local alignment, read as follows:
\[
\begin{align*}
& v A(i, j)=\max \begin{cases}0 & \text { restart } \\
A(i-1, j-1)+s\left(x_{i}, y_{j}\right) & \text { align } \\
G_{x}(i-1, j-1)+s\left(x_{i}, y_{j}\right) & \text { align } \\
G_{y}(i-1, j-1)+s\left(x_{i}, y_{j}\right) & \text { align }\end{cases}  \tag{12.5}\\
& G_{x}(i, j)=\max \begin{cases}0 & \text { restart } \\
A(i-1, j)-\alpha & \text { new gap } \\
G_{y}(i-1, j)-\alpha & \text { new gap } \\
G_{x}(i-1, j)-\beta & \text { extend gap }\end{cases}  \tag{12.6}\\
& G_{y}(i, j)=\max \begin{cases}0 & \text { restart } \\
A(i, j-1)-\alpha & \text { new gap } \\
G_{x}(i, j-1)-\alpha & \text { new gap } \\
G_{y}(i, j-1)-\beta & \text { extend gap } .\end{cases} \tag{12.7}
\end{align*}
\]

The actual total optimal score up to \((i, j)\) is \(F(i, j)=\max \left\{A(i, j), G_{x}(i, j), G_{y}(i, j)\right\}\) and the local optimum is obtained again as the optimum of \(F(i, j)\) over all elements of the dynamic-programming matrix. Retrieving the actual alignment is performed again by pointers, but now one has to store one pointer for each matrix, which points to the element in the actual matrix which was the previous one in the optimal subsequence. For example, if opening a new gap after a pair of aligned letters led to the optimal score for \(G_{y}(i, j)\), then there will be a pointer from \(G_{y}(i, j)\) back to \(A(i, j-1)\).

There are several algorithms for other types of alignment [8]. When looking for repeated matches, one allows that a subsequence of x is aligned several times to different subsequences of \(\mathbf{y}\). For overlap alignments, one allows that one sequence contains the other, or that they overlap. This is a special form of local alignment, with the restriction that at least one prefix and one postfix of the two sequences have to be aligned. One can obtain even more complex algorithms, by describing them by finite-state automates, e.g., for local alignment with affine gap cost, one would have three states aligned, x-gap-ed and y-gap-ed. With more states, more evolved algorithms can be realized, e.g. if one wants to score different regions of a protein in different ways. All these algorithms have in common that they run in \(O(n m)\). In the case of multiple alignment, i.e., when one is interested in patterns that appear in more than two sequences, no polynomial-time algorithms are known. Due to this slow running time, multiple alignment is not used for large databases.

For the largest public databases, which have millions of sequences stored, even the \(O(n m)\) algorithms are too slow, since an answer within a few seconds is required. For this reason, often fast heuristics are applied, which do not guarantee to give the exact optimum alignment. For example, the BLAST package [1] works by first searching for short subsequences with match exactly, and then trying to extend these subregions to form larger high-scoring subregions. BLAST is used in the protein database Swiss-Prot [33].

In the next chapter, the statistics of alignment scores for random sequences are studied. Using a special algorithm originating in statistical physics, one can greatly reduce the number of sequences one has to compare in order to get good results. Thus, no heuristic algorithm is necessary, an exact \(O(\mathrm{~nm})\) algorithm can be applied instead.

\subsection*{12.3 Low-probability Tail of Alignment Scores}

The result of a sequence alignment is a maximum score, e.g., \(S=200\). Now one wants to estimate the meaning of this score: does it mean a high similarity or a low one? Thus, one wants to know the significance of the result. One way to estimate the significance, is to compare it against complete randomness, i.e., to calculate the probability \(p(S)\) that such a (large) score can be obtained by pure chance.

For biologically relevant models, e.g., for protein sequences with BLOSUM62 substitution scores [14] and affine gap costs [10], \(p(S)\) is not known in the interesting region, where \(p(S)\) is small. A number of empirical studies \([2,6,23,31,35,36]\) for local alignment, in the region where \(p(S)\) is large, suggest that \(p(S)\) is an extreme value (or Gumbel) distribution [12]
\[
\begin{equation*}
p_{G}(S)=\lambda e^{-\lambda(S-u)} \exp \left(-e^{-\lambda(S-u)}\right) \tag{12.8}
\end{equation*}
\]
where \(u\) denotes the maximum of the distribution and \(\lambda\) characterizes the behavior for large values of \(S\), i.e., the tail of the distribution.

As an attempt to check whether (12.8) holds, one can easily generate, e.g., \(N \approx 10^{5}\) samples of pairs of sequences according to the frequencies \(f_{a}\), obtain for each sample the optimum alignment, and calculate a histogram of the optimum scores \(S\), as in the above mentioned previous studies \([2,6,23,31,35,36]\). This simple sampling allows one to calculate \(p(S)\) in the region where the probabilities are large (e.g., \(p(S) \geq 10^{-4}\) ). Hence it is actually the region of the distribution, where the relevant scores are not found, since the proteins generated by evolution are indeed not random. Recently, the island method [3] was introduced, which allows a speed up several orders of magnitude for very long sequences like \(n=10^{4}\), but still the far end of the distribution is out of reach. Also, please note that biologically relevant protein sequences have lengths of only a few hundred amino acids.

Here, to determine the tail of \(p(S)\), a rare event simulation is applied. For dynamical problems, such as investigating queuing systems or studying the reliability of technical components, several techniques [27] have been developed. Related methods have been introduced in physics \([4,11]\).

By simply changing perspective, one can apply these standard techniques to many other problems. Here, the method is applied to sequence alignment. The basic idea is that one uses a physical system, which has a state given by a pair of sequences and is held at temperature \(T\), instead of directly drawing the random sequences. This idea is similar to the simulated annealing approach [19], used to find approximate solutions of hard optimization problems. But the method presented here goes far beyond simulated annealing, because it is not only the minimum of one system, but the whole distribution over all random instances that is sampled during one run. The state of the system changes in time, governed by the rules of statistical mechanics. The energy \(E\) of the system is defined as \(E=-S\). Therefore, at low temperatures, the system prefers pairs of sequences with high optimum score value \(S\). Since the thermodynamic properties of such a system are known in principle, it is possible to extract from the measured distribution \(p_{T}^{*}(S)\) of optimum scores the target distribution \(p(S)\).

To determine the behavior of \(p(S)\) at the rare event tail (e.g., \(p(S) \approx 10^{-40}\) ), one views each pair \(c=(\mathbf{x}, \mathbf{y})\) of sequences as the state of the physical system, which behaves according to the rules of statistical mechanics, with \(-S\) being the energy of the system. More precisely, instead of considering many independent pairs of fixed sequences, a Markov chain [20]
\(c(0) \rightarrow c(1) \rightarrow c(2) \rightarrow \ldots\) of pairs is used to generate the instances. For each instance \(c(i)\), the optimum local alignment score \(S\) is calculated. Let \(p\left(c \rightarrow c^{\prime}\right)\) denote the transition probability from state \(c\) to state \(c^{\prime}\). Changing the sequences dynamically is similar to annealed disorder simulations [29, 32, 34]. There, the quenched disorder (in this case the sequences) and the dynamic variables (in this case the alignment) are degrees of freedom, i.e., allowed to change during the annealed simulation. While the physics of an annealed system is different from the physics of the related quenched system, here an annealed-disorder-like simulation is used via the application of a simple transformation (see below) to obtain the true behavior of the quenched system.

The simplest rule for the transition is, to choose randomly a position in one of the sequences with all positions being equiprobable and to choose randomly a new letter from the alphabet, the letters having probabilities \(f_{a}\), i.e. \(p\left(c \rightarrow c^{\prime}\right)=f_{a} /(n+m)\) if \(c, c^{\prime}\) differ by at most one letter, and \(p\left(c \rightarrow c^{\prime}\right)=0\) otherwise. So far no temperature \(T\) and no statistical mechanics is involved. With this choice of the transition probabilities, iterating this step \(t\) times, for \(t \rightarrow \infty\) all possible pairs of sequences have the probability \(P(c)=\prod_{i} f_{x_{i}} \prod_{j} f_{y_{j}}\) of occurrence. Hence, simple sampling is reproduced.

To increase the efficiency, one can change the sampling distribution [22,27], a standard method for simulating rare events [18], which allows one to concentrate the sampling in small regions in configuration space. A good choice for the transition rule of the sequence-alignment problem is first to change one position of one sequence randomly as above and recalculate the optimum alignment \(S\left(c^{\prime}\right)\) with a standard algorithm as described in the previous section. This move \(c \rightarrow c^{\prime}\) is accepted with the Metropolis probability [22]
\[
\begin{equation*}
P_{\text {Metr }}=\max (1, \exp (\Delta S / T)), \quad \text { where } \Delta S=S\left(c^{\prime}\right)-S(c) \tag{12.9}
\end{equation*}
\]

This leads to the equilibrium state of a physical system at temperature \(T\) with energy \(E=-S\), with the distribution weighted by the sequence probabilities \(P(c)\). The advantage of this approach is that the equilibrium distribution \(Q(c)\) is known from statistical physics [26]: \(Q(c)=P(c) \exp (S(c) / T) / Z\) with \(Z(T)=\sum_{c} P(c) \exp (S(c) / T)\) being the partition function. Thus, the estimator for the probability to have score \(S\) in the ensemble at temperature \(T\) is
\[
\begin{equation*}
p_{T}^{*}(S)=\sum_{c}^{\prime} Q(c)=\frac{\exp (S / T)}{Z(T)} \sum_{c}^{\prime} P(c) \tag{12.10}
\end{equation*}
\]
where the sum \(\sum^{\prime}\) runs over all sequences with score \(S\).
Thus, from the measured histogram of scores \(p_{T}^{*}(S)\) one obtains the estimator for the unbiased distribution through
\[
\begin{equation*}
p(S)=\sum_{c}^{\prime} P(c)=p_{T}^{*}(S) Z(T) \exp (-S / T) \tag{12.11}
\end{equation*}
\]
\(Z(T)\) is unknown a priori, but can be determined very easily, as shown below.
Please note a striking difference to conventional Monte-Carlo (MC) simulations of random systems. For the conventional approach, when studying quenched-disorder systems, different random samples of the quenched disorder are studied by MC, each sample having the predefined probability \(P(c)\). Within the method presented here, a biased simulation is done on the
disorder, while the behavior of each random sample is determined exactly, resulting finally in the unbiased distribution over the disorder. Note that to describe the behavior of \(p(S)\) over a wide range, the model must be simulated at several temperatures. Hence, to enhance the efficiency of the simulation, the parallel tempering method [15,21] may be applied, where several realizations are kept in parallel at different temperatures and exchanges between neighboring temperatures occur.


Figure 12.12: Average alignment score \(S\) as a function of step \(t\) for a toy model ( \(n, m=20\), 4 letters, local alignment without gaps) for different temperatures \(T\). For each temperature, 1000 independent simulations were started with two random sequences (low scores) and 1000 simulations with two equal sequences (high scores).

For the Monte Carlo simulation, one has to ensure equilibration. To check equilibration in our case, two types of runs are performed:
(a) Initially, all pairs of sequences are random, i.e., the score is low at the beginning.
(b) Initially, each pair consists of two equal sequences. Thus, the score is maximal at the beginning, i.e., the system is in the ground state.

In this way equilibration can be checked easily: if after time \(t_{0}\) the score averaged over several independent runs for both initial configurations agree within error bars, the simulation is long enough.

Next, a simple example is given, illustrating how the method works. Optimum local alignments without gaps for sequences of equal length \(m=n=20\) and \(r=4\) letters, all having the same probability \(1 / 4\), are calculated. For the test, the following score is applied: \(s(x, y)=1\) if \(x=y\) and \(s(x, y)=-3\) otherwise. This is the same model as was considered in the previous chapter to illustrate the alignment algorithms.

In Figure 12.12 the average optimum score \(S\) for the beginning \(10 \%\) of the running time of 1000 independent runs and four different temperatures \(T\) is shown. For not too small temperatures, the system equilibrates quickly. For very low temperatures (not shown in the figure), equilibration may not be possible, hence the data for these temperatures cannot be used. This means basically, that the artificial dynamics of the disorder exhibits a glassy phase, which might be worthy of its own study. However, as we will see, the data obtained at higher temperatures is sufficient to obtain the true distribution \(p(S)\) over many orders of magnitude.

To obtain weakly correlated samples when measuring \(p_{T}^{*}(S)\), only values at \(t_{0}, t_{0}+\tau\), \(t_{0}+2 \tau\) etc. are taken, where \(\tau\) is the characteristic time in which the score-score correlation \(c_{S}\left(t_{0}, t\right)=\left(\left\langle S\left(t_{0}\right) S(t)\right\rangle-\langle S\rangle^{2}\right) /\left(\left\langle S^{2}\right\rangle-\langle S\rangle^{2}\right)\) decreases to \(1 / e\).


Figure 12.13: The four-letter toy model. Raw distribution of alignment scores \(S\), for the direct simulation, and the distributions \(p_{T}^{*}(S)\) obtained at finite temperatures \(T=0.57\) and \(T=0.69\).

In Figure 12.13 the raw distributions \(p_{T}^{*}(S)\) for two temperatures are shown together with a distribution from a simple sampling of \(N=10^{4}\) realizations. Clearly, with the statistical mechanics approach, the region of high scores is sampled much more frequently.

The first step, in obtaining the final distribution \(p(S)\) according to Eq. (12.11), is to rescale the measured distributions \(p_{T}^{*}(S)\) with the Boltzmann factor \(\exp (-S / T)\). The result is displayed in Figure 12.14.

Hence, only the partition functions \(Z(T)\) remain to be determined to obtain the final result. The starting point is the unbiased distribution which is known to be correct in the region of high probabilities. Now, in an interval \(\left[S_{1}, S_{2}\right]\), the data of the simple sampling and the highest temperatures overlap. Hence, the finite-temperature data must be shifted (on a logarithmic scale) such that it becomes identical with the simple-sampling data, resulting in \(Z(T)\) for the highest temperature. In the same way \(Z(T)\) at lower temperatures can be obtained by matching to distributions obtained before at higher temperatures. The final distribution is


Figure 12.14: Distribution of alignment scores for the direct simulation and and rescaled distributions \(p_{T}^{*}(S) \exp (-S / T)\) for \(T=0.57\) and \(T=0.69\). Only the regions with the best statistics are displayed.


Figure 12.15: Rescaled distribution \(p(S)\) for the direct simulation and for \(T=0.57, T=0.69\). The solid line is the result of a large simple-sampling simulation with \(N=10^{9}\) samples.
shown in Figure 12.15. For each data point, the distribution with the highest accuracy was taken. For comparison, a simple-sampling distribution obtained by using a huge number of samples \(\left(N=10^{9}\right)\) is shown. Both results agree very well. Please note that the distribution from the finite- \(T\) approach spans almost the entire interval [0,20]. In principle, the region for very small score \(S\) can also be investigated using the new method by simulating at negative temperatures. How powerful the new method is can be seen by looking at the right border of the interval, where a value \(p(20)=9.13(20) \times 10^{-13}\) was obtained. This agrees within error bars with the exact result \(0.25^{20} \approx 9.09 \times 10^{-13}\) (only when \(\mathbf{x}=\mathbf{y}\) the highest possible score is achieved). Also the same model with \((3,1)\) gap costs was tried and again a perfect agreement with a huge simple-sampling simulation was found. This example illustrates that the method presented here is indeed able to calculate accurately the distribution \(p(S)\) of optimum alignment scores in regions where \(p(S)\) is very small.

In Ref. [17] the method was applied for a biologically relevant case. Sequences of amino acids distributed according to the background frequencies by Robinson and Robinson [28] were used, together with the BLOSUM62 scoring matrix [14] for \((12,1)\) affine gap costs. This type of system was previously studied in Ref. [2] in the region where \(p(S)\) is large. Sequences of length \(n=m\) in the range [40,400] were considered. The main result was that, for high scores, significant deviations from the pure Gumbel behavior were visible, in contrast to the earlier predictions. Since the deviations occur at high score values, they could not be detected before by using conventional methods. From a theoretical point of view it is interesting that with increasing lengths \(n, m\), on a scale of scores proportional to \(u \sim \log n\), the measured \(p(S)\) approaches the Gumbel distribution more and more closely. For practical applications, where short and medium length sequences are relevant, the measured distribution rather than a fitted Gumbel distribution should be used in databases like Swiss-Prot [33] to achieve the highest possible accuracy.
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\subsection*{13.1 Introduction}

Proteins are one of the most common and important class of molecules in living systems. In the human body, they form muscles and connective tissues, and as enzymes, proteins catalyze and regulate biochemical reactions in the cell. While differing greatly in size and structure, all proteins are chemically long linear chain molecules with the twenty naturally occurring amino acids as monomers. Regular elements like helices, sheets and turns are formed locally, but for the biological function of a protein the most important characteristic is its unique overall three-dimensional shape that is determined solely by the sequence of amino acids.

The sequence of amino acids that make up a protein is specified in the human genome. Hence, after the successful completion of the human genome project one knows in principal the chemical composition of all proteins in the human body. However, this achievement has only aggravated an old challenge in protein science: for most of the resolved protein sequences one does not know the corresponding structures. Since proteins are only functional if they fold into their specific shape, it is important to understand how the structure and function of proteins emerge from their sequence of amino acids. A detailed knowledge of the sequencestructure (function) relation would allow us to understand better the (mal)function of enzymes, and could yield more efficient methods of drug design.

The problem is amplified by the difficulties in solving experimentally the structure of proteins. While it takes only hours to days to determine the sequence of amino acids of a protein, months to years are needed to find out the corresponding 3D shape by X-ray crystallography or nuclear magnetic resonance (NMR) experiments. Equally challenging are experiments to explore the kinetics and dynamics of the folding process. For these reasons, there is considerable interest in finding alternative ways to tackle the protein-folding problem.

One possibility is the use of computer experiments. Most proteins are at room temperature thermodynamically stable, i.e., the biologically active configuration is the global minimum in free energy at \(T=300 \mathrm{~K}\). Since this state is unique \({ }^{1}\), one can identify it with the lowest potential energy conformation [3]. Hence, structure prediction of proteins is a global optimization problem.

As with all optimization problems, the choice of an appropriate energy function is of crucial importance. Often used in protein simulations are minimal models that capture only a few,

\footnotetext{
1 "Unique" means here that there is only one structure. Oscillations around this state exist, but the entropy of these microstates is negligible when compared with the entropy of the denatured states.
}
but presumably dominant, interactions in proteins \([11,39]\). These simplified models proved to be successful in exploring the general characteristics of possible folding mechanisms. However, calorimetric measurements show that a protein in its native state is only marginally more stable (by a free-energy difference of \(\approx 10-20 \mathrm{kcal} / \mathrm{mol}\) ) than the ensemble of the denatured conformations. Simplified models lack the necessary precision to describe such small differences and therefore do not allow investigation of the details of structural transitions and folding in specific proteins. For the latter purpose, one has to utilize more realistic models where the interactions among all atoms are taken into account. The resulting potential energy \(E_{\text {tot }}=E_{\text {protein }}+E_{\text {solv }}\) (given in \(\left.\mathrm{kcal} / \mathrm{mol}\right)\) is often written as a sum of two terms. The first term, \(E_{\text {protein }}\), describes the interactions between all atoms within a protein, and the second term, \(E_{\text {solv }}\), the interaction of a protein with the surrounding water.

The later term especially is a serious hurdle since explicit inclusion of water molecules is computationally demanding. Hence, one often has to rely on implicit solvent models. Very often a solvent-accessible surface term is introduced that accounts in an empirical way for the hydrophobic forces on the protein [40]
\[
\begin{equation*}
E_{\mathrm{solv}}=\sum_{i} \sigma_{i} A_{i} \tag{13.1}
\end{equation*}
\]

Here \(A_{i}\) is the solvent-accessible surface area of the \(i\) th atom in a given configuration, and \(\sigma_{i}\) is the empirically determined solvation parameter of the atom \(i\).

On the other hand, the intramolecular interactions of \(E_{\text {protein }}\) are modeled in various atomic force fields such as ECEPP [43], CHARMM [8] or AMBER [47]. I show here as an example the ECEPP energy function that is given by the sum of an electrostatic term \(E_{\text {es }}\), a van der Waals energy \(E_{\mathrm{vdW}}\), and a hydrogen-bond term \(E_{\mathrm{hb}}\) for all pairs of atoms in the peptide, together with a torsion term \(E_{\text {tors }}\) for all torsion angles:
\[
\begin{align*}
E_{\mathrm{ECEPP}} & =E_{\mathrm{es}}+E_{\mathrm{vdW}}+E_{\mathrm{hb}}+E_{\mathrm{tors}}  \tag{13.2}\\
E_{\mathrm{es}} & =\sum_{(i, j)} \frac{332 q_{i} q_{j}}{\epsilon r_{i j}},  \tag{13.3}\\
E_{\mathrm{vdW}} & =\sum_{(i, j)}\left(\frac{A_{i j}}{r_{i j}^{12}}-\frac{B_{i j}}{r_{i j}^{6}}\right)  \tag{13.4}\\
E_{\mathrm{hb}} & =\sum_{(i, j)}\left(\frac{C_{i j}}{r_{i j}^{12}}-\frac{D_{i j}}{r_{i j}^{10}}\right)  \tag{13.5}\\
E_{\mathrm{tors}} & =\sum_{l} U_{l}\left(1 \pm \cos \left(n_{l} \alpha_{l}\right)\right) . \tag{13.6}
\end{align*}
\]

Here, \(r_{i j}\) is the distance between the atoms \(i\) and \(j\), and \(\alpha_{l}\) is the torsion angle for the chemical bond \(l\). The parameters \(\left(q_{i}, A_{i j}, B_{i j}, C_{i j}, D_{i j}, U_{l}\right.\) and \(\left.n_{l}\right)\) are calculated from crystal structures of amino acids. Since the bond lengths and bond angles are set constant, the true degrees of freedom are rotations around these bonds. Note that protein energies are measured in \(\mathrm{kcal} / \mathrm{mol}\), leading to the factor " 332 " in the electrostatic energy \(E_{\text {es }}\) term.

Unfortunately, computer simulations are notoriously difficult for such detailed protein models. The complex form of the intramolecular forces and the protein-water interactions
makes it extremely difficult to sample low-energy protein conformations. Containing both repulsive and attractive terms, all-atom models of proteins lead to a very rough energy landscape with a huge number of local minima separated by high-energy barriers. For this reason, sampling of low-energy conformations becomes a hard computational task, and physical quantities cannot be calculated accurately from simple low-temperature molecular dynamics or Monte Carlo simulations.

Only recently there has been any progress in alleviating the above stated multiple-minima problem. For a review, see, for instance, Ref. [24]. In the following, I will describe some of these methods that proved to be successful in numerical simulations and in whose development I was involved. While these techniques are of general applicability and not restricted to biological molecules, I will concentrate on their use in protein studies. Especially, I will present some recent applications that illustrate the success and limitations of current protein simulations, and the ongoing need for novel techniques to enhance sampling of low-energy protein structures.

\subsection*{13.2 Energy Landscape Paving}

A general characteristic of successful optimization techniques is that they avoid entrapment in local minima and continue to search for further solutions. For instance, in taboo search [9] the search is guided away from areas that have already been explored. However, since such an approach does not distinguish between important and less important regions of the landscape, it can result in slow convergence. Smoothening the energy landscape is another way to avoid entrapment in local minima [7, 22, 48]. In the optimal case, the original energy landscape is transformed in a funnel-landscape, and convergence toward the global minimum is fast. However, most of these landscape-deformation methods require a considerable amount of fine tuning or a priori information. Moreover, problems may exist when connecting back to the original landscape since minima on the deformed surface may have been displaced or merged.

Luc Wille (Florida Atlantic University) and I have recently developed a new optimization method, energy landscape paving (ELP) [26], that combines ideas from taboo search and energy landscape deformation and avoids some of the pitfalls of either technique. ELP is of general applicability and proved very promising in protein studies.

In ELP, one performs low-temperature Monte Carlo simulations with an effective energy designed to steer the search away from regions that have already been explored:
\[
\begin{equation*}
w(\tilde{E})=e^{-\tilde{E} / k_{B} T} \quad \text { with } \quad \tilde{E}=E+f(H(q, t)) \tag{13.7}
\end{equation*}
\]

Here, \(T\) is a (low) temperature, \(\tilde{E}\) serves as a replacement of the energy \(E\) and \(f(H(q, t))\) is a function of the histogram \(H(q, t)\) in a pre-chosen "order parameter" \(q\). Since the histogram is updated at each MC step, the search process keeps track of the number of prior explorations of a particular region and biases against revisiting the same types of states. Rather than using the system states themselves in the histograms an appropriate order parameter is employed. This may be a "natural" quantity for the system under study or the energy itself.

It follows that the weight of a local minimum state decreases with the time the system stays in that minimum. ELP deforms the energy landscape locally till the local minimum is
no longer favored, and the system will explore higher energies. It will then either fall in a new local minimum or walk through this high-energy region till the corresponding histogram entries all have similar frequencies, and the system again has a bias toward low energies. ELP bears some similarities to taboo search [9] in that recently visited regions are not likely to be revisited immediately. ELP is also similar to an energy deformation approach [7] in that the additional histogram parameter leads to a deformation of the energy landscape depending on the frequency with which a particular area has been explored. Since the weight factor is time dependent it follows that ELP violates detailed balance. Hence, the method cannot be used to calculate thermodynamic averages. Note, however, that for \(f(H(q, t))=f(H(q))\) detailed balance is fulfilled, and ELP reduces to the generalized-ensemble methods [22] discussed in Section 13.3.2.

I show in the following an algorithmic presentation (in "pidgin Algol") of ELP. For simplicity, I consider only the case when the energy \(E\) itself is the order parameter \(q\). However, in many applications of ELP, other parameters \(q\), than the energy \(E\) may be a better choice (see, for instance, the simulations of HP-36 described in Section 13.4.2). The ELP simulation goes over sweeps Monte Carlo sweeps, each a sequence of sequential updates of the variables degree of freedom with a (low)temperature \(T\). The algorithm returns the lowest-energy estimate emin.
```

algorithm $\operatorname{ELP}($ sweeps, variables, $T$, emin)
begin
$E:=$ Energy of start configuration
$H(E):=0$
emin $:=E$

```
    for \(i:=1,2, \ldots\), sweeps \(\mathbf{d o}\)
        for \(j:=1,2, \ldots\), variables do
            \(\tilde{x}(j):=\) a randomly chosen values for variable \(x(j)\)
                Enew \(:=E(x(1), x(2), \ldots, \tilde{x}(j), \ldots, x(\) variables \())\)
                \(w:=\min \left\{1, \exp \left(-[(\right.\right.\) Enew \(+H(\) Enew \(\left.\left.))-(E+H(E))] / k_{B} T\right)\right\}\)
                \(r:=\) random number from interval \([0,1]\)
                if \(w \geq r\) then
                    \(x(j):=\tilde{x}(j)\)
                \(E:=\) Enew
                end
                \(H(E):=H(E)+1\)
                emin \(:=\min (\) emin,\(E)\)
            end
    end
end

The small peptide Met-enkephalin is used to illustrate the search process in ELP [26]. This pentapeptide has the sequence Tyr-Gly-Gly-Phe-Met and is a frequently used benchmark model to examine new algorithms. Its ground state is known for the ECEPP/2 field (see Eq. (13.6)), as implemented in the computer code SMMP [14], and has an energy \(E_{0}=\) \(-10.7 \mathrm{kcal} / \mathrm{mol}\). Since the next higher local minimum has an energy of \(E_{1}=-9.8 \mathrm{kcal} / \mathrm{mol}\) [13], one can easily identify any configuration with energy below \(E=-9.8 \mathrm{kcal} / \mathrm{mol}\) as
a representative of the ground state. As in our algorithmic presentation of ELP we use the potential energy itself as an order parameter. Thus the deformed energy landscape of Metenkephalin is generated by \(\tilde{E}=E+H(E, t)\), where \(H(E, t)\) is the histogram in energy at MC sweep \(t\). We chose a bin size \(E_{\text {bin }}=0.25 \mathrm{kcal} / \mathrm{mol}\) in the histogram and set the temperature to \(T=50 \mathrm{~K}\).

Figure 13.1 illustrates the search process in energy landscape paving. The starting configuration has an energy of \(E_{\text {start }}=-5.1 \mathrm{kcal} / \mathrm{mol}\) and was obtained from a random configuration through quenching in an initial 100 sweeps. The simulation soon gets trapped in a local minimum of \(E \approx-7.8 \mathrm{kcal} / \mathrm{mol}\) (after only 250 MC sweeps). Though the following MC sweeps entries in the corresponding histogram bin are accumulated and the energy landscape locally deformed, until after about 750 MC sweeps the simulation escapes this local minimum to find a lower local minimum after 2000 MC sweeps. This process is repeated until the simulation finds the global minimum conformation for the first time after 7260 sweeps. Within the 50000 sweeps of our simulation the ground-state region ( \(E<-9.8 \mathrm{kcal} / \mathrm{mol}\) ) was reached 5 times each time separated by explorations in the high-energy region. Note that the range of energies covered increases with MC time: ELP starts by filling up the small "potholes" in the energy landscape, but fills up also large valleys as the simulation continues.


Figure 13.1: "Time series" of energy for ELP simulation of the peptide Met-enkephalin. The figure is taken from Ref. [26].

We have tested the efficiency of ELP by performing 20 independent ELP runs of each 50000 MC sweeps. The results of the ELP runs are compared with 20 simulated annealing [33] runs of equal statistics using the annealing schedule that proved to be optimal for Metenkephalin in Ref. [17]. However, even with this optimized annealing schedule, the ground state is found only in \(8 / 20=40 \%\) of the simulations and the average value of the lowest energy conformation \(\left(\left\langle E_{\min }\right\rangle=-8.5 \mathrm{kcal} / \mathrm{mol}\right)\) is above our threshold for ground state configurations ( \(-9.8 \mathrm{kcal} / \mathrm{mol}\) ). On the other hand, with ELP we find the ground state in each of the 20 runs. As a consequence, the average of the lowest energy states \(\left\langle E_{\text {min }}\right\rangle=-10.3 \mathrm{kcal} / \mathrm{mol}\) is well below our threshold for ground-state configuration.

Similar results were found in an application of ELP to the problem of crystal structure prediction from powder X-ray diffraction data [29] where the method was again compared with simulated annealing. For the purpose of ground-state predictions, ELP proved also more efficient than multicanonical sampling (described in Section 13.3.2.1) [4]. Further applications of ELP include the prediction of ground states in Ising spin glasses [27] and of a 3D-structure of the villin headpiece subdomain HP-36, that has a root-mean-square deviation (rmsd) of less than \(6 \AA\) to the experimentally determined one [26]. The later application will be discussed in more detail in Section 13.4.2.

\subsection*{13.3 Beyond Global Optimization}

Structure prediction by means of global optimization requires the use of an energy function that describes the interactions within a protein and between the protein and the surrounding water. However, neither the available force fields nor the inclusion of solvation effects are perfect. While one expects that the folded structure (as determined by X-ray or NMR experiments) will appear with sufficient probability in the ensemble of low-energy structures, it is not certain that this structure corresponds to the global minimum conformation. Hence, any global optimization approach to structure prediction of proteins is limited by the accuracy of the force fields. Global optimization techniques are also unsuitable for investigations of the structural transitions in proteins that are a key issue for understanding the folding and biological function of a number of proteins. These transitions include, for instance, the change in shape of many proteins when interacting with other molecules, or the appearance of misfolded structures in some proteins, for example, in the Prion protein [44]. As with structure prediction, it is necessary to go beyond global optimization techniques and to measure thermodynamic quantities, i.e., to sample a set of configurations from a canonical ensemble and take an average of the chosen quantity over this ensemble.

\subsection*{13.3.1 Parallel Tempering}

As discussed in the introduction, such sampling is hampered for detailed protein representations by the roughness of the energy landscape. One popular method of overcoming the resulting extremely slow thermalization at low temperatures is parallel tempering [30] (also known as replica exchange method or Multiple Markov chains), a techniques that was first applied to protein studies in Ref. [21].

In its most common form, in parallel tempering one considers an artificial system built up of \(N\) non-interacting replicas of the molecule, each at a different temperature \(T_{i}\). In addition to standard Monte Carlo or molecular dynamics moves that effect only one copy, parallel tempering introduces a new global update [30]: the exchange of conformations between two copies \(i\) and \(j=i+1(i \geq 1\) and \(j \leq N)\). This replica exchange move is accepted or rejected according to the Metropolis criterion with probability
\[
\begin{equation*}
w\left(\mathbf{C}^{\text {old }} \rightarrow \mathbf{C}^{\text {new }}\right)=\min \left(1, \exp \left(-\beta_{i} E\left(C_{j}\right)-\beta_{j} E\left(C_{i}\right)+\beta_{i} E\left(C_{i}\right)+\beta_{j} E\left(C_{j}\right)\right)\right) \tag{13.8}
\end{equation*}
\]

Hence, while before the exchange move configuration \(C_{i}\left(C_{j}\right)\) is at the (inverse) temperature \(\beta_{i}\), both configurations are exchanged after a successful move and configuration \(C_{i}\left(C_{j}\right)\) is
now at temperature \(\beta_{j}\left(\beta_{i}\right)\). This exchange of conformations leads to a faster convergence of the Markov chain than in regular canonical simulations, since the resulting random walk in temperatures allows the configurations to move out of local minima and cross energy barriers.

The above description can be easily translated into an algorithmic presentation of parallel tempering: Sweeps is the number of parallel tempering sweeps and nodes is the number of copies of the system with initial sets of temperatures \(E(j)\) and \(T(j)\). Instead of protein configurations, temperatures \(T(j)\) are exchanged between the copies.
```

algorithm Parallel Tempering(sweeps, nodes, $E(j), T(j)$ )
begin
for $i:=1,2, \ldots$, sweeps do
for $j:=1,2, \ldots$, nodes do
$E(j):=$ energy of conformation $j$ after canonical Monte Carlo or molecular
dynamics update at temperature $T(j)$
end
for $j:=1,2, \ldots$, nodes -1 do
$k:=j+1$
$w:=\min \left\{1, \exp \left(-\left[\frac{E(j)}{k_{B} T(k)}+\frac{E(k)}{k_{B} T(j)}\right]+\left[\frac{E(j)}{k_{B} T(j)}+\frac{E(k)}{k_{b} T(k)}\right]\right)\right\}$
$r:=$ random number from interval $[0,1]$
if $w \geq r$ then
save $:=T(j)$
$T(j):=T(k)$
$T(k):=$ save
end
end
end
end

```

Expectation values of a physical quantity \(A\) are calculated as usual according to:
\[
\begin{equation*}
\langle A\rangle_{T_{i}}=\frac{1}{M E S} \sum_{k}^{M E S} A\left(C_{i}(k)\right), \tag{13.9}
\end{equation*}
\]
where \(M E S\) is the number of measurements taken for the \(i\) th temperature. Values for intermediate temperatures are calculated using multihistogram reweighting techniques [15]. The temperature distribution should be chosen such that the exchange move has a \(30 \%\) acceptance rate and the highest temperature is such that any relevant energy barrier can be crossed. Note that parallel tempering does not require Boltzmann weights. The method can be combined easily with generalized-ensemble techniques [21] (see Section 13.3.2).

Met-enkephalin is used again to illustrate the parallel tempering algorithm. Simulations with seven copies were performed [21]. The corresponding temperatures are \(T_{1}=1000 \mathrm{~K}\), \(T_{2}=500 \mathrm{~K}, T_{3}=330 \mathrm{~K}, T_{4}=250 \mathrm{~K}, T_{5}=170 \mathrm{~K}, T_{6}=100 \mathrm{~K}\) and \(T_{7}=50 \mathrm{~K}\). The simulation consists of 144000 sweeps for each copy. After each sweep, an exchange of conformations between pairs of copies at neighboring temperatures was tried. The "time series" of temperatures for one of the seven copies is shown in Figure 13.2. Due to the exchange
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Figure 13.2: "Time series" of temperature for one copy of Met-enkephalin over 144000 Monte Carlo sweeps as obtained from a parallel tempering simulation. The figure is taken from Ref. [21].


Figure 13.3: "Times series" of energy at temperature \(T=50 \mathrm{~K}\) as obtained from the parallel tempering algorithm and a regular canonical simulation. The figure is taken from Ref. [21].
move, the configuration walks randomly between low temperatures and high temperatures. The resulting random walk in energy ensures - as in the case of ELP - that any energy barrier can be overcome, and the molecule will thermalize at all seven temperatures. The faster convergence can be seen in Figure 13.3 where the "time series" in energy is displayed for both a regular canonical simulation at \(T=50 \mathrm{~K}\) and for the copy with \(T=50 \mathrm{~K}\) of a parallel
tempering simulation. Obviously the regular canonical Monte Carlo was trapped in a local minimum and was not able to thermalize. From previous simulations (see Ref. [19]) it is known that even 1000000 sweeps are not enough to thermalize Met-enkephalin at \(T=50 \mathrm{~K}\). On the other hand, with the exchange of configurations by parallel tempering, the simulation thermalizes at \(T=50 \mathrm{~K}\) in less than 10000 sweeps.

\subsection*{13.3.2 Multicanonical Sampling and Other Generalized-ensemble Techniques}

Generalized-ensemble simulations [22] offer another possibility of overcoming the multiple minima problem and of calculating reliable low-temperature quantities. The idea is again to ensure that a simulation does not get trapped in local minima but samples both low and high-energy states with sufficient probability. Such movement in and out of local minima is obtained by requiring that a Monte Carlo or molecular dynamics simulation shall lead to a uniform distribution of a pre-chosen physical quantity. For simplicity we will restrict ourselves to ensembles that lead to flat distributions in only one variable. Extensions to higher dimensional generalized ensembles are straightforward \([28,34]\) as are combinations with annealing techniques [17,38].

Probably the earliest realization of the generalized-ensemble idea is umbrella sampling [45], but it has been lately revived in various forms such as multicanonical sampling [5], simulated tempering [36], etc. The first application of these new techniques to protein simulations can be found in Ref. [16] where a Monte Carlo technique was used. Later, a formulation for the molecular dynamics method was also developed [18].

\subsection*{13.3.2.1 Multicanonical Sampling}

In the multicanonical algorithm [5] configurations with energy \(E\) are assigned a weight \(w(E)\) such that the distribution of energies
\[
\begin{equation*}
P_{m u}(E) \propto n(E) w_{m u}(E)=\text { const } \tag{13.10}
\end{equation*}
\]
where \(n(E)\) is the spectral density. Since all energies appear with the equal probability, a free random walk in the energy space is enforced: the simulation can overcome any energy barrier and will not get trapped in one of the many local minima. In order to demonstrate the latter point the "time series" of energy is shown in Figure 13.4 as a function of Monte Carlo sweeps for both a regular canonical Monte Carlo simulation at temperature \(T=50 \mathrm{~K}\) (dotted curve) and a multicanonical simulation. The displayed data are again from a simulation of the pentapeptide Met-enkephalin using a slightly modified version [17] of the ECEPP/2 force field. Starting from a random configuration the two simulations continued for 1000000 Monte Carlo sweeps. For the canonical run the curve stays around the value \(E=-7 \mathrm{kcal} / \mathrm{mol}\) with small thermal fluctuations, reflecting the low-temperature nature. The run has apparently been trapped in a local minimum, since the mean energy at this temperature is \(\langle E\rangle=-11.1 \mathrm{kcal} / \mathrm{mol}\) as found in Ref. [17]. On the other hand, the multicanonical simulation covers a much wider energy range than the canonical run. It is a random walk in energy space, which keeps the simulation from getting trapped in a local minimum.


Figure 13.4: "Time series" of energy for the pentapeptide Met-enkephalin. Both the results from a canonical simulation at \(T=50 \mathrm{~K}\) (dotted line) and a multicanonical simulation are shown.


Figure 13.5: The average energy \(\langle E\rangle\) of the pentapeptide Met-enkephalin as a function of temperature \(T\).

From such a multicanonical simulation one cannot only locate the energy global minimum, but can also calculate the expectation value of any physical quantity \(\mathcal{O}\) at temperature \(T\) by re-weighting techniques [15]
\[
\begin{align*}
\langle\mathcal{O}\rangle_{T} & =\frac{\int d E \mathcal{O}(E) P_{m u}(E) w_{m u}^{-1}(E) e^{-E / k_{B} T}}{\int d E P_{m u}(E) w_{m u}^{-1}(E) e^{-E / k_{B} T}}  \tag{13.11}\\
& =\frac{\int d x \mathcal{O}(x) w_{m u}^{-1}(E(x)) e^{-\beta E(x)}}{\int d x w_{m u}^{-1}(E(x)) e^{-\beta E(x)}} \tag{13.12}
\end{align*}
\]
where \(x\) stands for configurations.
The average (ECEPP/2) energy of Met-enkephalin as a function of temperature is shown as an example in Figure 13.5. Thermodynamic averages are calculated by Eq. (13.12) from the same data as displayed in Figure 13.4 over a temperature range of 1000 K to below 100 K where canonical simulations failed (see the value for the average energy at \(T=50 \mathrm{~K}\) as obtained by a canonical simulation of 1000000 MC sweeps).

It has to be noted that, unlike in the canonical ensemble, the weights \(w_{m u}(E) \propto n^{-1}(E)\) are not a priori known (in fact, knowledge of the exact weights is equivalent to obtaining the density of states \(n(E)\), i.e., solving the system) and one needs their estimates for a numerical simulation. Hence, multicanonical sampling consists of three steps:

\section*{algorithm Multicanonical Sampling begin}

Calculate Estimators for multicanonical weights
Do Simulation with these weights
Calculate physical quantities at desired temperatures by reweighting

\section*{end}

Calculation of the multicanonical (and other generalized-ensemble weights) is usually done by an iterative procedure \([16,17]\). The following algorithmic presentation describes a simple version of this procedure. In it, one uses the fact that the histogram of a multicanonical simulation can be written as \(H(E)=n(E) w_{m u}^{i}(E)\) where \(w_{m u}^{i}(E)\) is the \(i\) th estimate of the canonical weight. Setting \(w_{m u}=1 / n(E)\), one obtains the iterative relation \(w_{m u}^{i+1}=\) \(w_{m u}^{i}(E) / H(E)\). Iter is the number of iterative improvements of the weights \(w_{m u}(i)\), sweeps is the number of Monte Carlo sweeps in each cycle, and nbin is the number of energy bins. We remark that calculation of the weights can be slow (about \(40 \%\) of the total CPU time was spent in Ref. [16] on this point) and several attempts were made to obtain generalizedensemble weights in a faster way; see, for instance, Refs. [20,46].
```

algorithm Multicanonical Weights(iter, sweeps, nbin, $\left.w_{m u}(i)\right)$
begin
for $i:=1,2, \ldots, n b i n$ do
$w(i)=1$
end
for $i:=1,2, \ldots$, iter do
for $k:=1,2, \ldots, n b i n$ do
$H(k)=0$
end

```
```

        for \(j:=1,2, \ldots\), sweeps do
        \(E:=\) energy after Monte Carlo update with \(w(i)\)
        \(k:=\) index of energy bin that contains \(E\)
        \(H(k):=H(k)+1\)
        end
        for \(k:=1,2, \ldots, n b i n\) do
        \(H(k):=\max (1, H(k))\)
        \(w_{m u}(k)=w_{m u}(k) / H(k)\)
        end
    end
    end

```

\subsection*{13.3.2.2 Other Generalized-ensemble Techniques}

In multicanonical simulations, the computational effort increases with the number of residues like \(\approx N^{4}\) (when measured in Metropolis updates) [23]. In general, the computational effort in simulations increases with \(\approx X^{2}\) where \(X\) is the variable in which one wants a flat distribution. This is because generalized-ensemble simulations realize, by construction of the ensemble, a 1D random walk in the chosen quantity \(X\). In the multicanonical algorithm the reaction coordinate \(X\) is the potential energy \(X=E\). Since \(E \propto N^{2}\) the above scaling relation for the computational effort \(\approx N^{4}\) is recovered. Hence, multicanonical sampling is not always the optimal generalized-ensemble algorithm in protein simulations. A better scaling of the computer time with size of the molecule may be obtained by choosing a more appropriate reaction coordinate for our ensemble than the energy.

One often-used choice is simulated tempering [36] where the temperature itself becomes a dynamic variable and is sampled uniformly. Temperature and configuration are both updated with a weight:
\[
\begin{equation*}
w_{S T}(T, E)=e^{-E / k_{B} T-g(T)} \tag{13.13}
\end{equation*}
\]

Here, the function \(g(T)\) is chosen so that the probability distribution of temperature is given by
\[
\begin{equation*}
P_{S T}(T)=\int d E n(E) e^{-E / k_{B} T-g(T)}=\text { const } \tag{13.14}
\end{equation*}
\]

Physical quantities have to be sampled for each temperature point separately and expectation values at intermediate temperatures are calculated by re-weighting techniques [15].

As is common in generalized-ensemble simulations, the weight \(w_{S T}(T, E)\) is not a priori known (since it requires knowledge of the parameters \(g(T)\) ) and their estimator has to be calculated. They can again be obtained by an iterative procedure as described in Section 13.3.2.1. In the simplest version, the improved estimator for \(g^{(i)}(T)\) for the \(i\) th iteration is calculated from the histogram of temperature distribution \(H_{S T}^{(i-1)}(T)\) of the preceding simulation as follows:
\[
\begin{equation*}
g^{(i)}(T)=g^{(i-1)}(T)+\log H_{S T}^{(i-1)}(T) \tag{13.15}
\end{equation*}
\]

In this procedure one uses the fact that the histogram of the \(i\) th iteration is given by
\[
\begin{equation*}
H_{S T}(T)=e^{-g_{i-1}(T)} Z_{i}(T) \tag{13.16}
\end{equation*}
\]
where \(Z_{i}(T)=\int d E n(E) \exp \left(-E / k_{B} T\right)\) is an estimate for the canonical partition function at temperature \(T\). Setting \(\exp \left(g_{i}(T)\right)=Z_{i}(T)\) leads to the iterative relationship of Eq. (13.15).

Various other realizations of the generalized-ensemble approach exist. All aim at sampling a broad range of energies. This is because in protein simulations we are interested not only in sampling the low-energy region but also in visiting high-energy states with finite probability. In this way the simulation will overcome energy barriers and allow escape from local minima. Yuko Okamoto (Institute for Molecular Science, Japan) and I have proposed in Ref. [19] for this purpose yet another generalized ensemble where configurations are updated according to the following probability weight:
\[
\begin{equation*}
w(E)=\left(1+\frac{\beta\left(E-E_{0}\right)}{n_{F}}\right)^{-n_{F}} \tag{13.17}
\end{equation*}
\]

Here \(E_{0}\) is an estimator for the ground-state energy, \(n_{F}\) is the number of degrees of freedom of the system, and \(\beta=1 / k_{B} T\) is the inverse temperature with a low-temperature \(T\). Note that this weight can be understood as a special case of the weights used in Tsallis generalized mechanics formalism [10] (the Tsallis parameter \(q\) is chosen as \(q=1+1 / n_{F}\) ). The weight reduces in the low-energy region to the canonical Boltzmann weight \(\exp (-\beta E)\). This is because \(E-E_{0} \rightarrow 0\) for \(\beta \rightarrow 0\) leading to \(\beta\left(E-E_{0}\right) / n_{F} \ll 1\). On the other hand, highenergy regions are no longer exponentially suppressed but only according to a power law, which enhances excursions to high-energy regions.

Recently, another ensemble (stochastic tunneling [48]) with similar properties was proposed where conformations enter with a weight \(w(E)=\exp \left(f(E) / k_{B} T\right)\). Here, \(f(E)\) is a non-linear transformation of the potential energy onto the interval \([0,1]\) and \(T\) is a low temperature. The physical idea behind such an approach is to allow the system to "tunnel" through energy barriers in the potential energy surface [48]. Such a transformation can be realized by
\[
\begin{equation*}
f(E)=e^{-\left(E-E_{0}\right) / n_{F}} \tag{13.18}
\end{equation*}
\]
where \(E_{0}\) is again an estimate for the ground state and \(n_{F}\) the number of degrees of freedom of the system. Note that the location of all minima is preserved. Hence, at a given lowtemperature \(T\), the simulation can pass through energy barriers of arbitrary height, while the low-energy region is still well resolved. An exploratory study on the efficiency of this algorithm for protein-folding simulations can be found in Ref. [25].

In both ensembles a broad range of energies is sampled. Hence, one can again use reweighting techniques [15] to calculate thermodynamic quantities over a large range of temperatures. In contrast to other generalized-ensemble techniques, the weights are explicitly given for both new ensembles. One needs only to find an estimator for the ground-state energy \(E_{0}\) which is easier than the determination of weights for other generalized ensembles.

\subsection*{13.4 Results}

In the following, I will present two examples that demonstrate how these novel simulation techniques can be used to explore the physics of folding and to predict the biologically active state of proteins.


Figure 13.6: (a) Average number of helical residues \(\left\langle n_{H}\right\rangle(T)\), (b) average end-to-end distance \(\left\langle d_{e-e}\right\rangle(T)\) and (c) specific heat \(C(T)\) as a function of temperature as calculated from simulations of \(\mathrm{Ala}_{10}-\mathrm{Gly}_{5}-\mathrm{Ala}_{10}\).

\subsection*{13.4.1 Helix Formation and Folding}

I start with a recent investigation into the relation between helix formation and folding. Nelson Alves (FFCLRP, University of Sao Paulo, Brazil) and I have studied the artificial peptide \(\mathrm{Ala}_{10}-\mathrm{Gly}_{5}-\mathrm{Ala}_{10}\) in the gas phase by means of multicanonical simulations [1]. Estimators for the weights were determined by an iterative procedure \([6,41]\) in 500000 sweeps. All thermodynamic quantities were then estimated from one production run of 8000000 Monte Carlo sweeps which followed 10000 sweeps for thermalization.

Our peptide, \(\mathrm{Ala}_{10}-\mathrm{Gly}_{5}-\mathrm{Ala}_{10}\), is build up out of two chains of each 10 alanine residues connected by five glycine residues. We have shown in previous work \([2,23,38]\) that polyalanine has a pronounced helix-coil transition. For this reason, we have measured the average number of helical residues \(\left\langle n_{H}\right\rangle\) and displayed in Figure 13.6(a). Two temperature regions are observed. At high temperature, few residues are found that are part of an \(\alpha\)-helix. On the other hand, at low temperatures we observe helix formation, and almost all of the alanine residues are part of an \(\alpha\)-helix. The transition between the two temperature regions is sharp indicating the existence of a helix-coil transition. The transition temperature \(T_{h c}\) can be determined from the corresponding peak in the specific heat (Figure 13.6(c)) at a temperature \(T=483 \pm 8 \mathrm{~K}\). However, we find in Figure 13.6(c) in addition, a second, smaller peak at a lower temperature
\(T_{f}=265 \pm 7 \mathrm{~K}\) indicating yet another transition. The meaning of this second peak becomes clear from Figure 13.6(b) where we plot the the average end-to-end distance \(\left\langle d_{e-e}\right\rangle_{T}\) as a function of temperature. This quantity is a measure for the compactness of a protein conformation and defined here by the distance between N of \(\mathrm{Ala}_{1}\) and O of \(\mathrm{Ala}_{25}\). We observe that this quantity decreases with decreasing temperature. Below the helix-coil transition \(T_{h c}\) the decrease slows down and the curve becomes almost flat at a value of \(\left\langle d_{e-e}\right\rangle \approx 10 \AA\) indicating that there is little further change in the compactness of the molecule. However, at temperature \(T_{f}\) the end-to-end distance decreases again sharply toward a new value \(\left\langle d_{e-e}\right\rangle=6.1 \AA\). Hence, \(T_{f}\) marks the folding of the molecule into a defined compact structure with the two terminal ends of the peptide close together. This scenario is supported by Figure 13.7 in which we display the configuration with lowest energy ever found in our multicanonical simulation of 8000000 sweeps. It consists of two helices (made up out of the alanine residues) connected by a turn (built out of the flexible glycine residues) toward a U-turn-like structure that is consistent with the small value of the end-to-end distance \(d_{e-e}\) observed in Figure 13.6(b) below \(T_{f}\).


Figure 13.7: Lowest energy configuration of \(\mathrm{Ala}_{10}-\mathrm{Gly}_{5}-\mathrm{Ala}_{10}\) as obtained from multicanonical simulations in the gas phase.

Our above analysis of the thermodynamics of our peptide suggests that \(\mathrm{Ala}_{10}-\mathrm{Gly}_{5}-\mathrm{Ala}_{10}\) folds in a two-step process. The first step is the formation of \(\alpha\)-helices and can be characterized by a helix-coil transition temperature \(T_{h c}=483 \pm 8 \mathrm{~K}\). The formation of \(\alpha\)-helices then restricts the possible configuration space. Energetically most favorable is the folding of two \(\alpha\)-helices (made out of the alanine residues) into a hairpin. This second step can be characterized by a lower folding temperature \(T_{f}=265 \pm 7 \mathrm{~K}\). Note that this folding temperature is in the biologically relevant temperature regime while helix-formation can also happen at much higher temperatures. The above described two-step folding of our artificial peptide is reminiscent of the framework model [32,42] and collision-diffusion model [31] which propose that local elements of native local secondary structure, form independently of tertiary structure. As in our example, these elements diffuse until they collide and coalesce to give a tertiary structure.

\subsection*{13.4.2 Structure Predictions of Small Proteins}


Figure 13.8: Top: Experimental structure of HP-36 as deposited in the PDB data-bank. Middle: Lowest energy structure as obtained in a simulation of the solvated peptide. Bottom: Lowest energy structure of HP-36 as obtained in a simulation in the gas phase.

The second example is the 36-residue villin headpiece subdomain HP-36, one of the smallest peptides that can fold autonomously. HP-36 was chosen by Duan and Kollman for a 1 -microsecond molecular dynamics simulation of protein folding [12]. The experimental structure was determined by NMR analysis [37]. Luc Wille (Florida Atlantic University) and I have used this protein to study the efficiency of the ELP algorithm. We have used the approach of Eq. (13.1) to approximate the interaction between protein and water with the parameters \(\sigma_{i}\) chosen from Ref. [49].

Built up only out of \(\alpha\)-helices as secondary structure elements, HP-36 allows in a simple way the definition of an order parameter to characterize configurations other than by their
energy. This natural order parameter is the number \(n_{H}\) of residues in the peptide which are part of an \(\alpha\)-helix. Throughout the search process we try to deform the energy landscape by means of a histogram \(H\left(E, n_{H}, t\right)\) in both helicity and energy: \(\tilde{E}=E+H\left(E, n_{H}, t\right)\). Operating again at a temperature \(T=50 \mathrm{~K}\), we find as weights for the search algorithm
\[
\begin{equation*}
w\left(E, n_{H}, t\right)=e^{-\beta\left(E+H\left(E, n_{H}, t\right)\right)} \tag{13.19}
\end{equation*}
\]

Using this weight we performed simulations with 50000 MC sweeps (starting from random configurations) keeping track of the lowest energy configuration during the search process.

The structure of HP-36 as obtained from the Protein Data Bank (PDB code 1vii) is shown in Figure 13.8. The structure consists of three helices between residues 4-8, 15-18, and 23-32, respectively, which are connected by a loop and a turn. We find for this structure in our model an energy (ECEPP/2 + solvation term) \(E_{\text {nat }}=-276 \mathrm{kcal} / \mathrm{mol}\). Our approach led to a configuration with the lowest energy \(E_{\min }=-277 \mathrm{kcal} / \mathrm{mol}\) which we show also in Figure 13.8 [26]. The above structure consists of three helices where the first helix stretches from residue 2 to residue 11 and is more elongated than the corresponding one in the native structure (residues 4-8). The second helix consist of residues 13-17 (compared to residue 1518 in the native structure) and the third helix stretches from residue 23-33 (residues 23-32 in the PDB structure). The structure has \(95 \%\) of the native helical content and a radius of gyration \(R_{\gamma}=10.1 \AA\) which indicates that the numerically obtained structure is slightly less compact than the experimental structure ( \(R_{\gamma}=9.6 \AA\) ). \(60 \%\) of native contacts are formed. These values are comparable with the results in Ref. [12] (but required orders of magnitude less computer time) where the optimal structure of a \(1 \mu \mathrm{~s}\) molecular dynamic folding simulation showed \(80 \%\) of native helical content and \(62 \%\) of native contacts. Similarly comparable were the values of the root-mean-square deviation (RMSD) of both numerically determined conformers to the native structure: \(5.8 \AA\) versus \(5.7 \AA\) in Ref. [12] (counting only backbone atoms). On the other hand, an ELP simulation of 50000 sweeps relying only on the ECEPP/2 force field led to a structure with an ECEPP energy of \(E_{G P}=-192 \mathrm{kcal} / \mathrm{mol}\). That structure, shown in the bottom of Figure 13.8, is build out of two helices (between residues 2-16 and 23-33) connected by a loop, differs significantly from the regularized PDB structure with the higher potential energy \(E_{\text {nat }}=-176 \mathrm{kcal} / \mathrm{mol}\). Hence, the native structure of the peptide HP36 is not the global minimum configuration in ECEPP/2. Only the inclusion of the solvation term led to an essentially correct structure as global minimum configuration.

In order to understand more the differences between the gas-phase results and that with a solvent accessible surface term, Chai-Yu Lin, Chin-Ku Hu (both Academia Sinica, Taiwan) and I have simulated recently HP-36 with parallel tempering on 20 nodes of a cluster of IBM 4 -ways 375 MHZ SMP Thin Nodes [35]. We have chosen as temperatures \(T=1000,900\), 800, 700, 610, 560, 530, 510, 495, 485, 475, 465, 450, 420, 390, 360, 330, 300, 275, 250 K. On each node, we performed 150000 MC sweeps, and a replica exchange move was attempted after each sweep. Both gas-phase simulations and such relying on a solvent-accessible surface term with the parameter set OONS of Ref. [40] were performed.

From these parallel tempering simulations we have calculated the number of helical residues as a function of temperature. Figure 13.9 displays our results. Little difference is found at high temperatures. However, below the transition temperature \(T \approx 490 \mathrm{~K}\), the data for both simulations diverge. The helicity grows rapidly with decreasing temperature in the OONS
simulation while it stays small in the gas phase. Configurations in the gas phase and in OONS simulations differ also in their compactness. We display in Figure 13.10, for HP-36, two quantities that measure the compactness of protein configurations. The main graph is a plot of the average radius of gyration \(\left\langle r_{g y}\right\rangle(T)\) as a function of temperature. The corresponding values for the total number of contacts \(\left\langle n_{T C}(T)\right\rangle\) are shown in the inset. Both plots indicate that configurations in the gas phase are substantially more compact than the ones in the OONS simulation. For instance, at \(T=300 \mathrm{~K}\), we find \(r_{r g y}=9.6(1) \AA\) in the gas phase compared to \(r_{r g y}=12.5(1) \AA\) in OONS simulations. Note that, even at \(T=1000 \mathrm{~K}\), the peptide in the gas phase has a radius of gyration \(r_{g y}=15.6(1) \AA\) and is substantially more compact than in the OONS simulation \(\left(r_{g y}=19.2 \AA\right)\). We conjecture that this bias toward compact configurations inhibits the formation of \(\alpha\)-helices, and that the low-energy states of HP-36 in the gas phase are characterized by large density and low helicity.

Our simulations of HP-36 demonstrate that the simulation techniques described in this review allow one, not only to predict the structure of small peptides, but also to evaluate the limitations of the utilized energy functions. For instance, in our example, we were able to determine the reasons behind the failure of gas-phase simulations when compared to those with simple solvent approximations. Since presently available energy functions are often parameterized for small molecules, their limitations may become more obvious as one proceeds toward larger systems. The described modern simulation techniques may open ways to unveil and finally overcome these limitations.

Number of helical residues


Figure 13.9: Average number of helical residues \(\left\langle n_{H}\right\rangle(T)\) of HP-36 as a function of temperature for both the solvated protein and in the gas phase. The figure is taken from Ref. [35].

Radius of gyration


Figure 13.10: Average radius of gyration \(\left\langle r_{g y}\right\rangle(T)\) of HP-36 as a function of temperature for both the solvated protein and in the gas phase. The figure is taken from Ref. [35].

\subsection*{13.5 Conclusion}

I gave a brief introduction into a few modern techniques used in simulations of the proteinfolding problem. These examples demonstrate that modern simulation algorithms are wellsuited for investigations both of the thermodynamics of proteins and the prediction of their structure. It seems now that all-atom simulations and structure predictions of large proteins are more restricted by the accuracy of the present energy functions than by the efficiency of the search algorithms.
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randomized algorithms 197
rare event simulation 266
RBIM see random-bond Ising magnet
reference state 215-217
Reinelt, Gerhard 68, 69
relaxation 51
renormalization 37
replica symmetry breaking \(27,42,185\)
restart method 166,170
ribonucleic acid 258
Rinaldi, Giovanni 69
RNA see ribonucleic acid
RSB see replica symmetry breaking
SA see simulated annealing

SAT see satisfiability
satisfiability \(123,125,126,133,139,140\), 237, 238
satisfiable phase 124-126
scaling 26
Schrijver, Alexander 69
score 259-262
matrix 260,261
search algorithm 139
search heuristic \(167,170,172\)
self-organized criticality 228
sensitivity to disorder 84
separation problem 58
sequence alignment \(253,256,259,266\)
serial update 213
shake-up \(210,214,216,218,225\)
Sherrington-Kirkpatrick model 25
shores 48
simplex algorithm 60,67,68
simulated annealing \(205,206,214,216,225\), 227, 230, 235, 238, 240, 243
simulated tempering 286
Smith-Waterman algorithm 263, 264
SOC see self-organized criticality
spin glass \(23,206,228,231,233,240,241\), 243
\(\pm J 213\)
Edwards-Anderson 206, 210
Ising 206
Sherrington-Kirkpatrick 206, 224
spin-glass phase
nature of the 48,63
submodular functions 101, 105
substitution matrix 260,261
switching along the cut \(F 53\)
taboo 34
taboo search \(236,277,278\)
thermodynamic limit 27
thermodynamic state 85,86
trajectory \(143-147,149,151-153,161,163\), \(164,166-169,171,173,174\)
transition
ferromagnetic 130-132, 134
SAT/UNSAT 122, 123, 126, 133
traveling salesman problem 206, 215, 216, 221
TS see taboo search
ultrametricity 27
uniqueness of ground state \(83,89,96\)
unit propagation 155,158
unsatisfiable phase 124,125
valid 57
variable depth search 34
VDS 34
vias 50
Vondrak, J. 69
weight of a cut 49
window 87
Wolff algorithm 11, 15
zero-temperature fixed point 73```
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[^1]:    ${ }^{1}$ This accident explains the deep connection between the Ising model and percolation.

[^2]:    ${ }^{1}$ The reader may benefit from reading Chapter 5 which also describes this model.

[^3]:    ${ }^{2}$ The couplings have to be scaled so that thermodynamic quantities such as energy and free energy remain extensive.
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[^7]:    ${ }^{1}$ A lattice is a finite ordered set such that any two elements have a unique least upper bound and a unique greatest lower bound.

