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Preface

Our goal over the years has been to provide tutorial-like reviews cover-
ing all aspects of computational chemistry. In this, our twentieth volume, we
present six chapters covering a diverse range of topics that are of interest to
computational chemists. When one thinks of modern quantum chemical meth-
ods there is a proclivity to think about molecular orbital theory (MOT). This
theory has proved itself to be a useful theoretical tool that allows the compu-
tation of energies, properties and, nowadays, dynamical aspects of molecular
and supramolecular systems. Molecular orbital theory is, thus, valuable to the
average bench chemist, but that bench chemist invariably wants to describe
chemical transformations to other chemists in a parlance based on the use of
resonance structures. So, an orbital localization scheme must be used to con-
vert the fully delocalized MO results to a valence bond type representation
that is consonant with the chemist’s working language. One of the great merits
of valence bond theory (VBT) is its intuitive wave function. So, why not use
VBT? If VBT is the lingua franca of most synthetic chemists, shouldn’t those
chemists be relying on the VBT method more than they now do, and, if they do
not, how can those scientists learn about this quantum method? In Chapter 1,
Professors Sason Shaik and Philippe Hiberty provide a detailed view of VBT
vis-à-vis MOT, its demise, and then its renaissance; in short they give us a his-
tory lesson about the topic. Following this, they outline the basic concepts of
VBT, describe the relationship between MOT and VBT, and provide insights
about qualitative VBT. Comparisons with other quantum theories and with
experiment are made throughout. The VB state correlation method for electro-
nic delocalization is defined and the controversial issue of what makes benzene
have its D6h structure is discussed. Aspects of photochemistry are then cov-
ered. The spin Hamiltonian VBT and ab initio VB methods are also described
and reviewed, which provides a compelling historical account of VBT along
with a tutorial and a review. It uses a parlance that is consistent with the
way synthetic chemists naturally speak, and it contains insights concerning
the many uses of this vibrant field of quantum theory from two veteran VB
theorists.

Most chemists solving problems with quantum chemical tools typically work
on a single potential energy surface. There are many chemical transformations,
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however, where two or more potential energy surfaces need to be included to
describe properly the event that is taking place as is the case, for example, in
photoisomerizations. In many examples of photoexcitation, nonradiative
internal conversion processes are followed that involve the decay of an excited
state having the same multiplicity as the lower electronic state. In other pro-
cesses, however, a nonradiative decay path can be followed where, say, a sing-
let state can access a triplet state. How one goes about treating such changes in
spin multiplicity is a daunting task, to both novice and seasoned computa-
tional chemists alike. Professors Nikita Matsunaga and Shiro Koseki provide
a tutorial on the topic of modeling spin-forbidden reactions in Chapter 2. The
authors describe for the novice the importance of the minimum energy cross-
ing point (MEXP) and rationalize how spin–orbit coupling provides a mechan-
ism for spin-forbidden reactions. An explanation of crossing probabilities, the
Fermi golden rule, and the Landau–Zener semiclassical approximation are
given. Methodologies for obtaining spin–orbit matrix elements are presented
including, among others, the Klein–Gordon equation, the Dirac equation, the
Foldy–Wouthuysen transformation, and the Breit–Pauli Hamiltonian. With
this background the authors take the novice through a tutorial that explains
how to locate the MEXP. They describe programs available for modeling
spin-forbidden reactions, and they then provide examples of such calculations
on diatomic and polyatomic molecules.

Chapter 3 continues the theme of quantum chemistry and the excited
state. In this chapter, Professor Stefan Grimme provides a tutorial explaining
how best to calculate electronic spectra of large molecules. Great care must be
taken in the interpretation of electronic spectra because significant reorganiza-
tion of the electronic and nuclear coordinates occurs upon excitation. Even for
medium-sized molecules, the density of states in small energy regions can
be large, which leads to overlapping spectral features that are difficult to
resolve (experimentally and theoretically). Other complications arise as well and
the novice computational chemist can become overwhelmed with the many
decisions that are needed to carry out the calculations in a meaningful manner.
Professor Grimme addresses these challenges in this chapter by first introdu-
cing and categorizing the types of electronic spectra and types of excited states,
and then explaining the various theoretical aspects associated with simulating
electronic spectra. In particular, excitation energies, transition moments, and
vibrational structure are covered. Quantum chemical methods used for com-
puting excited states of large molecules are highlighted with emphases on CI,
perturbation methods, and time-dependent Hartree–Fock and density func-
tional theory (DFT) methods. A set of recommendations that summarize the
methods that can (and should) be used for calculating electronic spectra are
provided. Case studies on vertical absorption spectra, circular dichroism,
and vibrational structure are then given. The author provides for the reader a basic
understanding of which computational methodologies work while alerting the
reader to those that do not. This tutorial imparts to the novice many years of
experience by Professor Grimme about pitfalls to avoid.
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In Chapter 4, Professor Raymond Kapral reviews the computational
techniques used in simulating chemical waves and patterns produced by cer-
tain chemical reactions such as the Belousov–Zhabotinsky reaction. He begins
with a brief discussion of the different length and time scales involved and an
explanation for the usual choice of a macroscopic modeling approach. The
finite difference approach to modeling reaction-diffusion systems is next
reviewed and illustrated for a couple of simple model systems. One of these,
the FitzHugh–Nagumo model, exhibits waves and patterns typical of excitable
media. Kapral goes on to review other modeling approaches for excitable
media, including the use of cellular automata and coupled map lattices.
Finally, mesoscopic modeling techniques including Markov chain models for
the chemical dynamics of excitable systems are reviewed.

Chapter 5 by Professors Costel Sârbu and Horia Pop on Fuzzy Logic
complements previous contributions to this series on Neural Networks
(Volume 16) and Genetic Algorithms (Volume 10). Like the other artificial
intelligence techniques, fuzzy logic has seen increasing usage in chemistry in
the past decade. Here, for the first time, the many different techniques that
fall within the arena of fuzzy logic are organized and presented. As delineated
by the authors, fuzzy logic is ideally suited for those areas in which imprecise
or incomplete measurements are an issue. Its primary application has been
the mining of large data sets. The fuzzy techniques discussed in this chapter are
equally suited for achieving an effective reduction of the data in terms of either
the number of objects (by clustering of data) or a reduction in dimensionality.
Additionally, cross-classification techniques make it possible to simultaneously
cluster data based on the objects and the characteristics that describe them. In
this way, the characteristics that are responsible for two objects belonging to
the same (or different) chemical families can be probed directly. In either case,
fuzzy methods afford the ability to probe relationships among the data that are
not apparent from traditional methods. An eclectic assortment of examples
from the literature of fuzzy logic in chemistry is provided, with special empha-
sis on a subject near and dear to the heart of all chemists—the periodic table.
Through the application of fuzzy logic, the chemical groups evident since the
time of Mendeleev emerge as the techniques evolve from being crisp to increas-
ingly fuzzy. Professors Sârbu and Pop show how the different fuzzy classifica-
tion schemes can be used to unearth relationships among the elements that are
not evident from a quick perusal of standard periodic tables. Other areas of
application include analysis of structural databases, toxicity profiling, struc-
ture–activity relationships (SAR) and quantitative structure–activity relation-
ships (QSAR). The chapter concludes with a discussion about interfacing of
fuzzy set theory with other soft computing techniques.

The final chapter in this volume (Chapter 6) covers a topic that has been
of major concern to computational chemists working in the pharmaceutical
industry: Absorption, Metabolism, Distribution, Excretion, and Toxicology
(ADME/Tox) of drugs. The authors of this chapter, Dr. Sean Ekins and Pro-
fessor Peter Swaan, an industrial scientist and an academician, respectively,
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provide a selective review of the current status of ADME/Tox covering several
intensely studied proteins. The common thread interconnecting these different
classes of proteins is that the same computational techniques can be applied to
unravel the intricacies of several individual systems. The authors begin by
describing the concerted actions of transport and metabolism in mammalian
physiology. They then delineate the various approaches used to model
enzymes, transporters, channels, and receptors by describing, first, classical
QSAR methods and, then, pharmacophore models. Specific programs that
are used for the latter include Catalyst, DISCO, CoMFA, CoMSIA, GOLPE,
and ALMOND, all of which are described in this chapter. The use of homol-
ogy models are also explained. Following this introductory section on tech-
niques, the authors review examples of ADME/Tox studies beginning with
Transporter Systems, proceeding to Enzyme Systems, and then to Channels
and Receptors. Seventeen different case studies are presented to illustrate
how the various modeling techniques have been used to evaluate ADME/
Tox. A set of ‘‘Ten Commandments’’ that are applicable to many ADME/
Tox properties as well as bioactivity models is given for the novice computa-
tional chemist. A prognostication of future developments completes the chapter.

We invite our readers to visit the Reviews in Computational Chemistry
website at http://www.chem.ndsu.nodak.edu/RCC. It includes the author and
subject indexes, color graphics, errata, and other materials supplementing the
chapters. We are delighted to report that the Google search engine (http://
www.google.com/) ranks our website among the top hits in a search on the
term ‘‘computational chemistry’’. This search engine has become popular
because it ranks hits in terms of their relevance and frequency of visits. We
are also pleased to report that the Institute for Scientific information, Inc.
(ISI) rates the Reviews in Computational Chemistry book series in the top
10 in the category of ‘‘general’’ journals and periodicals. The reason for these
accomplishments rests firmly on the shoulders of the authors whom we have
contacted to provide the pedagogically driven reviews that have made this
ongoing book series so popular. To those authors we are especially grateful.

We are also glad to note that our publisher has plans to make our most
recent volumes available in an online form through Wiley InterScience. Please
check the Web (http://www.interscience.wiley.com/onlinebooks) or contact
reference@wiley.com for the latest information. For readers who appreciate
the permanence and convenience of bound books, these will, of course, continue.

We thank the authors of this and previous volumes for their excellent
chapters.

Kenny B. Lipkowitz
Fargo, North Dakota

Raima Larter
Indianapolis, Indiana
Thomas R. Cundari

Denton, Texas
December 2003
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CHAPTER 1

Valence Bond Theory, Its History,
Fundamentals, and Applications:
A Primera

Sason Shaik* and Philippe C. Hiberty{

*Department of Organic Chemistry and Lise Meitner-Minerva
Center for Computational Chemistry, Hebrew University 91904
Jerusalem, Israel
{Laboratoire de Chimie Physique, Groupe de Chimie Théorique,
Université de Paris-Sud, 91405 Orsay Cedex, France

INTRODUCTION

The new quantum mechanics of Heisenberg and Schrödinger have pro-
vided chemistry with two general theories of bonding: valence bond (VB)
theory and molecular orbital (MO) theory. The two were developed at about
the same time, but quickly diverged into rival schools that have competed,
sometimes fervently, in charting the mental map and epistemology of chemis-
try. Until the mid-1950s, VB theory dominated chemistry; then, MO theory
took over while VB theory fell into disrepute and was soon almost completely
abandoned. From the 1980s onward, VB theory made a strong comeback and
has ever since been enjoying a renaissance both in qualitative applications of
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the theory and the development of new methods for computational implemen-
tation.1

One of the great merits of VB theory is its visually intuitive wave func-
tion, expressed as a linear combination of chemically meaningful structures. It
is this feature that made VB theory so popular in the 1930s–1950s, and, iro-
nically, it is the same feature that accounts for its temporary demise (and ulti-
mate resurgence). The comeback of this theory is, therefore, an important
development. A review of VB theory that highlights its insight into chemical
problems and discusses some of its state-of-the-art methodologies is timely.

This chapter is aimed at the nonexpert and designed as a tutorial for
faculty and students who would like to teach and use VB theory, but possess
only a basic knowledge of quantum chemistry. As such, an important focus of
the chapter will be the qualitative wisdom of the theory and the way it applies
to problems of bonding and reactivity. This part will draw on material dis-
cussed in previous works by the authors. Another focus of the chapter will
be on the main methods available today for ab initio VB calculations. How-
ever, much important work of a technical nature will, by necessity, be left out.
Some of this work (but certainly not all) is covered in a recent monograph on
VB theory.1

A STORY OF VALENCE BOND THEORY, ITS
RIVALRY WITH MOLECULAR ORBITAL THEORY,
ITS DEMISE, AND EVENTUAL RESURGENCE

Since VB has achieved a reputation in some circles as an obsolete theory,
it is important to give a short historical account of its development including
the rivalry of VB and MO theory, the fall from favor of VB theory, and the
reasons for the dominance of MO theory and the eventual resurgence of VB
theory. Part of the historical review is based on material from the fascinating
historical accounts of Servos2 and Brush.3,4 Other parts are not published his-
torical accounts, but rational analyses of historical events, reflecting our own
opinions and comments made by colleagues.

Roots of VB Theory

The roots of VB theory in chemistry can be traced to the famous paper of
Lewis ‘‘The Atom and The Molecule’’,5 which introduces the notions of elec-
tron-pair bonding and the octet rule.2 Lewis was seeking an understanding of
weak and strong electrolytes in solution, and this interest led him to formulate
the concept of the chemical bond as an intrinsic property of the molecule that
varies between the covalent (shared-pair) and ionic situations. Lewis’ paper
predated the introduction of quantum mechanics by 11 years, and constitutes
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the first formulation of bonding in terms of the covalent–ionic classification. It
is still taught today and provides the foundation for the subsequent construc-
tion and generalization of VB theory. Lewis’ work eventually had its greatest
impact through the work of Langmuir who articulated Lewis’ model and
applied it across the periodic table.6

The overwhelming support of the chemistry community for Lewis’ idea
that electron pairs play a fundamental role in bonding provided an exciting
agenda for research directed at understanding the mechanism by which an
electron pair could constitute a bond. The nature of this mechanism remained,
however, a mystery until 1927 when Heitler and London traveled to Zurich to
work with Schrödinger. In the summer of the same year they published their
seminal paper, Interaction between Neutral Atoms and Homopolar Bind-
ing,7,8 in which they showed that the bonding in H2 can be accounted for
by the wave function drawn in 1, in Scheme 1. This wave function is a super-

position of two covalent situations in which one electron is in the spin up con-
figuration (a spin), while the other is spin down (b spin) [form (a)], and vice
versa in the second form (b). Thus, the bonding in H2 was found to originate in
the quantum mechanical ‘‘resonance’’ between the two situations of spin
arrangement required to form a singlet electron pair. This ‘‘resonance energy’’
accounted for �75% of the total bonding of the molecule, and thereby sug-
gested that the wave function in 1, which is referred to henceforth as the
HL (Heitler–London) wave function, can describe the chemical bonding in a
satisfactory manner. This ‘‘resonance origin’’ of bonding was a remarkable
insight of the new quantum theory, since prior to that time it was not obvious
how two neutral species could bond.

The notion of resonance was based on the work of Heisenberg,9 who
showed that, since electrons are indistinguishable particles then, for a two-
electron system, with two quantum numbers n and m, there exist two wave

Scheme 1
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functions that are linear combinations of the two possibilities of arranging
these electrons, as shown in Eq. [1].

�A ¼ ð1=
ffiffiffi
2
p
Þ½fnð1Þfmð2Þ þ fnð2Þfmð1Þ� ½1a�

�B ¼ ð1=
ffiffiffi
2
p
Þ½fnð1Þfmð2Þ 	 fnð2Þfmð1Þ� ½1b�

As demonstrated by Heisenberg, the mixing of [fnð1Þfmð2Þ] and [fnð2Þfmð1Þ]
led to a new energy term that caused splitting between the two wave functions
�A and �B. He called this term ‘‘resonance’’ using a classical analogy of two
oscillators that by virtue of possessing the same frequency resonate with a
characteristic exchange energy. In the winter of 1928, London extended the
HL wave function and formulated the general principles of covalent or homo-
polar bonding.8,10 In both this and the earlier paper7,10 the authors considered
ionic structures for homopolar bonds, but discarded their mixing as being too
small. In London’s paper,10 the ionic (so-called polar) bond is also considered.
In essence, HL theory was a quantum mechanical version of Lewis’ shared-
pair theory. Even though Heitler and London did their work independently
and perhaps did not know of the Lewis model, the HL wave function
described precisely the shared pair of Lewis. In fact, in his landmark paper,
Pauling points out that the HL8 and London’s later treatments are ‘‘entirely
equivalent to G.N. Lewis’s successful theory of shared electron pair. . .’’.11

The HL wave function formed the basis for the version of VB theory
that became very popular later, but was also the source of some of the failings
that were to later plague VB theory. In 1929, Slater presented his determinant
method.12 In 1931, he generalized the HL model to n-electrons by expressing
the total wave function as a product of n/2 bond wave functions of the HL
type.13 In 1932, Rumer14 showed how to write down all the possible bond
pairing schemes for n-electrons and avoid linear dependencies between the
forms, which are called canonical structures. We shall hereafter refer to the
kind of VB theory that considers only covalent structures as VBHL. Further
refinement of the new bonding theory between 1928 and 1933 were mostly
quantitative,15 focusing on improvement of the exponents of the atomic orbi-
tals by Wang, and on the inclusion of polarization functions and ionic terms
by Rosen and Weinbaum.

The success of the HL model and its relation to Lewis’ model, posed a
wonderful opportunity for the young Pauling and Slater to construct a general
quantum chemical theory for polyatomic molecules. They both published, in
the same year, 1931, several seminal papers in which they each developed the
notion of hybridization, the covalent–ionic superposition, and the resonating
benzene picture.13,16–19 Especially effective were Pauling’s papers that linked
the new theory to the chemical theory of Lewis, and that rested on an encyclo-
pedic command of chemical facts. In the first paper,18 Pauling presented the
electron-pair bond as a superposition of the covalent HL form and the two
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possible ionic forms of the bond, as shown in 2 in Scheme 1, and discussed the
transition from covalent to ionic bonding. He then developed the notion of
hybridization and discussed molecular geometries and bond angles in a variety
of molecules, ranging from organic to transition metal compounds. For the lat-
ter compounds, he also discussed the magnetic moments in terms of the
unpaired spins. In the second paper,19 Pauling addressed bonding in molecules
like diborane, and odd-electron bonds as in the ion molecule Hþ2 and dioxy-
gen, O2, which Pauling represented as having two three-electron bonds, as
shown in 3 in Scheme 1. These two papers were followed by more papers,
all published during 1931–1933 in the Journal of the American Chemical
Society, and collectively entitled ‘‘The Nature of the Chemical Bond’’. This
series of papers allowed one to describe any bond in any molecule, and culmi-
nated in Pauling’s famous monograph20 in which all structural chemistry of
the time was treated in terms of the covalent–ionic superposition theory, reso-
nance theory, and hybridization theory. The book, published in 1939, was
dedicated to G.N. Lewis, and, in fact, the 1916 paper of Lewis is the only
reference cited in the preface to the first edition. Valence bond theory is, in
Pauling’s view, a quantum chemical version of Lewis’ theory of valence. In
Pauling’s work, the long sought for Allgemeine Chemie (Generalized Chemis-
try) of Ostwald was, thus, finally found.2

Origins of MO Theory and the Roots of VB–MO Rivalry

At the same time that Slater and Pauling were developing their VB
theory,17 Mulliken21–24 and Hund25,26 were working on an alternative approach,
which would eventually be called molecular orbital (MO) theory. The actual
term (MO theory) does not appear until 1932, but the roots of the method can
be traced to earlier papers from 1928,21 in which both Hund and Mulliken
made spectral and quantum number assignments of electrons in molecules,
based on correlation diagrams of separated to united atoms. According to
Brush,3 the first person to write a wave function for a molecular orbital was
Lennard-Jones in 1929, in his treatment of diatomic molecules. In this paper,
Lennard-Jones shows with facility that the O2 molecule is paramagnetic, and
mentions that the VBHL method runs into difficulties with this molecule.27 In
MO theory, the electrons in a molecule occupy delocalized orbitals made from
linear combinations of atomic orbitals (LCAO). Drawing 4, Scheme 1, shows
the molecular orbitals of the H2 molecule; the delocalized sg MO should be
contrasted with the localized HL description in 1.

The work of Hückel in the early 1930s initially received a chilly recep-
tion,28 but eventually Hückel’s work gave MO theory an impetus and devel-
oped into a successful and widely applicable tool. In 1930, Hückel used
Lennard-Jones’ MO ideas on O2, applied it to C				X (X¼C, N, O) double
bonds and suggested the concept of s–p separation.29 With this novel treat-
ment, Hückel ascribed the restricted rotation in ethylene to the p-type orbital.
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Equipped with this facility of s–p separability, Hückel solved the electronic
structure of benzene using both VBHL theory and his new Hückel MO
(HMO) approach, the latter giving better ‘‘quantitative’’ results, and hence
being preferred.30 The p-MO picture, 5 in Scheme 2, was quite unique in
the sense that it viewed the molecule as a whole, with a s-frame dressed by
p-electrons that occupy three completely delocalized p-orbitals. The HMO
picture also allowed Hückel to understand the special stability of benzene.

Thus, the molecule was found to have a closed-shell p-component and its
energy was calculated to be lower relative to three isolated p bonds in ethyl-
ene. In the same paper, Hückel treated the ion molecules of C5H5 and
C7H7 as well as the molecules C4H4 (CBD) and C8H8 (COT). This allowed
him to understand why molecules with six p-electrons have special stability,
and why molecules like COT or CBD either do not possess this stability
(COT) or had not yet been synthesized (CBD). Already in this paper and in
a subsequent one,31 Hückel begins to lay the foundations for what will become
later known as the ‘‘Hückel Rule’’, regarding the special stability of
‘‘aromatic’’ molecules with 4nþ 2 p-electrons.3 This rule, its extension to
‘‘antiaromaticity’’, and its articulation by organic chemists in the 1950–
1970s would become a major cause of the acceptance of MO theory and rejec-
tion of VB theory.4

The description of benzene in terms of a superposition (resonance) of
two Kekulé structures appeared for the first time in the work of Slater, as a
case belonging to a class of species in which each atom possesses more neigh-
bors than electrons it can share.16 Two years later, Pauling and Wheland32

applied the VBHL theory to benzene. They developed a less cumbersome com-
putational approach, compared with Hückel’s previous VBHL treatment,

Scheme 2
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using the five canonical structures, in 6 in Scheme 2, and approximated the
matrix elements between the structures by retaining only close neighbor reso-
nance interactions. Their approach allowed them to extend the treatment to
naphthalene and to a great variety of other species. Thus, in the VBHL
approach, benzene is described as a ‘‘resonance hybrid’’ of the two Kekulé
structures and the three Dewar structures; the latter had already appeared
before in Ingold’s idea of mesomerism. In his book, published for the first
time in 1944, Wheland explains the resonance hybrid with the biological ana-
logy of mule¼ donkeyþ horse.33 The pictorial representation of the wave
function, the link to Kekulé’s oscillation hypothesis, and the connection to
Ingold’s mesomerism, all of which were known to chemists, made the
VBHL representation very popular among practicing chemists.

With these two seemingly different treatments of benzene, the chemical
community was faced with two alternative descriptions of one of its molecular
icons. Thus began the VB–MO rivalry that continues to the twenty-first
century. The VB–MO rivalry involved many prominent chemists (to mention
but a few names, Mulliken, Hückel, J. Mayer, Robinson, Lapworth, Ingold,
Sidgwick, Lucas, Bartlett, Dewar, Longuet-Higgins, Coulson, Roberts, Win-
stein, Brown, etc.). A detailed and interesting account of the nature of this riv-
alry and the major players can be found in the treatment of Brush.3,4

Interestingly, as early as the 1930s, Slater17 and van Vleck and Sherman34 sta-
ted that since the two methods ultimately converge, it is senseless to quibble
about the issue of which one is better. Unfortunately, however, this rational
attitude does not seem to have made much of an impression.

The ‘‘Dance’’ of Two Theories: One Is Up,
the Other Is Down

By the end of World War II, Pauling’s resonance theory had become
widely accepted while most practicing chemists ignored HMO and MO theo-
ries. The reasons for this are analyzed by Brush.3 Mulliken suggested that
the success of VB theory was due to Pauling’s skill as a propagandist. Accord-
ing to Hager (a Pauling biographer) VB theory won out in the 1930s because
of Pauling’s communication skills. However, the most important reason for its
dominance is the direct lineage of VB-resonance theory to the structural con-
cepts of chemistry dating from the days of Kekulé. Pauling himself emphasized
that his VB theory is a natural evolution of chemical experience, and that it
emerges directly from the concept of the chemical bond. This has made VB-
resonance theory appear intuitive and ‘‘chemically correct’’. Another great
promoter of VB-resonance theory was Ingold who saw in it a quantum chemi-
cal version of his own ‘‘mesomerism’’ concept (according to Brush, the terms
resonance and mesomerism entered chemical vocabulary at the same time, due
to Ingold’s assimilation of VB-resonance theory; see Brush,3 p. 57). Another
very important reason for the early acceptance of VB theory is the facile
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qualitative application of this theory to all known structural chemistry of the
time (in Pauling’s book20) and to a variety of problems in organic chemistry (in
Wheland’s book33). The combination of an easily applicable general theory
and its good fit to experiment, created a rare credibility nexus. By contrast,
MO theory seemed diametrically opposed to everything chemists had thought
was true about the nature of the chemical bond. Even Mulliken admitted that
MO theory departs from ‘‘chemical ideology’’ (see Brush,3 p. 51). And to com-
plete this sad state of affairs, in this early period MO theory offered no visual
representation to compete with the resonance hybrid representation of
VB-resonance theory. For all these reasons, by the end of World War II,
VB-resonance theory dominated the epistemology of chemists.

By the mid-1950s, the tide had started a slow turn in favor of MO
theory, a shift that gained momentum through the mid-1960s. What caused
the shift is a combination of factors, of which the following two may be deci-
sive. First, there were the many successes of MO theory: the experimental ver-
ification of Hückel’s rules;28 the construction of intuitive MO theories and
their wide applicability for rationalization of structures (e.g., Walsh diagrams)
and spectra [electronic and electron spin resonance (ESR)]; the highly success-
ful predictive application of MO theory in chemical reactivity; the instant
rationalization of the bonding in newly discovered exotic molecules like ferro-
cene,35 for which the VB theory description was cumbersome; and the devel-
opment of widely applicable MO-based computational techniques (e.g.,
extended Hückel and semiempirical programs). The second reason, on the
other side, is that VB theory, in chemistry, suffered a detrimental conceptual
arrest that crippled the predictive ability of the theory and started to lead to an
accumulation of ‘‘failures’’. Unlike its fresh exciting beginning, in its frozen
form of the 1950–1960s, VB theory ceased to guide experimental chemists
to new experiments. This lack of utility ultimately led to the complete victory
of MO theory. However, the MO victory over VB theory was restricted to
resonance theory and other simplified versions of VB theory, not VB theory
itself. In fact, by this time, the true VB theory was hardly being practiced any-
more in the mainstream chemical community.

One of the major registered ‘‘failures’’ of VB theory is associated with
the dioxygen molecule, O2. Application of the Pauling–Lewis recipe of hybri-
dization and bond pairing to rationalize and predict the electronic structure of
molecules fails to predict the paramagneticity of O2. By contrast, MO theory
reveals this paramagneticity instantaneously.27 Even though VB theory does
not really fail with O2, and Pauling himself preferred, without reasoning
why, to describe it in terms of three-electron bonds (3 in Scheme 1) in his early
papers19 (see also Wheland’s description on p. 39 of his book33), this ‘‘failure’’
of Pauling’s recipe has tainted VB theory and become a fixture of the common
chemical wisdom (see Brush3 p. 49, footnote 112).

A second example concerns the VB treatments of CBD and COT. The
use of VBHL theory leads to an incorrect prediction that the resonance energy
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of CBD should be as large as or even larger than that of benzene. The facts
(that CBD had not yet been made and that COT exhibited no special stability)
favored HMO theory. Another impressive success of HMO theory was the
prediction that due to the degenerate set of singly occupied MOs, square
CBD should distort to a rectangular structure, which provided a theoretical
explanation for the ubiquitous phenomena of Jahn-Teller and pseudo-Jahn-
Teller effects, amply observed by the community of spectroscopists. Wheland
analyzed the CBD problem early on, and his analysis pointed out that inclu-
sion of ionic structures would probably change the VB predictions and make
them identical to MO.33,36,37 Craig showed that VBHL theory in fact correctly
assigns the ground state of CBD, by contrast to HMO theory.38,39 Despite this
mixed bag of predictions on properties of CBD, by VBHL or HMO, and
despite the fact that modern VB theory has subsequently demonstrated unique
and novel insight into the problems of benzene, CBD and their isoelectronic
species, the early stamp of the CBD story as a failure of VB theory still persists.

The increasing interest of chemists in large molecules as of the late 1940s
started making VB theory impractical, compared with the emerging semiem-
pirical MO methods that allowed the treatment of larger and larger molecules.
A great advantage of semiempirical MO calculations was the ability to calcu-
late bond lengths and angles rather than assume them as in VB theory.4 Skillful
communicators like Longuet–Higgins, Coulson, and Dewar were among the
leading MO proponents, and they handled MO theory in a visualizable man-
ner, which had been sorely missing before. In 1951, Coulson addressed the
Royal Society Meeting and expressed his opinion that despite the great success
of VB theory, it had no good theoretical basis; it was just a semiempirical
method, he said, of little use for more accurate calculations.40 In 1949,
Dewar’s monograph, Electronic Theory of Organic Chemistry,41 summarized
the faults of resonance theory, as being cumbersome, inaccurate, and too
loose: ‘‘it can be played happily by almost anyone without any knowledge
of the underlying principles involved’’. In 1952, Coulson published his book
Valence,42 which did for MO theory, at least in part, what Pauling’s book20

had done much earlier for VB theory. In 1960, Mulliken won the Nobel Prize
and Platt wrote, ‘‘MO is now used far more widely, and simplified versions of
it are being taught to college freshmen and even to high school students’’.43

Indeed, many communities took to MO theory due to its proven portability
and successful predictions.

A decisive defeat was dealt to VB theory when organic chemists were
finally able to synthesize transient molecules and establish the stability pat-
terns of C8H2	

8 , C5H	;þ5 , C3Hþ;	3 and C7Hþ;	7 during the 1950–1960s.3,4,28

The results, which followed Hückel’s rules, convinced most of the organic che-
mists that MO theory was right, while VBHL and resonance theories were
wrong. From 1960–1978, C4H4 was made, and its structure and properties
as determined by MO theory challenged initial experimental determination
of a square structure.3,4 The syntheses of nonbenzenoid aromatic compounds
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like azulene, tropone, and so on, further established Hückel’s rules, and high-
lighted the failure of resonance theory.28 This era in organic chemistry marked
a decisive down-fall of VB theory.

In 1960, the 3rd edition of Pauling’s book was published,20 and although
it was still spellbinding for chemists, it contained errors and omissions. For
example, in the discussion of electron deficient boranes, Pauling describes
the molecule B12H12 instead of B12H2	

12 (Pauling,20 p. 378); another example
is a very cumbersome description of ferrocene and analogous compounds (on
pp. 385–392), for which MO theory presented simple and appealing descrip-
tions. These and other problems in the book, as well as the neglect of then-
known species like C5H	;þ5 , C3Hþ;	3 , and C7Hþ;	7 , reflected the situation
that, unlike MO theory, VB theory did not have a useful Aufbau principle
that could predict reliably the dependence of molecular stability on the num-
ber of electrons. As we have already pointed out, the conceptual development
of VB theory had been arrested since the 1950s, in part due to the insistence of
Pauling himself that resonance theory was sufficient to deal with most pro-
blems (see, e.g., p. 283 in Brush4). Sadly, the creator himself contributed to
the downfall of his own brainchild.

In 1952, Fukui published his Frontier MO theory,44 which went initially
unnoticed. In 1965, Woodward and Hoffmann published their principle of
conservation of orbital symmetry, and applied it to all pericyclic chemical
reactions. The immense success of these rules45 renewed interest in Fukui’s
approach and together formed a new MO-based framework of thought for
chemical reactivity (called, e.g., ‘‘giant steps forward in chemical theory’’ in
Morrison and Boyd, pp. 934, 939, 1201, and 1203). This success of MO
theory dealt a severe blow to VB theory. In this area too, despite the early cal-
culations of the Diels–Alder and 2þ 2 cycloaddition reactions by Evans,46 VB
theory missed making an impact, in part at least because of its blind adherence
to simple resonance theory.28 All the subsequent VB derivations of the rules
(e.g., by Oosterhoff in Ref. 90) were ‘‘after the fact’’ and failed to reestablish
the status of VB theory.

The development of photoelectron spectroscopy (PES) and its applica-
tion to molecules in the 1970s, in the hands of Heilbronner, showed that spec-
tra could be easily interpreted if one assumes that electrons occupy delocalized
molecular orbitals.47,48 This further strengthened the case for MO theory.
Moreover, this served to lessen the case for VB theory, because it describes
electron pairs that occupy localized bond orbitals. A frequent example of
this ‘‘failure’’ of VB theory is the PES of methane, which shows two different
ionization peaks. These peaks correspond to the a1 and t2 MOs, but not to
the four C		H bond orbitals in Pauling’s hybridization theory (see a recent
paper on a similar issue49). With these and similar types of arguments VB
theory has eventually fallen into a state of disrepute and become known, at
least when the authors were students, either as a ‘‘wrong theory’’ or even a
‘‘dead theory’’.
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The late 1960s and early 1970s mark the era of mainframe computing.
By contrast to VB theory, which is difficult to implement computationally (due
to the non-orthogonality of orbitals), MO theory could be easily implemented
(even GVB was implemented through an MO-based formalism—see later). In
the early 1970s, Pople and co-workers developed the GAUSSIAN70 package
that uses ‘‘ab initio MO theory’’ with no approximations other than the choice
of basis set. Sometime later density functional theory made a spectacular entry
into chemistry. Suddenly, it became possible to calculate real molecules, and to
probe their properties with increasing accuracy. This new and user-friendly
tool created a subdiscipline of ‘‘computational chemists’’ who explore the
molecular world with the GAUSSIAN series and many other packages that
sprouted alongside the dominant one. Calculations continuously reveal
‘‘more failures’’ of Pauling’s VB theory, for example, the unimportance of
3d orbitals in bonding of main group elements, namely, the ‘‘verification’’
of three-center bonding. Leading textbooks hardly include VB theory any-
more, and when they do, they misrepresent the theory.50,51 Advanced quan-
tum chemistry courses teach MO theory regularly, but books that teach VB
theory are virtually nonexistent. The development of user friendly ab initio
MO-based software and the lack of similar VB software seem to have put
the last nail in the coffin of VB theory and substantiated MO theory as the
only legitimate chemical theory of bonding.

Nevertheless, despite this seemingly final judgment and the obituaries
showered on VB theory in textbooks and in public opinion, the theory has
never really died. Due to its close affinity to chemistry and utmost clarity, it
has remained an integral part of the thought process of many chemists, even
among proponents of MO theory (see comment by Hoffmann on p. 284 in
Brush4). Within the chemical dynamics community, moreover, the usage of
the theory has never been eliminated, and it exists in several computational
methods such as LEPS (London–Eyring–Polanyi–Sato), BEBO (bond energy
bond order), DIM (diatomics in molecules), and so on, which were (and still
are) used for the generation of potential energy surfaces. Moreover, around
the 1970s, but especially from the 1980s and onward, VB theory began to
rise from its ashes, to dispel many myths about its ‘‘failures’’ and to offer a
sound and attractive alternative to MO theory. Before we describe some of
these developments, it is important to go over some of the major ‘‘failures’’
of VB theory and inspect them a bit more closely.

Are the Failures of VB Theory Real Ones?

All the so-called failures of VB theory are due to misuse and failures of
very simplified versions of the theory. Simple resonance theory enumerates
structures without proper consideration of their interaction matrix elements
(or overlaps). It will fail whenever the matrix element is important as in the
case of aromatic versus antiaromatic molecules, and so on.52 The hybridization
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bond-pairing theory assumes that the most important energetic effect for a
molecule is the bonding, and hence one should hybridize the atoms and
make the maximum number of bonds—henceforth ‘‘perfect pairing’’. The per-
fect-pairing approach will fail whenever other factors (see below) become
equal to or more important than bond pairing.53,54 The VBHL theory is based
on covalent structures only, which become insufficient and require inclusion of
ionic structures explicitly or implicitly (through delocalization tails of the
atomic orbitals, as in the GVB method described later). In certain cases, like
that of antiaromatic molecules, this deficiency of VBHL makes incorrect pre-
dictions.55 Next, we consider four iconic ‘‘failures’’, and show that some of
them tainted VB in unexplained ways.

1. The O2 ‘‘Failure’’: It is doubtful that this so-called failure can be attributed
to Pauling himself, because in his landmark paper,18 he was very careful to
state that the molecule does not possess a ‘‘normal’’ state, but rather
one with two three-electron bonds (3 in Scheme 1). Also see Wheland on
page 39 of his book.33 We also located a 1934 Nature paper by Heitler and
Pöschl56 who treated the O2 molecule with VB principles and concluded
that ‘‘the 3�	g term . . . [gives] the fundamental state of the molecule’’. It is
not clear to us how the myth of this ‘‘failure’’ grew, spread so widely, and
was accepted so unanimously. Curiously, while Wheland acknowledged
the prediction of MO theory by a proper citation of Lennard-Jones’
paper,27 Pauling did not, at least not in his landmark papers,18,19 nor in his
book.20 In these works, the Lennard-Jones paper is either not cited,19,20 or
is mentioned only as a source of the state symbols18 that Pauling used to
characterize the states of CO, CN, and so on. One wonders about the role
of animosity between the MO and VB camps in propagating the notion of
the ‘‘failures’’ of VB to predict the ground state of O2. Sadly, scientific
history is determined also by human weaknesses. As we have repeatedly
stated, it is true that a naive application of hybridization and the perfect
pairing approach (simple Lewis pairing) without consideration of the
important effect of four-electron repulsion would fail and predict a 1�g

ground state. As we shall see later, in the case of O2, perfect pairing in the
1�g state leads to four-electron repulsion, which more than cancels the
p-bond. To avoid the repulsion, we can form two three-electron p-bonds,
and by keeping the two odd electrons in a high-spin situation, the ground
state becomes 3�	g that is further lowered by exchange energy due to the
two triplet electrons.53

2. The C4H4 ‘‘Failure’’: This is a failure of the VBHL approach that does not
involve ionic structures. Their inclusion in an all-electron VB theory, either
explicitly,55,57 or implicitly through delocalization tails of the atomic
orbitals,58 correctly predicts the geometry and resonance energy. In fact,
even VBHL theory makes a correct assignment of the ground state of cyclo
butadiene (CBD), as the 1B1g state. By contrast, monodeterminantal MO
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theory makes an incorrect assignment of the ground state as the triplet 3A2g

state.38,39 Moreover, HMO theory succeeded for the wrong reason. Since
the Hückel MO determinant for the singlet state corresponds to a single
Kekulé structure, CBD exhibits zero resonance energy in HMO.36

3. The C5Hþ5 ‘‘Failure’’: This is a failure of simple resonance theory, not of VB
theory. Taking into account the sign of the matrix element (overlap)
between the five VB structures shows that singlet C5Hþ5 is Jahn–Teller
unstable, and the ground state is, in fact, the triplet state. This is generally
the case for all the antiaromatic ionic species having 4n electrons over
4nþ 1 or 4nþ 3 centers.52

4. The ‘‘Failure’’ associated with the PES of methane (CH4): Starting from a
naive application of the VB picture of CH4, it follows that since methane
has four equivalent localized bond orbitals (LBOs), the molecule should
exhibit only one ionization peak in PES. However, since the PES of
methane shows two peaks, VB theory ‘‘fails’’! This argument is false for
two reasons. First, as has been known since the 1930s, LBOs for methane
or any molecule, can be obtained by a unitary transformation of
the delocalized MOs.59 Thus, both MO and VB descriptions of methane
can be cast in terms of LBOs. Second, if one starts from the LBO picture of
methane, the electron can come out of any one of the LBOs. A physically
correct representation of the CHþ4 cation would be a linear combination of
the four forms that ascribe electron ejection to each of the four bonds. One
can achieve the correct physical description, either by combining the LBOs
back to canonical MOs,48 or by taking a linear combination of the four VB
configurations that correspond to one bond ionization.60,61 As shall be seen
later, correct linear combinations are 2A1 and 2T2, the latter being a triply
degenerate VB state.

We conclude that those who reject VB theory cannot continue to invoke
‘‘failures’’, because a properly executed VB theory does not fail, just as a prop-
erly done MO-based calculation does not ‘‘fail’’. This notion of VB ‘‘failure’’
that is traced back to the VB–MO rivalry in the early days of quantum chem-
istry should now be considered obsolete, unwarranted, and counterproductive.
A modern chemist should know that there are two ways of describing electro-
nic structure, and that these two are not contrasting theories, but rather two
representations of the same reality. Their capabilities and insights into chemi-
cal problems are complementary and the exclusion of either one of them
undermines the intellectual heritage of chemistry. Indeed, theoretical chemists
in the dynamics community continued to use VB theory and maintained an
uninterrupted chain of VB usage from London, through Eyring, Polanyi, to
Wyatt, Truhlar, and others in the present day. Physicists, too, continued to
use VB theory, and one of the main proponents is the Nobel Laureate P.W.
Anderson, who developed a resonating VB theory of superconductivity.
And, in terms of the focus of this chapter, in mainstream chemistry too, VB
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theory is beginning to enjoy a slow but steady renaissance in the form of mod-
ern VB theory.

Modern VB Theory: VB Theory Is Coming of Age

The renaissance of VB theory is marked by a surge in the following two-
pronged activity: (a) creation of general qualitative models based on VB
theory, and (b) development of new methods and software that enable appli-
cations to moderate-sized molecules. Below we briefly mention some of these
developments without pretence of creating an exhaustive list.

A few general qualitative models based on VB theory started to appear in
the late 1970s and early 1980s. Among these models we count also semiempi-
rical approaches based, for example, on Heisenberg and Hubbard Hamilto-
nians,62–70 as well as Hückel VB methods,52,71–73 which can handle well
ground and excited states of molecules. Methods that map MO-based wave
functions to VB wave functions offer a good deal of interpretive insight.
Among these mapping procedures we note the half-determinant method
of Hiberty and Leforestier,74 and the CASVB methods of Thorsteinsson
et al.75,76 and Hirao and co-worker.77,78 General qualitative VB models for
chemical bonding were proposed in the early 1980s and the late 1990s by
Epiotis et al.79,80 A general model for the origins of barriers in chemical reac-
tions was proposed in 1981 by Shaik, in a manner that incorporates the role of
orbital symmetry.52,81 Subsequently, in collaboration with Pross82,83 and Hib-
erty,84 the model has been generalized for a variety of reaction mechanisms,85

and used to shed new light on the problems of aromaticity and antiaromaticity
in isoelectronic series.57 Following Linnett’s reformulation of three-electron
bonding in the 1960s,86 Harcourt87,88 developed a VB model that describes
electron-rich bonding in terms of increased valence structures, and showed
its occurrence in bonds of main group elements and transition metals.

Valence bond ideas have also contributed to the revival of theories
for photochemical reactivity. Early VB calculations by Oosterhoff and co-
workers89,90 revealed a possible general mechanism for the course of photo-
chemical reactions. Michl and co-workers91,92 articulated this VB-based
mechanism and highlighted the importance of ‘‘funnels’’ as the potential
energy features that mediate the excited-state species back into the ground
state. Recent work by Robb and co-workers93–96 showed that these ‘‘funnels’’
are conical intersections that can be predicted by simple VB arguments, and
computed at a high level of sophistication. Similar applications of VB theory
to deduce the structure of conical intersections in photoreactions were done by
Shaik and Reddy97 and recently generalized by Zilberg and Haas.98

Valence bond theory enables a very straightforward account of environ-
mental effects, such as those imparted by solvents and/or protein pockets. A
major contribution to the field was made by Warshel who created an empirical
VB (EVB) method. By incorporating van der Waals and London interactions
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using a molecular mechanics (MM) method, Warshel created the QM(VB)–
MM method for the study of enzymatic reaction mechanisms.99–101 His pio-
neering work inaugurated the now emerging QM–MM methodologies for
studying enzymatic processes. Hynes and co-workers,102–104 showed how to
couple solvent models to VB and create a simple and powerful model for
understanding and predicting chemical processes in solution. Shaik105,106

showed how solvent effects can be incorporated in an effective manner in
the reactivity factors that are based on VB diagrams.

All in all, VB theory is seen to offer a widely applicable framework for
thinking about and predicting chemical trends. Some of these qualitative mod-
els and their predictions are discussed in the Application sections.

In the 1970s, a stream of nonempirical VB methods began to appear and
were followed by many applications of accurate calculations. All these meth-
ods divide the orbitals in a molecule into inactive and active subspaces, treat-
ing the former as a closed-shell and the latter by a VB formalism. The
programs optimize the orbitals, and the coefficients of the VB structures, but
they differ in the manners by which the VB orbitals are defined. Goddard
et al.107–110 developed the generalized VB (GVB) method, which uses semilocalized
atomic orbitals (having small delocalization tails), employed originally by
Coulson and Fisher for the H2 molecule.111 The GVB method is incorporated
now in GAUSSIAN and in most other MO-based software. Somewhat later,
Gerratt, Raimondi, and Cooper developed their VB method known as the
spin coupled (SC) theory and its follow up by configuration interaction using
the SCVB method,112–114 which is now incorporated in the MOLPRO soft-
ware. The GVB and SC theories do not employ covalent and ionic structures
explicitly, but instead use semilocalized atomic orbitals that effectively incor-
porate all the ionic structures, and thereby enable one to express the electronic
structures in compact forms based on formally covalent pairing schemes.
Balint-Kurti and Karplus115 developed a multistructure VB method that uti-
lizes covalent and ionic structures with localized atomic orbitals (AOs). In a
later development by van Lenthe and Balint-Kurti116,117 and by Verbeek
and van Lenthe,118,119 the multistructure method is referred to as a VB self-
consistent field (VBSCF) method. In a subsequent development, van Lenthe,
Verbeek, and co-workers120,121 generated the multipurpose VB program called
TURTLE, which has recently been interfaced with the MO-based program
GAMESS-UK. Matsen,122,123 McWeeny,124 and Zhang and co-workers125,126

developed their spin-free VB approaches based on symmetric group methods.
Subsequently, Wu et al.127,128 extended the spin-free approach, and produced
a general purpose VB program called the XIAMEN-99 package. Soon after, Li
and McWeeny129 announced their VB2000 software, which is also a general
purpose program, including a variety of methods. Another package incorpor-
ating multiconfigurational VB (MCVB) methods, called CRUNCH and based
on the symmetric group methods of Young, was written by Gallup et al.130,131

During the early 1990s, Hiberty et al.132–137 developed the breathing orbital
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VB (BOVB) method, which also utilizes covalent and ionic structures, but in
addition allows them to have their own unique set of orbitals. This method is
now incorporated into the programs TURTLE and XIAMEN-99. Very
recently, Wu et al.138 developed a VBCI method that is akin to BOVB, but
which can be applied to larger systems. The recent biorthogonal VB method
(bio-VB) of McDouall139 has the potential to carry out VB calculations on sys-
tems with up to 60 electrons outside the closed shell. And finally, Truhlar and
co-workers140 developed the VB-based multiconfiguration molecular
mechanics method (MCMM) to treat dynamical aspects of chemical reactions,
while Landis and co-workers141 introduced the VAL–BOND method that pre-
dicts the structures of transition metal complexes using Pauling’s ideas of orbi-
tal hybridization. In the section dedicated to VB methods, we mention the
main software and methods that we used, and outline their features, capabil-
ities, and limitations.

This plethora of acronyms for VB software starts to resemble that which
accompanied the ascent of MO theory. While this may sound like good news,
certainly it is also a call for systematization much like what Pople and co-
workers enforced on computational MO terminology. Nonetheless, at the
moment the important point is that the advent of many good VB programs
has caused a surge of applications of VB theory to problems ranging from
bonding in main group elements to transition metals, conjugated systems, aro-
matic and antiaromatic species, and even excited states and full pathways of
chemical reactions, with moderate to very good accuracies. For example, a
recent calculation of the barrier for the identity hydrogen exchange reaction,
HþH		H0 ! H		HþH0, by Song et al.142 shows that it is possible to calcu-
late the reaction barrier accurately with just eight classical VB structures!
Valence bond theory is coming of age.

BASIC VB THEORY

Writing and Representing VB Wave Functions

VB Wave Functions with Localized Atomic Orbitals
We illustrate the theory by using, as an example, the two-electron/two-

center (2e/2c) bond. A VB determinant is an antisymmetrized wave function
that may or may not also be a proper spin eigenfunction. For example, jabj
in Eq. [2] is a determinant that describes two spin-orbitals a and b having
one electron each; the bar over the b orbital indicates a b spin, while its
absence indicates an a spin:

jabj ¼ 1ffiffiffi
2
p fað1Þbð2Þ½að1Þbð2Þ� 	 að2Þbð1Þ½að2Þbð1Þ�g ½2�
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The parenthetical numbers 1 and 2 are the electron indices. By itself this
determinant is not a proper spin-eigenfunction. However, by mixing with jabj
two spin-eigenfunctions will result, one having a singlet coupling as shown in
Eq. [3], the other possessing a triplet coupling in (Eq. [4]); in both cases the
normalization constants are omitted for the time being.

�HL ¼ jabj 	 jabj ½3�

�T ¼ jabj þ jabj ½4�

If a and b are the respective AOs of two hydrogen atoms, �HL in Eq. [3] is just
the historical wave function used in 1927 by Heitler and London7 to treat the
bonding in the H2 molecule, hence the subscript descriptor HL. This wave
function displays a purely covalent bond in which the two hydrogen atoms
remain neutral and exchange their spins (the singlet pairing is represented,
henceforth by the two dots connected by a line as shown in 7 in Scheme 3).

The state �T in Eq. [4] represents a repulsive triplet interaction (see 8
in Scheme 3) between two hydrogen atoms having parallel spins. The other
VB determinants that one can construct in this simple two-electron/two-center
2e/2c case are jaaj and jbbj, corresponding to the ionic structures 9 and 10,
respectively. Both ionic structures are spin-eigenfunctions and represent singlet
situations. Note that the rules that govern spin multiplicities and the genera-
tion of spin-eigenfunctions from combinations of determinants are the same in
VB and MO theories. In a simple two-electron case, it is easy to distinguish
triplet from singlet eigenfunctions by factoring the spatial function out from
the spin function: the singlet spin eigenfunction is antisymmetric with respect
to electron exchange, while the triplet is symmetric. Of course, the spatial
parts behave in precisely the opposite manner. For example, the singlet
is að1Þbð2Þ 	 bð1Það2Þ, while the triplet is að1Þbð2Þ þ bð1Það2Þ in Eqs. [3]
and [4].

While the H2 bond was considered as purely covalent in Heitler and Lon-
don’s paper7 (Eq. [3] and Structure 7 in Scheme 3), the exact description of H2

or any homopolar bond (�VB-full in Eq. [5]) involves a small contribution from
the ionic structures 9 and 10, which mix by configuration interaction (CI)
in the VB framework. Typically, and depending on the atoms that are bonded,
the weight of the purely covalent structure is �75%, while the ionic structures

Scheme 3
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share the remaining 25%. By symmetry, the wave function maintains an aver-
age neutrality of the two bonded atoms (Eq. [5]).

�VB-full ¼ lðjabj 	 jabjÞ þ mðjaaj þ jbbjÞ l > m ½5a�
Ha		Hb � 75%ðHa�		�HbÞ þ 25%ðH	a Hþa þHþb H	b Þ ½5b�

For convenience, and to avoid confusion, we shall symbolize a purely covalent
bond between A and B centers as A�		�B, while the notation A		B will be
employed for a composite bond wave function like the one displayed in Eq.
[5b]. In other words, A		B refers to the ‘‘real’’ bond while A�		�B designates
its covalent component (see 2 in Scheme 1).

VB Wave Functions with Semilocalized AOs
One inconvenience of using the expression �VB-full (Eq. [5]) is its relative

complexity compared to the simpler HL function (Eq. [3]). Coulson and
Fischer111 proposed an elegant way of combining the simplicity of �HL

with the accuracy of �VB-full. In the Coulson–Fischer (CF) wave function,
�CF, the two-electron bond is described as a formally covalent singlet coupling
between two orbitals ja and jb, which are optimized with freedom to deloca-
lize over the two centers. This is exemplified below for H2 (dropping once
again the normalization factors):

�CF ¼ jjajbj 	 jjajbj ½6a�
ja ¼ aþ eb ½6b�
jb ¼ bþ ea ½6c�

Here a and b are purely localized AOs, while ja and jb are delocalized AOs.
In fact, experience shows that the Coulson–Fischer orbitals ja and jb, which
result from the energy minimization, are generally not very delocalized (e < 1).
As such they can be viewed as ‘‘distorted’’ orbitals that remain atomic-like in
nature. However minor this may look, the slight delocalization renders the
Coulson–Fischer wave function equivalent to the VB-full (Eq. [5]) wave func-
tion with the three classical structures. A straightforward expansion of the
Coulson–Fischer wave function leads to a linear combination of classical
structures in Eq. [7].

�CF ¼ ð1þ e2Þðjabj 	 jabjÞ þ 2eðjaaj þ jbbjÞ ½7�

Thus, the Coulson–Fischer representation keeps the simplicity of the covalent
picture while treating the covalent–ionic balance by embedding the effect of the
ionic terms in a variational way through the delocalization tails. The Coulson–
Fischer idea was later generalized to polyatomic molecules and gave rise to the
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generalized valence bond (GVB) and spin-coupled (SC) methods, which were
mentioned in the introductory part and will be discussed later.

VB Wave Functions with Fragment Orbitals
Valence bond determinants may involve fragment orbitals (FOs) instead

of localized or semilocalized AOs. These fragment orbitals may be delocalized
(e.g., like some MOs of the constituent fragments of a molecule). The latter
option is an economical way of representing a wave function that is a linear
combination of several determinants based on AOs, just as MO determinants
are linear combinations of VB determinants (see below). Suppose, for exam-
ple, that one wanted to treat the recombination of the CH�3 and H� radicals
in a VB manner. First, let (j1 	 j5) be the MOs of the CH�3 fragment (j5 being
singly occupied), and b the AO of the incoming hydrogen. The covalent VB
function that describes the active C		H bond in our study just couples the
j5 and b orbitals in a singlet way, as expressed in Eq. [8]:

�ðH3C�		�HÞ ¼ jj1j1j2j2j3j3j4j4 j5b j 	 j1j1j2j2 j3 j3j4j4 j5bj j ½8�

Here, j1 	 j4 are fully delocalized on the CH3 fragment. Even the j5 orbital is
not a pure AO, but may involve some tails on the hydrogens of the fragment. It
is clear that this option is conceptually simpler than treating all the C		H
bonds in a VB way, including the ones that remain unchanged in the reaction.

Writing VB Wave Functions Beyond the 2e/2c Case
Rules for writing VB wave functions in the polyelectronic case are just

intuitive extensions of the rules for the 2e/2c case discussed above. First, let

us consider butadiene, structure 11 in Scheme 4, and restrict the description
to the p system.

Denoting the p AOs of the C1–C4 carbons by a, b, c, and d, respectively,
the fully covalent VB wave function for the p system of butadiene displays two
singlet couplings: one between a and b, and one between c and d. It follows
that the wave function can be expressed in the form of Eq. [9], as a product of
the bond wave functions.

�ð11Þ ¼ jðab	 abÞ ðcd	 cdÞj ½9�

Scheme 4
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Upon expansion of the product, one gets a sum of four determinants as in
Eq. [10].

�ð11Þ ¼ jabcdj 	 jabcdj 	 jabcdj þ jabcdj ½10�

The product of bond wave functions in Eq. [9], involves so-called perfect pair-
ing, whereby we take the Lewis structure of the molecule, represent each bond
by a HL bond, and finally express the full wave function as a product of all
these pair-bond wave functions. As a rule, such a perfect-pairing polyelectro-
nic VB wave function having n bond pairs will be described by 2n determi-
nants, displaying all the possible 2� 2 spin permutations between the
orbitals that are singlet coupled.

The above rule can readily be extended to larger polyelectronic systems,
like the p system of benzene 12, or to molecules bearing lone pairs like forma-
mide, 13. In this latter case, using n, c, and o, respectively, to refer to the p
AOs of nitrogen, carbon, and oxygen, the VB wave function describing the
neutral covalent structure is given by Eq. [11]:

�ð13Þ ¼ jnncoj 	 jnn coj ½11�

In any one of the above cases, improvement of the wave function can be
achieved by using Coulson–Fischer orbitals that take into account ionic con-
tributions to the bonds. Note that the number of determinants grows exponen-
tially with the number of covalent bonds (recall, this number is 2n, n being the
number of bonds). Hence, 8 determinants are required to describe a Kekulé
structure of benzene, and the fully covalent and perfectly paired wave function
for methane is made of 16 determinants. This shows the benefit of using FOs
rather than pure AOs as much as possible, as has been done above (Eq. [8]).
Using FOs to construct VB wave functions is also appropriate when one wants
to fully exploit the symmetry properties of the molecule. For example, we can
describe all the bonds in methane by constructing group orbitals of the four
Hs. Subsequently, we can distribute the eight bonding electrons of the mole-
cule into these FOs as well as into the 2s and 2p AOs of carbon. Then we can
pair up the electrons using orbital symmetry-matched FOs, as shown by the
lines connecting these orbital pairs in Figure 1. The corresponding wave func-
tion can be written as follows:

�ðCH4Þ ¼ jð2sjs 	 js2sÞð2pxjx 	 jx2pxÞð2pyjy 	 jy 2pyÞð2pzjz 	 jz 2pzÞj
½12�

In this representation, each bond is a delocalized covalent two-electron bond,
written as a HL-type bond. The VB method that deals with fragment orbitals
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(FO–VB) is particularly useful in high-symmetry cases such as ferrocene and
other organometallic complexes.

Pictorial Representation of VB Wave Functions by Bond Diagrams
Since we argue that a bond need not necessarily involve only two AOs on

two centers, we must provide an appropriate pictorial representation of such a
bond. A possibility is the bond diagram in Figure 2, which shows two spin-
paired electrons in general orbitals j1 and j2, with a line connecting these
orbitals. This bond diagram represents the wave function in Eq. [13]

�bond ¼ jj1j2j 	 jj1j2j ½13�

where the orbitals can take any shape; it can involve two centers with localized
AOs, or two Coulson–Fischer orbitals with delocalization tails, or FOs that
span multiple centers.

Figure 1 A VB representation of methane using delocalized FOs. Each line that connects
the orbitals is a bond pair. The total wave function is given in Eq. 12.

Figure 2 A bond diagram representation of two spin-paired electrons in orbitals f1 and
f2. The bond pair is indicated by a line connecting the orbitals.

Basic VB Theory 21



The Relationship between MO and VB Wave Functions

We now consider the difference between the MO and VB descriptions of
an electronic system, at the simplest level of both theories. As we shall see, in
the cases of one-electron, three-electron, and four-electron interactions
between two centers, there is no real difference between the two theories,
except for a matter of language. However, the two theories do differ in their
description of the two-electron bond. Let us consider, once again, the example
of H2, with its two AOs a and b, and examine first the VB description, drop-
ping normalization factors for simplicity.

As has been stated already, at equilibrium distance the bonding is not
100% covalent, and requires an ionic component to be accurately described.
On the other hand, at long distances the HL wave function is the correct state,
as the ionic components necessarily drop to zero and each hydrogen carries
one electron away through the homolytic bond breaking. The HL wave func-
tion dissociates correctly, but is quantitatively inaccurate at bonding distances.
Therefore, the way to improve the HL description is straightforward: simply
mixing �HL with the ionic determinants and optimizing the coefficients varia-
tionally, by CI. One then gets the wave function �VB-full, in Eq. [5a] above,
which contains a major covalent component and a minor ionic one.

Let us now turn to the MO description. Bringing together two hydrogen
atoms leads to the formation of two MOs, s and s� (bonding and antibond-
ing, respectively); see Eq. [14].

s ¼ aþ b s� ¼ a	 b ½14�

At the simple MO level, the ground state of H2 is described by �MO, in which
the bonding s MO is doubly occupied. Expansion (see Appendix for details)
of this MO determinant into its AO determinant constituents leads to Eq. [15]:

�MO ¼ jssj ¼ ðjabj 	 jabjÞ þ ðjaaj þ jbbjÞ ½15�

It is apparent from Eq. [15] that the first half of the expansion is just the
Heitler–London function �HL (Eq. [3]), while the remaining part is ionic. It
follows that the MO description of the two-electron bond will always be
half-covalent, half-ionic, irrespective of the bonding distance. Qualitatively,
it is already clear that in the MO wave function, the ionic weight is excessive
at bonding distances, and becomes an absurdity at long distances, where the
weight of the ionic structures should drop to zero in accord with homolytic
cleavage. The simple MO description does not dissociate correctly and this
is the reason why it is inappropriate for the description of stretched bonds
as, for example, those found in transition states. The remedy for this poor
description is CI, specifically the mixing of the ground configuration, s2,
with the diexcited one, s�2. The reason this mixing resizes the covalent versus
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ionic weights is the following: If one expands the diexcited configuration, �D,
into its VB constituents (for expansion technique, see Appendix A.1), one finds
the same covalent and ionic components as in Eq. [15], but coupled with a
negative sign as in Eq. [16]:

�D ¼ js�s�j ¼ 	ðjabj 	 jabjÞ þ ðjaaj þ jbbjÞ ½16�

It follows that mixing the two configurations �MO and �D with different
coefficients as in Eq. [17] will lead to a wave function �MO–CI in which the
covalent and ionic components have

�MO--CI ¼ c1jssj 	 c2js�s�j c1; c2 > 0 ½17�

unequal weights, as shown by an expansion of �MO–CI into AO determinants
in Eq. [18]:

�MO--CI ¼ ðc1 þ c2Þðjabj 	 jabjÞ þ ðc1 	 c2Þðjaaj þ jbbjÞ ½18a�
c1 þ c2 ¼ l c1 	 c2 ¼ m ½18b�

Since c1 and c2 are variationally optimized, expansion of �MO–CI should lead
to exactly the same VB function as �VB–full in Eq. [5], leading to the equalities
expressed in Eq. [18b] and to the equivalence of �MO–CI and �VB–full. The
equivalence also includes the Coulson–Fischer wave function �CF (Eq. [6])
which, as we have seen, is equivalent to the VB-full description.

�MO 6¼ �HL �MO--CI � �VB--full � �CF ½19�

To summarize, the simple MO treatment describes the bond as being too
ionic, while the simple VB level (Heitler–London) defines it as being purely
covalent. Both theories converge to the right description when CI is intro-
duced. The accurate description of two-electron bonding is half-way between
the simple MO and simple VB levels; elaborated MO and VB levels become
equivalent and converge to the right description, in which the bond is mostly
covalent but has a substantial contribution from ionic structures.

This equivalence clearly indicates that the MO–VB rivalry, discussed
above, is unfortunate and senseless. VB and MO are not two diametrically dif-
ferent theories that exclude each other, but rather two representations of rea-
lity that are mathematically equivalent. The best approach is to use these two
representations jointly and benefit from their complementary insight. In fact,
from the above discussion of how to write a VB wave function, it is apparent
that there is a spectrum of orbital representations that stretches between the
fully local VB representations through semilocalized CF orbitals, to the
use of delocalized fragment orbitals VB (FO–VB), and all the way to the fully
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delocalized MO representation (in the MO–CI language). Based on the pro-
blem at hand, the best representation from this spectrum should be the one
that gives the clearest and most portable insight into the problem.

Formalism Using the Exact Hamiltonian

Let us turn now to the calculation of energetic quantities using exact VB
theory by considering the simple case of the H2 molecule. The exact Hamilto-
nian is of course the same as in MO theory, and is composed in this case of two
core terms and a bielectronic repulsion:

H ¼ hð1Þ þ hð2Þ þ 1=r12 þ 1=R ½20�

where the h operator represents the attraction between one electron and the
nuclei, r12 is the interelectronic distance and R is the distance between the
nuclei and accounts for nuclear repulsion. In the VB framework, some parti-
cular notations are traditionally employed to designate the various energies
and matrix elements:

Q ¼ hjabjjHjjabji ¼ hajhjai þ hbjhjbi þ habj1=r12jabi ½21�
K ¼ hjabjjHjjbaji ¼ habj1=r12jabi þ 2Shajhjbi ½22�
hðjabjÞjðjbajÞi ¼ S2 ½23�

Here Q is the energy of a single determinant jabj, K is the spin exchange
term which will be dealt with later, and S is the overlap integral between the
two AOs a and b.

The energy Q has an interesting property: It is quasiconstant as a function
of the interatomic distance, from infinite distance to the equilibrium bonding
distance Req of H2. It corresponds to the energy of two hydrogen atoms when
brought together without exchanging their spins. Such a pseudo-state (which is
not a spin-eigenfunction) is called the ‘‘quasi-classical state’’ of H2 (�QC in
Fig. 3), because all the terms of its energy have an analogue in classical (not
quantum) physics. Turning now to real states, that is, spin-eigenfunctions, the
energy of the ground state of H2, in the fully covalent approximation of HL, is
readily obtained.

Eð�HLÞ ¼
hðj ab j 	 ja b jÞjH jðj ab j 	 j ab jÞ i
hðj ab j 	 j ab jÞjðj ab j 	 j abjÞi

¼ Qþ K

1þ S2
½24�

Plotting the E(�HL) curve as a function of the distance now gives qualitatively
correct Morse curve behavior (Fig. 3), with a reasonable bonding energy, even
if a deeper potential well can be obtained by allowing further mixing with the
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ionic terms (�exact in Fig. 3). This shows that, in the covalent approximation,
all the bonding comes from the K terms. Thus, the physical phenomenon
responsible for the bond is the exchange of spins between the two AOs, that
is, the resonance between the two spin arrangements (see 1).

Examination of the K term in Eq. [22] shows that it is made of a repul-
sive exchange integral, which is positive but necessarily small (unlike Coulomb
two-electron integrals), and of a negative term, given by the product of the
overlap S and an integral that is called the ‘‘resonance integral’’, which is itself
proportional to S.

Replacing �HL by �T in Eq. [24] leads to the energy of the triplet state,
Eq. [25].

Eð�TÞ ¼
hðj ab j þ jab jÞjH jðj ab j þ j ab jÞ i
hðj ab j þ j ab jÞjðj ab j þ j abjÞi

¼ Q	 K

1	 S2
½25�

Figure 3 Energy curves for H2 as a function of internuclear distance. The curves
displayed, from top to bottom, correspond to the triplet state, �T, the quasi-classical
state, �QC, the HL state, �HL, and the exact (full CI) curve, �exact.
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Recalling that the Q integral is a quasi-constant from Req to infinite distance,
Q remains nearly equal to the energy of the separated fragments and can serve,
at any distance, as a reference for the bond energy. It follows from Eqs. [24]
and [25] that, if we neglect overlap in the denominator, the triplet state (�T in
Fig. 3) is repulsive by the same quantity (	K) as the singlet is bonding (þK).
Thus, at any distance larger than Req, the bonding energy is about one-half of
the singlet–triplet gap. This property will be used later in applications to reac-
tivity.

Qualitative VB Theory

A VB calculation is just a configuration interaction in a space of AO or
FO determinants, which are in general nonorthogonal to each other. It is
therefore essential to derive some basic rules for calculating the overlaps
and Hamiltonian matrix elements between determinants. The fully general
rules have been described in detail elsewhere.52 Examples will be given here
for commonly encountered simple cases.

Overlaps between Determinants
Let us illustrate the procedure with VB determinants of the type � and �0

below,

� ¼ Njaabbj �0 ¼ N0jccddj ½26�

where N and N0 are normalization factors. Each determinant is made of a
diagonal product of spin orbitals followed by a signed sum of all the permuta-
tions of this product, which are obtained by transposing the order of the spin
orbitals. Denoting the diagonal products of � and �0, by �d and �0d, respec-
tively, the expression for �d reads

�d ¼ að1Þ að2Þ bð3Þ bð4Þ ð1;2; . . . are electron indicesÞ ½27�

and an analogous expression can be written for �0d.
The overlap between the (unnormalized) determinants j a a b b j and

j c c d d j is given by Eq. [28]:

hðj a a b b j Þðj c c d d j Þi ¼ �d

����X
P

ð	1ÞtPð�0dÞ
* +

½28�

where the operator P represents a restricted subset of permutations: The ones
made of pairwise transpositions between spin orbitals of the same spin, and t
determines the parity, odd or even, and hence also the sign of a given pairwise
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transposition P. Note that the identity permutation is included. In the present
example, there are four possible such permutations in the product �0d:

X
P

ð	1ÞtPð0dÞ ¼ cð1Þ cð2Þ dð3Þ dð4Þ 	 dð1Þ cð2Þ cð3Þ dð4Þ

	 cð1Þ dð2Þ dð3Þ cð4Þ þ dð1Þ dð2Þ cð3Þ cð4Þ ½29�

One then integrates Eq. [28] electron by electron, leading to Eq. [30] for the
overlap between j a a b b j and j c c d d j:

hðj a a b b j Þjðj c c d d j Þi ¼ S2
acS

2
bd 	 SadSacSbcSbd

	 SacSadSbdSbc þ S2
adS2

bc ½30�

where Sac, for example, is a simple overlap between two orbitals a and c.
Generalization to different types of determinants is trivial.52 As an appli-

cation, let us obtain the overlap of a VB determinant with itself, and calculate
the normalization factor N of the determinant � in Eq. [26]:

hðj a a b b j Þjðj a a b b j Þi ¼ 1	 2S2
ab þ S4

ab ½31�
� ¼ ð1	 2S2

ab þ S4
abÞ 	1=2ja a bbj ½32�

Generally, normalization factors for determinants are larger than unity. The
exception is those VB determinants that do not have more than one spin orbi-
tal of each spin variety (e.g., the determinants that compose the HL wave func-
tion). For these latter determinants the normalization factor is unity (i.e.,
N ¼ 1).

An Effective Hamiltonian
Using the exact Hamiltonian for calculating matrix elements between VB

determinants would lead to complicated expressions involving numerous bi-
electronic integrals, owing to the 1/rij terms. Thus, for practical qualitative
or semiquantitative applications, one uses an effective Hamiltonian in which
the 1/rij terms are only implicitly taken into account, in an averaged manner.
One then defines a Hamiltonian made of a sum of independent monoelectronic
Hamiltonians, much like in simple MO theory:

Heff ¼
X

i

hðiÞ ½33�

where the summation runs over the total number of electrons. Here the opera-
tor h has a meaning different from Eq. [20] since it is now an effective
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monoelectronic operator that incorporates part of the electron–electron and
nuclear–nuclear repulsions. Going back to the four–electron example above,
the determinants � and �0 are coupled by the following effective Hamiltonian
matrix element:

h�jHeffj�0i ¼ h�jhð1Þ þ hð2Þ þ hð3Þ þ hð4Þj�0i ½34�

It is apparent that the above matrix element is composed of a sum of four
terms that are calculated independently. The calculation of each of these terms
(e.g., the first one) is quite analogous to the calculation of the overlap in Eq.
[30], except that the first monoelectronic overlap S in each product is replaced
by a monoelectronic Hamiltonian term:

hðj a a b b jÞj hð1Þ jðj c c d d jÞ i ¼ hacSacS
2
bd 	 hadSacSbcSbd

	 hacSadSbdSbc þ hadSadS2
bc ½35a�

hac ¼ hajhjci ½35b�

In Eq. [35b], the monoelectronic integral accounts for the interaction between
two overlapping orbitals. A diagonal term of the type haa is interpreted as the
energy of the orbital a, and will be noted ea in the following equations. By
using Eqs. [34] and [35], it is easy to calculate the energy of the determinant
j a a bb j:

EðjaabbjÞ ¼ N2ð2ea þ 2eb 	 2eaS2
ab 	 2ebS2

ab 	 4habSab þ 4habS3
abÞ ½36�

An interesting application of the above rules is the calculation of the
energy of a spin-alternant determinant such as 14 in Scheme 5 for butadiene.

Such a determinant, in which the spins are arranged so that two neigh-
boring orbitals always display opposite spins is referred to as a ‘‘quasiclassi-
cal’’ (QC) state and is a generalization of the QC state that we already
encountered above for H2. The rigorous formulation of its energy involves
some terms that arise from permutations between orbitals of the same spins,
which are necessarily nonneighbors. Neglecting interactions between non-
nearest neighbors, all these vanish, so that the energy of the QC state is given
by the simple expression below.

Ej a b c d j ¼ ea þ eb þ ec þ ed ½37�

Scheme 5
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Generalizing, the energy of a spin-alternant determinant is always the
sum of the energies of its constituent orbitals. In the QC state, the interaction
between overlapping orbitals is therefore neither stabilizing nor repulsive. This
is a nonbonding state, which can be used for defining a reference state, with
zero energy, in the framework of VB calculations of bonding energies or repul-
sive interactions.

Note that the rules and formulas that are expressed above in the frame-
work of qualitative VB theory are independent of the type of orbitals that are
used in the VB determinants: purely localized AOs, fragment orbitals or
Coulson–Fischer semilocalized orbitals. Depending on the kind of orbitals
that are chosen, the h and S integrals take different values, but the formulas
remain the same.

Some Simple Formulas for Elementary Interactions

In qualitative VB theory, it is customary to take the average value of the
orbital energies as the origin for various quantities. With this convention, and
using some simple algebra,52 the monoelectronic Hamiltonian between two
orbitals becomes bab, the familiar ‘‘reduced resonance integral’’:

bab ¼ hab 	 0:5ðhaa þ hbbÞSab ½38�

It is important to note that these b integrals, used in the VB framework are the
same as those used in simple MO models such as extended Hückel theory.

Based on the new energy scale, the sum of orbital energies is set to zero,
that is: X

i

ei ¼ 0 ½39�

In addition, since the energy of the QC determinant is given by the sum of
orbital energies, its energy then becomes zero:

Eðj a b c d jÞ ¼ 0 ½40�

The Two-Electron Bond
By application of the qualitative VB theory, Eq. [41] expresses the HL-

bond energy of two electrons in atomic orbitals a and b, which belong to
the atomic centers A and B. The binding energy De is defined relative to the
quasiclassical state j ab j or to the energy of the separate atoms, which are
equal within the approximation scheme.

DeðA		BÞ ¼ 2bS=ð1þ S2Þ ½41�
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Here, b is the reduced resonance integral that we have just defined and S is the
overlap between orbitals a and b. Note that if instead of using purely localized
AOs for a and b, we use semilocalized Coulson–Fischer orbitals, Eq. [41] will
not be the simple HL-bond energy but would represent the bonding energy of
the real A		B bond that includes its optimized covalent and ionic components.
In this case, the origins of the energy would still correspond to the QC deter-
minant with the localized orbitals. Unless otherwise specified, we will always
use qualitative VB theory with this latter convention.

Repulsive Interactions
By using the above definitions, one gets the following expression for the

repulsive energy of the triplet state:

�ETðA "" BÞ ¼ 	2bS=ð1	 S2Þ ½42�

The triplet repulsion arises due to the Pauli exclusion rule and is often referred
to as a Pauli repulsion.

For a situation where we have four electrons on the two centers, VB
theory predicts a doubling of the Pauli repulsion, and the following expression
is obtained in complete analogy to qualitative MO theory:

�EðA�� ��BÞ ¼ 	4bS=ð1	 S2Þ ½43�

One can, in fact, simply generalize the rules for Pauli repulsion. Thus, the elec-
tronic repulsion in an interacting system is equal to the quantity:

�Erep ¼ 	2nbS=ð1	 S2Þ ½44�

n being the number of electron pairs with identical spins.
Now, consider VB structures with three electrons on two centers, (A�� �B)

and (A� ��B). The interaction energy of each one of these structures by itself is
repulsive and following Eq. [42] will be given by the Pauli repulsion term in
Eq. [45]:

�EððA�� �BÞ and ðA� ��BÞÞ ¼ 	2bS=ð1	 S2Þ ½45�

Mixing Rules for VB Structures
Whenever a wave function is written as a normalized resonance hybrid

between two VB structures of equivalent energies (e.g, as in Eq. [46], the
energy of the hybrid is given by the normalized averaged self-energies of the
constituent resonance structures and the interaction matrix element, H12,
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between the structures in Eq. [47].

� ¼ N½�1 þ �2�
where N ¼ 1=½2ð1þ S12Þ�1=2 ½46�

Eð�Þ ¼ 2N2Eav þ 2N2H12

where H12 ¼ h�1jHj�2i and Eav ¼ ½ðE1 þ E2Þ=2� ½47�

Such a mixed state is stabilized relative to the energy of each individual VB
structure, by a quantity that is called the ‘‘resonance energy’’ (RE):

RE ¼ ½H12 	 EavS12�=ð1þ S12Þ S12 ¼ h�1j�2i ½48�

Equation [48] expresses the RE in the case where the two limiting structures
�1 and �2 have equal or nearly equal energies, which is the most favorable
situation for maximum stabilization. However, if the energies E1 and E2 are
different, then according to the rules of perturbation theory, the stabilization
will still be significant, albeit than in the degenerate case.

A typical situation where the VB wave function is written as a resonance
hybrid is odd-electron bonding (one-electron or three-electron bonds). For
example, a one-electron bond A�B is a situation where only one electron is
shared by two centers A and B (Eq. [49]), while three electrons are distributed
over the two centers in a three-electron bond A;B (Eq. [50]):

A�B ¼ Aþ�B$ A
� þB ½49�

A;B ¼ A
� ��B$ A��

�
B ½50�

Simple algebra shows that the overlap between the two VB structures is equal
to S (the hajbi orbital overlap)a and that resonance energy follows Eq. [51]:

RE ¼ b=ð1þ SÞ ¼ DeðAþ �B$ A
� þBÞ ½51�

Equation [51] also gives the bonding energy of a one-electron bond. Combin-
ing Eqs. [45] and [51], we get the bonding energy of the three-electron bond,
Eq. [52]:

DeðA� ��B$ A��
�
BÞ ¼ 	2bS=ð1	 S2Þ þ b=ð1þ SÞ
¼ bð1	 3SÞ=ð1	 S2Þ ½52�

a Writing f1 and f2 so that their positive combination is the resonance-stabilized one.
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These equations for odd-electron bonding energies are good for cases where
the forms are degenerate or nearly so. In cases where the two structures are
not identical in energy, one should use the perturbation theoretic expression.52

For more complex situations, general guidelines for derivation of matrix
elements between polyelectronic determinants are given in Appendix A.2.
Alternatively, one could follow the protocol given in the original litera-
ture.52,143

Nonbonding Interactions in VB Theory
Some situations are encountered where one orbital bears an unpaired

electron in the vicinity of a bond, such as 15 in Scheme 6:

Since A�B�		�C displays a singlet coupling between orbitals b and c, Eq. [53]
gives its wave function:

A�B�		�C ¼ Nðja b cj 	 ja b cjÞ ½53�

in which it is apparent that the first determinant involves a triplet repulsion
with respect to the electrons in a and b while the second one is a spin-alternant
determinant. The energy of this state, relative to a situation where A and BC
are separated, is therefore:

EðA�B�		�CÞ 	 EðAÞ 	 EðB�		�CÞ ¼ 	bS=ð1	 S2Þ ½54�

which means that bringing an unpaired electron into the vicinity of a covalent
bond results in half of the full triplet repulsion. This property will be used
below when we discuss VB correlation diagrams for radical reactions. The

repulsion is the same if we bring two covalent bonds, A�		�B and C�		�D, close
to each other, as in 16 (Scheme 7):

EðA�		�B � � �C�		�DÞ 	 EðA�		�BÞ 	 EðC�		�DÞ ¼ 	bS=ð1	 S2Þ ½55�

Equation [55] can be used to calculate the total p energy of one canonical
structure of a polyene, for example, structure 17 of butadiene (Scheme 8).

Scheme 6

Scheme 7
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Since there are two covalent bonds and one nonbonded repulsion in this VB
structure, its energy is expressed simply as follows:

�ð17Þ ¼ 4bS=ð1þ S2Þ 	 bS=ð1	 S2Þ ½56�

As an application, let us compare the energies of two isomers of hexatriene.
The linear s-trans conformation can be described as a resonance between
the canonical structure 18 and ‘‘long bond’’ structures 19–21 (Scheme 9)

where one short bond is replaced by a long bond. On the other hand, the
branched isomer is made only of structures 22–24, since it lacks an analogous
structure to 21.

It is apparent that the canonical structures 18 and 22 have the same elec-
tronic energies (three bonds, two nonbonded repulsions), and that structures
19–21, 23, and 24 are also degenerate (two bonds, three nonbonded repul-
sions). Furthermore, if one omits structure 21, the matrix elements between
the remaining long-bond structures and the canonical ones are all the same.
Thus, elimination of structure 21 will make both isomers isoenergetic. If, how-
ever, we take structure 21 into account, it will mix and increase, however,
slightly, the RE of the linear polyene that becomes thermodynamically more
stable than the branched one. This subtle prediction, which is in agreement
with experiment, will be demonstrated again below in the framework of
Heisenberg Hamiltonians.

Scheme 8

Scheme 9
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Comparison with Qualitative MO Theory
Some (but not all) of the elementary interaction energies that are dis-

cussed above also have qualitative MO expressions, which may or may not
match the VB expressions. In qualitative MO theory, the interaction between
two overlapping AOs leads to a pair of bonding and antibonding MOs, the
former being stabilized by the quantity b/(1þ S) and the latter destabilized
by 	b=ð1	 S) relative to the nonbonding level. The stabilization–destabilization
of the interacting system relative to the separate fragments is then calculated
by summing up the occupancy-weighted energies of the MOs. A comparison
of the qualitative VB and MO approaches is given in Table 1, where the ener-
getics of the elementary interactions are calculated with both methods. It is
apparent that both qualitative theories give identical expressions for the
odd-electron bonds, the four-electron repulsion, and the triplet repulsion.
This is not surprising if one notes that the MO and VB wave functions for
these four types of interaction are identical. On the other hand, the expressions
for the MO and VB two-electron-bonding energies are different; the difference
is related to the fact, discussed above, that MO and VB wave functions are
themselves different in this case. Therefore, we suggest a rule that may be use-
ful if one is more familiar with MO theory than VB: Whenever the VB and
MO wave functions of an electronic state are equivalent, the VB energy can
be estimated using qualitative MO theory.

INSIGHTS OF QUALITATIVE VB THEORY

This section demonstrates how the simple rules of the above VB
approach can be utilized to treat a variety of problems. Initially, we treat a
series of examples, which were mentioned in the introduction as ‘‘failures’’
of VB theory, and show that properly done VB theory leads to the right result
for the right reason. Subsequently, we proceed with a relatively simple prob-
lem in chemical bonding of one-electron versus two-electron bonds and
demonstrate that VB theory can make surprising predictions that stand the

Table 1 Elementary Interaction Energies in the Qualitative MO and VB Models

Type of Interaction Stabilization (MO Model) Stabilization (VB Model)

1-Electron b=ð1þ SÞ b=ð1þ SÞ
2-Electron 2b=ð1þ SÞ 2bS=ð1þ S2Þ
3-Electron bð1	 3SÞ=ð1	 S2Þ bð1	 3SÞ=ð1	 S2Þ
4-Electron 	4bS=ð1	 S2Þ 	4bS=ð1	 S2Þ
Triplet repulsion 	2bS=ð1	 S2Þ 	2bS=ð1	 S2Þ
3-Electron repulsion 	2bS=ð1	 S2Þ

34 VB Theory, Its History, Fundamentals, and Applications



test of experiment. Finally, we show how VB theory can lead to a general
model for chemical reactivity, the VB diagram. Since these subtopics cover a
wide range of chemical problems we cannot obviously treat them in-depth,
and wherever possible we refer the reader to more extensive reviews.

Are the ‘‘Failures’’ of VB Theory Real?

As mentioned in the introduction, VB theory has been accused of a few
‘‘failures’’ that are occasionally used to dismiss the theory, and have caused it
to have an unwarranted reputation. The next few subsections use the simple
VB guidelines drawn above to demonstrate that VB theory is free of these
‘‘failures’’.

Dioxygen
One of the major ‘‘failures’’ that has been associated with VB theory con-

cerns the ground state of the dioxygen molecule, O2. It is true that a naive
application of hybridization followed by perfect pairing (simple Lewis pairing)
would predict a 1�g ground state, that is, the diamagnetic doubly bonded
molecule O				O. This is likely the origin of the notion that VB theory makes
a flawed prediction that contradicts experiment (see, e.g., references [50] and
[51]). However, this conclusion is not valid, since in the early 1970s Goddard
et al.107 performed GVB calculations and demonstrated that VB theory pre-
dicts a triplet 3�	g ground state. This same outcome was reported in papers
by McWeeny144 and Harcourt.145 In fact, any VB calculation, at whatever
imagined level, would lead to the same result, so the myth of ‘‘failure’’ is defi-
nitely baseless.

Goddard et al.107 and subsequently the present two authors53 also pro-
vided a simple VB explanation for the choice of the ground state. Let us reiter-
ate this explanation based on our qualitative VB theory, outlined above.

Apart from one s bond and one s lone pair on each oxygen atom, the
dioxygen molecule has six p electrons to be distributed in the two p planes, say
px and py. The question is What is the most favorable mode of distribution? Is
it 25 in which three electrons are placed in each p plane, or perhaps is it 26
where two electrons are allocated to one plane and four to the other (Scheme
10)? Obviously, 25 is a diradical structure displaying one three-electron bond

Scheme 10
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in each of p planes, whereas 26 exhibits a singlet p bond, in one plane, and a
four-electron repulsion, in the other. A naive application that neglects the
repulsive three-electron and four-electron interactions would predict that
structure 26 is preferred, leading to the above-mentioned legendary failure
of VB theory, namely, that VB predicts the ground state of O2 to be the singlet
closed-shell structure, O				O. Inspection of the repulsive interactions shows
that they are of the same order of magnitude or even larger than the bonding
interactions, that is, the neglect of these repulsion is unjustified. The right
answer is immediately apparent, if we carry out the VB calculation correctly,
including the repulsion and bonding interactions for structures 25 and 26. The
resulting expressions and the respective energy difference, which are shown in
Eqs. [57–59], demonstrate clearly that the diradical structure 25 is more stable
than the doubly bonded Lewis structures 26.

Eð25Þ ¼ 2bð1	 3SÞ=ð1	 S2Þ ½57�
Eð26Þ ¼ 2bS=ð1þ S2Þ 	 4bS=ð1	 S2Þ ½58�

Eð26Þ 	 Eð25Þ ¼ 	2bð1	 SÞ2=ð1	 S4Þ > 0 ½59�

Thus far we have not considered the set of Slater determinants 250 and
260, which are symmetry-equivalent to 25 and 26 by inversion of the px and py

planes. The interactions between the two sets of determinants yield two pairs
of resonant–antiresonant combinations that constitute the final low-lying states
of dioxygen, as represented in Figure 4. Of course, our effective VB theory
was chosen to disregard the bielectronic terms and, therefore, the theory, as

Figure 4 Formation of the symmetry adapted states of O2 from the biradical (25, 250)
and perfectly-paired (26, 26’) structures.
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such, will not tell us what the lowest spin state in the O2 diradical is. This,
however, is a simple matter, because further considerations can be made by
appealing to Hund’s rule, which is precisely what qualitative MO theory
must do in order to predict the triplet nature of the O2 ground state. Accord-
ingly, the in-phase and out-of-phase combinations of the diradical determi-
nants 25 and 250 lead to triplet (3�	g ) and singlet (1�g) states, respectively,
the former being the lowest state by virtue of favorable exchange energy.

Similarly, 26 and 260 yield a resonant 1�g combination and an antireso-
nant 1�þg one. Thus, it is seen that simple qualitative VB considerations not
only predict the ground state of O2 to be a triplet, but also yield a correct
energy ordering for the remaining low-lying excited states.

The Valence Ionization Spectrum of CH4

As discussed in the introduction, the development of PES showed that
the spectra could be simply interpreted if one assumed that electrons occupy
delocalized molecular orbitals.47,48 By contrast, VB theory, which uses loca-
lized bond orbitals (LBOs), seems completely useless for interpretation of
PES. Moreover, since VB theory describes equivalent electron pairs that occupy
LBOs, the PES results seem to be in disagreement with this theory. An iconic
example of this ‘‘failure’’ of VB theory is the PES of methane that displays two
different ionization peaks. These peaks correspond to the a1 and t2 MOs, but
not to the four equivalent C		H LBOs in Pauling’s hybridization theory.

Let us now examine the problem carefully in terms of LBOs to demon-
strate that VB gives the right result for the right reason. A physically correct
representation of the CHþ4 cation would be a linear combination of the four
forms such that the wave function does not distinguish the four LBOs that
are related by symmetry. The corresponding VB picture, more specifically an
FO–VB picture, is illustrated in Figure 5, which enumerates the VB structures
and their respective determinants. Each VB structure involves a localized one-
electron bond situation, while the other bonds are described by doubly occu-
pied LBOs. To make life easier, we can use LBOs that derive from a unitary
transformation of the canonical MOs. As such, these LBOs would be orthogo-
nal to each other and one can calculate the Hamiltonian matrix element
between two such VB structures by simply setting all overlaps to zero in the
VB expressions, or by using the equivalent rules of qualitative MO theory.
Thus, to calculate the �1–�2 interaction matrix element, one first puts the
orbitals of both determinants in maximal correspondence, by means of a trans-
position in �2. The resulting two transformed determinants differ by only one
spin orbital, c 6¼ d, so that their matrix element is simply b. Going back to the
original �1 and �2 determinants, it appears that their matrix element is nega-
tively signed (Eq. [60]),

h�1jHeffj�2i ¼ hðj a a b b c c d jÞjHeff jðj d d a a b b c jÞi
¼ 	hðj a a b b c c d jÞjHeff jðj a a b b c d d jÞi ¼ 	b ½60�
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and this can be generalized to any pair of �i–�j VB structure in Figure 5.

h�ijHeff j�ji ¼ 	b ½61�

There remains to diagonalize the Hamiltonian matrix in the space of the four
configurations, �1–�4, to get the four states of CHþ4 . This can be done by diag-
onalizing a matrix of Hückel type, with the only difference being that the b
matrix elements have a negative sign, as shown below in Scheme 11.

Figure 5 Generation of the 2T2 and 22A1 states of CHþ4 , by VB mixing of the four
localized structures. The matrix elements between the structures, shown graphically,
leads to the three-below-one splitting of the states, and to the observations of two
ionization potential peaks in the PES spectrum (adapted from Ref. 61 with permission of
Helvetica Chemica Acta).

Scheme 11
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The diagonalization can be done using a Hückel program; however, the
result can be found even without any calculation (e.g, by use of symmetry pro-
jection operators of the Td point group). Diagonalization of the above Hückel
matrix, with negatively signed b leads to the final states of CHþ4 , shown along-
side the interaction graph in Figure 5. These cationic states exhibit a three-
below-one splitting (i.e., a low-lying triply degenerate 2T2 state and above it
a 2A1 state). The importance of the sign of the matrix element can be appre-
ciated by diagonalizing the above Hückel matrix using a positively signed b.
Doing that would have reversed the state ordering to one-below-three, which
is of course incorrect. Thus, simple VB theory correctly predicts that methane
will have two ionization peaks, one (IP1) at lower energy corresponding to
transition to the degenerate 2T2 state and one (IP2) at a higher energy corre-
sponding to transition to the 2A1 state. The facility of making this prediction
and its agreement with experiment show once more that, here, too, the ‘‘fail-
ure’’ of VB theory is due more to a myth that caught on due to the naivety of
the initial argument than to any true failure of VB.

Aromaticity–Antiaromaticity
As discussed in the introduction, simple resonance theory completely

fails to predict the fundamental differences between C5Hþ5 and C5H	5 ,
C3Hþ3 , and C3H	3 , C7Hþ7 , and C7H	7 , and so on. Hence, a decisive defeat
was dealt to VB theory when, during the 1950–1960s, organic chemists
were finally able to synthesize these transient molecules and establish their sta-
bility patterns (which followed Hückel rules) with no guide or insight coming
from resonance theory. We shall now demonstrate (which has been known for
quite a while52,146,147) that the simple VB theory outlined above is capable of
deriving the celebrated 4nþ 2=4n dichotomy for these ions.

As an example, we compare the singlet and triplet states of the cyclopro-
penium molecular ions, C3Hþ3 and C3H	3 , shown in Figures 6 and 7. The VB
configurations needed to generate the singlet and triplet states of the equilat-
eral triangle C3Hþ3 are shown in Figure 6. It is seen that the structures can be
generated from one another by shifting single electrons from a singly occupied
pp orbital to a vacant one. By using the guidelines for VB matrix elements (see
Appendix A.2), we deduce that the leading matrix element between any pair of
structures with singlet spins is þb, while for any pair with triplet spin the
matrix element is 	b. The corresponding configurations of C3H	3 are shown
in Figure 7. In this case, the signs of the matrix elements are inverted compared
with the case of the cyclopropenium cation, and are 	b for any pair of singlet
VB structures, and þb for any pair of triplet structures.

If we symbolize the VB configurations by heavy dots we can present these
resonance interactions graphically, as shown in the mid-parts of Figures 6 and
7. These interaction graphs are all triangles and have the topology of corre-
sponding Hückel and Möbius AO interactions.148 Of course, one could diag-
onalize the corresponding Hückel–Möbius matrices and obtain energy levels
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and wave functions, but a shortcut based on the well-known mnemonic of
Frost and Musulin149 exists. A triangle is inscribed within a circle having a
radius 2jbj, and the energy levels are obtained from the points where the ver-
tices of the triangle touch the circle. Using this mnemonic for the VB mixing
shows that the ground state of C3Hþ3 is a singlet state, while the triplet state is
higher lying and doubly degenerate. By contrast, the ground state of C3H	3 is a
triplet state, while the singlet state is higher lying, doubly degenerate, and

Figure 6 The VB structures for singlet and triplet states of C3Hþ3 , along with the
graphical representation of their interaction matrix elements (adapted from Ref. 61 with
permission of Helvetica Chemica Acta). The spread of the states is easily predicted from
the circle mnemonic used in simple Hückel theory. The expressions for the VB structures
are deduced from each other by circular permutations:1�1 ¼ j abj 	 j a bj; 1�2 ¼
j bcj 	 j b cj; 1�3 ¼ j caj 	 j c aj; 3�1 ¼ j abj; 3�1 ¼ j bcj; 3�1 ¼ j caj.
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hence Jahn-Teller unstable. Thus, C3Hþ3 is aromatic, while C3H	3 is antiaro-
matic.52

In a similar manner, the VB states for C5Hþ5 and C5H	5 can be con-
structed. Restricting the treatment to the lowest energy structures, there
remain five structures for each spin state, and the sign of the matrix elements
will be inverted compared to the C3H	;þ3 cases. The cation will have 	b matrix

Figure 7 The VB structures for singlet and triplet states of C3H	3 , along with the
graphical representation of their interaction matrix elements (adapted from Ref. 61 with
permission of Helvetica Chemica Acta). The spread of the states is easily predicted from
the circle mnemonic used in simple Hückel theory. The expressions for the VB structures
are deduced from each other by circular permutations:1�1 ¼ j ab ccj 	 j a bccj; 1�2 ¼
j bc aaj 	 j b c a aj; 1�3 ¼ j ca bbj 	 j c a bbj; 3�1 ¼ j ab ccj; 3�1 ¼ j bc aaj; 3�1 ¼ j ca bbj.
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elements for the singlet configurations and þb for the triplets, while the anion
will have the opposite signs. The VB-mnemonic shows that C5H	5 possesses a
singlet ground state, and by contrast, C5Hþ5 has a triplet ground state, whereas
its singlet state is higher in energy and Jahn–Teller unstable. Thus, in the cyclo-
pentadienyl ions, the cation is antiaromatic while the anion is aromatic.

Moving next to the C7Hþ;	7 species, the sign patterns of the matrix ele-
ment will invert again and agree with those in the C3Hþ;	3 case. As such, the
VB-mnemonic will lead to similar conclusions, that is, that the cation is aro-
matic, while the anion is antiaromatic with a triplet ground state. Thus, the
sign patterns of the b-matrix element, and hence also the ground state’s stabi-
lity obey the 4n=4nþ 2 dichotomy.

Clearly, a rather simple VB theory is all that is required to reproduce the
rules of aromaticity and antiaromaticity of the molecular ions, and to provide
the correct relative energy levels of the corresponding singlet and triplet states.
This VB treatment is virtually as simple as HMO theory itself, with the excep-
tion of the need to know the sign of the VB matrix element. But, with some
practice, this can be learned.

Another highly cited ‘‘failure’’ of VB theory concerns the treatments of
antiaromatic molecules such as CBD and COT versus aromatic ones like ben-
zene. The argument goes as follows: Since benzene, CBD, and COT can all be
expressed as resonance hybrids of their respective Kekulé structures, they
should have similar properties, and since they do not, this must mean that
VB theory fails. As we have already stressed, this is a failure of resonance
theory that simply enumerates resonance structures, but not of VB theory. Indeed,
at the ab initio level, Voter and Goddard58 demonstrated that GVB calcula-
tions, predict correctly the properties of CBD. Subsequently, Gerratt and co-
workers150,151 showed that spin-coupled VB theory correctly predicts the
geometries and ground states of CBD and COT. Recently, in 2001, the present
authors and their co-workers used VB theory to demonstrate57 that (a) the ver-
tical RE of benzene is larger than that of CBD and COT, and (b) the standard
Dewar resonance energy (DRE) of benzene is 21 kcal/mol, while that for CBD
is negative, in perfect accord with experiment. Thus, properly done ab initio
VB theory indeed succeeds with CBD, COT, or with any other antiaromatic
species. A detailed analysis of these results for benzene CBD and COT, has
been given elsewhere55,152 but is beyond the scope of this chapter.

Can VB Theory Bring New Insight into
Chemical Bonding?

The idea that a one-electron bond might be stronger than a two-electron
bond between the same atoms sounds unnatural in simple-MO theory. How
could two bonding electrons stabilize a molecular interaction less than a single
one? If we take a common interatomic distance for the two kinds of bonds, the
one-electron bonding energy should be half the two-electron bonding energy
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according to the qualitative MO formulas in Table 1. Relaxing the bond
length should disfavor the one-electron bond even more than the two-electron
one, since the latter is shorter and enjoys larger overlap between the fragments’
orbitals.

The simple VB model makes a very different prediction. By using VB for-
mulas, an overlap-dependent expression is found for the ratio of one-electron
to two-electron bonding energies (Table 1 and Eq. [62]):

Deð1	 eÞ
Deð2	 eÞ ¼

1þ S2

2Sð1þ SÞ ½62�

According to Eq. [62], the one-electron bond is weaker than the two-electron
bond in the case of strong overlap (typically the Hþ2 /H2 case), but the reverse is
true if the overlap S is smaller than a critical value of 0.414. There are many
chemical species that possess smaller overlap than this critical value (e.g., alkali
dimers and other weak binders). By contrast, strong binders like H, C, and
so on, usually maintain larger overlaps, S � 0:5. The qualitative prediction
based on Eq. [62], compares favorably with experimental and computational
data. Indeed the binding energy of the two-electron bond in H2 (4.75 eV) is
somewhat less than twice that of the one-electron bond in Hþ2 (2.78 eV). In
contrast, comparing Liþ2 and Li2 leads to the intriguing experimental result
that the binding energy for Liþ2 (1.29 eV) is larger than that for Li2 (1.09
eV), which is in agreement with the VB model but at variance with qualitative
MO theory.

What is the reason for the discrepancy of the MO and VB approaches?
As we have seen, the qualitative expression for the odd-electron bonding ener-
gies is the same in both theories. However, the two-electron bonding energies
are different. Assuming that the b integral is proportional to the overlap S, the
two-electron bonding energy is a linear function of S in the MO model, but a
quadratic function of S in the VB model. It follows that, for large overlaps, the
VB and MO models more or less agree with each other, while they qualita-
tively differ for weak overlaps. In this latter case, the VB model predicts a lar-
ger one-electron versus two-electron ratio of bonding energies than the MO
model. Note that the reasoning can be extended to three-electron bonds
as well: for weakly overlapping binders, the VB model predicts that three-
electron bonds might approach the strength of the corresponding two-electron
bonds. In comparison, application of simple MO theory would have predicted
that any three-electron bond energy should always be less than one-half of the
corresponding two-electron bond energy, for any overlap. In agreement with
the VB prediction, the three-electron bond in F	2 , in which the two interacting
orbitals have a typically weak overlap (�0.10), has a binding energy of 1.31
eV, not much smaller than the two-electron bonding energy of F2 which is no
larger than 1.66 eV.
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Insight into bonding is not limited to this example. In fact, VB theory
gives rise to new bonding paradigms that are discussed in the literature but
are not reviewed here for lack of space. One such paradigm is called
‘‘charge-shift bonding’’ and concerns two-electron bonds that are neither
covalent nor ionic but whose bonding energy is dominated by the covalent–
ionic resonance interaction; for example, F		F and O		O are charge-shift
bonds.153–155 Another paradigm is the ‘‘ferromagnetic-bonding’’ that occurs
in high-spin clusters (e.g., nþ1Lin) that are devoid of electron pairs.156,157

VB Diagrams for Chemical Reactivity

One advantage of representing reactions in terms of VB configurations is
the unique and unified insight that it brings to reactivity problems. The center-
piece of the VB diagram model is the VB correlation diagram that traces the
energy of the VB configurations along the reaction coordinate. The subsequent
configuration mixing reveals the cause of the barrier, the nature of the transi-
tion state, and the reasons for occurrence of intermediates. Furthermore, the
diagram allows qualitative and semiquantitative predictions to be made about
a variety of reactivity problems, ranging from barrier heights, stereo- and
regio-selectivities, and mechanistic alternatives. Since its derivation, via the
projection of MO-based wave functions along the reaction coordinate,81 the
VB diagram model has been applied qualitatively53,83–85,158 as well as quanti-
tatively by direct computation of the VB diagram;159–168 as such this is a qua-
litative model with an isomorphic quantitative analogue.

The straightforward representation of the VB diagram focuses on the
‘‘active bonds’’, those that are being broken or made during the reaction.
Of course, it is the localized nature of the electron pairs in the VB representa-
tion that makes this focusing possible. The entire gamut of reactivity phenom-
ena requires merely two generic diagrams, which are depicted schematically in
Figure 8, and that enable a systematic view of reactivity. The first is a diagram
of two interacting states, called a VB state correlation diagram (VBSCD),
which describes the formation of a barrier in a single chemical step due to
avoided crossing or resonance mixing of the VB states that describe reactants
and products. The second is a three-curve diagram (or generally a many-curve
diagram), called a VB configuration-mixing diagram (VBCMD), which
describes a stepwise mechanism derived from the avoided crossing and VB
mixing of the three curves or more. The ideas of curve crossing and avoided
crossing were put to use in the early days of VB theory by London, Eyring,
Polanyi, and Evans, who pioneered the implementation of VB computation
as a means of generating potential energy surfaces and locating transition
states. In this respect, the VB diagrams (VBSCD and VBCMD) are develop-
ments of these early ideas into a versatile system of thought that allows pre-
diction of a variety of reactivity patterns from properties of the reactants and
products.
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A review of both kinds of VB diagrams has recently appeared,85 and we
refer the reader to this review paper for comprehensive information. Here we
will concentrate on diagrams of the first type, VBSCD, and give a brief account
of their practical use.

The VBSCDs apply to the general category of reactions that can be
described as the interplay of two major VB structures, that of the reactants
(A/B		C in Fig. 8a) and that of the products (A		B/C). The diagram displays
the ground state energy profile of the reacting system (bold curve), as well
as the energy profile of each VB structure as a function of the reaction coordi-
nate (thin curves). Thus, starting from the reactant’s geometry on the left, the
VB structure that represents the reactant’s electronic state, R, has the lowest
energy and merges with the supersystem’s ground state. Then, as one deforms
the supersystem towards the products’ geometry, the latter VB structure gra-
dually rises in energy and finally reaches an excited state P* that represents the
VB structure of the reactants in the products’ geometry. A similar diabatic
curve can be traced from P, the VB structure of the products in its optimal geo-
metry, to R�, the same VB structure in the reactants’ geometry. Consequently,
the two curves cross somewhere in the middle of the diagram. The crossing is
of course avoided in the adiabatic ground state, owing to the resonance energy
B that results from the mixing of the two VB structures. The barrier is thus
interpreted as arising from avoided crossing between two diabatic curves,
which represent the energy profiles of the VB structures of the reactants and
products.

The VBSCD is a handy tool for making predictions by relating the mag-
nitudes of barriers to the properties of reactants. Thus, the barrier �E6¼ of a

Figure 8 The VB diagrams for conceptualizing chemical reactivity: (a) VBSCD showing
the mechanism of barrier formation by avoided crossing of two curves of reactant and
product type state curves. (b) VBCMD showing the formation of a reaction intermediate.
The final adiabatic states are drawn in bold curves.
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reaction can be expressed as a function of some fundamental parameters of the
diagrams. The first of these parameters is the vertical energy gap G (Fig. 8a)
that separates the ground state of the reactant, R, from the excited state R�.
This parameter can take different expressions, depending on which reaction
is considered, but is always related to simple and easily accessible energy quan-
tities of the reactants. Another important factor is the height of the crossing
point, �Ec, of the diabatic curves in the diagram, relative to the energy of
the reactants. For predictive purposes, this quantity can, in turn, be expressed
as a fraction f , smaller than unity, of the gap G (Eq. [63]).

�Ec ¼ f G ½63�

This parameter is associated with the curvature of the diabatic curves,
large upward curvatures meaning large values of f, and vice versa for small
upward curvature. The curvature depends on the descent of R* and P* toward
the crossing point and on the relative pull of the ground states, R and P, so that
f incorporates various repulsive and attractive interactions of the individual
curves along the reaction coordinate. The last parameter is the resonance
energy B arising from the mixing of the two VB structures in the geometry
of the crossing point. The barrier �E 6¼ can be given a rigorous expression as
a function of the three physical quantities f, G, and B as in Eq. [64]:

�E6¼ ¼ f G	 B ½64�

A similar expression can be given for the barrier of the reverse reaction as a
function of the product’s gap and its corresponding f factor. One then distin-
guishes between the reactant’s and product’s gaps, Gr and Gp, and their cor-
responding f factors fr and fp. A unified expression for the barrier as a function
of the two promotion gaps and the endo- or exothermicity of the reaction can
be derived by making some simplifying approximations.85,169,170 One such
simplified expression has been derived recently168 and is given in Eq. [65].

�E 6¼ ¼ f0G0 þ 0:5�Erp 	 B f0 ¼ 0:5ðfr þ fpÞ G0 ¼ 0:5ðGr þGpÞ ½65�

Here, the first term is an intrinsic factor that is determined by the aver-
aged f and G quantities, the second term gives the effect of the reaction ther-
modynamics, and the third term is the resonance energy of the transition state,
due to the avoided crossing.

Taken together the barrier expressions describe the interplay of three
effects. The intrinsic factor f0G0 describes the energy cost due to unpairing
of bonding electrons in order to make new bonds, the �Erp factor accounts
for the classical rate-equilibrium effect, while B involves information about
the preferred stereochemistry of the reaction. Figure 9 outlines pictorially

46 VB Theory, Its History, Fundamentals, and Applications



the impact of the three factors on the barrier. As such, the VB diagram consti-
tutes in principle a unified and general structure–reactivity model.

A quantitative application of the diagram requires calculations of either
�Ec and B or of f , G, and B. The energy gap factor, G, is straightforward to
obtain for any kind of process. The height of the crossing point incorporates
effects of bond deformations (bond stretching, angular changes, etc.) in the
reactants and nonbonded repulsions between them at the geometry corre-
sponding to the crossing point of the lowest energy on the seam of crossing
between the two state curves (Fig. 8a). This, in turn, can be computed by
means of ab initio calculations (e.g., straightforwardly by use of a VB
method 159,166–168 or with any MO-based method), by determining the energy
of the reactant wave function at zero iteration (see Appendix A.3) or by con-
strained optimization of block-localized wave functions.171 Alternatively, the
height of the crossing point can be computed by molecular mechanical
means.172–174 Except for VB theory that calculates B explicitly, in all other
methods this quantity is obtained as the difference between the energy of
the transition state and the computed height of the crossing point. In a few
cases, it is possible to use analytical formulas to derive expressions for the

Figure 9 Illustration of the factors that control the variation of the barrier height in the
VBSCD.
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parameters f and B.53,85,167 Thus, in principle, the VBSCD is computable at
any desired accuracy.142

The purpose of this section is to teach an effective way for using the dia-
grams in a qualitative manner. The simplest way starts with the G parameter,
which is the origin of the barrier, since it serves as a promotion energy needed
to unpair the bonds of the reactants and pair the electrons in the mode
required by the products. In certain families of related reactions both the cur-
vatures of the diabatic curves (parameter f ) and the avoided crossing reso-
nance energy (parameter B) can be assumed to be nearly constant, while in
other reaction series f and B vary in the same manner as G. In such cases,
the parameter G is the crucial quantity that governs the reaction barriers in
the series: the larger the gap G, the larger the barrier. Let us proceed with a
few applications of this type.

Radical Exchange Reactions
Figure 10 describes the VB correlation diagram for a reaction that

involves cleavage of a bond A		Y by a radical X
�
(X, A, Y¼ any atom or mole-

cular fragment):

X
� þ A		Y! X		Aþ Y

� ½66�

Since R� is just the VB image of the product in the geometry of the reactants,
this excited state displays a covalent bond coupling between the infinitely

Figure 10 The state correlation in the VBSCD that describes a radical exchange
reaction. Avoided crossing as in Figure 8a will generate the final adiabatic profile.
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separated fragments X and A, and an uncoupled fragment Y
�
in the vicinity of

A. The VB wave function of such a state reads (dropping normalization
factors):

cðR�Þ ¼ j x a y j 	 j x a y j ½67�

where x, a, and y are, respectively, the active orbitals of the fragments X, A, Y.
By using the rules of qualitative VB theory (Eqs. [40] and [42] where S2 is
neglected), the energy of R� relative to the separated X, A, Y fragments
becomes 	baySay, while the energy of R is just the bonding energy of the
A		Y fragment (i.e., 2baySay). It follows that the energy gap G for any radical
exchange reaction of the type in Eq. [66] is 	3baySay, which is just three quar-
ters of the singlet–triplet gap �EST of the A		Y bond, namely,

G � 0:75�ESTðA		YÞ ½68�

The state R� in Eq. [67] keeps strictly the wave function of the product P, and
is hence a quasi-spectroscopic state that has a finite overlap with R. If one
orthogonalizes the pair of states R and R�, by for example, a Graham–Schmidt
procedure, the excited state becomes a pure spectroscopic state in which the
A		Y is in a triplet state and is coupled to X

�
to yield a doublet state. In such

an event, one could simply use, instead of Eq. [68], the gap G0 in Eq. [69] that
is simply the singlet–triplet energy gap of the A		Y bond:

G0 ¼ �ESTðA		YÞ ½69�

Each formulation of the state R� has its own advantages,175 but what is essen-
tial for the moment is that both use a gap that is either the singlet–triplet exci-
tation of the bond that is broken during the reaction, or the same quantity
scaled by approximately a constant 0.75. As mentioned above, a useful way
of understanding this gap is as a promotion energy that is required in order
to enable the A		Y bond to be broken before it can be replaced by another
bond, X		A.

As an application, let us consider a typical class of radical exchange reac-
tions, the hydrogen abstractions from alkanes. Eq. [70] describes the identity
process of hydrogen abstraction by an alkyl radical:

R
� þH		R! R		Hþ R

� ½70�

Identity reactions proceed without a thermodynamic driving force, and project
therefore the role of promotion energy as the origin of the barrier.

The barriers for a series of radicals have been computed by Yamataka
and Nagase,176 and were found to increase as the R		H bond energy D
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increases; the barrier is the largest for R¼CH3 and the smallest for
R¼C(CH3)3. This trend has been interpreted by Pross et al.177 using the
VBSCD model. The promotion gap G that is the origin of the barrier
(Eq. [68]) involves the singlet–triplet excitation of the R		H bond. Now,
according to Eqs. [41] and [42], this singlet–triplet gap is proportional to
the bonding energy of the R		H bond, that is, �EST � 2D. Therefore, the cor-
relation of the barrier with the bond strength is equivalent to a correlation
with the singlet–triplet promotion energy (Eq. [68]), a correlation that reflects
the electronic reorganization that is required during the reaction. In fact, the
barriers for the entire series calculated by Pross et al.177 can be fitted very well
to the barrier equation, as follows:

�E6¼ ¼ 0:3481G	 50 kcal=mol G ¼ 2DRH ½71�

which indicates that this is a reaction family with constant f ¼ 0:3481 and
B ¼ 50 kcal/mol.

Recently, ab initio VB computations demonstrated that the �EST quan-
tity167 is the factor that organizes the trends for the barriers for the hydrogen
exchange identity reaction, R� þ RH! RHþ� R, when R varies down the
column of the periodic table, that is, R ¼ CH3, SiH3, GeH3, and PbH3.
Thus, in this series, the barriers decrease down the column since the �EST

quantity decreases.
Similar reaction series abound.53,85 Thus, in a series of Woodward–Hoff-

mann forbidden 2þ 2 dimerizations, the promotion gap is proportional to the
sum of the �EST (pp�) quantities of the two reactants. Consequently, the bar-
rier decreases from 42.2 kcal/mol for the dimerization of ethylene, where
��EST (pp�) is large (�200 kcal/mol) down to <10 kcal/mol for the dimeriza-
tion of disilene for which ��EST(pp�) is small (�80 kcal/mol). A similar trend
was noted for Woodward–Hoffmann allowed reactions (4þ 2 or 2þ 2þ 2),
where the barrier jumps from 22 kcal/mol for the Diels–Alder reaction where
��EST(pp�) is small (�173 kcal/mol) to 62 kcal/mol for the trimerization of
acetylene where ��EST(pp�) is very large (�297 kcal/mol).

Reactions between Nucleophiles and Electrophiles
Figure 11 illustrates the formation of the VB correlation diagram for a

reaction between a nucleophile and an electrophile, Eq. [72]:

X	 þ A		Y! X		Aþ Y	 ½72�

Equation [72] represents a typical SN2 reaction where the nucleophile, X	,
shifts an electron to the A		Y electrophile, forms a new X		A bond, while
the leaving group Y departs with the negative charge.

Let us now examine the nature of the R� excited state for this process.
Geometrically, A and Y are close together (as in the ground state R) and
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separated from X by a long distance. The X fragment, which is neutral in the
product P, must remain neutral in R�, and therefore carries a single active elec-
tron. As a consequence, the negative charge is located on the A		Y complex, so
that the R� state is the result of a charge transfer from the nucleophile to the
electrophile, and can be depicted as X

�
/(A;Y)	. It follows that the promotion

from R to R� is made of two terms: An electron detachment from the nucleo-
phile (e.g., X�

�
	) and an electron attachment to the electrophile (e.g, A		Y).

The promotion energy G is therefore the difference between the vertical ioni-
zation potential of the nucleophile, I�X��, and the vertical electron affinity of the
electrophile, A�A		Y, given by Eq. [73],

G ¼ I�X�� 	 A�A		Y ½73�

where the asterisk denotes a vertical quantity with respect to molecular as well
as solvent configurations.105,106 Thus, the mechanism of a nucleophilic substi-
tution may be viewed as an electron transfer from the nucleophile to the
electrophile, and a coupling of the supplementary electron of the electrophile
to the remaining electron of the nucleophile.

A whole monograph and many reviews were dedicated to discussion of
SN2 reactivity based on the VBSCD model, and the interested reader may
consult these.85,169,170,178 One important feature that emerges from these

Figure 11 The state correlation in the VBSCD that describes a nucleophilic substitution
reaction. Avoided crossing as in Figure 8a will generate the final adiabatic profile.
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treatments is the insight into variations of f . Thus, whether or not the single
electrons in the R� state are easily accessible to couple to a bond determines
the size of the f factor; the easier the bond coupling along the reaction coor-
dinate, the smaller the f and vice versa. For example, in delocalized nucleo-
philes (acetate, phenyl thiolate, etc.), the active electron is not 100% located
on the atom that is going to be eventually linked to the fragment A in the reac-
tion in Eq. [72]. So the diabatic curve will slowly descend from R� to P and
one may expect a large f factor. On the other hand, localized nucleophiles will
correspond to smaller f factors. Of course, the same distinction can be made
between localized and delocalized electrophiles, leading to the same prediction
regarding the magnitude of f .

In general, all reactions between closed-shell electrophiles and nucleo-
philes subscribe to the same diagram type85 with R� and P� states, which
are vertical charge-transfer states that involve an electron transfer from the
nucleophile to the electrophile, while coupling the single electron on the oxi-
dized nucleophile to that on the reduced electrophile to form a bond pair. An
example is the nucleophilic cleavage of an ester where the rate-determining
step is known179,180 to involve the formation of a tetrahedral intermediate,
as depicted in Figure 12.

The promotion energy for the rate-determining step is, accordingly, the
difference between the vertical ionization potential of the nucleophile and the
electron attachment energy of the carbonyl group. The latter quantity is a con-
stant for a given ester, and therefore the correlation of barriers with the pro-
motion energy becomes a correlation with the vertical ionization energy of the
nucleophiles. Figure 13 shows a structure–reactivity correlation for the nucleo-
philic cleavage of a specific ester based on the VBSCD analysis of Buncel
et al.181 It is seen that the free energies of activation correlate with the vertical
ionization energies of the nucleophile in the reaction solvent. Furthermore,
localized and delocalized nucleophiles appear to generate correlation lines of

Figure 12 The ground and vertical charge-transfer states in the VBSCD that describes a
nucleophilic attack on a carbonyl group.
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different slopes. The two correlation lines obtained for the experimental data
in Figure 13 are readily understood based on Eq. [64] as corresponding to dif-
ferent f values, where the localized nucleophiles possess the smaller f value and
hence a smaller structure–reactivity slope in comparison with the delocalized
nucleophiles.

Significance of the f Factor
The f factor defines the intrinsic selectivity of the reaction series to a

change in the vertical gap,85,169 that is,

f ¼ qð�E6¼Þ=qG ½74�

In reactions of electrophiles and nucleophiles, we just indicated that f
increases as the nucleophile becomes more delocalized. Thus, the series of
delocalized nucleophiles, in Figure 13, is more selective to changes (of any
kind) that affect the gap, G, compared with the series of localized nucleo-
philes. This would be general for other processes as well; delocalization of
the single electrons in the R� states of the diagram results in higher f values,
and vice versa. Such trends abound in electrophile–nucleophile combinations;

Figure 13 A plot of the free energy of activation for nucleophilic cleavage of an ester vs.
the vertical ionization potential of the nucleophile (adapted from Ref. 85).
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they were analyzed for radical addition to olefins,182 and are likely to be a gen-
eral feature of reactivity.

Another factor that raises f is the steric bulk of the substrate or the
nucleophile.169 For example in SN2 reactions the bulkier the alkyl group in
A		Y (Eq. [72]) the larger will be the value of f , and vice versa.169 As a result,
bulkier substrates will exhibit higher sensitivity to changes in the vertical gap.
One such variation occurs when the reaction conditions change from gas
phase to solution, in which case the promotion gap, G ¼ I�X�� 	 A�A		Y, increases
by a significant amount. If we now compare two A		Y substrates such
as methyl chloride and neopentyl chloride, the latter will possess a larger f
value. The consequence is that the steric effect that is observed in the gas phase
will be amplified and become more significant in a solvent. This exciting
finding was recently published by Ren and Brauman.183

Making Stereochemical Predictions with the VBSCD Model
Making stereochemical predictions is easy using FO–VB configura-

tions.52,81,85 To illustrate the manner by which this can be practiced, let us
take a simple example with well-known stereochemistry, the nucleophilic sub-
stitution reaction, Eq. [72]. The corresponding R� state is depicted in Figure 14
in its FO–VB formulation, where the nucleophile appears here in its one-
electron reduced form X

�
, with a single electron in fX, while the substrate

has an extra electron in its s�CY orbital. The two single electrons are coupled
into a fX 	 s�CY bond pair.

The R� state correlates to product, X		C/:Y	, since it contains a
fX 	 s�CY bond-pair that becomes the X		C bond, and at the same time the
occupancy of the s�CY orbital causes the cleavage of the C		Y bond to release

Figure 14 The ground (R) and charge-transfer (R�) states in the VBSCD of the SN2
reaction X	 þ C	 Y! X	 Cþ Y	. The R� state has a bond pair shown by the line
connecting the orbitals fx and s�cy.
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the: Y	 anion. Furthermore, the R� state contains information about the
stereochemical pathway. Since the bond pair involves a fX 	 s�CY overlap,
due to the nodal properties of the s�CY orbital the bond pair will be optimized
when the X

�
is coupled to the substrate in a colinear X		C		Y fashion. Thus,

the steepest descent of the R� state, and the lowest crossing point will occur
along a backside trajectory of the nucleophile toward the substrate.

If we assume that the charge-transfer state remains the leading configura-
tion of R� near the crossing point, then the matrix element between R and R�

will dominate the size of the resonance energy B, and will enable making pre-
dictions about B. Since these two VB configurations differ by the occupancy of
one spin orbital (fX in R is replaced by s�CY in R�) then following the quali-
tative rules for matrix elements (see Appendix A.2), the resonance energy of
the transition state (TS) will be proportional to the overlap of these orbitals,
that is,

B / hfXjs�CYi ½75�

It follows therefore, that in a backside trajectory, we obtain both the lowest
crossing point as well as the largest TS resonance energy. Computationally,
the back-side barrier is smaller by �10–20 kcal/mol compared with a front-
side attack.184 Equation [75] constitutes an orbital selection rule for an SN2
reaction. Working out this rather trivial prediction is nevertheless necessary
since it constitutes a prototypical example for deriving orbital selection rules
in other reactions, using FO–VB configurations. Thus, the intrinsic bonding
features of R� provide information about the reaction trajectory, while the
hRjR�i overlap provides information about the geometric dependence of the
resonance energy of the TS, B.

By using this approach, it is possible to derive orbital selection rules for
cases that are ambiguous in qualitative MO theory. For example, for radical
cleavage of s bonds, using the R� with a triplet s1 s�1 configuration on the
substrate leads to prediction that the course of the reaction and the resonance
interaction in the transition state will be determined by the product of overlaps
between the orbital of the attacking radical, fR, and the s and s� orbitals of
the substrate, namely, hfRjsihfRjs�i. This product is optimized once again in
a back-side attack, and therefore one can predict that radical cleavage of s
bonds will proceed with inversion of configuration. All known experimental
data185–190 conform to this prediction. Another area where successful predic-
tions have been made involves nucleophilic attacks on radical cations. Here
using the corresponding R and R� states,191 it was predicted that stereoselec-
tivity and regioselectivity of nucleophilic attack should be controlled by the
lowest unoccupied molecular orbital (LUMO) of the radical cation. Both regio-
selectivity and stereospecificity predictions were verified by experiment192,193

and computational means.184 For a more in depth discussion the reader may
consult the most recent review of the VBSCD and VBCMD models.85
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VBSCD: A GENERAL MODEL FOR ELECTRONIC
DELOCALIZATION AND ITS COMPARISON WITH
THE PSEUDO-JAHN–TELLER MODEL

The valence bond state correlation diagram (VBSCD) serves as a model
for understanding the status of electronic delocalization in isoelectronic series.
Consider, for example, the following exchange process between monovalent
atoms, which exchange a bond while passing through an X�3 cluster in which
three electrons are delocalized over three centers.

X
� þX		X! ½X�3� ! X		Xþ� X ½76�

We can imagine a variety of such species (e.g., X ¼ H, F, Cl, Li, Na, Cu), and
ask ourselves the following question: When do we expect the X�3 species to be a
transition state for the exchange process, and when will it be a stable cluster,
an intermediate en-route to exchange? In fact, the answer to this question
comes from the VBSCD model, that describes all these process in a single dia-
gram where G is given by Eq. [68], that is, G � 0:75 �EST(X		X). Thus, as
shown in Figure 15 a very large triplet promotion energy for X ¼ H (250
kcal/mol) results in an H�3 transition state, while the small promotion energy
for X ¼ Li (32 kcal/mol) results in a stable Li�3 cluster. The VB computations
of Maı̂tre et al.166 in Figure 15 show that, as the promotion gap drops drasti-
cally, the avoided crossing state changes from a transition state for H�3 to a
stable cluster for Li�3. Moreover, this transition from a barrier to an intermedi-

Figure 15 Ab initio computations of VBSCDs for the exchange processes, X�þ
X		X! X		Xþ �X, for X ¼ H and Li (adapted from Ref. 166). The abscissa is a
reaction progress coordinate that stretches between zero and one (using the normalized
reaction coordinates, 0.5(n1 	 n2 þ 1), where n1 and n2 are the X		X bond orders in
X		X		X).
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ate can in fact be predicted quantitatively from the barrier equation, by deriv-
ing explicit expressions for G, f , and B.167

The spectacular relationship between the nature of the X�3 species and the
promotion energy shows that the VBSCD is in fact a general model of
the pseudo-Jahn–Teller effect (PJTE). A qualitative application of PJTE would
predict all the X�3 species to be transition state structures that relax to the dis-
torted X�		X		X and X		X		�X entities. The VBSCD makes a distinction
between strong binders that form transition states and weak binders that
form stable intermediate clusters.

The variable nature of the X�3 species in the isoelectronic series form a
general model for electronic delocalization, enabling one to classify the species
either as distortive or as stable. By using the isoelectronic analogy, one might
naturally ask about the isoelectronic p-species in allyl radical; does it behave
by itself like H�3 or like Li�3? Moreover, the same transformation displayed for
X�3 in Figure 15 can be shown for Xþ3 , X	3 , X4, and X6 species.57 Likewise one
might wonder about the status of the corresponding isoelectronic p compo-
nents in allyl cation, anion, cyclobutadiene, or benzene. These questions
were answered in detail elsewhere and the reader is advised to consult a recent
review,57 while here we deal only with the intriguing question concerning the
p-electrons of benzene.

What Is the Driving Force, s or p, Responsible for the
D6h Geometry of Benzene?

The regular hexagonal structure of benzene can be considered as a stable
intermediate in a reaction that interchanges two distorted Kekulé-type iso-
mers, each displaying alternating C		C bond lengths as shown in Figure 16.
It is well known that the D6h geometry of benzene is stable against a Kekuléan
distortion (of b2u symmetry), but one may still wonder which of the two sets of
bonds, s or p, is responsible for this resistance to a b2u distortion. The s
frame, which is just a set of identical single bonds, is by nature symmetrizing
and prefers a regular geometry. It is not obvious whether the p electronic com-
ponent, by itself, is also symmetrizing or on the contrary distortive, with a
weak force constant that would be overwhelmed by the symmetrizing driving
force of the s frame. To answer this question, consider in Figure 16 the
VBSCD that represents the interchange of Kekulé structures along the b2u

reaction coordinate; the middle of the b2u coordinate corresponds to the
D6h structure, while its two extremes correspond to the bond-alternated
mirror-image Kekulé geometries. Part a of the figure considers p energies
only. Starting at the left-hand side, Kekulé structure K1 correlates to the
excited state K�2 in which the p bonds of the initial K1 structure are elongated,
while the repulsive nonbonding interactions between the p bonds are rein-
forced. The same argument applies if we start from the right-hand side,
with structure K2 and follow it along the b2u coordinate; K2 will then rise
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and correlate to K�1. To get an estimate for the gap, we can extrapolate the
Kekulé geometries to a complete distortion, in which the p bonds of K1 and
K2 would be completely separated (which in practice is prevented by the s
frame that limits the distortion). At this asymptote, the promotion energy,
Ki ! K�i ði ¼ 1;2Þ, is due to the unpairing of three p bonds in the ground state,
Ki, and replacing them, in K�i , by three nonbonding interactions. As we recall
the latter are repulsive triplet interactions. The fact that such a distortion can
never be reached is of no concern. What matters is that this constitutes an
asymptotic estimate of the energy gap G that correlates the two Kekulé struc-
tures, and that eventually determines if their mixing results in a barrier or in a
stable situation, in the style of the X3 problem in Figure 15 above. According
to the VB rules, G is given by Eq. [77]:

GðK! K�Þ ¼ 9=4�STðC				CÞ ½77�

Since the �EST value for an isolated p bond is of the order of 100 kcal/mol,
Eq. [77] places the p electronic system in the region of large gaps. Conse-
quently, the p component of benzene is predicted by the VBSCD model to
be an unstable transition state, as illustrated in Figure 16a. This ‘‘p-transition
state’’ prefers a distorted Kekuléan geometry with bond alternation, but is
forced by the s frame, with its strong symmetrizing driving force, to adopt
the regular D6h geometry. This proposal, which appeared as a daring predic-
tion at the time, was made by Shaik and Bar on the basis of a qualitative VB
diagram and semiempirical calculations.194 It was later confirmed by rigorous

Figure 16 The VBSCDs showing the crossing and avoided crossing of the Kekulé
structures of benzene along the bond alternating mode, b2u for: (a) p-only curves, (b) full
pþ s curves, and (c) p-only curves in a putative situation where the avoided crossing
leads to a ground state with a p-symmetrizing tendency. In this latter case, the excited
state will have a distortive p-state and hence, a low frequency for the b2u mode.
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ab initio calculations, using different techniques of s–p separations, by the
present authors and their co-workers195–198 and by others.199–202 It was
further linked, by the work of Haas and Zilberg,203 to experimental data asso-
ciated with the vibrational frequencies of the excited states of benzene.

The experimental data discussed by Haas and Zilberg,203 as well as those
of pioneering assignments204–206 show a peculiar phenomenon. This phenom-
enon is both state specific to the 1B2u excited state, as well as vibrationally
mode specific, to the bond-alternating mode, that is, the Kekulé mode b2u.
Thus, upon excitation from the 1A1g ground state to the 1B2u excited state,
with exception of b2u all other vibrational modes behave ‘‘normally’’ and
undergo frequency lowering in the excited state, as expected from the decrease
in p bonding and disruption of aromaticity following a p!p� excitation. By
contrast, the Kekulé b2u mode, undergoes an upward shift of 257–261 cm	1.
As explained below, this phenomenon is predictable from the VBSCD model
and constitutes a critical test of p distortivity in the ground state of benzene.

Indeed, the VBSCD model is able to lead to predictions not only on the
ground state of an electronic system, but also on some selected excited state.
Thus, the mixing of the two Kekulé structures K1 and K2 in Figure 16a leads to
a pair of resonant and antiresonant states K1 � K2; the 1A1g ground state
K1 þ K2 is the resonance-stabilized combination, and the 1B2u excited state
K1 	 K2 is the antiresonant mixture (this is the first excited state of ben-
zene207). In fact, the VBSCD in Figure 16a predicts that the curvature of the
1A1g(p) ground state (restricted to the p electronic system) is negative, whereas
by contrast, that of the 1B2u(p) state is positive. Of course, when the energy of
the s frame is added as shown in Figure 16b, the net total driving force for the
ground state becomes symmetrizing, with a small positive curvature. By com-
parison, the 1B2u excited state displays now a steeper curve and is much more
symmetrizing than the ground state, having more positive curvature. As such,
the VBSCD model predicts that an 1A1g!1B2u excitation of benzene should
result in the reinforcement of the symmetrizing driving force, which will be
manifested as a frequency increase of the Kekulean b2u mode. We may consider
an alternative scenario, displayed in Figure 16c where now we assume that
the p component for the ground state is symmetrizing (positive curvature) as
might have been dictated by common wisdom. In such an event, the p compo-
nent would be distortive in the 1B2u state, and consequently, the excitation
would have resulted in the lowering of the b2u frequency. Since this is clearly
not the case, the finding of an enhanced b2u frequency in the excited state
constitutes an experimental proof of the p distortivity in the ground state of
benzene.

In order to show how delicate the balance is between the s and p oppos-
ing tendencies, we recently57 derived an empirical equation, Eq. [78], for
4nþ 2 annulenes:

�Epþs ¼ 5:0ð2nþ 1Þ 	 5:4ð2nÞ kcal=mol ½78�
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Here �Epþs stands for the total (p and s) distortion energies, the terms
5.0(2nþ 1) represent the resisting s effect, which is 5.0 kcal/mol for an adja-
cent pair of s bond, whereas the negative term, 	5.4(2n), accounts for the p
distortivity. This expression predicts that for n ¼ 7, namely, the C30H30 annu-
lene, the �Epþs becomes negative and the annulene undergoes bond localiza-
tion. If we increase the p distortivity coefficient a tiny bit, namely, to

�Epþs ¼ 5:0ð2nþ 1Þ 	 6:0ð2nÞ kcal=mol ½79�

the equation would now predict that the annulene with n ¼ 3, namely,
C14H14, will undergo bond localization. This extreme sensitivity, which is pre-
dicted to manifest in computations and experimental data of annulenes, is a
simple outcome of the VBSCD prediction that the p component of these spe-
cies behaves as a transition state with a propensity toward bond localization.

VBSCD: THE TWIN-STATE CONCEPT AND ITS LINK
TO PHOTOCHEMICAL REACTIVITY

Photochemistry is an important field for future applications. The pio-
neering work of van Der Lugt and Oosterhoff89 and Michl91 highlighted the
importance of avoided crossing regions as decay channels in photochemistry.
Köppel and co-workers208,209 showed that conical intersections, rather than
avoided crossing regions, are the most efficient decay channels, from excited
to ground states. Indeed, this role of conical intersections in organic photo-
chemistry has been extensively investigated by Robb and co-workers,93,96

and conical intersections are calculated today on a routine basis using software
such as GAUSSIAN. Bernardi et al.93 further showed that VB notions can be
useful to rationalize the location of conical intersections and their structure.

As was subsequently argued by Shaik and Reddy,97 the VBSCD is a
straightforward model for discussing the relation between thermal and photo-
chemical reactions and between the avoided crossing region and a conical
intersection. Thus, the avoided crossing region of the VBSCD leads to the
twin-states �z and �� (Fig. 17); one corresponds to the resonant state of the
VB configurations and the other to the antiresonant state.85 Since the extent of
this VB mixing is a function of geometry, there should exist in principle, a spe-
cific distortion mode that converts the avoided crossing region into a conical
intersection where the twin-states �z and �� become degenerate, and thereby
enable the excited reaction complex to decay into the ground-state surface. In
this manner, the conical intersection will be anchored at three structures; two
of them are the reactant (R) and product (P1) of the thermal reaction, and
the third is the product (P2) generated by the distortion mode that causes
the degeneracy of the twin-states �z and ��. The new product would therefore
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be characteristic of the distortion mode that is required to convert the avoided
crossing region into a conical intersection. Assuming that most of the excited
species roll down eventually to the �� funnel, then P2 would be a major photo-
product.a

A trivial example is the celebrated hydrogen exchange reaction,
Ha 	Hb þHc ! Ha þHb 	Hc, where the transition state has a colinear geo-
metry, Ha 	Hb 	Hc. In this geometry, the ground state �z is the resonating
combination of R and P and the transition state for the thermal reaction, while
the twin-excited state �* is the corresponding antiresonating combination:

�z ¼ R	 P;

R ¼ jabcj 	 jabcj P ¼ jabcj 	 jabcj ½80�
�� ¼ Rþ P ¼ jabcj 	 jabcj ½81�

where the orbitals a, b, and c belong to Ha, Hb, and Hc, respectively.
It is clear from Eq. [81] that �� involves a bonding interaction between

Ha and Hc and will be lowered by the bending mode that brings Ha and Hc

together. Furthermore, the expression for the avoided crossing interaction B
(Eq. [82]) shows that this quantity shrinks to zero in an equilateral triangular

B ¼ hRjHeffjPi ¼ 	2babSab 	 2bbcSbc þ 4bacSac ½82�

Figure 17 (a) The VBSCD showing the twin-states formed by avoided crossing along the
reaction coordinate of the thermal reaction leading to product P1. (b) The crossover of
the twin-states to generate a conical intersection (CI) along a coordinate that stabilizes
the twin excited state, and leading to product P2. (c) The conical intersection will be
anchored in three minima (or more): reactants (R), P1, and P2.

a If, however, there exist other excited-state funnels near the twin excited state, ��, other

products will be formed, which are characteristic of these other excited states and can be predicted

in a similar manner provided one knows the identity of these excited states.
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structure where the Ha	Hc, Ha	Hb, and Hb	Hc interactions are identical.
As such, the equilateral triangle defines a conical intersection with a doubly
degenerate state, in the crossing point of the VBSCD. This D3h structure
will relax to the isosceles triangle with short Ha	Hc distance that will give
rise to a ‘‘new’’ product HbþHa	Hc. The photocyclization of allyl radical
to cyclopropyl radical is precisely analogous. The ground state of allyl is the
resonating combination of the two Kekulé structures, while the twin-excited
state, ��, is their antiresonating combination with the long bond between
the allylic terminals.52 As such, rotation of the two allylic terminals will lower
��, raise the ground state, and establish a conical intersection that will channel
the photoexcited complex to the cyclopropyl radical, and vice versa.

The photostimulation of SN2 systems such as X	 þ A		Y (A ¼ Alkyl)
was analyzed before, using VBSCD-based rationale, for predicting the location
of conical intersections.97 Here, the transition state for the thermal reaction is
the colinear [X		A		Y]	 structure, which is the �6¼(A0) resonating combination
of the two Lewis structures, while the twin-excited state, ��(A00), is their anti-
resonating combination; the symmetry labels refer to Cs symmetry. This latter
excited state is readily written as an A00 symmetry-adapted combination of
Lewis structures, Eq. [83]:

�� ¼ ðj xx ay j 	 j xx a y jÞ 	 ðj yy x a j 	 j yy x a jÞ ½83�

where the orbitals x, a, and y belong to the fragments X, A, and Y, respec-
tively.

Rearranging Eq. [83] to Eq. [84] reveals a stabilizing three-electron
bonding interaction between X and Y, of the type (X� ��Y	 ! X��	

�YÞ:

�� ¼ ðj x xy a j þ j x yy a jÞ 	 ðj xx ya j þ jxy ya jÞ ½84�

As such, the bending mode that brings the X and Y groups together destabi-
lizes the [X		A		Y]	 structure and stabilizes the twin-excited state, until they
establish a conical intersection that correlates down to X;Y	 and R�, as
shown in Figure 18. This analysis is supported by experimental observation
that the irradiation of the I	/CH3I cluster at the charge-transfer band leads
to I	2 and CH�3, while for I	/ CH3Br such excitation generates IBr	 and
CH�3.210

The notion of twin-states of the VBSCD and the phase inversion rule of
Longuet–Higgins were utilized by Zilberg and Haas98 to delineate unified
selection rules for conical intersections, and rationalize the outcome of a vari-
ety of photochemical reactions.

The presence of excited-state minima above the thermal transition state
is a well known phenomenon.89,91–93 The VBSCD model merely gives this ubi-
quitous phenomenon a simple mechanism in terms of the avoided crossing of
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VB structures, and hence enables one to make predictions in a systematic man-
ner. Other important applications of the twin states concern the possibility of
spectroscopic probing or accessing the twin excited state that lies directly
above the transition state of a thermal reaction. Thus, much like the foregoing
story of benzene, any chemical reaction will possess a transition state, �z and a
twin excited state, ��.81,211 For most cases, albeit not all, the twin excited
state should be stable, and hence observable; its geometry will be almost co-
incident with the thermal transition state and its electronic state symmetry
should be identical to the symmetry of the reaction coordinate of the
ground-state process,212 namely,

	ð��Þ ¼ 	ðQRCÞ ½85�

In addition, the twin excited state will possess a real and greatly increased fre-
quency of the reaction coordinate mode, by analogy to the benzene story
where the b2u mode was enhanced in the 1b2u twin excited state. Thus, since
the twin pair has coincident geometry, a spectroscopic characterization of ��

will provide complementary information on the transition state �z and will
enable resolution of the transition state structure.

Figure 18 Generation of a conical intersection (CI) by crossing of the twin states
along the bending distortion mode, in SN2 systems. Symmetry labels refer to the mirror
plane m.
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As a proof of principle, the twin states were characterized for the semi-
bullvalene rearrangement212 and found to possess virtually identical geome-
tries. As shown in Figure 19, the twin excited state possesses B2 symmetry
as the symmetry of the reaction coordinate of the thermal process. And the
transition state mode, b2, which is imaginary for � 6¼(A1) was shown to be
real for ��(B2).212 These calculations match the intriguing findings of Quast
et al.213 in the semibullvalene and barbaralene systems. Thus, these
authors213,214 have designed semibullvalene and barbaralene derivatives in
which the barrier for the rearrangement could be lowered drastically, to a
point where it almost vanishes. Quast213,214 found that these molecules exhibit
thermochromism without having a chromophore; they are colorless at low
temperatures but highly colored at 380 K. According to Quast, the thermo-
chromism arises due to the low energy transition from the transition state
(�6¼) to the twin excited state (��), Figure 19. Thus, since the thermal barrier
is exceptionally low, at elevated temperatures the transition state becomes
thermally populated. Since the � 6¼-�� gap is small, one observes color due
to absorption within the visible region. However, at low temperatures, the
molecules reside at the bottom of the reactant–product wells, where the gap
between the ground and excited state is large and hence, the absorption is in
the ultraviolet (UV) region and the color is lost. To quote Quast, ‘‘thermochro-
mic . . . semibullvalene allow the observation of transition states even with
one’s naked eye’’.214 Of course, identifying appropriate systems where the
twin excited state is observable is required for the eventual ‘‘observation’’ of
the transition states of thermal reactions.

Figure 19 The twin states along the b2 reaction coordinate for the semibullvalene
rearrangement. When the thermal barrier is NOT much higher than the zero-point levels
of the two isomers, the transition state (� 6¼) region becomes available thermally.
Absorption in the transition state region is in the visible, leading to thermochromism at
elevated temperature.
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Coherent control215 is a powerful new chemical method that makes use
of the availability of the twin excited state to control the course of chemical
reactions by laser excitation. Thus, laser excitation from �z to ��(Fig. 17a),
using two different and complementary photons causes the decay of �� to
occur in a controlled manner either to the reactant or products. In the case
where the reactants and products are two enantiomers, the twin excited state
is achiral, and the coherent control approach leads to chiral resolution.

In summary, the twin excited state plays an important role in photo-
chemistry as well as in thermal chemistry.

THE SPIN HAMILTONIAN VB THEORY

Quite a different brand of VB theory comes from physics, and is rooted
in the phenomenological Hamiltonians that are called magnetic- or spin-
Hamiltonians after their first formulation by Heisenberg.9 Unlike the theory
used above, which relies on VB structures that are eigenfunctions of both
the Sz and S2 operators, this theory relies on VB determinants, which are eigen-
functions of only the Sz operator. The following section describes the type of
insight that can be gained from this VB approach.

Theory

The spin-Hamiltonian VB theory uses the same approximations as the
qualitative theory presented above to calculate the Hamiltonian matrix ele-
ments, but with a few simplifications. The theory is restricted to determinants
having one electron per AO; this restriction excludes ionic structures or mole-
cules bearing lone pairs. As such, the theory has mainly been applied to con-
jugated polyenes. Another simplification is the zero-differential overlap
approximation, which means that all overlaps are neglected in the formulas.

Apart from these simplifying assumptions, a fundamental difference
between qualitative VB theory and spin-Hamiltonian VB theory is that the
basic constituent of the latter theory is the AO determinant, without any a
priori bias for a given electronic coupling into bond pairs. Instead of an inter-
play between VB structures, a molecule is viewed then as a collective spin-
ordering: The electrons tend to occupy the molecular space (i.e., the various
atomic centers) in such a way that an electron of a spin will be surrounded
by as many b spin electrons as possible, and vice versa. Determinants having
this property, called the ‘‘most spin-alternated determinants’’ (MSAD) have
the lowest energies (by virtue of the VB rules, in Qualitative VB Theory)
and play the major role in electronic structure. As a reminder, the reader
should recall from our discussion above that the unique spin-alternant deter-
minant, which we called the quasiclassical state, is used as a reference for the
interaction energy.
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The usefulness of such a magnetic description in chemistry has been
demonstrated by Malrieu and his co-workers.64,65,216 Without any numerical
computations, the method can be used to deduce qualitative rules, regarding
the spin multiplicity of the ground-states of polyenes (especially for diradicals),
the spin distribution in free radicals and triplet states, differences in bond
lengths, and relative stabilities of isomers. It can also be used quantitatively,
through CI, leading to ground-state equilibrium geometries, rotational bar-
riers, excited-states ordering (for neutral excited states), and so on.

We now briefly describe the principles of the method and simple rules for
the construction of the Hamiltonian matrix. For the sake of consistency, rather
than the original formulation of Malrieu,64,65,216 we use here a formu-
lation52,71–73 that is in harmony with the qualitative VB theory above. The
method can be summarized with a few principles:

1. All overlaps are neglected.
2. The energy of a VB determinant �D is proportional to the number of Pauli

repulsions that take place between adjacent AOs having electrons with
identical spins:

Eð�DÞ ¼
X
r";s"

grs ½86�

where grs is a parameter that is quantified either from experimental data, or
is ab initio (DFT) calculated as one-half of the singlet–triplet gap of the r		s
bond. In terms of the qualitative theory above, grs is therefore just the key
quantity 	2brsSrs. (We, however, avoid the integral S in the present theory
since the overlaps are neglected).

3. The Hamiltonian matrix element between two determinants differing by
one spin permutation between orbitals r and s is equal to grs. Any other off-
diagonal matrix elements are set to zero (see Scheme 12).

Scheme 12
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Diagonalization of this matrix gives the energy of the ground state relative to
the nonbonding state (the spin-alternant determinant), and in addition leads to
the entire spectrum of the lowest neutral excited states. Note that applying the
spin-Hamiltonian model to ethylene leads to a p bonding energy 	g, which is
equivalent to the 2bS used in the qualitative VB theory above.

Applications

Ground States of Polyenes and Hund’s Rule Violations
A simple principle of the spin-Hamiltonian VB theory is that the lowest

state of a molecule will have the multiplicity associated with the Sz value of its
MSAD, that is, it will be a singlet if na ¼ nb in the MSAD, a doublet if na ¼
nb þ 1, a triplet if na ¼ nb þ 2, and so on.217 For example, the MSAD of
orthoxylylene 27 and paraxylylene 28 (Scheme 13) both have Sz ¼ 0 while
that of metaxylylene (29) has Sz ¼ 1.

It follows that ortho- and para-xylylenes will have singlet ground states
while metaxylylene has a triplet ground state. The prediction is correct but not
particularly surprising, since 27 and 28 can be described by a perfectly paired
Kekulé structure while 29 cannot and is therefore a diradical that will be a tri-
plet state based on Hund’s rule. More intriguing are the predictions of Hund’s
rule violations. Let us consider, for example, 2,3-dimethylene-butadiene and
1,3-dimethylene-butadiene.These are two polyenes for which it is impossible
to draw a Kekulé structure, and which are therefore diradicaloids. Now the
MSAD of these two species (30 and 31 in Scheme 14) have different Sz values,
Sz ¼ 0 for 30 versus Sz ¼ 1 for 31.

Scheme 13

Scheme 14
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In this case, the spin-Hamiltonian predicts 2,3-dimethylene-butadiene to
be a singlet diradicaloid (in violation of Hund’s rule) and 1,3-dimethylene-
butadiene to be a triplet, in agreement with experiment. By contrast, monode-
terminantal MO calculations predict that all these diradicaloids have triplet
ground states. It is only after CI that one gets the correct assignments.218 Vio-
lations of Hund’s rule can be explained by the phenomenon of dynamic spin-
polarization and predicted to take place when the degenerate singly occupied
MOs form a disjointed set.218,219 In such a case, the advantage of the triplet
over the singlet becomes very weak owing to a small exchange integral, and
when CI is applied, it preferentially stabilizes the singlet, and reverses the singlet–
triplet energy order. Comparison of the spin-polarization argument to the pre-
sent VB analysis, shows the VB method to be faster, physically intuitive, and
independent of any numerical calculation.

Relative Stabilities of Polyenes
Subtle predictions can be made about the relative energies of two isomers

having comparable Kekulé structures, such as the linear s-trans conformation
and branched conformation of hexatriene, 18 and 22 in Scheme 9 above. For
each of these isomers, we shall consider that the total p energy is a perturbation of

the energy of the MSAD (e.g., 32 for the linear conformation in Scheme 15) by
less ordered determinants. Each of the latter determinants is generated from
the MSAD by the inversion of two spins along a given linkage (e.g., 33 vs.
32 in Scheme 15), while keeping the total Sz constant. According to the above
rules, the Hamiltonian matrix element between 32 and 33 is the integral gbc,
and the energy of 32 relative to 33 is gab þ gcd, since the spin reorganization
introduces two Pauli repulsions along the a-b and c-d linkages.

More generally, the number of Pauli repulsions that one introduces, rela-
tive to the MSAD, by inverting the spins in a linkage r-s is equal to the number
of linkages that are adjacent to r-s. Thus, assuming that all the g integrals are
the same for the sake of simplicity, the energy of a determinant �rs generated
by spin inversion relative to a MSAD � is given by Eq. [87]:

EðcrsÞ 	 EðcÞ ¼ g� naðrsÞ ½87�

Scheme 15
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where na is the number of linkages that are adjacent to r-s. We now consider
all determinants displaying a spin transposition between two adjacent atoms
with respect to the MSAD. The matrix elements between the determinants �rs

and � will be the same and all equal to the g integral. Hence, the total p energy
that arises from a second order perturbation correction (PT2) will be given by
Eq. [88]:

EðPT2Þ ¼
X

rs

g2

gnaðrsÞ
¼ g

X
rs

1

naðrsÞ
½88�

where the energy is calculated relative to the MSAD. Therefore, it appears that
the energy of a polyene is a simple topological function that is related to the
shape of the molecule and to the way the various linkages are connected to
each other. Calculating the energies of the two isomers of hexatriene is thus

a simple matter. In Scheme 16, each linkage in 34 and 35 is labeled by the
number of bonds that are adjacent it. From these numbers, the expressions
for the total energies of each isomer are immediately calculated (Scheme
16), and clearly show that the linear isomer is more stable than the branched
one, in agreement with experimental facts.

AB INITIO VB METHODS

A number of ab initio VB methods have been implemented to calculate
VB wave functions and their associated energies and molecular properties.
Once the general scheme for writing VB wave functions is established (see
Basic VB Theory above), an important task is the optimization of the orbitals
that are used to construct the AO or FO determinants of the VB structures.
Historically, the classical VB method used the atomic orbitals of the free
atoms, without any further change. This crude approximation, which is no
longer employed, resulted in highly inaccurate energies, since it does not
take into account the considerable rearrangements in size and shape that an

Scheme 16
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AO undergoes when fragments assemble to a molecule. Accordingly, we
shall restrict ourselves here to modern VB methods that perform orbital
optimization.

Orbital-Optimized Single-Configuration Methods

A great step forward in accuracy and compactness was made when opti-
mized orbitals of Coulson–Fischer (CF) type were employed in VB calcula-
tions. As shown above (Basic VB Theory), describing a two electron bond
as formally covalent singlet coupling between two CF orbitals ja and jb

(Eqs. [6b] and [6c]), which are optimized and free to delocalize over the
two centers, is an ingenious way to include both the covalent and ionic com-
ponents of the bond in an implicit way in a wave function of the Heitler–
London type. Thus, the CF representation has the advantage of keeping
the well-known picture of perfect pairing while treating the left–right electron
correlation associated with any given bond in a variational way.

The CF proposal, generalized to polyatomic molecules, gave rise to the
‘‘separated electron pair’’ theory that was initiated by Hurley et al.220 and
later developed as the GVB method by Goddard and co-workers,109,221,222

and as the SC method by Gerratt and co-workers.112–114,223–225 In both these
latter methods the valence electrons are described by a single configuration of
singly occupied orbitals, and the various spin-coupled structures—generated
so as to form a complete and linearly independent set of spin-eigenfunc-
tions—are allowed to mix to generate the final state. In the SC method,
both the orbitals and the mixing coefficients are optimized simultaneously,
while in the most general form of GVB theory they are optimized sequentially.
It is important to note that, while no constraint of any kind is applied to the
shapes of the orbitals during the optimization, they are generally obtained
in a form that is pretty much localized, as will be exemplified below. Thus,
each bond in a polyatomic VB structure is viewed as a pair of singlet-coupled
orbitals that are quasi-atomic and display a strong mutual overlap.

The Generalized VB Method
The GVB method is generally used in its restricted perfectly paired form,

referred to as GVB–PP, which pairs the atoms as in the most important Lewis
structure. The GVB–PP method introduces two simplifications. The first one is
the Perfect-Pairing (PP) approximation, by which only one VB structure is gen-
erated in the calculation. The wave function may then be expressed in the sim-
ple form of Eq. [89], where each term in parentheses is a so-called ‘‘geminal’’
two-electron function, which takes the form of a singlet-coupled GVB pair
(jia, jib) and is associated with one particular bond or lone pair.

cGVB ¼ j ðj1aj1b 	 j1aj1bÞðj2aj2b 	 j2aj2bÞ � � � ðjnajnb 	 jnajnbÞ j ½89�
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The second simplification, which is introduced for computational conve-
nience, is the strong orthogonality constraint, whereby all the orbitals in
Eq. [89] are required to be orthogonal to each other unless they are singlet
paired, that is,

hjiajjibi 6¼ 0 ½90a�

hjijjji ¼ 0 otherwise ½90b�

This strong orthogonality constraint is, of course, a restriction, however,
usually not a serious one, since it applies to orbitals that are not expected to
overlap significantly. By contrast, the orbitals that are coupled together in a
given GVB pair display, of course, a strong overlap.

For further mathematical convenience, each geminal in Eq. [89] can be
rewritten, by simple orbital rotation, as an expansion in terms of natural orbi-
tals,

j ðj1aj1b 	 j1aj1bÞ j ¼ Cijfifi j þ C�i jf
�
i f
�
i j ½91�

This alternative form of the geminal contains two closed-shell terms. The
natural orbitals fi and f�i , in Eq. [91], have the shapes of localized bond MOs,
respectively bonding and antibonding, and are orthogonal to each other.
They are connected to the GVB pairs by the simple transformation below:

jia ¼
fi þ lf�i
ð1þ l2Þ1=2

½92a�

jib ¼
fi 	 lf�i
ð1þ l2Þ1=2

½92b�

l2 ¼ 	C�i
Ci

½92c�

The use of natural orbitals, which constitute an orthogonal set, avoids the N!
problem, resulting in a great computational advantage over the use of the GVB
pairs in the effective equations that have to be solved for self-consistency. A
GVB–PP calculation is thus just a special case of a low-dimensional MCSCF
calculation, with all the CPU advantages of MO calculations and the addi-
tional interpretability of a wave function that is transformed eventually to a
VB form.

The perfect-pairing and strong-orthogonality restrictions result in con-
siderable computer time savings and no great loss of accuracy, as long as
the computed molecule is made of clearly separated local bonds (e.g.,
methane).226 On the other hand, it is clear that these restrictions would be
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highly inappropriate for delocalized electronic species like benzene, for which
the PP approximation is not meaningful, and all electron-pairing schemes have
to be considered to provide a reasonable state wave function.207,227

The GVB method takes care of all the left–right correlation in molecules,
but does not include the totality of the ‘‘nondynamical’’ electron correlation
since the various local ionic situations are constrained to be equal with this
method (e.g., two adjacent local ionic forms þ	/	þ and þ	/þ	 will be
found to possess the same weight). Accounting for the full nondynamical
correlation, requires a ‘‘Complete Active Space’’ MCSCF calculation
(CASSCF,which involves all possible configurations that can be constructed
within the space of valence orbitals). Having said that, we nevertheless empha-
size that as a rule, the GVB method provides results that are much closer to
CASSCF quality than to Hartree–Fock.

As a VB method, GVB ensures correct homolytic dissociation as a bond is
broken. However, the calculated dissociation energy is generally too low, due
to lack of dynamical electron correlation, although far better than the value
computed at the Hartree–Fock level. For example, while Hartree–Fock gives
a negative bond dissociation energy of F2, GVB yields a positive bond energy,
but one that is less than one-half of the experimental value.132 As shown
below, better accuracy can be reached by going beyond the one-configuration
VB model.

The perfect-pairing GVB wave function is a good starting point for
further CI, called ‘‘Correlation-Consistent Configuration Interaction’’
(CCCI). Thus, Carter and Goddard defined a general method employing a
relatively small but well-defined CI expansion for calculating accurate bonding
energies.228 In this method, one first generates a restricted CI expansion (RCI)
in which each GVB pair is allowed to have all three possible occupancies for
two electrons distributed among the orbitals of that bond pair. Then, the CI is
extended by including all single and double excitations from each bond pair
that undergoes dissociation to all other orbitals. Further, since bond dissocia-
tion generally leads to geometric and hybridization changes in the resultant
fragments, the change in shape of the orbitals adjacent to the dissociating
bond(s) is also taken into account. This is done by adding, from each RCI con-
figuration, all single excitations from the valence space to all orbitals. The
GVB–CCCI approach has been successfully applied to single and double bonds
and to transition metal complexes.228

The Spin-Coupled Method
The spin-coupled method of Gerratt and co-workers112–114,223–225

differs from the GVB–PP method in that it removes any orthogonality and
perfect-pairing restrictions. The method is still of the single-configuration
type, but all the modes of spin-pairing are included in the wave functions
and the orbitals are allowed to overlap freely with each other. The SC method
has often been used to provide firm theoretical support to some basic concepts
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like orbital hybridization, or resonance between Kekulé structures, which were
qualitative postulates in the early days of VB theory. The chemical picture that
emerges from the SC method has the following features: (a) the SC method
deals with correlated electrons; (b) no preconceptions or constraints are
imposed on the spin-couplings nor on the shapes of the orbitals, which are
determined by the variational principle alone; (c) the set of orbitals arising
from such calculations is unique. As such, the SC method represents the ulti-
mate level of accuracy compatible with the orbital approximation that
describes the molecule as a single configuration with fixed orbital occupancies.
Thus, it is clear that the shape of the orbitals and the relative importance of
the various spin-couplings determined by this method, should have strong
relevance to the nature of chemical bonding.

The methane molecule, as the archetypal system displaying hybridiza-
tion, has been studied by Cooper et al.229 in the framework of SC theory. It
appears that the spin-coupled description of methane resembles very closely
our intuitive view of four localized C		H bonds. The eight spin-coupled orbi-
tals that arise from the variational principle fall into two groups of four. Four
of the orbitals are each localized on a hydrogen atom. The other four degen-
erate orbitals are localized on carbon, and each represents a slightly distorted,
approximately sp3 hybrid pointing toward one of the H atoms. All the hybrid
orbitals are identical in shape and mutually related by symmetry operations of
the Td point group. The full spin-coupled wave function, with its 14 different
spin-couplings, lies 65 mh below the Hartree–Fock wave function and only
12 mh above the full valence CASSCF wave function with its 1764 spin func-
tions. The perfect-pairing function is the dominant mode of spin-coupling,
only 3 mh above the full spin-coupled wave function. It is noted that the strong
orthogonality restriction that is often used in GVB theory is an excellent
approximation that barely raises the total energy, by < 2 mh.226 The hybridi-
zation picture is of course very general, and allows any type of hybridization
beyond the classical sp3, sp2 and sp types. For example, according to a GVB
calculation by Goddard,221 the hybrids involved in the O		H bonds of H2O
have more p character than the lone pairs (82 and 59%, respectively, as com-
pared to the 75% expected for sp3 hybrids), in agreement with the fact that the
HOH angle is smaller than the standard tetrahedral angle.

Calculations of SC230 or GVB231,232 types have also been able to provide
a simple picture for the electronic structure of lithium clusters Lin (n ¼ 3–8). In
these cases, once again a single spin-coupling is found to be sufficient, but the
optimized orbitals, though being localized, are not atomic but interstitial, that
is, localized between two nuclei or more. The rhomboid structure 36 of Li4,
for example, is easily explained by the single spin-coupling displaying two
bonds between interstitial orbitals, as illustrated in Scheme 17.

The SC method has also been used to probe the validity of the traditional
description of conjugated molecules, and in particular aromatic systems, as
sets of resonating Kekulé structures. Taking benzene as an example and using
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the s–p separation, the converged spin-coupled wave function207 displays two
dominant spin functions, which correspond to the traditional Kekulé struc-
tures. The orbitals that arise from the calculation are highly localized and
have the form of slightly distorted 2p AOs perpendicular to the molecular
plane. The three remaining spin functions that are necessary to form a com-
plete basis set of neutral VB structures, the so-called Dewar structures, contri-
bute only 20% to the ground state. This one-configuration wave function is
considerably lower in energy than the Hartree–Fock level, by 75 mh, and
only 7 mh higher than the full valence CI within the p-valence space. The
description of benzene as a mixture of limiting Kekulé structures is thus given
a firm foundation that proves to be generally valid for other aromatic and anti-
aromatic systems.

The spin-coupled valence bond (SCVB) theory is an extension of the spin-
coupled method, in which further CI is performed after the one-configuration
calculation. At the simplest level, the CI includes all the configurations that can
possibly be generated by distributing the electrons within the set of the active
orbitals that were optimized in the preliminary SC calculation; both covalent
and ‘‘ionic’’ type configurations are considered. When applied to the p system
of benzene,207 this level of calculation was found to provide a satisfactory
account of the valence states, and showed that the first excited state, 1B2u, is
made of the antiresonant combination of the two Kekulé structures. A higher
level of SCVB theory includes additional excitations, for example, from the
orbitals of the s core, or to orbitals that are virtual in the one-configuration
calculation. To preserve the valence bond character of the wave function, the
virtual orbitals have to be localized as much as possible. This condition is met
in the SCVB method,223 in which each occupied orbital of the ground config-
uration is made to correspond to a stack of virtual orbitals localized in the
same region of space, by means of an effective operator representing the field
created by the remaining occupied orbitals. There remains to perform a simple
CI (of nonorthogonal type) among the space of the configurations so gener-
ated. By experience, the excited configurations generally bring very little
stabilization as far as ground states are concerned. This is easily explained
by the fact that the orbitals are optimized precisely so as to concentrate all
important physical effects in the reference single configuration. On the other

Scheme 17
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hand, excited configurations are important for satisfactory state ordering and
transition energies.207

Orbital-Optimized Multiconfiguration VB Methods

VBSCF
The VBSCF method of van Lenthe and Balint-Kurti117 is a general

method of multiconfiguration self-consistent field (MCSCF) type, which is
able to deal with nonorthogonal orbitals. The VBSCF wave function is, in
principle, a linear combination of VB structures, in which both orbitals and
coefficients are optimized simultaneously. It is therefore a generalization of
the above one-configuration methods to the multiconfiguration case,with the inter-
esting advantage that no particular configuration is favored during the course
of the orbital optimization. The orbitals can be optimized freely as in GVB or
SC methods, but may also be constrained to be localized each on a single atom
or fragment. The method has been efficiently implemented118,119,233,234 by the
Utrecht group in the TURTLE program.120 A program having similar capabil-
ities, XIAMEN 99, has been developed by Wu and co-workers, based on the
spin-free formulation of VB theory.128 Being a multiconfigurational method,
the VBSCF theory, in TURTLE and XIAMEN99, is an ideal tool for studying
problems that involve resonance energies and avoided crossing situations.
Some examples of this usage are discussed below.

The VBSCF method has been used to probe the validity of the resonance
model in organic chemistry following some controversies that appeared in the
literature, regarding the presence or absence of resonance stabilization, for
example, in the peptide bond, carboxylic acids, and enols. The enhanced acid-
ity of carboxylic acids relative to alcohols is traditionally attributed to the
stabilization of the carboxylate anion by delocalization of its p electrons
via resonance structures 37–39 in Scheme 18.

A similar resonating scheme can be applied to the enolate anion. On the
other hand, not being a conjugated system, this does not apply to the alkoxide
anion. However successful, this traditional view was challenged by several
authors235–238 who advanced the idea that the enhanced acidities originate
from the high polaritizabilities of the carbonyl and vinyl groups. To resolve

Scheme 18
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the controversy, one must answer the key question: how much does p electron
delocalization stabilize the carboxylate and enolate anions relative to a refer-
ence situation in which the delocalization would be ‘‘turned off’’? Clearly, a
meaningful answer to this question would emerge only when the orbitals in
the VB wave function are strictly localized, as in the VBSCF method.

A direct estimate of the stabilization energy due to delocalization is very
simple, as illustrated with the following example of the carboxylate anion, in
Scheme 18. First, a localized reference state is calculated, in which the geome-
try and the orbitals are optimized with the unique restriction that the p atomic
orbital of one of the oxygens cannot delocalize over the other atoms and
remains doubly occupied, as in 37. Second, the ground state is calculated at
the same level of theory, but with electron delocalization being fully allowed.
The results of the calculations239 give a clear-cut answer: In all cases the delo-
calization of the oxygen p lone pair stabilizes the anion more than the parent
acids. These excess values are 23 kcal/mol for carboxylic acids and 21 kcal/
mol for enols compared with only 8 kcal/mol for alcohols. It follows that,
in accord with the traditional view, p electron delocalization plays an impor-
tant role in the acidity enhancement of carboxylic acids and enols relative to
alcohols. By comparison with the experimental acidities, it was concluded239

that a lower limit for the contribution of electron delocalization to the total
acidity enhancement is 48% for the carboxylic acids and 62% for the enols,
values that clearly establish the importance of resonance effects, while leaving
some room for nonnegligible inductive effects.

The peptide and thio-peptide bonds have some specific properties like
coplanarity, substantial rotational barrier and kinetic stability towards nucleo-
philic attack or hydrolysis. All these properties are easily rationalized by the

classical resonance hybrid model, illustrated in Scheme 19 for an amide.
According to this resonating picture, the peptide bond is mainly described
by 40, with a significant contribution from the charge-transfer structure 41,
and this resonance contribution is the root cause of both the low basicity of
the nitrogen’s lone pair and the barrier to rotation around the C		N bond.

As in the preceding case, the simple resonance picture was critic-
ized240–242 on the basis of electron population analyses using the AIM meth-
od,243 to the extent that (thio)amides were proposed to be viewed as special

Scheme 19
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cases of amines with a carbonyl substituent.242 At the heart of the debate244–

247 was the role of thep electron delocalization energy in the barrier to rotation (16
kcal/mol for formamide, 18 kcal/mol for thioformamide248) around the C		N
bond. To settle the question, the adiabatic energy difference between the loca-
lized form 40, with the p lone pair localized on the nitrogen atom, and the
fully delocalized ground state, was calculated249 for formamide and thiofor-
mamide with the VBSCF method,117 and the same type of calculation was
repeated for the 90� rotated conformations. As a result, the contribution of
resonance stabilization to the rotational barrier, estimated as that quantity
by which electron delocalization stabilizes the planar conformation more
than the 90� rotated conformation, was found to be 7.3 and 13.7 kcal/mol,
respectively, for formamide and thioamide. While this indicates that other fac-
tors do contribute to the rotational barrier, resonance stabilization in amides
and thioamides emerges as an important factor, in agreement with the tradi-
tional view and the common wisdom that allylic resonance is an important
driving force in organic chemistry.

Clearly, therefore, VBSCF constitutes a handy tool for studies of the role
of electronic delocalization, in molecules that possess more than one Lewis
structure.

VBCI: A Post VBSCF Method that Involves Dynamic Correlation
The VBCI method, recently developed by Wu et al.138 is a post-VBSCF

calculation that uses configuration interaction to supplement the VBSCF
energy with dynamic correlation. At the same time, the method preserves
the interpretability of the final wave function in terms of a minimal number
of VB structures, each having a clear chemical meaning. The VB structures
that are used in the VBSCF calculations are referred to as fundamental struc-
tures, denoted as �0

K, and the orbitals that appear in the VBSCF calculation
are referred to as occupied orbitals. Depending on the problem at hand, the
VBSCF calculation may use semidelocalized CF orbitals, or orbitals that are
each localized on a single atom or fragment; in the latter case the fundamental
structures will explicitly involve the covalent and ionic components of the bonds.

The CI calculation that follows the VBSCF step requires the definition of
virtual orbitals. To keep the interpretability of the final wave function, the vir-
tual orbitals are defined, by use of a projector, so as to be localized on the same
fragments as the corresponding occupied orbitals. After generating the virtual
orbitals, the excited VB structures are created in the following way. Given a
fundamental structure �0

K, an excited VB structure �i
K is built-up by replacing

occupied orbital(s) ji with virtual orbital(s) j�j . By restricting the replacement
of virtual orbital j�j to the same fragment as ji, the excited structure �i

K

retains the same electronic pairing pattern and charge distribution as �0
K. In

other words, both �0
K and �i

K describe the same classical VB structure.
Thus, the collection of excited VB structures nascent from a given fundamental
VB structure serves to relax the latter and endow it with dynamic correlation.
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Several levels of CI can be employed. The starting point always involves
single excitations and is referred to as VBCIS. This can be followed by
VBCISD, VBCISDT, and so on, where D stands for double excitations and
T for triples. The level at which truncation is made will depend on the size
of the problem and the desired accuracy. In practice, the VBCISD level has
been tested for some dissociation energies and reaction barriers for hydrogen
exchange reactions138,142 and has been shown to match the accuracy of the
molecular orbital based coupled cluster CCSD and CCSD(T) methods, while
retaining the interpretability of simpler VB methods. In the case of the hydro-
gen exchange reaction142 of HþH2, the method gave a barrier of 10 kcal/mol,
compatible with the corresponding experimental data (9.6–9.8 kcal /mol). In
summary: The VBCI method can be used like the VBSCF method for problems
involving resonance and for calculating VBSCDs. The accuracy of VBCI is
comparable to CCSD and CCSD(T) methods.

Different Orbitals for Different VB Structures
There are many molecules, in particular some radicals, that are naturally

described in terms of two or more resonance structures, and for which the one-
configuration approximation is not appropriate. Such molecules are generally
subject to the well-known broken-symmetry artifact, whereby a wave function
calculated at an insufficient level of theory is of lower symmetry than the
nuclear framework, which results in erroneous energetics and discontinuities
of the calculated potential surface. The formyloxyl radical (42 $ 43 in
Scheme 20) is a typical example, but the problem is very general and includes

an enormous variety of open-shell electronic states, as, for example, allyl radi-
cals250 or radicals of allylic type,251–256 core-ionized diatoms,257 n–p� excited
molecules containing two equivalent carbonyl groups,258 n-ionized molecules
having equivalent remote lone pairs,259 and charged clusters.260–263 The same pro-
blem arises in localized versus mixed-valent organometallic species with two
metal ions that can have different oxidation states, in doped stacks of aromatic
conductors and semiconductors, and in electron-transfer processes between
two identical species (e.g., metal ion centers separated by a bridge). Clearly,
this is a ubiquitous problem in chemistry.

Scheme 20
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The problem has been lucidly rationalized by McLean et al.255 in VB
terms. It arises from a competition between two VB-related effects. The first
is the familiar resonance effect whereby a mixture of two resonance structures
is lower in energy than either one taken separately. The other is the so-called
orbital size effect, whereby each VB structure gains stabilization if it can have
its particular set of orbitals, which are specifically optimized for that VB struc-
ture and not the other. The two effects cannot be taken into account simulta-
neously in any one-configuration theory, be it of VB or MO type, because it
employs a common set of orbitals. In the (frequent) case where the orbital size
effect is the important factor, the wave function takes more or less the form of
one particular VB structure, thereby resulting in an artefactual symmetry-
breaking. In the MO-based framework, the remedy consists of performing
MCSCF calculations in a rather large space of configurations.255 On the other
hand, the remedy is very simple in the VB framework, and consists of allowing
different orbitals for different VB structures in the course of the orbital opti-
mization, as illustrated in Scheme 21, by 44 and 45 for the formyloxyl radical,

in which the doubly occupied orbitals are diffuse and hence drawn larger than
the more compact singly occupied ones. Note that all the orbitals of 44 are
different from those of 45, although the major differences are seen between
the two orbitals that are involved in the electron transfer.

In the spirit of the above described method, Jackels and Davidson252

cured the symmetry-breaking problem in the NO2 radical by using a sym-
metry-adapted combination of two symmetry-broken Hartree–Fock wave
functions, by means of a 2� 2 nonorthogonal CI. The generalized multistruc-
tural (GMS) method of Hollauer and Nascimento264,265 includes both the
symmetry broken structures and the symmetry-adapted one in the same calcu-
lation, followed by subsequent CI. The symmetry-broken subwave functions
are optimized at the GVB level in the R-GVB (Resonating-GVB) method of
Voter and Goddard.257 In all these methods, the subwave functions represent-
ing the individual resonance structures are optimized separately, which may
lead to an underestimation of the resonance energy since the orbital optimiza-
tion only takes care of the size effect. To remedy this defect, Voter and God-
dard subsequently improved their method by allowing the subwave functions

Scheme 21
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to be optimized in the presence of each other, leading to the final generalized
resonating valence bond method (GRVB).258

Breathing Orbitals: A Post VBSCF Method that Involves
Dynamic Correlation
The breathing orbital valence bond (BOVB) method132–137 is a general-

ization of the principle of ‘‘different orbitals for different structures’’ to the
description of the elementary bond, be it of the one-electron, two-electron,
or three-electron type. The objective of the method is threefold: (a) yielding
accurate bond dissociation energy curves, which is a necessary condition
for a meaningful description of the elementary events of a reaction, bond
breaking and bond formation; (2) keeping the wave function compact and
transparent in terms of structural formulas; (3) being suitable for calculations
of diabatic states. In order to achieve these requirements, the method rests on
the basic principle that if all relevant structural formulas for a given electronic
system are generated, and if their VB description is made optimal by a proper
orbital optimization, then a variational combination of the corresponding VB
structures would accurately reproduce the energetics of this electronic system
throughout a reaction coordinate. Accordingly, the composite VB structures of
CF type are abandoned and the wave function takes a classical VB form in
which all possible structural formulas (e.g., covalent and ionic) are generated.
Then, each structural formula is made to correspond to a single VB structure
that displays the appropriate orbital occupancy.

Since the ionic and covalent components of the bonds are explicitly
included in the wave function, it is not necessary (and in fact, not useful) to
let the orbitals of the VB structures be delocalized. This exclusion permits a
better interpretability of the wave function in terms of unambiguous structural
formulas, by dealing with VB structures defined with orbitals that are each
strictly localized on a single atom or fragment. Within this constraint, the orbi-
tals are optimized with the freedom to be different for different VB structures,
so as to minimize the energy of the full multistructure wave function. It is
important to note that the different VB structures are not optimized separately
but in the presence of each other, so that the orbital optimization not only low-
ers the energies of each individual VB structure but also maximizes the reso-
nance energy resulting from their mixing. As such, the BOVB wave function is
a post-VBSCF method that incorporates dynamic correlation.

The difference between the BOVB and GVB or SC philosophies is best
appreciated by comparing their respective descriptions of the two-electron
bond. The classical representation for the GVB or SC wave function, obtained
after expansion of the CF expression into AO determinants as in Eq. [7], takes
the form of a linear combination of covalent and ionic classical VB structures
(46–48), for which both coefficients and orbitals are optimized. However,
there is the penalizing restriction that the same common set of AOs is used
for all three structures, as shown in Scheme 22 for the F2 molecule.
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On the other hand, the BOVB method assumes the three-structure clas-
sical form of the wave function right at the outset. Like the GVB or SC meth-
ods, it optimizes the coefficients and the orbitals simultaneously, but with the
important feature that each VB structure (49–51) may now have its specific set
of orbitals, different from one structure to the other, as pictorially represented
in Scheme 23, for the same F		F bond.

As a consequence of the BOVB procedure, the active orbitals (those
involved in the bond) can use this extra degree of freedom to adapt themselves
to their instantaneous occupancies. The spectator orbitals (not involved in the
bond) can fit the instantaneous charges of the atoms to which they belong.
Thus, all the orbitals follow the charge fluctuation that is inherent to any
bond by undergoing instantaneous changes in size and shape, hence the
name ‘‘breathing orbitals’’. The same philosophy underlies the description
of odd-electron bonds, in terms of two VB structures.

Since the BOVB wave function takes a classical VB form, it is not prac-
tical for the VB description of large electronic systems, because a large number
of VB structures would have to be generated in such a case. As such, the usual
way of applying BOVB is to describe with it only those orbitals and electrons
that undergo significant changes in the reaction, like bond breaking or forma-
tion, while the remaining orbitals and electrons are described as doubly occu-
pied MOs. Thus, even though the spectator electrons reside in doubly
occupied MOs, these orbitals too are allowed to optimize freely, but are other-
wise left uncorrelated.

Scheme 22

Scheme 23
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The BOVB method has several levels of accuracy. At the most basic level,
referred to as L-BOVB, all orbitals are strictly localized on their respective
fragments. One way of improving the energetics by allowing more degrees
of freedom is to let the inactive orbitals get delocalized. This option, which
does not alter the interpretability of the wave function, accounts better for
the nonbonding interactions between the fragments and is referred to as D-
BOVB. Another improvement can be achieved by incorporating radial electron
correlation in the active orbitals of the ionic structures, by allowing the doubly
occupied orbitals to split into two singly occupied orbitals that are spin-paired.
This option carries the label ‘‘S’’ (for split), leading to the SL-BOVB, and SD-
BOVB levels of calculation, the latter being the most accurate.

The BOVB method has been successfully tested for its ability to repro-
duce dissociation energies and/or dissociation energy curves close to full CI
results or other highly accurate calculations performed with the same basis
sets. A variety of two-electron and odd-electron bonds, including difficult
test cases as F2, FH, or F	2 ,133–135 and the H3M		Cl series (M¼C, Si, Ge,
Sn, Pb)137,155,266 were investigated. Owing to its use of strictly localized active
orbitals, the method is suitable for calculating clearly defined diabatic states
that are supposed to retain the physical features of a given asymptotic state
at any point of a reaction coordinate without collapsing to the ground state
by virtue of uncontrolled orbital optimization.

It is interesting to interpret the improvement of BOVB with respect to a
CASSCF, GVB, or SC calculation of a two-electron bond. These four methods
account for all the nondynamic correlation associated with the formation of
the bond from separate fragments, but differ in their dynamic correlation con-
tent. In a medium-sized basis set, say 6-31þG(d), CASSCF, GVB, or SC
account for less than one-half of the bonding energy of F2, 14–16 kcal/
mol.133 On the other hand, an SD-BOVB calculation yields a bonding energy
of 36.2 kcal/mol,a versus an experimental value of 38.2 kcal/mol.137 Where
does this difference come from? It appears that the BOVB method brings
just what is missing in the CASSCF calculation, that is, dynamical correlation,
not all of it but just that part that is associated to the bond that is being broken
or formed. In other words, the BOVB method takes care of the differential
dynamical correlation. In this respect it is approximately equivalent to the
VBCI method.

The importance and physical nature of dynamic correlation is even better
appreciated in the case of three-electron bonds, a type of bond in which the
electron correlation is entirely dynamic, since there is no left–right correlation

aNote that this bonding energy is overestimated with respect to a full CI calculation for the

same basis set, which is estimated as close to 30 kcal/mol. The SD-BOVB systematically

overestimates bonding energies relative to full CI and yields values that are intermediate between

full CI and experiment, a ‘‘fortunate’’ systematic error that compensates for basis set insufficiency.
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associated with odd-electron bonds. As has been noted above, the Hartree–
Fock and simple VB functions for three-electron bonds (hence GVB, SC, or
VBSCF) are nearly equivalent and yield similar bonding energies. If we take
the F	2 radical anion as an example, it turns out that the Hartree–Fock bonding
energy is exceedingly poor, only 4 kcal/mol at the spin-unrestricted Hartree–
Fock level (UHF), and even worse at the restricted Hartree–Fock (RHF) level,
while the experimental bonding energy is 30.3 kcal/mol. By contrast, the SD-
BOVB calculation, which involves only two VB structures (52, 53) with
breathing orbitals as in Scheme 24 below, yields an excellent bonding energy
of 28.0 kcal/mol.

Looking at 52 and 53 in Scheme 24 allows a clear understanding of the
nature of the dynamic correlation effect. Indeed, with respect to a Hartree–
Fock or VBSCF calculation, the BOVB wave function brings the additional
effect that the orbitals adapt themselves to the net charge of each fragment,
for example, being more diffuse when the fragment is negatively charged
and less so when the fragment is neutral. This effect, which we have called
the ‘‘breathing orbital effect’’ but which is called ‘‘size effect’’ by others, cor-
responds to the differential dynamic correlation associated with the bond, and
is just the instantaneous adaptation of the orbitals to the dynamic charge fluc-
tuations that transpire in the bond. This interpretation of dynamic correlation,
which is particularly apparent in the three-electron bond, carries over to the
two-electron bond (e.g., F2 above) that also undergoes some charge fluctuation
through its ionic components.

The BOVB method has been used for many applications relevant
to bonding in organic, inorganic, and organometallic chemis-
try.133,134,155,167,168,266–274 Recently, the L-BOVB method was applied to
compute the barriers to hydrogen abstraction in the series X� þH		
X’! X		Hþ �X’, and gave results comparable with CCSD at the same basis
set.167

In summary, the VBSCF,117–120 VBCI,138 and BOVB133–137 methods are
ideal tools for studying bonding and for generating VBSCDs for chemical reac-
tions. However, while VBSCF will provide a qualitatively correct picture, both
VBCI and BOVB methods will give quantitatively good results in addition to a
lucid chemical picture.

Scheme 24
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PROSPECTIVE

The many examples included in this chapter clearly demonstrate that far
from being dead, VB theory is a vibrant field of research that produces many
new methods and key paradigms of chemical bonding and reactivity. It is
hoped that this chapter will serve its intended purpose of teaching some ele-
ments of this theory.

This review of VB theory and its applications is by no means exhaustive.
The two most important omissions are the applications of this theory to the
study of chemical dynamics and to enzymatic chemistry. Ever since the pio-
neering paper of London on the potential energy surface of H3,275 and the
paper of Eyring and Polanyi276 on elementary reactions, most of the surfaces
used in the studies of chemical dynamics are based on VB formalisms and
thinking, for example, LEPS surfaces, and those generated by application of
DIM theory or the BEBO methods.277,278 This kind of thinking was recently
extended to the treatment of large molecules in the molecular mechanics-based
VB method, called MCMM.140,173 The empirical VB (EVB) method, initiated
by Warshel and Weiss,99 has gradually evolved into a general QM(EVB)/MM
method100,101 for the study of enzymatic reactions within their native protein
environment. Owing to its lucid insight into chemical reactivity the prospects
of this VB-based method are far reaching, and an example is a recent analysis
of the role of near-attack-configuration (NAC) in enzymatic catalysis.279 Else-
where, in the field of enzymatic reactions, the use of VB ideas led to new para-
digms, such as the notion of a chameleon oxidant, for the active species of the
enzyme cytochrome P450.280 Thus, in many respects, VB theory is coming of
age, with the development of faster, and more accurate ab initio VB meth-
ods,142 and with generation of new post-Pauling concepts. As these activities
flourish further, so will the usage of VB theory spread among practicing
chemists.

APPENDIX

A.1 Expansion of MO Determinants in Terms of AO
Determinants

Let DMO be a single determinant involving molecular spin orbitals ji and
jj, which can be of a or b spins:

DMO ¼ j � � �ji � � �jJ � � � j ½A1�

ji ¼
X
m

Cmiwm ½A2�

jj ¼
X
n

Cnj wn ½A3�
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Replacing ji and jj in Eq. [A1] by their expansions in terms of AOs,
DMO can be expanded into a linear combination of AO-based determinants.
The procedure is carried out in the same manner by which one would expand a
simple product of orbitals, as long as one remembers that the ordering of the
orbitals is important in the AO determinants, and that two determinants that
differ by permutation of two of their orbitals are equivalent but of opposite
sign. Thus, many AO determinants in Eq. [A4] can be regrouped after permut-
ing their orbitals and changing their signs.

j � � �ji � � �jj � � � j ¼
X
m

Cmiwm

 !
� � �

X
n

Cnj wn

 !�����
�����

¼
X
m

Cmi � � �
X
n

Cnj � � � j � � � wm � � � wn � � � j ½A4�

While this is a trivial matter for small determinants, larger ones require a bit of
algebra and a systematic method74 that is shown below.

Let us consider the determinant DMO below as being composed of two
‘‘half-determinants’’, ha

MO and hb
MO, one regrouping the spin-orbitals of a spins

and the other those of b spins.

DMO ¼ ðha
MO; h

b
MOÞ ½A5�

Half-determinants have no physical meaning but are defined here as a conve-
nient mathematical intermediary. Each of these MO-based half-determinants
can be expanded into AO-based half-determinants, just as has been done for
the determinants in Eq. [A4]. After orbital permutations the AO-based half-
determinants that are equivalent are regrouped, and we are left with some
AO-based half-determinants ha

r , each having a unique collection of AOs

ha
MO ¼

X
r

Ca
r ha

r ½A6�

where the label r designates a given set of AOs.
The coefficients of each of these AO half-determinants in the expansion

is given by Eq. [A7]:

Ca
r ¼

X
P

ð	1ÞtPð� � � � Cmi � � � � � Cnj � � �Þ ½A7�

where P is a permutation between indices m and n and t is the parity of the
permutation. By associating two AO half-determinants ha

r and hb
s , one gets

the full AO-based determinant ðha
r ; h

b
s Þ whose coefficient in the expansion of
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DMO is just the product of the coefficients of its two half-determinants:

DMO ¼
X
r;s

Ca
r Cb

s ðha
r ; h

b
s Þ ½A8�

A.2 Guidelines for VB Mixing

Derivation of matrix elements between polyelectronic VB determinants
follows from the discussion in the text, and can be carried out by enumerating
all the permutations of the respective diagonal terms, as in Eq. [A9]. Subse-
quently, one must define the reduced matrix element in Eq. [A10].52

h�jHeffj�0i ¼ �d

X
hðiÞ

��� ���Xð	1Þt Pð�0dÞ
D E

½A9�

h�jHeffj�0ireduced ¼ h�jHeffj�0i 	 0:5ðEð�Þ þ Eð�0ÞÞh�j�0i ½A10�

Unfortunately, the retention of overlap leads to many energy and overlap
terms that need to be collected and organized, making this procedure quite
tedious. A practice that we found useful and productive is to focus on the lead-
ing term of the matrix element. In this respect, we show a few qualitative
guidelines that were derived in detail in the original paper52 and discussed else-
where.53,84,143 Initially, one has to arrange the two VB determinants with
maximum correspondence of their spin–orbitals. Then, one must find the num-
ber of spin–orbitals that are different in the two determinants, and apply the
following rules.

1. The first and foremost rule is that the entire matrix element between two
VB determinants is signed as the corresponding determinant overlap and
has the same power in AO overlap. For example, the overlap between the
two determinants of an HL bond, j ab j and j a b j is 	S2

ab, and hence the
matrix element is negatively signed, 	2babSab. Since bab is proportional to
Sab, both the matrix element and the determinant overlap involve AO
overlap to the power 2. For the one-electron bond case (Eq. [51]), the
overlap between the determinants is þSab and the matrix element þbab,
while for the three-electron bond situation (Eq. [52]) the overlap between
the determinants j aa b j and j bb a j is 	Sab and the matrix element is
likewise 	bab.

2. When the VB determinants differ by the occupancy of one spin-orbital, say
orbital a in one determinant is replaced by b in the other (keeping the
ordering of the other orbitals unchanged), the leading term of the matrix
element will be proportional to bab. Both the one- and three-electron bonds
are cases that differ by a single electron occupancy and the corresponding
matrix elements are indeed �b, with a sign as the corresponding overlap
between the determinants.
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3. When the VB determinants differ by the occupancy of two spin–orbitals,
the leading term of the matrix element will be the sum of the corresponding
bijSij terms with the appropriate sign. An example is the matrix element
	2babSab between the j ab j and j ab j determinants, which differ by the
occupancy of two spin–orbitals, a and b.

4. The above considerations are the same whether the spin–orbitals are AOs,
CF orbitals, or FOs.

A.3 Computing Mono-Determinantal VB Wave Functions
with Standard Ab Initio Programs

This technique utilizes a possibility that is offered by most ab initio stan-
dard programs to compute the energy of the guess function even if it is made of
nonorthogonal orbitals. The technique orthogonalizes the orbitals without
changing the Slater determinant, then computes the expectation energy by
use of Slater’s rules. In the course of the subsequent optimization of the
Hartree–Fock orbitals, this expectation value of the energy appears as the
energy at iteration zero. If the guess determinant is made of localized bonding
orbitals that typify a given VB structure, then the expectation energy of this
wave function at iteration zero defines the energy of this VB structure. Practi-
cally, the localized bonding orbitals that are used to construct the guess deter-
minant can be determined by any convenient means. For example, a Kekulé
structure of benzene will display a set of three two-centered p-bonding MOs
that can arise from the Hartree–Fock calculation of an ethylene mole-
cule.196,281 In a VBSCD calculation, the energy of the crossing point will be
the energy of a guess function made of the orbitals of the reactants, but in
the geometry of the transition state, without further orbital optimization.
The zero-iteration technique has also been used to estimate the energy of
spin-alternated determinants (quasi-classical state).175,198
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CHAPTER 2

Modeling of Spin-Forbidden Reactions

Nikita Matsunaga* and Shiro Koseki{

*Department of Chemistry and Biochemistry, Long Island
University, 1 University Plaza, Brooklyn, New York 11201
{Department of Material Sciences, College of Integrated Arts and
Sciences, Osaka Prefecture University, 1-1 Gakuen-cho,
Sakai 599-8531, Japan

OVERVIEW OF REACTIONS REQUIRING
TWO STATES

During a chemical transformation, some bonds are broken, and new
bonds are formed. Chemists think of such a reaction as proceeding from
reactant molecules colliding with each other giving rise to transition states.
Subsequently, the transition states fall apart, and the molecular complexes
become products on a single potential energy surface of a given state. This
view is the so-called adiabatic approximation to the Born–Oppenheimer
approximation.1a There are many chemical transformations, however, where
one must include two or more potential energy surfaces in the model to cor-
rectly view the reactions in question. Examples include internal conversion of
the excited state and intersystem crossing in photochemical reactions. These
and related transformations are more ubiquitous than we generally believe
they are.

Let us loosely define processes requiring two or more potential energy
surfaces as electronically nonadiabatic processes.1 More specific well-known
examples of electronically nonadiabatic processes include the cis–trans photo-
isomerization induced upon absorption of a photon by the rhodopsin molecule
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in rod cells, and the Jahn–Teller distortion found in highly symmetric mole-
cules possessing degenerate molecular orbitals.

In the case of photochemistry, electronically nonadiabatic processes can
be viewed schematically as depicted in the Jablonski-like diagram (Fig. 1). The
adiabatic reaction path is given by the curved arrow; there exists a transition
state at the height of the barrier between the reactant and product. The reac-
tant molecule, in the S0 (or singlet ground) state, can absorb a photon with
energy equal to hn1, represented by the straight arrow, and the molecule
becomes an excited state, S1, by preserving the total spin angular momentum.
Because the Franck–Condon region of the S1 state is not in general a stationary
state, the molecule in the S1 state starts to follow its decay path (the zigzag
arrow indicates nuclear motion taking place). There are several ways in which
the S1 state decays. One decay path may involve radiative decay where the
ground vibrational level of the S1 state emits a photon with energy hn2 (fluor-
escence), returning the molecule to the S0 state.

For nonradiative decay, one can consider a variety of ways to dissipate
the excess energy. The internal conversion process involves the decay of an
excited state having the same spin multiplicity as that of the lower energy elec-
tronic state. In order to go to the lower energy state from the excited state the
molecule must access points on the two surfaces that come close to each other
(so-called avoided crossings), or actually touch each other at a conical inter-
section (also known as a funnel state). Another possible nonradiative decay
path is one where the S1 state can access the triplet state, T1, via a crossing
point between the singlet and triplet potential energy surfaces. Under these
conditions, intersystem crossing is accompanied by a change of spin multipli-
city. The product distribution may not always be statistical or determined by

Figure 1 Schematics of decay processes of excited states.
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thermodynamics alone for these different decay paths. The details of both the
potential energy surfaces and the dynamics of molecular motion are important
contributing factors in determining product distribution. To model processes
such as internal conversion or intersystem crossing one must acquire knowl-
edge of, at least, the potential energy surfaces of reactant and product states
and the coupling between the two states in question.

For treating either internal conversion or a spin-forbidden reaction, one
can view the coupling of the two surfaces to be the off-diagonal elements of
the n� n general Hamiltonian matrix, where n is the number of states
included in a given problem. Equation [1] shows this matrix for a two state
problem (n¼ 2).

H11 � E1 H12

H21 H22 � E2

� �
½1�

The diagonal elements are the potential energy of the two states considered,
and the coupling potentials between the two electronic states are given by
H12, and H21. These off-diagonal elements vary in form; in the case of the
internal conversion process the coupling is given by derivative coupling or a
nonadiabatic coupling matrix element,1b H12 ¼ h�1jq�2=qRi where R is the
nuclear coordinate. For intersystem crossing, spin–orbit (SO) coupling, gives
the mechanism for two states to couple and corresponds to H12 ¼ HSO.
Although the origin of the two interstate couplings is different, one can
view them both as being off-diagonal elements of the general Hamiltonian.2

Spin-Forbidden Reaction, Intersystem Crossing

Spin-forbidden reactions are ubiquitous. For example, transition metal
catalysis is often spin-forbidden because of the degeneracy (or near degener-
acy) of d orbitals of the metal giving rise to a number of possible spin states.3

Hence, a metal-containing enzyme can undergo spin-forbidden transitions.
Biological molecules containing transition metal ions can undergo intersystem
crossing depending on the ligand field, and therefore, the spin-forbidden path
can become important.4 The latter example in particular has not been
explored very much. Except for the fact that these biological molecules are
large, the procedures discussed below are applicable.

Intersystem crossing occurs when the product spin multiplicity differs
from the reactant spin multiplicity. Because the spin angular momentum is
not conserved in such a reaction, it is referred to as a spin-forbidden reaction.

Figure 2 shows a schematic representation of spin-allowed and spin-
forbidden reactions. The total spin of the reaction is conserved in the spin-
allowed path (S0 ! S0 or product 1 channel, which is the usual reaction
path). This reaction path can be represented as a minimum energy (or
valley) path connecting reactant and product. In between there exists a station-
ary point, that is, a point where the gradient of the potential energy with
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respect to nuclear coordinates vanishes, qV/qR¼ 0. This is called a transition
state, denoted in Figure 2 as z. The transition state is further characterized by
the curvature of the potential energy surface in the vicinity of the transition
state forming a saddle point (one dimension having negative curvature and
the rest being positive, determined by the second derivatives of the potential
energy with respect to all nuclear coordinates). Methods like the intrinsic reac-
tion coordinate (IRC), are available for following the minimum energy path
from transition state to reactant or product.2 The spin-forbidden path on
the other hand must be accompanied by a ‘‘spin flip’’, in this case to become
a triplet product (S0 ! T1 or product 2 channel). In the case of spin-forbidden
reactions, there is no transition state as defined in the single surface case. The
two surfaces of different multiplicity can cross at an arbitrary geometry, since
there is no coupling between the two surfaces in the nonrelativistic theory.
The crossing point (in a circle shown in Fig. 2) between the singlet and triplet
states gives, in effect, the location on the potential energy surfaces where a spin
flip can occur. The crossing point is the point on the two potential energy sur-
faces where the singlet and triplet states share the same energy and geometry.

The crossing points between two surfaces of a polyatomic molecule in
the case of a spin-forbidden reaction can form a surface of crossing points,
with dimension Nint � 1, where Nint is the number of internal coordinates,
and the crossing of the potential energy surface is therefore described as a
hypersurface. In principle, one can compute two potential energy surfaces of
interest to reveal the location of the crossing points (or seam, or surface). To
characterize the point of intersection that is most meaningful, one should
locate the minimum energy crossing point (MEXP).5 The MEXP is defined
as the surface crossing point of lowest energy. If the system’s dynamics (clas-
sical or quantal) is of interest, one needs to calculate all relevant points of the
two potential energy surfaces without specifically characterizing the MEXP.

The two surfaces that cross at the minimum energy crossing point must
have a mechanism that couple the two. In the standard nonrelativistic electro-
nic structure theory, there is no mechanism for interaction between the two

Figure 2 Schematics of spin-forbidden reaction.
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potential energy surfaces of different spin multiplicity. The spin–orbit coupling
gives the mechanism for coupling two potential energy surfaces in spin-
forbidden reactions. That coupling of spin must be derived from the relativity
theory, or at least, reduction from the theory. Some of the methods and pro-
cedures that account for such coupling are discussed below, are well estab-
lished, and some are incorporated in standard electronic structure theory
programs.

SPIN–ORBIT COUPLING AS A MECHANISM FOR
SPIN-FORBIDDEN REACTION

General Considerations

A current flowing through a closed loop of wire in a magnetic field, such
as in an electric motor, generates torque due to the familiar right-hand rule of
electromagnetism. The potential energy can be calculated by integrating the
torque over all rotation angles; one must do work against the rotation. There-
fore, one obtains the potential energy after integration,

V ¼ �~mms � Bn ½2�

Similarly, in an atom, one can view the electron as orbiting around the
nucleus, classically. Since both are charged, the motion creates electric current.
The current created by the nucleus induces a magnetic field and since an
electron possesses an intrinsic magnetic spin moment (mS quantum number,
� 1

2 or a and b electrons), the magnetic field induced by the nucleus can be
coupled to the electron spin, producing an energy difference between a and
b electrons in analogy to the classical electric motor. The energy difference,
or splitting, described in such atoms is called the fine-structure splitting, or
zero-field splitting. In the case of atoms, the coupling between orbital angular
momentum, ‘ð‘ ¼ r� p), and spin angular momentum, s, gives the spin–orbit
coupling.

V ¼ ‘ � s ½3�

The coupling between the magnetic moment of the electron and its orbital
motion gives rise to spin–orbit coupling. One may then express the Hamilto-
nian for spin–orbit coupling in a many-electron system as

HSO ¼
X

i

xðriÞ‘i � si ½4�
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where xðriÞ is a prefactor that is proportional to Zi=r3
i , where Zi is the nuclear

charge and ri is the distance of the ith electron from the nucleus. The phenom-
enologically derived spin–orbit Hamiltonian can be a very useful tool in under-
standing spin-forbidden processes.

Atomic Spin–Orbit Coupling

The atomic spin–orbit coupling sets the stage for understanding what
happens in the molecular case. As has been reviewed by Pyykkö6a,b and
others,6c,d the spin–orbit coupling has large effects on chemistry, particularly
for atoms with large nuclear charge Z. The prefactor, xðriÞ, in the spin–orbit
Hamiltonian (Eq. [4]) contains the term Z=r3, and the expectation value of the
operator 1/r3 for a hydrogen-like atom is on the order of Z3=a0n3, where a0

and n are the Bohr radius and principal quantum number, respectively. There-
fore, one can expect that the spin–orbit coupling in atoms for a given principal
quantum number will grow with Z4, and that the heavy elements will have
relatively large spin–orbit couplings (Table 1).

Table 1 gives examples of the periodic trend of spin–orbit splitting in
atoms. In this table, the energetic ordering of levels arising from a given state,
as well as the splittings between successive levels, is shown along with the theo-
retical calculations of Koseki et al.7–9 For the first two rows of the periodic
table, the splitting is relatively small. However, for the third row onward,
the splitting of the levels starts to exceed the vibrational spacing in molecules.
Note that the splitting in the last row is in the same energetic range as covalent
bond energies in molecules!

The small values of the spin–orbit coupling in molecules containing first-
and second-row elements does not mean, however, that spin–orbit coupling is
unimportant. It will be shown in the next section that intersystem crossing can
be efficient even for molecules with small spin–orbit coupling.

Table 1 Magnitude of Spin–Orbit Coupling for Atomsa

Atoms Spin–Orbitb Atoms Spin–Orbit Atoms Spin–Orbit
(term order) (cm�1) (term order) (cm�1) (term order) (cm�1)

C 16,43 F 404
(3P0 � 3P1 � 3P2) (15, 44) (2P3=2 �2P1=2) (411)
Si 77, 223 Cl 881 Cu 2,043
(3P0 � 3P1 � 3P2) (72, 213) (2P3=2 �2P1=2) (877) (2D5=2 �2D3=2) (2,064)
Ge 557, 1,410 Br 3685 Ag 4,472
(3P0 � 3P1 � 3P2) (457, 1,421) (2P3=2 �2P1=2) (3,464) (2D5=2 �2D3=2) (4,481)
Sn 1,692, 3,428 I 7603 Au 12,274
(3P0 � 3P1 � 3P2) (1,149, 2,983) (2P3=2 �2P1=2) (7,404) (2D5=2 �2D3=2) (12,113)
Pb 7,819, 10,651 At 23,850
(3P0 � 3P1 � 3P2) (4,162, 8,156) (2P3=2 �2P1=2)

aIn units of cm�1.
bTwo values of the spin–orbit splittings are for 3P0 � 3P1 and 3P1 � 3P2.
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The magnitude of spin–orbit coupling can be computed from the spin–
orbit integral, hrcjHSOjrci. Figure 3 shows a 3p radial pseudo-orbital for sili-
con with the effective core potential (ECP) approach, in addition to the
corresponding 3p spin–orbit integral.11 It clearly shows that the integral
originates in the core region in comparison to the maximum of the valence
3p pseudo-orbital.

Molecular Spin–Orbit Coupling

Spin–Orbit coupling in molecules can give rise to interesting effects in
chemistry. For example, the g-factor (or gyromagnetic ratio) of free radicals
measured with electron spin resonance (ESR) spectroscopy can deviate from
its free-electron value (2.0023) due to spin–orbit coupling.12 Other examples
include chemically induced dynamic nuclear polarization, chemically induced
dynamic electron polarization, and stimulated nuclear polarization (the results
of such experiments are reviewed in Ref. 13). Spin–orbit coupling has even
been attributed to the breakdown of Pauling’s electronegativity equation for
bond dissociation energies of heavy halide-containing molecules.14
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Figure 3 The radial functions of the 3p pseudo-orbital of silicon and its spin–orbit
integral. The solid line is the 3p pseudo-orbital and the dashed line represents spin–orbit
integrals. (Reproduced from Ref. 11 with permission.)
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An illustrative example of the effect of spin–orbit coupling in molecules
is given by the potential energy curves of ICl.15 The potential energy curves
shown in Figure 4 are the results of second-order16 configuration interaction
(CI) calculations without spin–orbit contributions (Fig. 4a) and the results of
second-order CI including spin–orbit coupling (Fig. 4b). The two figures, even
on a qualitative basis, are quite different. At the dissociation asymptote, iodine
shows large spin–orbit splitting (7600 cm�1 between 2P3/2 and 2P1/2), in addi-
tion to the small but significant splitting of chlorine (880 cm�1 between 2P3/2

and 2P1/2). The ground-state dissociation energy is smaller by �4200 cm�1

in the calculations with the spin orbit coupling (compare Figure 4a and
Figure 4b). At intermediate distances, spin–orbit coupling induces the forma-
tion of a metastable minimum on one of the potentials. To compare the experi-
mental spectra of molecules containing relatively heavy elements, it is
absolutely essential to include spin–orbit coupling explicitly.

If a molecule possesses relatively high symmetry, a nonzero spin–orbit
matrix element can be understood by considering the character table corre-
sponding to the symmetry group to which that molecule belongs. Consider
coupling of a C2v-symmetric molecule in its 1A1 and 3B1 states as an example.
The molecule is placed on the X–Z plane of the Cartesian coordinate with the
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Figure 4 Potential energy curves of ICl. (a) Without spin–orbit coupling, and (b) with
spin–orbit coupling. [Reproduced from Ref. 15 with permission.]
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Z axis as the principal axis of rotation. The nonzero matrix elements of the
spin–orbit coupling are given by the symmetry of the singlet and triplet states
and by the symmetry of the orbital angular momentum operator that trans-
forms as a rotation. Because the spin–orbit coupling is given as ‘ � s, the matrix
elements become h1cðA1Þjð‘xsx þ ‘ysy þ ‘zszÞj3cðB1Þi. Therefore, the nonzero
matrix elements arise only from hcðA1Þj‘yjcðB1Þih1wjsyj3wi, where ‘y corres-
ponds to the orbitals perpendicular to the molecular plane and w corresponds
to spin functions. The spin operators sx and sy change the spin such that
sxjai ¼ �h=2jbi, sxjbi ¼ �h=2jai, syjai ¼ i�h=2jbi, and syjbi ¼ �i�h=2jai, there-
fore giving rise to nonzero matrix elements. In contrast, sz does not;
szjai ¼ ��h=2jai and szjbi ¼ ��h=2jbi, thus giving matrix elements to vanish.

An illustrative example for efficient intersystem crossing, despite the
small magnitude of spin–orbit coupling, is given in Figure 5, which shows
the potential energy surfaces of 1A1 (first excited state) and 3B1 (ground state)
states (a and b in the figure, respectively) of CH2 for symmetric stretching and
bending coordinates.17 Also shown is the crossing seam between the two
potential energy surfaces. It is clear from the figure that the 3B1 state crosses
almost at the equilibrium geometry of the singlet state. Figure 6 shows the
energies of the crossing seam as a function of the stretching coordinate along
with the magnitudes of spin–orbit couplings calculated at the crossing points.
The spin–orbit coupling between the two states is small (<10 cm�1) along the
seam (Fig. 6). However, because the two surfaces cross close to the equilibrium
structure of the singlet state, and the maximum of the vibrational wave
function of the 1A1 state in this coordinate is located close to the minimum
energy crossing point, the intersystem crossing from the singlet to the
triplet ground state is therefore efficient. In a classical point of view, the

Figure 5 Two-dimensional (bending and symmetric stretch) potential energy surfaces of
CH2: ðaÞ1A1 state and the line segment represents the crossing seam, and (b) 3B1 state
with crossing seam. [Reproduced from Ref. 17 with permission.]
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region of the potential energy in the vicinity of the minimum of the 1A1 state is
accessed by the molecule many times, and even the small crossing probability
in one trajectory becomes cumulatively sizable. One must therefore be
concerned with spin–orbit coupling as well as the location of crossing points
in determining efficiency of intersystem crossing.

CROSSING PROBABILITY

Once the magnitude of the coupling between the two surfaces is deter-
mined, one can calculate the probability of crossing from one spin state to
another at a given geometry. There are several well-established approximation
methods for obtaining the crossing probability. Once obtained, it can then be
incorporated into a statistical theory of rate such as the nonadiabatic version
of RRKM theory to obtain rate constants for spin-forbidden processes.18–20

By integrating the microcanonical rate constant over energy, one can obtain
thermal rate constants that are directly comparable to the experimental
thermal rate constants.

Fermi Golden Rule

From time-dependent perturbation theory, the probability of transi-
tion from one state to another can be described by Fermi’s golden rule, which

Figure 6 Energetics and magnitude of spin–orbit coupling along the crossing seam in
CH2: Open circles represent crossing points between 1A1 and 3B1 states in their bending
and symmetric stretch coordinates. Open squares represent spin–orbit matrix elements
calculated with Zeff method (see text). [Reproduced from Ref. 17 with permission.]
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says that the probability is given by the square of the transition matrix ele-
ment. In the case of a spin-forbidden reaction, the crossing probability is given
by the square of the spin–orbit matrix elements, which is expressed as

P ¼ 2p
�h

X
f

jh�f jHSOj�iihwf jwiij2 ½5�

Here hwf jwii is the Franck–Condon factor that represents the overlap of the
vibrational wave functions of the initial and final states. The geometry depen-
dence of the spin–orbit coupling is neglected in this case. Therefore, the con-
tributing factor for spin-forbidden transitions is having not only spin–orbit
coupling nonzero and the crossing point energetically accessible, but also
ensuring that the vibrational wave functions have nonzero overlap.

Landau–Zener Semiclassical Approximation

In this approximation, the probability of transition is given by Eq. [6]

P ¼ e�2g ½6�

In this equation, g is a so-called Massey parameter that is defined as

g ¼ �h

2m

jh�f jHSOj�iij2

�gfiv
½7�

where v is the velocity of the particle with mass m passing through the crossing
point, and �gfi is the difference in the gradients of the two potential energy
surfaces at the crossing point. Since the Landau–Zener approximation is
derived from a semiclassical approximation, the tunneling contribution below
the crossing point energy is not included, and it is known21–23 that the transi-
tion probability calculated using the Landau–Zener treatment in this region is
underestimated. Above the crossing point energy, the approximation gives
good results. Generalization of the Landau–Zener method is reviewed by
Nakamura in his monograph.23

METHODOLOGIES FOR OBTAINING SPIN–ORBIT
MATRIX ELEMENTS

In this section, relativistic quantum mechanics and methods for calculat-
ing the spin–orbit matrix elements are presented. Excellent reviews of this
material have been published by Almlöf and Gropen24 and Hess et al.25 The
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basic theory of relativistic quantum mechanics is presented in many texts, such
as those in Ref. 26.

Electron Spin in Nonrelativistic Quantum Mechanics

The classic experiments of Stern and Gerlach showed that a beam of sil-
ver atoms (later confirmed for hydrogen atoms) in an inhomogeneous mag-
netic field gave rise to two distinct spots on the photographic plate, instead
of a broadened spot as expected from classical mechanics. In addition, the
multiplet structure appears in atomic spectra when a weak magnetic field is
applied. These results indicate that electrons possess magnetic angular
momentum and they are quantized to two distinct states.

The spin angular momentum has homologous properties to the orbital
angular momentum, namely,

½sx; s
2� ¼ ½sy; s

2� ¼ ½sz; s
2� ¼ 0 ½8�

½sx; sy� ¼ i�hsz ½9�
½sy; sz� ¼ i�hsx ½10�
½sz; sx� ¼ i�hsy ½11�

s2 ¼ s2
x þ s2

y þ s2
z ½12�

To match the two-valuedness of the electron spin and the commutating prop-
erties shown above, Pauli introduced spin matrices, si. Each component of
spin can then be written in terms of the 2� 2 spin matrices,

sx ¼
1

2
�hsx ½13�

sy ¼
1

2
�hsy ½14�

sz ¼
1

2
�hsz ½15�

Then the eigenvalue of the si is þ1. Because the spin matrices are 2� 2
matrices, the internal state of electrons must be represented by two-column
matrices,

cPðr;msÞ ¼
cþðrÞ
c�ðrÞ

� �
½16�

where cP is Pauli’s spinor (spin orbital). If ms ¼ þ 1
2, then �� ¼ 0, and if

ms ¼ � 1
2, then �þ ¼ 0. The Pauli spinor can then be represented as

cPðr;msÞ ¼ cþðrÞwðmsÞ þ c�ðrÞwðmsÞ ½17�
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where w is the spin function that depends only on ms, and

w þ 1

2

� �
¼

1

0

� �
½18�

w � 1

2

� �
¼

0

1

� �
½19�

The complex conjugate of the Pauli spinor is given by a two-row matrix,

c�Pðr;msÞ ¼ ðc�þðrÞ c��ðrÞÞ ½20�

Therefore, the spin operators must be 2	 2 matrices. When the eigenvalue is
either �1 or þ1 assuming that the quantization is observed in the z direction,
it is readily seen that

sz ¼
1 0
0 �1

� �
½21�

Furthermore, consistency in the commutation relations is only achieved by
having

sx ¼
0 1

1 0

� �
½22�

sy ¼
0 i

�i 0

� �
½23�

By using the spin matrices, the two-valuedness of an electron can be incorpo-
rated into the Schrödinger equation. For a hydrogen-like atom, one can write
the Schrödinger equation in the form,

ðspÞ 
 ðspÞ
2m

þ V

� �
cP ¼

1

2m

pz px þ ipy

px � ipy �pz

� �2

þV

" #
cP ¼ EcP ½24�

where p and pi are the vector and ith component of the scalar form of the
momentum operators, respectively, V is the Coulomb potential, and cP is
the Pauli spinor comprised of two components. The kinetic energy part of
Eq. [24] reduces to the usual ð2mÞ�1ðp2

x þ p2
y þ p2

z Þ, except that we have two
components corresponding to the electron spin. In nonrelativistic theory, elec-
tron spin is incorporated into the Schrödinger equation in this fashion.
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Klein–Gordon Equation

According to the special theory of relativity, all physical laws are postu-
lated to be invariant in any inertial frame of reference. Furthermore, the equa-
tions of motion must be invariant under a Lorentz transformation,

x0 ¼ 1

ð1� v2=c2Þ1=2
ðx� vtÞ ½25�

t0 ¼ 1

ð1� v2=c2Þ1=2
ðt � vx=c2Þ ½26�

where x is position, v is velocity, c is the speed of light, and t is time. Primes on
the left-hand side indicate a different reference frame from the quantity with-
out the prime. From these equations, it is clear that when a particle is traveling
at a small fraction of the speed of light, that is, where the v2=c2 term is small,
Eqs. [25] and [26] reduce to the classical Galilean transformation equations.

Another requirement in satisfying the special theory of relativity is to
have the spatial and temporal variables being treated on the same footing.
The differential operators in Lorentz invariant form are q/qx, q/qy, q/qz, and
(1/ic)q/qt, giving the magnitude for spatial and temporal dimensions as
x2 þ y2 þ z2 � c2t2. This means that the order of the differentials for the coor-
dinate and time in the equation of motion must be the same. The time-
dependent Schrödinger equation exhibits time derivatives in the first order
and coordinate derivatives in the second order; therefore it is not Lorentz
invariant.

The classical relativistic energy of a free particle moving in space is
given as

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2c2 þm2c4

p
½27�

which relates rest mass and the kinetic energy of a particle. By using the rela-
tion E! i�hq=qt from the Schrödinger correspondence rule, and substituting it
into the time-dependent Schrödinger equation, the relativistic quantum
mechanical equation of a free particle may be written as

��h2 q
2cðx; tÞ
qt2

¼ ½p2c2 þm2c4�cðx; tÞ ½28�

This equation is called the Klein–Gordon equation. The Klein–Gordon equa-
tion satisfies the order of the differentials to be in the same order for space and
time, and thus is Lorentz invariant. This equation, however, does not give
rise to a positive definite density due in part to the second-order differential
in time. Furthermore, for a fermion system, the Klein–Gordon equation is
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not adequate since it contains no properties of spin that can be derived
naturally.

Dirac Equation

Dirac was seeking an equation that is analogous to the Schrödinger equa-
tion, with a first-order derivative in time, and simultaneously satisfying the
Lorentz invariance. He took a bold step: If the relativistic energy, the expres-
sion under the radical in the energy expression (Eq. [27]) or in the square
bracket (Eq. [28]), is factored into a perfect square such that

E2 ¼ p2c2 þm2c4 ! E ¼ ðpcÞ þmc2 ½29�

the Hamiltonian can then be expressed as

HD ¼ ca � pþ bmc2 ½30�

This is called the Dirac Hamiltonian. To obtain the correct mathematics,
Dirac introduced parameters a and b. Then, by expanding out all terms
in the four dimensions (originally thought of as spatial and temporal dimen-
sions) the parameters, a and b, must anticommute and their squares must be
unity. The choice of a and b must then be that

a1¼

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

0
BB@

1
CCA a2¼

0 0 0 �i
0 0 i 0
0 �i 0 0
i 0 0 0

0
BB@

1
CCA a3¼

0 0 1 0
0 0 0 �1
1 0 0 0
0 �1 0 0

0
BB@

1
CCA b¼

1 0 0 0
0 1 0 0
0 0 �1 0
0 0 0 �1

0
BB@

1
CCA

½31�

Then, the time-dependent wave equation is, written as

i�h
q�ðx; tÞ

qt
¼ ðca � pþ bmc2Þ�ðx; tÞ ½32�

Therefore, the four components of the Hamiltonian must give rise to four
components to the wave functions. The off-diagonal blocks of ai above are
the corresponding Pauli spin matrices (Eqs. [22], [23], and [21], respectively).
Therefore, the four components of the wave function contain electron spin as a
natural extension of the Klein–Gordon equation. Given these choices, the
time-dependent wave equation for a free particle is rigorously Lorentz invar-
iant. Furthermore, it turns out that the four-component Dirac equation gives
rise to positive and negative eigenstates, and the two contain the electronic and
positronic solutions, respectively.
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For hydrogen and hydrogen-like atoms, the Dirac Hamiltonian must
have the form,

HD ¼ ca � pþ bmc2 þ V ½33�

where V is the interaction potential of an electron with a point nucleus. The
relativistic correction to the interaction potential is small (order of 1/c3) and is
usually ignored. If the potential contains electron–electron Coulombic interac-
tions just as in a many-electron atom, the Hamiltonian is no longer Lorentz
invariant; nonetheless, the Coulomb interaction is often used. The rationale
for the molecular four-component Dirac calculation using the usual Coulomb
interactions is that the magnitude of the Lorentz variance is of relatively small
importance. Analogous to the Hartree–Fock method in nonrelativistic theory,
the Dirac equation for many-electron systems can be cast into one-particle
operators utilizing the antisymmetrized product functions. This type of theory
is called Dirac–Fock (or Dirac–Hartree–Fock) theory.27 More specifically, if a
Coulomb potential is used, it is referred to as Dirac–Coulomb theory. In addi-
tion to single configuration theory, a multiconfigurational self-cosistent field
(MCSCF) variant also exists.28 Dynamical electron correlation can also be
included in the calculations by CI, many-body perturbation theory, and
coupled-cluster theory (CCSD).29d,e

The Coulomb interaction, however, can be corrected for relativistic con-
straints with approximate solution good to 1=c2. This so-called Breit interac-
tion is given by30

VBreit
12 ¼ 1

r12
� 1

2r12
a1 � a2 þ

ða1 � r12Þða1 � r12Þ
r2
12

� �
½34�

where the first and second terms in the brackets on the right-hand side of
Eq. [34] are known as the Gaunt interaction and retardation terms, respec-
tively. Depending on the type of electron–electron interaction used in the
calculations, the corresponding single configuration theory is called, Dirac–Breit
or Dirac–Gaunt theory. Further details on these theories are reviewed in Ref. 29.

The eigenspectrum of the four-component Dirac equation is given by the
positive and negative eigenstates centered at the quantity �mc2. The positive
energy solution is the electron solution, while the negative energy solution is
for positrons. The wave functions associated with the Dirac equation contain
four components, as mentioned earlier. For the positive energy (electronic)
solution, two components are larger than the other two components. The
two large components for the positive solution become the small component
when solving for positron states. In the nonrelativistic limit, assuming the
wave function to be hydrogen-like, the small component, �S, is shown31 to
be a small fraction of the large component, �L, by

�S �
Z

2c
�L ½35�
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For the solution to the electronic problem, the two components of the Dirac
spinors are larger by a factor Z/2c, and a natural question to ask is whether
there exists a separable solution to describe only electronic solutions. This
question is addressed below.

Foldy–Wouthuysen Transformation

As described above, the nonrelativistic Pauli wave function consists of
two component spinors. It would be of interest to see if the Dirac equation
can be reduced to two-component equations since we are specifically inter-
ested in the solution to the electronic problem, particularly given that the small
component of the Dirac functions are on the order of Z/2c. Furthermore, com-
putational effort is much smaller in two-component solutions than in four-
component solutions. The following derivation is due to Greiner.26a

Consider first a free particle case. The Dirac equation of a free particle
can be written as

mc2 ca � p
ca � p �mc2

� �
�þ
��

� �
¼ E

�þ
��

� �
½36�

where �þ and �� represent the wave functions corresponding to large and
small components. If a transformation is performed such that the off-diagonal
term in the transformed Hamiltonian becomes zero, Eq. [36] separates into
large and small components. Foldy and Wouthuysen32 devised a unitary trans-
formation that results in the block diagonal form of the Dirac equation; there-
fore one can obtain a solution containing only the electronic components. The
unitary operator for such a transformation has the form

U ¼ eiS ½37�

and,

UyU ¼ e�iSeiS ¼ 1 ½38�

For a free electron, if the S operator is chosen to have the following form in
momentum space,

S ¼ � i

2mc

� �
ba � po p

mc

� �
½39a�

where

o ¼ mc

p
tan�1 p

mc

� �
½39b�

the free-particle Dirac Hamiltonian, Eq. [30], can then be shown to give

Hf ¼ UyHDU ¼ e2iSðca � pþ bmc2Þ ½40�
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By expanding e2iS in a Taylor series and collecting the even and odd powers of
the expansion terms, one can relate these terms to a trigonometric expansion,
such that

e2iS ¼ cos
p

mc
o

� �
þ b

a � p
p

sin
p

mc
o

� �� �
½41�

Then, Eq. [40] can be shown to be exactly

Hf ¼ bEp ½42�

where Ep is the free electron kinetic energy of Eq. [27].
In the presence of a Coulomb potential, there is no exact solution as we

found for the free-particle case. By choosing a certain unitary operator, one
can systematically reduce the coupling between the large and small compo-
nents. The Hamiltonian is first decomposed into parts,

H ¼ bmc2 þ eþO ½43�

where e and O are the even and odd operators, and they are in general

e ¼ eVðrÞ ½44�

O ¼ ca p� e

c
A

� �
½45�

where A is the vector potential. The exponential unitary operator, Eq. [37], is
used here with the similar choice of S, given by

S ¼ � i

2mc2
bO ½46�

With this choice of the S operator, the unitary transformation is performed,
such that

H0 ¼ UyHU ¼ 1þ iS

1!
þ i2S2

2!
þ � � �

� �
H 1� iS

1!
þ i2S2

2!
� � � �

� �
½47�

Here the exponential operator is expanded in a power series. The transformed
Hamiltonian can be written in terms of commutators in the usual sense, that is,
½a; b� ¼ ab� ba (therefore, ½a; ½b; c�� ¼ ½a; ðbc� cbÞ� ¼ abc� bca� acbþ cba),
as,

H0 ¼ H þ i½S;H� þ i2

2
½S; ½S;H�� þ i3

3!
½S; ½S; ½S;H��� þ � � � ½48�
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By expanding out the commutators up to the order 1/m3c6, one finds

i½S;H� ¼ �Oþ bO2

mc2
þ b

2mc2
½O; e� ½49�

i2

2
½S; ½S;H�� ¼ � 1

2mc2
bO2 � 1

2m2c4
O3 � 1

8m2c4
½O; ½O; e�� ½50�

i3

3!
½S; ½S; ½S;H��� ¼ � 1

6m2c4
O3 � 1

6m2c4
bO4 � 1

48m3c6
b½O; ½O; ½O; e��� ½51�

i4

4!
½S; ½S; ½S; ½S;H���� � 1

24m3c6
bO4 ½52�

By substituting the commutators, Eqs. [49]–[52], into Eq. [48] one arrives at

H0 ¼ bmc2þ bO2

2mc2
� bO4

8m3c6
þ e�½O; ½O;e��

8m2c4
þb½O;e�

2mc2
� O3

3m2c4
�b½O; ½O; ½O;e���

48m3c6

½53�

The next step is to further reduce the terms with odd powers of the O opera-
tors, which can be accomplished by another unitary transform using the S0

operator,

S0 ¼ � i

2mc2
bO0 ½54�

where O0 is the odd powers of the O operators appearing in the transformed
Hamiltonian H0 (Eq. [53]) neglecting the last term due to large powers of
1/mc2, given as

O0 ¼ b½O; e�
2mc2

� O3

3m2c4
½55�

With the choice of S0 the, Hamiltonian H0 is transformed into H00 as

H00 ¼ eiS0H0e�iS0 ¼ bmc2 þ e0 þ b½O0; e0�
2mc2

� O03

3m2c4
½56�

where e0 is e plus the operators of even powers of O in H0 (Eq. [53]). The last
term containing O03 can be neglected because that term contains large powers
of 1/mc2. Further reduction is achieved by another unitary transformation
using

S00 ¼ � i

2mc2
bO00 ½57�

where O00 contains the terms with odd powers of O in H00 (Eq. [56]). Then, one
finally arrives at

H000 ¼ bmc2 þ e0 ¼ bmc2 þ bO2

2mc2
� bO4

8m3c6
þ e� ½O; ½O; e��

8m2c4
½58�
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The Hamiltonian H000 now contains only even powers of the O operators.
When each term of the transformed Hamiltonian H000 is expanded, one obtains
the so-called Breit–Pauli Hamiltonian.

For a many-electron system, one starts with the Breit equation, instead of
Eq. [33]. The Breit equation includes the relativistic correction terms, Eq. [34],
for electron–electron interactions, and is given as

E�HDi �
e2

rij

� �
� ¼ � e2

2rij
ai � aj þ

ðai � rijÞ � ðaj � rijÞ
r2
ij

" #
� ½59�

Here HDi is the Dirac Hamiltonian for a single particle, given by Eq. [30].
Recall from above that the Coulomb interaction shown is not strictly Lorentz
invariant; therefore, Eq. [59] is only approximate. The right-hand side of the
equation gives the relativistic interactions between two electrons, and is called
the Breit interaction. Here ai and aj denote Dirac matrices (Eq. [31]) for
electrons i and j. Equation [59] can be cast into equations similar to Eq.
[36] for the Foldy–Wouthuysen transformation. After a sequence of unitary
transformations on the Hamiltonian (similar to Eqs. [37]–[58]) is applied to
reduce the off-diagonal contributions, one obtains the Hamiltonian in terms
of commutators, similar to Eq. [58]. When each term of the commutators
are expanded explicitly, one arrives at the Breit–Pauli Hamiltonian, HBP, for
a many-electron system33,34

HBP ¼
X6

i¼1

HBP
i ½60�

HBP
1 ¼

e2�h

2m2
e c2

X
i;a

Za

r3
ia

ðri;a � piÞ � si �
X
i;j 6¼i

ðrij � piÞ � ðsi þ 2sjÞ
" #

½61�

HBP
2 ¼

e2�h

2m2
e c2

X
i;j6¼i

jrijj2si � sj � 3ðrij � siÞðrij � sjÞ
jrijj5

� e2�h

2m2
e c2

8p
3

X
i;j6¼i

dðrijÞsi � sj ½62�

HBP
3 ¼ �

e2�h

4m2
e c2

X
i;a

Za

jriaj3
ria � pi �

X
i;j 6¼i

1

jrijj3
rij � pi

" #
½63�

HBP
4 ¼ �

e2�h

4m2
e c2

X
i;j

pi � pj

jrijj
þ
½rij � ðrij � pjÞpi�

jrijj3

" #
½64�

HBP
5 ¼ �

1

8m3
e c2

X
i

p4
i ½65�

HBP
6 ¼

e�h

2m2
e c2

X
i

½ðEi � piÞ � si� �
ie�h

4m2
e c2

X
i

ðEi � piÞ þ
e�h

mc

X
i

ðHi � siÞ ½66�
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The first term, HBP
1 , is the spin–orbit (one electron term) and spin–other-orbit

(two electron term) couplings, which are the topic of the following subsection.
The second term HBP

2 contains the spin–spin coupling term and Fermi contact
interaction. Both the HBP

1 and HBP
2 can lift degeneracy in multiplets. The para-

meter HBP
3 is the Dirac correction term for electron spin and HBP

4 is the classical
relativistic correction to the interaction between electrons due to retardation
of the electromagnetic field produced by an electron. The parameter HBP

5 is
the so-called mass-velocity effect, due to the variation of electron mass with
velocity. Finally, HBP

6 is the effect of external electric and magnetic fields.
An alternative formulation35 that one can use to obtain the Breit–Pauli

Hamiltonian is to start with the Breit equation (Eq. [59]). The equation is first
transformed by Fourier transformation to momentum space. The terms invol-
ving the positive and negative eigenstates into Pauli functions cþ and c� are
then written, and only the electronic part of the equations is kept. Then,
expanding the energy (in momentum space) in powers of p/mc, and Fourier
transforming back to the coordinate space, one finally arrives at a differential
equation of the form containing the Breit–Pauli Hamiltonian.

Breit–Pauli Hamiltonian

The most popular way in which nonscalar relativistic effects, such as
spin–orbit coupling, are incorporated into molecular calculations, is to use
the Breit–Pauli Hamiltonian. This approach is most convenient, because the
relativistic effects under consideration can be added to the nonrelativistic
Hamiltonian after the zeroth-order wave function is determined. By utilizing
perturbation theory, or during the calculation of the electron correlation with
procedures, such as MCSCF or CI, spin–orbit coupling matrix elements and
associated wave functions can be calculated. Algorithm development utilizing
the Breit–Pauli Hamiltonian in terms of perturbation theory have been
discussed in detail by Langhoff and Kern,33 Yarkony,34 Furlani and King,36

and Federov and Gordon.37

The scalar relativistic corrections of the Breit–Pauli Hamiltonian, HBP
3 ,

HBP
4 , and HBP

5 , gives rise to atomic properties such as core orbital contraction
and f-orbital expansion observed in experiment, therefore affecting geometry
in molecular calculations. However, the Breit–Pauli operators containing
terms with higher powersof r�n give a singularity near thenucleus which is, at least,
‘‘more’’ singular than the 1/r term of Coulombic interaction. In many applications,
however, particularly of molecules containing light elements, the singularity is gen-
erally avoided due to truncation of the basis set expansion to a finite set.

Zeff Method

The first approximation method for the Breit–Pauli spin–orbit Hamilto-
nian is to neglect the contribution from the two-electron terms. Justification
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for such an omission is that the two-electron terms are relatively small, at least
for lighter elements. To compensate for the small error that is created by
neglecting the two-electron term, the effective nuclear charge Zeff is intro-
duced.38 The spin–orbit Hamiltonian is then given by

HSO ¼ a2

2

Xne

i

XN
A

Zeff
A

r3
iA

‘iA � si ½67�

where a is the fine-structure constant, and Zeff
A is the effective nuclear charge of

the atom A. Koseki et al.7,8,39 examined the magnitude of Zeff for the main
group elements systematically. They adjusted the Zeff so that the fine-structure
splitting of spectral terms of diatomic hydrides is reproduced by utilizing
the MCSCF/SBKJC method. SBKJC uses the effective core potentials and the
corresponding basis sets of Stevens et al.40 The proposed equation for the
effective nuclear charge is

Zeff ¼ Z � fk ½68�

where k ¼ 1–6, denotes the kth row of the periodic table. The parameters fk

for each row of the periodic table are determined to be

f1 ¼ 1 for H

f2 ¼ 0:45þ 0:05m

f3 ¼ 12

f4 ¼ 41 ð f4 ¼ 11 for GaÞ
f5 ¼ 110 ð f5 ¼ 33 for InÞ
f6 ¼ 222 ð f6 ¼ 113 for TlÞ

Here m is the number of valence electrons.
The effective nuclear charge for transition metals7 is determined from the

atomic spectral terms10 because few experimental data on diatomic transition
metal hydrides are available (see e.g., Ref. 41). The effective nuclear charges
determined for transition elements are given by

Zeff ¼ Z � f TM
k ½69�

where

f TM
4 ¼ 0:385þ 0:025 ðm� 2Þ

f TM
5 ¼ 4:680þ 0:060 ðm� 2Þ

f TM
6 ¼ 13:960þ 0:140 ðm� 2Þ
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Here m is the number of electrons occupying the nd and (nþ 1Þs orbitals in a
neutral atom. The value of m can assume a number 1–9. The group 12 (IIB)
elements, Zn, Cd, and Hg, have filled d orbitals, so that Zeff values were deter-
mined to be in a different category. Even though the 3d SBKJC pseudo-orbitals
are qualitatively similar to the correct 3d atomic orbitals, the 4d and 5d
SBKJC pseudo-orbitals are nodeless and, as a result, large Zeff values are given
to the second- and third-row elements. Such large Zeff values lose their
physical meaning and are recognized as simply being empirical parameters.
A similar approach has been taken by several authors in the past11,38 for
different systems, like carbon and silicon atoms, and used for atom–rare gas
collisions.

Effective Core Potential-Based Method

Three key review articles exist that describe the derivation and utilization
of the ECP method.42–44 For a molecular system containing atoms of large
Z, an all-electron calculation is a formidable task. Furthermore, for such
molecules one must contend with scalar relativistic effects, such as the
core-orbital contraction due to mass-velocity and Darwin terms that lead to
geometry changes in molecules, in addition to spin–orbit coupling effects.
The relativistic effective core potential replaces core electrons by a potential,
but implicitly incorporates scalar relativistic effects through a fit of the core
potential to the atomic Dirac–Fock results. For general applications, the rela-
tivistic effective potential is averaged over two spin states for a given l thereby
averaging out the effect of spin–orbit coupling.45,46

The relativistic effective potential UREP is the j (total angular momen-
tum) dependent core potential fit to the large component of the Dirac four-
component wave functions. The average relativistic effective potential UAREP

is the average relativisitic potential of the j states, given as

UAREP
‘ ¼

‘UREP
‘;‘�1=2 þ ð‘þ 1ÞUREP

‘;‘þ1=2

2‘þ 1
½70�

Because UAREP is constructed from a potential fit to the Dirac four-component
wave functions, it contains all relativisitic effects, except for spin–orbit cou-
pling. The spin–orbit coupling operator for the effective core potential is
then given as the difference between the relativistic effective potential, UREP,
and the averaged relativistic effective potential, UAREP,

HSO ¼ UREP �UAREP ½71�
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The spin–orbit operator can be shown to be

HSO ¼
XL�1

‘¼1

�UREP
‘ ðrÞ

�
‘

2‘þ 1

X‘þ1=2

�‘�1=2

����‘; ‘þ 1

2
;m

��
‘; ‘þ 1

2
;m

����� ‘þ 1

2‘þ 1
:

X‘�1=2

�‘þ1=2

����‘; ‘� 1

2
;m

��
‘; ‘� 1

2
;m

����
�

½72�

where �UREP ðrÞ is given as

�UREP
‘ ðrÞ ¼ UREP

‘;‘þ1=2 �UREP
‘;‘�1=2 ½73�

The spin–orbit operator, Eq. [72], is constructed from the effective core
potentials.

The spin–orbit coupling is incorporated into the calculations at the post-
Hartree–Fock level, particularly with CI. This is generally referred to as spin–
orbit CI. The core potential and associated basis sets for Li��Kr, including the
spin–orbit operator, have been published.47–50 Implementation of the spin–
orbit CI method has been discussed by Pitzer and co-workers.51–53 It has
also been reported that the spin–orbit CI code has been adapted to a parallel
computing enviroment.54

Model Core Potential-Based Method

Model core potential (MCP) methods55 replace core orbitals by a poten-
tial just as in ECP. On the other hand, MCP valence orbitals preserve the nodal
structure of valence orbitals, unlike ECP valence orbitals. The expectation
values of hr�3i for the valence orbitals show that the results of MCP are closer
to those calculated with all-electron orbitals when comparing MCP, ECP, and
the all electron case.56 Comparisons between MCP and an all electron basis
utilizing the full Breit–Pauli spin–orbit Hamiltonian based on multiconfigura-
tional quasidegenerate perturbation theory (MCQDPT) calculations show
good agreement between the two methods for hydrides of P, As, and Sb.57

The MCP based spin–orbit calculation appears to be a promising technique,
but systematic studies of many different molecular systems are still needed
to assess its characteristics and accuracy.

Douglas–Kroll Transformation

The singularity that may arise when using the Breit–Pauli Hamiltonian
can cause instability in variational calculations and it is desirable that such sin-
gularity be avoided formally. Douglas and Kroll58 showed that the singularity
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is eliminated if certain successive unitary transformations are applied to reduce
off-diagonal contributions to the Dirac equation, thus separating electronic
and positronic solutions, in analogy to the Foldy–Wouthueysen transforma-
tion. The first step is to apply the free-particle Foldy–Wouthuysen transforma-
tion using a unitary operator of the form,

U0 ¼ Aið1þ bRiÞ ½74�

where

Ai ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ei þmc2

2Ei

s
½75�

Ri ¼
ca � p

Ei þmc2
½76�

and Ei is the free-particle relativistic energy (Eq. [27]). The transformed
Hamiltonian, H1, is given as

H1 ¼ Uy0HDU0 ¼ bEi þ e1 þO1 ½77�

where

e1 ¼ AiðV þ RiVRiÞAi ½78�
O1 ¼ bAi½Ri;V�Ai ½79�

Again, here e and O are even and odd operators, respectively, as we have seen
in the Foldy–Wouthuysen transformation. The next step is to choose other
unitary operators and apply them successively such that

HDK ¼ � � �Uy4Uy3Uy2H1U2U3U4 � � � ½80�

where Un are unitary operators that correspond to the order of the successive
operation. The successive unitary transformation expands the Hamiltonian in
ascending order in the external potential V such that the odd terms are succes-
sively smaller. The form of the unitary operator can be chosen from a number
of possible operators, such as

Un ¼ ð1þW2
nÞ

1=2 þWn ½81�
Un ¼ eWn ½82�

where Wn is an anti-Hermitian operator for the nth successive application.
The original transformation utilizes Eq. [81] as the second unitary transforma-
tion; however, for the second-order transformation applying either of Eqs.
[81] or [82] yields the same Hamiltonian. More recently,59 it has been shown
that Eq. [82] can be used to obtain a higher order transformation, exploiting
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the exponential expansion of anti-Hermitian operators cast into commutator
forms, as seen above for transforming Eq. [47] into Eq. [48]. Other closely
related approaches have been explored by Dyall.60

In most current applications of the Douglas–Kroll transformation, the
Hamiltonian is truncated at second order in the successive unitary transforma-
tion, that is, HDK2 ¼ Uy2H1U2, and the resulting Hamiltonian can be written in
terms of spin-free and spin-dependent components,

HDK2 ¼ Uy2H1U2 ¼
X

i

ðEi þ Veff
i Þ þ

X
i6¼j

Veff
ij þ

X
i

HSO
i þ

X
i 6¼j

HSO
ij ½83�

where the summation terms are one-electron spin-free, two-electron spin-free,
one-electron spin–orbit, and two-electron spin–orbit terms, respectively. The
effective potentials for spin-free terms are given by

Veff
i ¼ Ai½V þ RiVRi�Ai �

1

2
ffEi;W1g;W1g ½84�

Veff
ij ¼ AiAj

e2

rij
þ Ri

e2

rij
Ri þ Rj

e2

rij
Rj þ RiRj

e2

rij
RiRj

� �
Ai;Aj ½85�

and where

W1 ¼ AiðQi �Q0iÞA0i
Vðpi; p

0
iÞ

Ei � E0i
½86�

Here, Eq. [86] is an integral equation with a kernel, and Vðpi; p
0
i) is the poten-

tial energy operator in momentum space. The curly bracket in Eq. [84] denotes
the anticommutator, where fa; bg ¼ abþ ba. Implementation of the spin-free
part of the Hamiltonian is generally given only to the one-electron term,
Eq. [84], and for electron– electron repulsion61 is usually ignored. Incorpora-
tion of the DK Hamiltonian to existing electronic structure theory code is then
relatively straightforward by adding one new type of one-electron integral
(all others can be obtained from the existing nonrelativistic code).62

The spin-dependent part of Eq. [83] is the one-electron and two-electron
spin–orbit operators,

HSO
i ¼ e2Za

Ai

Ei þmc2
si

ria

r3
ia

� pi

� �
Ai

Ei þmc2
½87�

HSO
ij ¼ �e2 AiAj

Ei þmc2

rij

r3
ij

� pi

 !
� ðsi þ 2sjÞ

AiAj

Ei þmc2
½88�

The spin–orbit operators in the Douglas–Kroll Hamiltonian still contain the
1/r3 term; however, that term is offset by the 1/(Ei þmc2) term, where as
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ri ! 0, pi !1. Therefore, the spin–orbit operators in the Douglas–Kroll
Hamiltonian are stable in the variational calculations.

The spin-free Douglas–Kroll Hamiltonian has been implemented in pub-
lically available electronic structure codes,63 and has been utilized for comput-
ing properties of molecules containing heavy atoms. Electron correlation can
be evaluated once the spin-free DK orbitals are formed, just as in nonrelativis-
tic post-Hartree–Fock methods, with only small modification to the code.
For example, coupled cluster theory has been implemented as a post-DK
method.64 Furethermore, the spin-free ab initio model core potential (AIMP),65

based on the DK3 Hamiltonian, has been developed for the actinide elements
by Paulovic et al.66 On the other hand, the spin-dependent Douglas–Kroll
Hamiltonian has been implemented only in a few codes, and therefore the uti-
lity of the formalism is currently limited in scope. Hess et al.25 reviewed their
results on transition metal containing diatomics and small polyatomic mole-
cules. Their work is one of only a few studies carried out for DK spin–orbit
coupling. Fedorov, Nakajima, and Hirao used the DK3 spin-free Hamiltonian
and the one-electron spin–orbit DK Hamiltonian plus the two-electron Breit–
Pauli spin–orbit operator to investigate the uranium atom and uranium
fluoride.67

The treatment of spin–orbit coupling can be incorporated into molecular
calculations in the form of atomic mean-field spin–orbit integrals (AMFI).68

Because the method is a mean-field approach, the original formulation was
limited to spin–orbit splitting in a single state. Later, MCSCF methodology
in the framework of a restricted active space was used to obtain interstate
spin–orbit coupling, thereby enabling examination of coupling between states
of different spins.69

New transformation formalisms for obtaining two component equations
are currently being investigated and being applied to atomic systems.70 Such
studies and others71 together with implementation of the Douglas–Kroll
spin–orbit Hamiltonian, give special importance to this active field of
relativistic quantum chemistry.

POTENTIAL ENERGY SURFACES

The potential energy surfaces of two states of different symmetry and
spin can cross in Nint � 1 dimensions, where Nint is the number of internal
coordinates (one coordinate as a constraint to have the same energy). There-
fore, in general, the potential energy crossing forms a hypersurface as
described earlier in this chapter. A priori determination of the MEXP on the
hypersurface is highly desirable through analytical gradient techniques by ana-
logy to locating a transition state in adiabatic reactions. In what is to follow,
minimum energy crossing point location algorithms are discussed.

Potential Energy Surfaces 127



Minimum Energy Crossing-Point Location

A procedure for locating a minimum energy crossing point between two
potential energy surfaces closely follows the geometry optimization techniques
available in most modern electronic structure theory codes.2b In essence, a sta-
tionary point is searched by means of an iterative Newton–Raphson procedure
whereby the knowledge of gradients and the Hessian at a current point of eva-
luation gives a displacement vector to which the next evaluation of the gradi-
ent and Hessian is to be carried out. For an adiabatic potential energy surface,
the potential energy is expanded in a Taylor series to the linear term; the linear
Newton–Raphson equation is then obtained

gIðRÞdR ¼ �EIðRÞ ½89�

Here, gIðRÞ is the gradient evaluated at nuclear coordinate R, and EIðRÞ is the
Ith state energy. Given the fact that the gradient itself can also be expanded in
a Taylor series, one can utilize the recursion to obtain the more familiar quad-
ratic Newton–Raphson equation,

QIðRÞdR ¼ �gIðRÞ ½90�

where QIðRÞ is the Hessian and gIðRÞ is the gradient evaluated at the current
point R. At convergence, the predicted displacement dR meets a preset conver-
gence criterion. Instead of calculating the Hessian at every iteration, various
Hessian updating procedures can be used to avoid relatively expensive Hessian
calculations.1a

Koga and Morokuma72 treated the MEXP search as a constrained opti-
mization. In their Lagrange multiplier method, the energy of the Ith state,
EIðRÞ, is minimized with a constraint that the energy difference between
two states, I and J, becomes zero. The Lagrangian is written as

LðR; lÞ ¼ EIðRÞ þ l½EIðRÞ � EIðRÞ� ½91�

The Lagrangian is expanded in a Taylor series, analogous to Eq. [90] above,
and one obtains the Newton–Raphson equation for the Lagrangian,

QIJðR; lÞ gIJðRÞ
gIJðRÞ 0

� �
dR
dl

� �
¼ � gIðRÞ þ lgIJðRÞ

�EIJðRÞ

� �
½92�

where QIJðRÞ is the Hessian of the Lagrangian and is given by

QIJðR; lÞ ¼ QIðRÞ � l½QIðRÞ �QJðRÞ� ½93�
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In addition, gIJðRÞ is the difference gradient,

gIJðRÞ ¼ gIðRÞ � gJðRÞ ½94�

and

�EIJðRÞ ¼ EIðRÞ � EJðRÞ ½95�

Yarkony73,1b has extended the Lagrange multiplier method and derived
the Newton–Raphson equations. One of the extensions is to give geometry
constraints so that a crossing point is located with, for example, a bond length
kept constant; this is analogous to the familiar constrained geometry optimi-
zation technique in single-surface calculations. Other extensions deal with
locating conical intersections and avoided crossing points for two states of
the same symmetry and spin (internal conversion process), which require cal-
culations of nonadiabatic coupling matrix elements. The Lagrange multiplier
for such a process corresponds to the two states being orthogonal to each
other. The Lagrangian, including the orthogonality and geometry constraints,
is given by

LðR; l; xÞ ¼ EIðRÞ þ l1�EIJðRÞ þ l2HIJðRÞ þ
XM
k¼1

xkCkðRÞ ½96�

The last two terms are the orthogonality and geometry constraints. The
Newton–Raphson equations derived from the Lagrangian (Eq. [96]) are given
by

QIJðR; l; xÞ gIJðRÞ hIJðRÞ kIJðRÞ
gIJðRÞ 0 0 0

hIJðRÞ 0 0 0

kIJðRÞ 0 0 0

0
BBB@

1
CCCA

dR

dl1

dl2

dx

0
BBB@

1
CCCA

¼ �

gIðRÞ þ l1gIJðRÞ þ l2hIJðRÞ þ
P

i

xikiðRÞ

�EIJðRÞ
0

CðRÞ

0
BBBB@

1
CCCCA

½97�

where QIJðR; x; lÞ is the Hessian matrix of the Lagrangian with respect to the
variables in parentheses and is similar to Eq. [93], gIJðRÞ ¼ gIðRÞ � gJðRÞ,
is the difference gradient as before, hIJðRÞ is related to the derivative coupl-
ing due to the orthogonality condition, and C(R) are the values of the
geometry constraint. The kiðRÞ ¼ qCi=qR, and the l1, l2, and xi are the
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Lagrange multipliers corresponding to energy, orthogonality, and geometry
constraints, respectively. In the case of spin-forbidden reactions, the terms
derived from l2HIJðRÞ in Eq. [96] should be neglected, and one should use the
3� 3 matrix form.

Another closely related approach for locating the MEXP is a direct opti-
mization of the stationary point of the crossing surface. The following effective
gradients3,74 vanish at the MEXP.

f? ¼ �EIJðRÞgIJðRÞ ½98�

fk ¼ gIðRÞ � gIJðRÞ
jgIJðRÞj gIðRÞ � gIJðRÞ

jgIJðRÞj

� �
½99�

These components of the effective gradients consist of the gradient component
that is perpendicular and parallel to the direction of the Nint � 1 crossing sur-
face. The term gIJðRÞ=jgIJðRÞj is normal to the crossing surface. The Newton–
Raphson iterative procedure, Eq. [90], is used to locate the MEXP.

The level of electronic structure theory required to locate the MEXP
depends on the problem at hand. If the MEXP is found on the repulsive
part of the potential energy surface of one state, the calculated MEXP becomes
highly sensitive to the level of theory because a small change in geometry
causes the energy to change by large amounts. Hence, the dynamical electron
correlation must be incorporated via various methods in searching for the
MEXP. Furthermore, it is desirable that the molecular orbitals describing
the two states are determined from a set of orbitals that are common to
both states under examination. Taking these considerations into account,
both the dynamical and nondynamical electron correlation may become
important in order to describe the MEXP correctly, in addition to subsequent
determination of spin–orbit coupling. In this respect, the second-order CI based
on the state averaged-MCSCF wave functions (SA–MCSCF/SOCI method)
proposed and utilized by Yarkony1b are the best methods available. As seen
in the derived Newton–Raphson equations above, analytical gradients are
highly desirable for calculating the MEXP. Unfortunately, the gradients of
SA–MCSCF are difficult to implement and most of the publicly or commer-
cially available electronic structure theory programs do not have such capabil-
ity. In addition, the SA–MCSCF/SOCI method is computationally demanding
and compromising methods may be needed, particularly when dealing with
relatively large molecules.

Harvey et al. proposed a hybrid method for calculating the effective gra-
dients (Eqs. [98] and [99]) by approximating the difference gradients at lower
level of theory from the evaluation of the energy term.75 For the approxima-
tion to work, the force fields of the two states calculated at a higher level
of theory must be equal to those calculated at a lower level of theory. In cases
that Harvey et al. have examined, they have shown that the approximation is
reliable.
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AVAILABLE PROGRAMS FOR MODELING
SPIN-FORBIDDEN REACTIONS

A significant amount of research has been directed toward understanding
the basic principles and fundamental concepts associated with spin-forbidden
reactions. Some of that body of work has been incorporated into software that
is available for public use. Here we list several such programs that may be of
use to the readers.

General Atomic and Molecular Electronic Strucutre
System (GAMESS)76

GAMESS is a multipurpose, multifunction electronic structure code,
developed by Gordon and his colleagues at Iowa State University. This pack-
age can perform quantum chemical calculations that include single reference
Hartree–Fock, MCSCF, CI, many-body perturbation theory (MBPT) methods,
and quasidegenerate perturbation theory (QDPT) based on MCSCF functions
(MCQDPT). Some of these methods can use an analytical gradient and pro-
vide a Hessian so that stationary point evaluation including vibrational
frequencies can be computed. Of relevance to spin-forbidden reaction calcula-
tions is that GAMESS can perform three different types of Breit–Pauli Hamil-
tonian derived calculations: (1) The effective nuclear charge approximation,
Zeff, using all-electron and SBKJC ECP and its basis sets, (2) full Breit–Pauli
with all-electron basis, and (3) full Breit–Pauli with model core potential. In
addition, the Newton–Raphson MEXP search algorithm utilizing Eqs. [98]
and [99] has also been implemented.

Columbus77

Columbus is also a multipurpose multifunction electronic structure code,
developed mainly by the Shavitt and Pitzer groups at Ohio State University.
The strength of Columbus is in multireference calculations, which include
MRCI and MRCC approaches. A specialized and modified program, called
CIDBG, is capable of performing spin–orbit CI using relativistic ECP. This
program has been implemented for massively parallel environments.55

In addition to these all-purpose programs, script-driven MEXP search
routines have been written by several groups.75,78 These programs utilize shell
scripts to prepare input files and execute electronic structure codes of choice,
given a gradient code, regardless of whether it is numerical or analytical gra-
dients that are available. Upon finishing the calculations, these programs
extract data from the output file of the electronic structure calculations, and subse-
quently calculate the displacement vector for the next iteration of the search.

Four-Component Programs
DIRAC79 is a relativistic quantum chemistry code for solving Dirac–

Fock calculations based on a Dirac–Coulomb Hamiltonian. It is capable of
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post-Hartree–Fock methods including MP2 and CCSD. Analytical gradients
are available for Dirac–Fock and numerical gradients are available for corre-
lated calculations.

MOLFDIR80 is also a relativistic quantum chemistry code for solving
Dirac–Fock theory. Post-Dirac–Fock capability includes CI and CCSD(T)
and it is also adaptable to general contraction basis sets. It uses the MPI library
for parallel processing.

Other programs that solve the Dirac–Fock equations include BERTHA81

and REL4D.82

APPLICATIONS TO SPIN-FORBIDDEN REACTIONS

Diatomic Molecules

There have been many calculations performed on diatomic molecules
that include spin–orbit coupling. Hess, Marian, and Peyerimhoff have
reviewed25 calculations of transition metal containing diatomic molecules
using their Douglas–Kroll spin–orbit operators. A compilation of relativistic
ECP-based spin–orbit CI calculations for transition metal containing dia-
tomics is given by Balasubramanian.83 More recent diatomic molecules that
have been studied include BH,84 N�2 ,85 HI and DI,86 TeH and TeLi,87 HClþ

and HBrþ,88 and IO.89

For illustrative purposes, MgBr potential energy curves calculated by
Sadygov et al.90 are presented in Figure 7. This example is not a spin-forbidden
reaction; however, it is a dramatic example of the heavy atom effect. In the
absorption spectra for the transition X2�þ ! A2�, the vibrational structure
for A2�3=2 up to n ¼ 3 is observed, while for the lower component A2�1=2

up to n ¼ 5 is observed. In addition predissociation starts at lower vibrational
levels of A2�3=2 (n ¼ 1) and A2�1=2 (n ¼ 2) in laser-induced fluorescence
experiments. The A2� state is predominantly ionic in character, MgþBr�,
and consequently the spin–orbit splitting should be relatively small. The
authors examined the A state predissociation by obtaining the potential energy
curves for the X2�þ and the lowest two 2� states (denoted as 1,22�), transi-
tion dipole moments, nonadiabatic coupling matrix elements between the
1,22� states, and spin–orbit coupling. The electronic structure calculations
start with the SA–MCSCF averaging X2�þ and 1,22� states, using active
orbitals consisting of Mg 3s23p0 and Br 4p5. The basis set used was triple
zeta plus double polarization and a set of diffuse p functions. The SA–MCSCF
calculation was followed by second-order CI to obtain potential energy curves
of the three states, as well as nonadiabatic coupling matrix elements between
the 2� states and full Breit–Pauli spin–orbit coupling.
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Figure 7a shows a part of the calculated adiabatic potential energy curves
(solid lines), and the curves with spin–orbit coupling incorporated (dashed
lines). The two 2� states show an avoided crossing at an internuclear distance
of 5 a0. It is interesting to see that the 12� state shows only small spin–orbit
splitting until the avoided crossing region, while the spin–orbit coupling
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Figure 7 Potential energy curves of low-lying 2� states of MgBr. (a) Adiabatic potential
energy curves. Solid lines indicate potentials without spin–orbit contribution, and
dashed lines are the potentials with spin–orbit coupling. (b) Diabatic potential energy
curves and energy levels of diabatic 12�1=2 and 12�3=2 states. Calculations are done at
the SA-MCSCF/SOCIþ full Breit–Pauli level. [Reproduced from Ref. 91 with
permission.]
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becomes larger at larger internuclear distances, approaching the 2P3=2 �2 P1=2

asymptotic limit of Br. The two 2� adiabatic states are transformed into a dia-
batic basis by unitary transformation so that the interstate coupling in the dia-
batic basis becomes a local quantity. Also, each potential becomes distinctly
one-character; one becomes ionic and another becomes covalent.91

Figure 7b shows the diabatic 2� states, labeled with superscript d, along
with the J ¼ 3

2 and 1
2 states including their vibrational levels for 12�d. As can be

seen, the 12�d shows relatively small spin–orbit splitting compared to the
22�d state, where the crossing points of two diabatic states are separated by
at least three vibrational levels. This is the origin of the difference in the vibra-
tional signature of the predissociation in the A state.

Spin–orbit coupling can be incorporated into nuclear dynamics as off-
diagonal elements of the Hamiltonian matrix containing two or more poten-
tial energy curves. The wave function in the form of a wavepacket can then be
propagated in time by means of the time-dependent Schrödinger equation. For
example, Regan et al.92 studied the photodissociation dynamics of HCl using
the potential and spin–orbit coupling calculated by Alexander et al.93 to exam-
ine the effect of internal vibrational excitation in the ground state on photo-
dissociative branching between the 2P3/2 and 2P1/2 states of Cl atom. They used
the Chebychev time evolution operator94 to solve the time-dependent
Schrödinger equation, utilizing an absorbing boundary condition95 and a
fast Fourier transform method.96 By calculating the branching fraction, the
ratio of cross-section of Cl* product to the sum of cross-sections of Cl and
Cl* products, the authors were able to correlate experimental and theoretical
results qualitatively.

Polyatomic Molecules

Geometries and Energetics of MEXP
The best electronic structure method for obtaining the MEXP and spin–

orbit coupling in a consistent manner is to carry out SA–MCSCF calculations
followed by second-order CI. By mixing wave functions of the two states of
interest, a common set of orbitals can be generated that are mutually ortho-
normal and simultaneously satisfy possible near degeneracy problems, without
resorting to constructing a common set by the corresponding orbitals.97 The
SA–MCSCF method gives a well-behaved starting point for the subsequent
electron correlation and spin–orbit coupling calculations. Only a few codes
exist98 for analytical evaluation of CI gradients based on the SA–MCSCF orbi-
tals. Furthermore, the electron correlation using second-order CI can become
computationally demanding for larger molecular species with large basis sets
and large active space. Computationally, less expensive methods are desirable
for computing MEXP and perhaps spin–orbit coupling.

Most methods available to quantum chemists are adaptable for finding
the location of the MEXP. For example, consider singlet–triplet intersystem

134 Modeling of Spin-Forbidden Reactions



crossing in methyl-O-nitrene (CH3ON), suspected to be an important reactive
intermediate in the generation of NO from diamine diolate as an antineoplas-
tic agent.99 Tables 2–4 show the geometries of the singlet, triplet, and the
MEXP of CH3ON, respectively, calculated at various levels of theory and
using the 6-311G(d,p) basis set in all cases. The geometry calculated for the
singlet and triplet states is what is expected of the given method. The RHF
method performs quite well for the singlet-state geometry when compared
with the highly correlated method such as QCISD. Several different DFT func-
tionals are also compared in Tables 2–4. While the B3LYP functional performs
well for the singlet state, the other functionals appear to be less virtuous. For
the triplet state, all methods including all DFT functionals agree relatively
well. However, for the MEXP, all HF and DFT methods, except B3LYP,
perform poorly compared to the values obtained with the QCISD calculations.

Table 2 Geometries of Singlet CH3ON Calculated at Various Level of Theorya

Method R(O��N) R(O��C) (N��O��C) R(C��H)

RHF 1.228 1.440 117.9 1.080
UHF 1.228 1.440 117.9 1.081
RMP2 1.240 1.487 116.7 1.088
UMP2 1.240 1.487 116.7 1.089
RB3LYP 1.224 1.563 117.1 1.088
UB3LYP 1.240 1.532 117.4 1.089
RQCISD 1.246 1.494 116.8 1.090
UQCISD 1.246 1.494 116.8 1.090
BLYP 1.173 1.998 119.2 1.090
BVWN 1.171 2.054 119.9 1.085
GLYP 1.172 1.988 120.1 1.090
PBELYP 1.174 1.978 119.5 1.092
PBEOP 1.173 2.008 119.9 1.092

aThe 6-311G(d,p) basis set used for all cases.

Table 3 Geometries of Triplet CH3ON Calculated at Various Level of Theorya

Method R(O��N) R(O��C) (N��O��C) R(C��H)

UHF 1.301 1.424 114.8 1.081
ROHF 1.303 1.423 114.7 1.082
UMP2 1.313 1.446 112.9 1.090
UB3LYP 1.311 1.454 114.5 1.090
UQCISD 1.322 1.446 113.1 1.092
BLYP 1.331 1.484 115.2 1.095
BVWN 1.333 1.492 115.5 1.090
GLYP 1.329 1.480 115.4 1.094
PBELYP 1.329 1.482 115.2 1.096
PBEOP 1.331 1.485 115.2 1.096

aThe 6-311G(d,p) basis set used for all cases.
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As expected, the restricted versus unrestricted HF wave functions give essen-
tially the same results for the singlet state. The same conclusion can be drawn
for the MEXP search in this particular example. Overall, optimization of the
MEXP geometry must incorporate electron correlation; MP2 methods per-
form quite well for obtaining geometric parameters for intersystem crossing.
Furthermore, the B3LYP functional also performs equally well in MEXP geo-
metry searches. It is interesting to note that the geometry of the MEXP is clo-
ser to the singlet state, which is the higher energy state of the two compared.

Table 5 shows the singlet–triplet energy gap and the energies of the
MEXP. The calculated energy differences are with respect to the singlet state.
The energetics calculated with the HF and DFT, except B3LYP, methods give
quite poor results, as shown in Table 5. As with geometry, it is essential to
include electron correlation in order to accurately determine the energetics
of the MEXP as well as to predict the singlet–triplet energy gap. The MEXP
is energetically closer to the singlet state by several kcal/mol at the QCISD
level. Again, the MP2 and B3LYP methods perform well in comparison to
QCISD. The restricted versus unrestricted wave functions in the HF methods
do not give substantially different results for energies, as seen for geometries.
This is an important point to stress since the RHF based method, particularly
for RHF and RHF-based MP2, should perform poorly as a bond is stretched
(RHF eventually converges to the ionic asymptote and perturbation theory
breaks down due to near degeneracy). However, for the problem at hand
RHF and UHF based wave functions give essentially the same results, because
the MEXP is located energetically close to the singlet state, as seen in Table 5.
The ground state of CH3ON is a triplet state, and the MEXP is found close to
the first excited state, which is the closed-shell singlet state. Hence, the RHF
wave function is reliable for this example.

Table 4 Geometries of the MEXP of CH3ON Calculated at Various Level of Theorya

Method R(O��N) R(O��C) (N��O��C) R(C��H)

RHF/UHF 1.004 1.600 113.9 1.138
UHF/UHF 1.004 1.600 114.0 1.138
RHF/ROHF 1.057 1.698 115.2 1.094
RMP2/UMP2 1.174 1.656 117.3 1.090
UMP2/UMP2 1.174 1.657 117.2 1.090
RB3LYP/UB3LYP 1.174 1.734 118.4 1.087
UB3LYP/UB3LYP 1.174 1.734 118.3 1.087
RQCISD/UQCISD 1.183 1.714 117.6 1.090
UQCISD/UQCISD 1.183 1.714 117.6 1.090
BLYP 1.226 1.701 118.5 1.092
BVWN 1.230 1.713 118.7 1.087
GLYP 1.220 1.717 118.7 1.091
PBELYP 1.228 1.678 118.2 1.094
PBEOP 1.232 1.680 118.4 1.094

aThe 6-311G(d,p) basis set used for all cases.
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For larger polyatomic molecules, many more degrees of freedom exist
giving rise to flexibility in crossing. In comparing HON and C6H5��ON, in
which the ground states are the triplet states, �ES-T¼�21.8 and �17.4
kcal/mol, respectively. The MEXP lies 11.8 and 1.1 kcal/mol higher than
the corresponding singlet states at the MP2/6-311G(d,p) level of theory (the
zeroth-order functions are RHF for singlet and UHF for triplet). These results
indicate that the higher the number of degrees of freedom the closer in energy
the MEXP is to the higher energy of the two states in question. Therefore, the
effective barrier toward spin-forbidden reaction is lower in larger polyatomic
molecules resulting in facile intersystem crossing.

Phenyl Cation

Intersystem crossing in the phenyl cation was examined by Harvey
et al.75 The aforementioned hybrid method utilizing Eqs. [98] and [99] was
used to locate the MEXP between singlet and triplet states at various levels
of theory with the 6-31G(d) basis set. A comparison was made between
HF//HF, B3LYP//HF, B3LYP//B3LYP B3LYP//HF, and CCSD(T)//B3LYP,
where the double-slashes delineate the higher level (energy calculation) and
lower level (gradient calculation) in the hybrid method. The singlet state of
the phenyl cation is the ground state, and the triplet state lies 19 kcal/mol

Table 5 Singlet–Triplet Energy Gap and Energies of
the MEXP of CH3ONa

Method �ES�T �EMEXP

RHF/UHF �39.1 80.6
UHF/UHF �39.1 80.6
RHF/ROHF �32.9 80.6
RMP2/UMP2 �15.4 4.4
UMP2/UMP2 �15.4 4.4
RB3LYP/UB3LYP �16.6 �0.8
UB3LYP/UB3LYP �16.0 1.5
RQCISD/UQCISD �16.5 3.4
UQCISD/UQCISD �16.5 3.4
BLYP �5.4 2.4
BVWN �3.9 3.3
GLYP �6.6 2.1
PBELYP �4.6 2.6
PBEOP �3.8 3.1

aThe methods used for calculations are denoted as ‘‘A/B’’,
where A is for the singlet state and B for the triplet state. For
the DFT functionals, BLYP to PBEOP (last five rows) only the
restricted calculations for the singlet and unrestricted calcula-
tions for the triplet states were performed. The calculated
energetics is with respect to respective singlet state energies. All
calculations were performed with the 6-311G(d,p) basis set.
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above the singlet using the CCSD(T)/6-31G(d) energy at the B3LYP/6-31G(d)
optimized geometry. By using the CCSD(T)//B3LYP method, the MEXP was
found to be only 0.2 kcal/mol above the triplet state. If B3LYP/6-31G(d) is
used for the optimization, the singlet–triplet energy gap is 16.4 and the
MEXP is 0.3 kcal/mol above the triplet state. The geometry of the MEXP cal-
culated with the correlated systems (including B3LYP) is close to that of the
triplet-state geometry. The authors also calculated the spin–orbit coupling
matrix elements using the Zeff method and obtained 8 cm�1. Even with the
spin–orbit interaction being small, the triplet state should undergo very effi-
cient intersystem crossing due to its closeness to the MEXP geometry.

Norbornene

The triplet state of ethylene assumes a twisted conformation, and has a
relatively short lifetime. The triplet state of norbornene also has a short life-
time, even though the twisted configuration cannot be achieved due to its rigid
framework.100 The short lifetime of triplet norbornene has been investigated
by Harvey et al.101 Their calculations were carried out at the unrestricted
B3LYP/SVþ d level of theory by varying the dihedral angle around the p
bond. The dihedral angle must become 98� for the singlet surface to cross
the triplet state, and this point of crossing is 15 kcal/mol above the triplet mini-
mum. From a one-dimensional dihedral coordinate, the anharmonic vibra-
tional Schrödinger equation was solved in order to obtain the Franck–
Condon overlap for a golden rule calculation (Eq. [5]). The rest of the vibra-
tional degrees of freedom were treated as unity, being considered as the bath
modes. In conjunction with spin–orbit coupling matrix elements calculated by
using the method of Koseki et al.,7,8 Harvey et al.101 were able to calculate the
intersystem crossing rate to be 3:4� 108 s�1, which corresponds to a 3-ns life-
time. This result underestimates the experimental lifetime of 250 ns. They
further calculated the MEXP using Eqs. [98] and [99], and found that a triplet
minimum is 67 kcal/mol above the singlet state and that the optimized MEXP
with dihedral angles >90� lies 8 kcal/mol above the triplet state. These results
were based on utilizing two-electron two-orbital CASSCF/SVþ d level of
theory. Using their nonadiabatic RRKM theory20 with an Airy function pre-
dicts a crossing rate of 3� 105 s�1, which corresponds to a 3000-ns lifetime,
giving better agreement with the experimental lifetime.

Conjugated Polymers

Poly(phenylenevinylene) has been considered for many different applica-
tions due to its importance in nanoscale electronic devices. One such applica-
tion is the search for efficient light emitting diodes. This property is the result
of the electrooptical effect and constitutes an important area of modern
research in theory as well as experiment. The efficiency of the nonradiative

138 Modeling of Spin-Forbidden Reactions



decay path, particularly of singlet–triplet intersystem crossing, can lower
device efficiency. Beljonne et al.102 examined the intersystem crossing in oli-
go(phenylene ethylene) and oligothiophenes with differing polymeric length
within a framework of semiempirical INDO/CIS. The spin–orbit coupling
was calculated from the one-electron Breit–Paui Hamiltonian using first-order
perturbation theory and was used for subsequent calculation of the intersys-
tem crossing rate through the Fermi golden rule. The singlet–triplet energy
gaps, S0 � T1 decreases as the chain becomes longer, as expected from band
theory. Hence, intersystem crossing becomes more efficient.

CHð2�Þ þN2 ! HCNþNð4SÞ
There have been a number of theoretical investigations on the

CHþN2! HCNþN system due, in part, to its importance in the produc-
tion of NO in the combustion chemistry of hydrocarbons. It is also interesting
from the perspective of electronic structure theory because it involves potential
energy surfaces of the doublet and quartet states and spin–orbit coupling con-
necting these states, and because aspects of dynamics by a generalized transi-
tion state theory and a nonadiabatic RRKM theory can be used.

Manaa and Yarkony73b investigated the stationary points on the relevant
part of the potential energy surfaces by using second-order configuration inter-
action based on SA–MCSCF wave functions. One of the two crossing points
found for the study is that of a higher energy, colinear structure where the N
atom is coordinated to NCH in C1v symmetry. It was suggested that the
colinear structure is not involved in the reaction because of its high barrier
(50 kcal/mol) with respect to the HCNþN(4S) asymptote. The lower energy
crossing point has an approximately C2v structure with HC bifurcating the
two nitrogen atoms. This structure is � 7 kcal/mol above the HCNþN(4S)
asymptote. Spin–orbit coupling between doublet and quartet states was calcu-
lated at the C2v MEXP, using the full Breit–Pauli Hamiltonian based on SA–
MCSCF/CI (second-order) wave functions, and was found to be 11 cm�1. On
the basis of their spin–orbit coupling, Manaa and Yarkony also estimated the
transition probability from the doublet to the quartet by using the Landau–
Zener model. They found the crossing probability to be in the range of
1:5� 10�3–5� 10�4, which translates to the same order of magnitude
obtained for a reasonable Arrhenius A factor. Later, Cui and Morokuma
obtained a similar potential energy surface for the reaction, including the
two minimum energy crossing points.103 Based on the points of the potential
energy surface calculated by Manaa and Yarkony, Seideman and Walch104

constructed a two-dimensional surface for doublet and quartet states. Subse-
quently, Seideman105 computed the energy-dependent reaction probability by
utilizing the discrete variable representation106 with absorbing boundary
conditions (ABC–DVR).95 The energy-dependent reaction probability was
calculated in terms of two unimolecular decay probabilities and of the
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doublet–quartet hopping probability evaluated within the golden rule using
spin–orbit coupling data based on Manaa and Yarkony. The calculated
energy-dependent reaction probability shows resonance features giving rise
to several high reaction probability peaks within the energy range examined.
Furthermore, the cumulative reaction probability is averaged over the energy
distribution to obtain the thermal rate constant. The calculated thermal rate
constant shows qualitative agreement with the available experimental rate
constant. Cui et al. derived an expression for cumulative reaction probability
for the reaction by extension of the united statistical theory, considering
the minimum energy crossing point treated as a transition state, and obtained
qualitative agreement with experimental results.107

Molecular Properties

As mentioned above, the ESR spectrum is affected by the strength of
spin–orbit coupling in molecules. The effect of spin–orbit coupling in ESR is
represented by the Hamiltonian, H ¼ mB SgB, where mB is the Bohr magneton,
S is spin, g is the so-called g-tensor, and B is the external magnetic field. For a
free electron g¼ 2.0023. The shift in g due to the molecular environment and
to the external magnetic field was calculated by Engström et al.108 from the
product of spin–orbit and orbital Zeeman matrix elements ½h�0jHSOj�ni
h�njLj�0i�=ðE0 � EnÞ with perturbation theory. The authors examined the
g-tensor of a spin-label nitroxide with two hydrogen-bonded configurations
by using ROHF linear response theory and the atomic mean-field approxima-
tion for spin–orbit coupling. They showed that much of the spin density is
located at the N and O atoms of the nitroxide group and if the hydrogen
bond is directly bonded to the nitroxide center, the spin–orbit coupling
decreases. Hence, one of the components of the g-tensor decreases in agree-
ment with the experiments. Similar studies of the g-tensor were carried out,
where the atomic mean-field approximation was compared with the full
Breit–Pauli results on molecules such as CH3, SiH3, GeH3, ClO2, ClSO,
SlS2, benzene cation, benzene anion, and other molecules.109

Due to its tremendous usefulness in many subdisciplines of the chemical
sciences, calculations of the (NMR) shielding constant110 have become an
important area of research. The NMR shielding constant is given as a sum
of four contributions: diamagnetic, paramagnetic, spin-dipolar, and Fermi
contact terms. All terms are affected by spin–orbit coupling, but particularly
the Fermi contact term becomes important when heavy atoms are involved.
Nakatsuji et al.111 obtained results based on finite perturbation theory using
UHF wave functions. Their method was applied to SnX4, where X¼H, Cl,
Br, and I as well as to SnBr4-nIn (n ¼ 1, 2, 3) showing the importance of the
spin–orbit contribution to the shielding constant.112 The authors further found
that the large spin–orbit coupling contribution is due to the Fermi contact
term. Similar work utilizing density functional theory with the mean-field
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spin–orbit method was done by Malkina et al.113 who compared the shieldings
of CH3X, where X¼ F, Cl, Br, and I. Similar DFT work on the secondary
isotope shifts in CX2, where X¼O, S, Se, and Te has also been carried out.114

Dynamical Aspects

Nakajima and Kato examined115 the collision induced intersystem cros-
sing in the excited state of the Ar–glyoxal system. By using CASSCF on the rele-
vant part of the potential energy surfaces of the first excited S1 and T1 states,
the potentials were fitted to analytical functions. The spin–orbit matrix was
calculated by using the Breit–Pauli Hamiltonian at each geometry. The quan-
tum mechanical dynamics were carried out by time-propagating the probabil-
ity amplitude of the vibrational degrees of freedom. The dynamics were
carried out in two ways; one was done perturbatively, and the other was
done by introducing the level shift as a parameter. From their electronic struc-
ture and dynamics calculations, it was shown that the intermolecular spin–
orbit coupling is induced by an Ar atom approaching glyoxal. This approach
is due to p-interaction. The Ar atom must approach glyoxal from a direction
other than its molecular plane because the coplanar approach by Ar gives zero
spin–orbit interaction. Also, it was found that the intermolecular spin–orbit
coupling increases the transition cross section by >100 times the cross-section
obtained by the intramolecular spin–orbit interaction alone.

Another aspect of dynamics was evaluated by Niv, Bargheer, and Gerber
who studied the photodissociation dynamics of F2 in an Ar54 cluser.116 Mod-
eling condensed-phase reaction dynamics is difficult due to many-body inter-
actions. However, a model with an inert medium is a convenient way to
examine the role that a medium can play in the condensed phase. Because
the system is large and a full quantum mechanical description of the dynamics
is computationally prohibitive, the authors used the semiclassical surface hop-
ping method117 to carry out the dynamics simulations. The states of F2, corre-
sponding to a gas-phase equivalent, included in the condensed-phase study are
two 1�g, one 1�u, two 1�g, two 1�u, two 1�g, two 3�u, two 3�g, two 3�u, one
3�g, and two 3�g, giving nine singlet and 27 (3� 9) triplet states. The empiri-
cal potential of Aquilanti et al.118 as well as an ab initio potential calculated at
the CCSD(T)/aug-cc-pVTZ level of theory were used for this study. The disso-
ciating F atoms collide with a cage of Ar atoms and transfer most of their
kinetic energy, within � 100 fs, causing evaporation of Ar atoms in the outer-
most layer. The results of their surface hopping trajectory calculations also
indicate that substantial recombination occurs � 100 fs after photoexcitation.
The F2 molecule is initally in its 1�u state, but becomes trapped in its 3�u state,
which oscillates about 4 bohr. They found two types of dissociative processes;
one is the direct dissociation and the other involves cage-oscillation first, fol-
lowed by dissociation. Direct dissociation takes place within 200 fs. In the case
of delayed dissociation, an F atom leaves the cage after two oscillations (first
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oscillation takes place within 100 fs with smaller amplitude, and the second
oscillation takes place within 700 fs). The average of all triplet-state popula-
tions is markedly different from the simulated recombination effect for the 3�u

state. This unusually high population of the 3�u state is due to the fact that the
spin–orbit coupling directly couples the initially prepared state (1�u) to
the 3�u state. Observation of such an effect has been confirmed recently by
femtosecond pump–probe experiments.119 A similar dynamics study has also
been carried out by Krylov et al. on Cl atom relaxation in solid Ar.120

Daniel et al.121 examined photodissociation dynamics involving intersys-
tem crossing in HCo(CO)4. They used the Chebychev propagator94 for solving
the time-dependent Schrödinger equation using one- and two-dimensional
potential energy surfaces generated by the CASSCF/CI method. They observed
that 35% of the product is the singlet primary product occurring within 20 fs.
The triplet channels in comparison are relatively slow, but accessible within
50 ps. They concluded that intersystem crossing is on the same time scale as
intramolecular vibrational relaxation and it is competitive to indirect dissocia-
tion induced by tunneling in this system.

OTHER REACTIONS

An asymmetric nitric oxide dimer N��N��O��O (a-N2O2) has been exam-
ined as a possible energetic material. The a-N2O2 (1A0 ground state) is calcu-
lated to be 102 and 62 kcal/mol higher with respect to N2þO2 and NOþNO
asymptotes, respectively.122 Nguyen et al.,123 examined a possible spin-
forbidden decay path of a-N2O2. They used Eq. [92] to obtain the MEXP
between 1A0 and 3A00 states based on the a-N2O2 (1A0)! N2O2

(3A00)! N2O (X1�þ) þ O (3P) reaction. To do this, they used SA–MCSCF/
SOCI along with DZP and TZP basis sets, in addition to full Breit–Pauli
spin–orbit matrix elements. They found that the intersystem crossing of a-
N2O2 is efficient, since the MEXP between 1A0 and 3A00 is only 1–2 kcal/
mol above the singlet state and the calculated spin–orbit coupling is relatively
large (75 cm�1).

Using a Fourier transform ion cyclotron resonance (FT–ICR) spectro-
meter, Janaway and Brauman124 examined the proton-transfer reaction for
3NO� þH2S! 1HNOþHS�. The reaction is exothermic by 12 kcal/mol,
and the triplet complex 3NO��H2S and singlet complex 1NO��H2S are 18
and 23 kcal/mol below reactants, respectively. The minimum energy crossing
point is located 2 kcal/mol above the triplet complex suggesting that the reac-
tion should be efficient energetically. However, the reaction is not observed
experimentally. Interestingly, 3NO� reacts with relatively high efficiency
with (CH3)3CSH, which the authors speculated arises from similar kinetics
as for the curve crossing found in H2S. Their RRKM calculations on the
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dissociation rate of the triplet complex to reactants show that the rate differs
by three orders of magnitude slower for the (CH3)3CSH, due to denser
vibrational manifolds, than for H2S. Therefore, the (CH3)3CSH complex
has more chance to undergo a spin-forbidden transition than the H2S complex
has.

In another study, Mebel et al.125 examined the photodissociation path
involving a spin-forbidden channel in methane. Their MRCI and equation
of motion (EOM) CCSD calculations, including MEXP, indicated that the
photodissociation pathway is likely to proceed via intersystem crossing from
S1(1A’’) to repulsive T1(3A’), instead of the speculated S0  S1 internal conver-
sion. Similar studies have been done by Hwang and Mebel on spin-forbidden
reactions in N2O! N2þO (3P) and N2O! N2þO (1D).126

Other reactions of spin-forbidden processes include a study by Manna
and Chabalowski127 on the reaction, NO (X2�)þCO (X1�þ)! N
(4S)þCO2 (X1�þg ), using the SA–MCSCF/SOCI approach to locate the
MEXP (60 kcal/mol above the reactants). A similar study was carried out128

on CH3 (X2A2’’)þN(4S)! HCN (X1�þ)þH2 (X1�þg ), where it was found
that the MEXP is located below (8 kcal/mol) the reactants. The barrierless
transition occurs at the MEXP in 1 out of 208 vibrational periods, as deduced
from the Landau–Zener transition probability using a 30 cm�1 spin–orbit
matrix element.

Finally, Veige et al.129 examined singlet- and triplet-state energies as well
as MEXP for M(OH)3, where M¼V, Nb, and Ta, in connection with the
deoxygenation process of (silox)3WNO by M(OR)3. They found M(OH)3 is
a triplet ground state for M¼V, singlet for M¼ Ta, and almost isoenergetic
for M¼Nb. The MEXP, calculated at the B3LYP/SBKJC40 level, were found
to be 1–2 kcal/mol above the higher states of the two examined for M(OH)3.

BIOLOGICAL CHEMISTRY

One area of research that has not been explored very much by the tech-
niques covered in this chapter is biological chemistry. Many enzymes carry out
electron-transfer reactions, and can undergo intersystem crossing.130 Many
of the methodologies discussed in this chapter are applicable to biological
systems exhibiting spin-forbidden transitions.

Since the ground state of oxygen is a triplet state (X3�g�), it is reason-
able to assume that spin-forbidden reactions should take place at some step
in a sequence of reactions that leads eventually to a singlet product. Flavin
adenine dinucleotide (FAD) is a cofactor in enzymes, and is the redox center
for transferring electrons to and from substrates.131 Molecular oxygen is one
of the substrates that FAD-containing enzymes catalyze to produce H2O2.
Therefore, the overall reaction is spin-forbidden.
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A study by Prabhakar et al.,132 examined the reaction mechanism of
the peroxidation process for glucose oxidase by modeling the active site of
the enzyme including FADH2 (reduced form of FAD) and a histidine residue
responsible for binding and subsequent transfer of hydrogen atom to molecu-
lar oxygen. Their calculations involved full geometry optimization, using the
B3LYP/DZ(d,p) and B3LYP/6-311þG(2d,2p) levels of theory; unrestricted
wave functions were used for the triplet state. The peroxidation process,
O2þ FADH2! H2O2þ FAD, was found to occur via electron trasfer from
FADH2 forming a triplet radical pair, subsequent intersystem crossing to the
singlet state (open-shell singlet radical), where the minimum geometries of the
triplet and open-shell singlet are nearly equal. They concluded that intersystem
crossing is barrierless. Subsequently, a proton is transferred from the proto-
nated histidine residue to form hydrogen peroxide and the authors found a
transition state for such a process, showing the existence of a deuterium
isotope effect in the second step, even though no such effect is found experi-
mentally. Instead, an oxygen isotope effect is found experimentally. This leads
to the conclusion that the rate-limiting step is the first intersystem crossing
reaction step. The spin–orbit matrix element between open-shell singlet and
triplet was estimated to be 76.5 cm�1 from a model system. In terms of the
Fermi golden rule, the authors discussed how the rate of transition depends
on the spin–orbit coupling of the system.

CONCLUDING REMARKS

Models related to spin-forbidden reactions are discussed in this chapter.
Coupling between two surfaces of different spin and symmetry is given by
various levels of approximation for spin–orbit operators from the reduction
of relativistic quantum mechanics. Well-established methods such as the
Breit–Pauli Hamiltonian exist, but new relativistic methods such as the
Douglas–Kroll Hamiltonian and other new transformation schemes are also
being investigated and implemented today.

Locating crossing points between the two surfaces gives an effective bar-
rier in spin-forbidden reactions. Particularly important is the MEXP and algo-
rithms to locate it. A wide range of theoretical methods are available for
examining different aspects of spin-forbidden reaction dynamics, ranging
from Fermi’s golden rule to quantum dynamics by solving the time-dependent
Schrödinger equation. Currently, applications in the literature are limited to
relatively small molecules. Applications to areas such as biological chemistry
and transition metal catalysis are not currently explored by these methods;
however, many such systems contain aspects of spin-forbidden reactions
that need to be investigated computationally to give meaningful explanations
of the observed phenomena.
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CHAPTER 3

Calculation of the Electronic
Spectra of Large Molecules

Stefan Grimme

Theoretische Organische Chemie, Organisch-Chemisches
Institut der Universität Münster, Corrensstraße 40,
D-48149 Münster, Germany

INTRODUCTION

With the development of more sophisticated quantum chemical methods
in recent years, realistic calculations of molecular excited states became
increasingly feasible. Electronically excited molecules play important roles in
flames, plasmas, the atmosphere, and photochemical synthesis. Large organic
molecules that absorb or emit in the visible region of the electromagnetic
radiation spectrum are used as dyes or fluorescent markers in biological pro-
cesses. The photochemistry of living systems, namely photosynthesis and the
vision process, are currently under intense investigation. All these phenomena
require (at least initially) a detailed consideration of the spectral properties of
the excited states involved.

Electronic spectra arise from transitions between electronic states of dif-
ferent quantum numbers induced by electromagnetic radiation with ultraviolet
or visible (UV/vis) light. The term ‘‘electronic spectra’’ implies the Born–
Oppenheimer (BO) picture of molecules where the electronic and nuclear
degrees of freedom are separated. Similarly, the description of the spectra in
terms of particular electronic states is valid solely in a small region of the
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nuclear configuration space, that is, for chemically similar structures. Each
excited state has, in all respects, different properties than the ground state,
namely, energy, geometry, electron density, dipole moment, and so on. In
this sense, we can consider the excited states of one molecule as different types
of entities or occurrences of the same Hamiltonian.

Excited states are very important in quantum chemistry. Obviously, they
are the basic quantities of interest when electronic spectra are considered.
Furthermore, because the excited states form a complete basis of the Hamilto-
nian, all second-order properties such as polarizabilities (van der Waals
forces), NMR chemical shifts, ESR g-tensors, or optical rotations of chiral
molecules can be calculated quite accurately by sum-over-(excited) state
expressions. It should also be clear that any attempt to model photochemical
reactions must be preceded by a careful examination of the electronic spectra
of the reactants and products in order to deduce the electronic character of the
states involved.

The interpretation of electronic spectra is more difficult than those
obtained by IR or NMR techniques and also the theoretical–computational
requirements are higher. The reason for this is that usually a significant reor-
ganization of the electronic and nuclear coordinates occurs upon excitation
and, in addition, the induced changes are often delocalized in nature. Further-
more, even for medium-sized systems, the density of states in small energy
regions can be very large, which leads to overlapping spectral features (due
to large band widths). These feature are theoretically (and also experimentally)
difficult to resolve.

The ability of electronic structure theory to make reliable predictions for
excitation energies and transition moments has advanced extraordinarily in
recent years. By using time-dependent density functional theory (TDDFT),
linear-response (LR) or equation-of-motion (EOM) coupled-cluster (CC), or
multireference perturbation theory (MRPT), even relatively large molecules
now can be investigated routinely. On the other hand, investigations of
excited-state problems are still not as routine as most ground states. Also, reli-
able ‘‘black-box’’ type methods to simulate a wide variety of electronic spectra
are still missing. Although some of the problems may be solved in the near
future by more efficient computer algorithms and advanced hardware capabil-
ities, inherent difficulties in the description of excitation processes will remain.
It seems obvious that the complexity of the problem requires more human
efforts, that is, a careful examination and understanding of the system under
consideration, and furthermore a bit more than basic knowledge about the
theoretical methods that are used.

This chapter provides a comprehensive overview of the current status
of computational chemistry to describe electronic spectra. The focus is predo-
minantly on larger molecular systems under medium-to-low resolution condi-
tions. A quantitative description of the high-resolution spectra of diatomic to
four-atom molecules requires special treatments for vibrational and relativistic
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fine-structure effects and must also employ highly accurate quantum chemical
methods (e.g., multireference configuration interaction, MRCI), which are
currently not feasible for larger molecules. The main intention of this presen-
tation is to provide the nonspecialist with an introduction to the field and a
review of the key references that may be helpful as a starting point for his
or her own investigations.

After a very basic introduction to the problem in which the general types
of spectra and excited states are discussed, various theoretical aspects of the
simulation of electronic spectra are outlined in the following section. This sec-
tion includes the important topics of excitation energies and transition
moments as well as some consideration of vibrational effects that can now
be included routinely even for larger systems. It also includes a comprehensive
but condensed presentation of quantum chemical methods that can, and
should, be applied to these problems. The last section contains case studies
of a variety of problems including UV spectra of organic and transition metal
systems, Rydberg spectra, spectra of open-shell systems, and circular dichro-
ism (CD) spectroscopy, which also involves magnetic transition moments. In
addition, recent advances in the description of vibrational structure in the elec-
tronic spectra of larger molecules are described.

Before continuing, we want to refer the reader to some of the existing
reviews and key references about this topic. Many of the general theoretical
and technical aspects of quantum chemical methods cannot be considered
here. In this respect, the reader is referred to the excellent book of Helgaker
et al.1 The most recent introduction to the problem of electronic spectroscopy
is that of Peyerimhoff,2 where many important older references can also be
found. Much older, but still valuable books, are those of Murrel,3 Jaffe and
Orchin,4 Mataga and Kubota,5 and Robin.6 The standard textbooks on photo-
chemistry from Turro,7 Michl and Bonacic-Koutecky,8 and Klessinger and
Michl9 also include good introductions to the theoretical description of elec-
tronic spectra. More specific reviews, that is, those dealing with a particular
theoretical method (such as CASPT2) can be found in the excellent contribu-
tions from the Roos group.10–12 A recent review of electronic excitations in
aggregates–oligomers including density matrix based techniques to analyze the
states has recently been given by Tretiak and Mukamel.13 A very good survey
of spin–orbit effects on electronic spectra (not considered here), which empha-
sizes theoretical aspects, has recently been given by Marian14 (see also Ref. 15).

Types of Electronic Spectra

To perform reliable quantum chemical simulations of electronic spectra,
a detailed understanding of the different state and possible transition types is
necessary. Figure 1 provides a schematic overview of the processes usually
observed for molecules where, for simplicity, the rovibrational fine structure
of the electronic levels has been neglected.
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One of the key points here is that state and orbital pictures should not be
interchanged or mixed. Electronic absorption spectra originate from transi-
tions between eigenstates and not from those between one-electron wave func-
tions (orbitals). While the state picture is exact, but provides no detailed
information about the electronic structures, the orbital picture is approximate.
However, it is intuitively understandable and allows for easy classification of
electronic spectra. In the orbital picture, a transition between the ground and
an excited state is simplified to an excitation between origin (occupied in the
ground state) and target (virtual, i.e., usually empty in the ground state) orbi-
tals. More mathematically speaking, one implicitly uses single excitations
between the orbitals (even more precisely: singly substituted Slater determi-
nants; the terms ‘‘excited’’ and ‘‘substituted’’ are used synonymously) to
express the wave functions of the excited states. Beside the most common
valence–valence excitations, valence–Rydberg excitations are important in
which the final orbital has relatively large spatial extent resembling atomic
functions of higher principal quantum number. Core excitation spectra are
an important tool in material science for the assignment of molecular oxida-
tion states [for a very early and the most recent density functional theory
(DFT) study on this topic see Refs. 16 and 17].

Figure 1 Overview of different state and transition types in a state (a) and orbital picture
(b). Abbreviations: IP (ionization potential), ESA (excited-state absorption).
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The dominating importance of single excitations is based on physical
reasons. They dominate the most common one-photon processes, since they
usually have low excitation energies and involve large transition moments
(intensities). This is different for two-photon spectra; for a recent DFT study
on this topic, see Ref. 18.

The large number of excitation possibilities, especially in higher lying
energy regions, is one of the reasons why absorption spectra simulations
are so difficult. Because emission processes are usually observed only from
the lowest excited state to the ground state (in rare cases a second excited state
must be considered), their theoretical description is much easier. Energetically
embedded into the electronic spectrum are ionic states, where at least one elec-
tron has been removed from the system. These continuum states and their
formation are the topic of scattering theory, which will not be considered
here. However, especially for Rydberg spectra, ionized states are important
because they represent the asymptotic limit of a Rydberg series with infinite
principal quantum number.

The second important issue to consider is the measurement conditions
under which the experimental spectra are recorded. This not only has dramatic
consequences for the shape of the spectra but also determines which theoreti-
cal approaches should be taken. Figure 2 shows different visible absorption

Figure 2 Visible absorption spectra (n! p� state, onset at �550 nm) of tetrazine under
different conditions (from top to bottom): (a) aqueous solution at room temperature
(RT), (b) cyclohexane at RT, (c), hydrocarbon matrix at 77 K, (d) gas phase at RT, and
(e) TDDFT–B3LYP20,21 simulation of the vibronic transitions at RT. The 0–0 vibronic
transition has been set to zero.
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spectra for the n! p� band of tetrazine, where the influence of environment
and temperature can be seen very clearly (this nice example was first presented
by Mason19).

Spectrum (d) shows a medium-resolved UV spectrum in the gas phase at
room temperature for which a huge number of vibronic transitions occurring
simultaneously with the change of electronic quantum number are resolved. A
detailed understanding of this spectrum including hot-bands (excitations out
of vibrationally excited levels of the ground state, excitation energies < 0 in
Figure 2) requires a vibrational treatment of both electronic states. Trace (e)
shows the result of such a simulation (outlined in more detail in later sections)
presented as a ‘‘stick-spectrum,’’ which is in almost perfect agreement with
experiment. Due to solvent–matrix-induced line-broadening, the fine structure
is clearly reduced in the spectrum that is recorded in a hydrocarbon matrix at
low temperatures. Note the missing hot band, for example, at �700 cm�1 due
to decreasing population of thermally excited vibrational levels in the ground
state. With increasing temperature (spectrum b), the density of vibrational
states increases thereby further broadening the bands. It seems clear that
changes of this kind require the inclusion of temperature in the simulations,
for example, via population of levels according to a Boltzmann distribution.
The spectra (b) and (c) have been recorded in weakly interacting hydrocarbon
solvents that more or less resemble the gas-phase spectrum. Experience shows
that such spectra can be safely used in theoretical treatments (which mostly
neglect solvent effects) as substitutes for the often missing gas-phase spectra.
In most cases, weakly interacting solvents just induce a small red-shift of the
entire spectrum due to a higher polarizability (larger stabilization by van der
Waals interactions) of the excited states. On the contrary, spectrum (a)
recorded in water shows complete loss of any vibrational structure due to
strong interactions with the solvent (mostly weak N � � � H bonds). This situa-
tion would require the calculation of a number of different water–tetrazine
aggregates, including their dynamic behavior, which is currently out of reach
for any reliable quantum mechanical treatment.

Types of Excited States

Selection of the theoretical method to be employed in practical simula-
tions is the decisive factor for the overall accuracy of a calculated spectrum.
The main problem in computing the various electronic states is to properly
account for the electron correlation (EC) effects, which is the difference
between a Hartree–Fock (HF) independent particle model and reality. Usual-
ly, one distinguishes between dynamic (short-ranged) EC, which is ubiquitous
and can be understood as a pure many-particle effect, and static (long-ranged)
EC resulting from the energetic near-degeneracy of different electronic config-
urations. This very important issue is outlined schematically in Figure 3. Note
that in the following we deal exclusively with spin-allowed transitions (i.e., no
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change of spin-multiplicity between the states) and that mostly even-numbered
electron systems with singlet multiplicity will be discussed (exceptions are the
phenoxyl radical and the lowest triplet state of naphthalene, both discussed in
a later section).

Electronic excitation is usually connected with an unpairing of electrons,
which, as a rule of thumb, contributes �1 eV correlation energy change per
pair. Furthermore, even the usual definition of the correlation energy
(Ecorr ¼ Eexact � EHF) is not unambiguous for excited states because a HF
self-consistent field (SCF) description (which is used as ‘‘uncorrelated’’ refer-
ence) is rarely possible. Because the degree of sophistication of the theoretical
treatment that can be performed is usually limited, it is important to know
which main factors influence the magnitude of the electron-correlation contri-
butions.

For that purpose, electronic spectra are first classified according to the
character of the states involved. A very basic distinction relies on the electronic
structure of the corresponding initial state from which the transition occurs.
This initial state is not necessarily the ground state of the system, shown sche-
matically in Figure 4, which includes the three most common possibilities.
For a more detailed discussion of this point in the context of restricted and
unrestricted TDDFT approaches, see Ref. 22.

Most electronic spectra are measured for closed-shell systems that usually
have a large gap between occupied and virtual orbitals. This case is the

Figure 3 Orbital pictures of electron correlation effects: (a) ground state of a closed-
shell system with a large highest occupied molecular orbital–lowest unoccupied
molecular orbital (HOMO–LUMO) gap showing predominantly dynamic EC. (b) Near-
degeneracy of two electronic configurations occurring, for example, in biradicals or
during homolytic bond cleavage. (c) Near-degeneracy of two singly substituted
electronic configurations in an excited state.

Introduction 159



simplest because the initial state is then often the ground state of the system
(we consider absorption here) and it is, furthermore, usually well described
by a single Slater determinant. In these systems, doubly occupied MO to vir-
tual MO (D–V) single excitations (see Figure 4) play the most important role,
although important exceptions with low-energy double excitations (e.g., poly-
enes) are known. It is clear that the number of different excitation types
increases for systems that are already open shell in the ground state. For radi-
cals, doubly occupied to singly occupied (D–S) and singly occupied to virtual
(S–V) excitations must also be considered and in the case of excited-state
absorption, S–S excitations are also possible. While many different theoretical
approaches have been developed and extensively tested for the closed-shell
situation, the open-shell systems are more complex. For low-spin states espe-
cially, only a few methods are, in principle, applicable.

Table 1 contains a state classification in terms of the more chemically–
physically motivated language often used in the literature. Note that the
entries in the different sections can in fact occur in almost arbitrary combina-
tions, for example a charge-transfer excited state can be single reference domi-
nated by single excitations (a state often occurring lowest in dyes) or one can
have a high-spin Rydberg state, and so on. The last column contains theoreti-
cal issues that may be applicable in particular cases.

As already mentioned, the accurate account of the electron correlation
effects in the different states is the most important precondition to obtain reli-
able predictions for electronic spectra. Before considering some details of this
simulation process, a few words on general aspects of EC in larger systems

Figure 4 Orbital pictures of the most common initial-state configurations and the
different types of single excitations. The open-shell state shown on the right side
additionally has the possibility of S-S excitations. Abbreviations: doubly occupied MO
(D), virtual MO (V), singly occupied MO (S).

160 Calculation of the Electronic Spectra of Large Molecules



seem appropriate. Large molecules are close to a crossover region when going
from molecular systems to solids, and, from a physicist’s point of view would
be classified as insulators, semiconductors, or metals. The EC effects in
insulators (saturated with s-bonds only) are mostly local (short-ranged,
dynamic) in nature and can thus be described by local wave function or density
functional methods. The variations of the EC effects between the different
states of insulators are expected to be small or roughly constant so that
even simple methods completely lacking EC may be sufficient. However, these
simple systems are not very interesting chemically and, thus, most theoretical
treatments performed in practice must consider semiconductor- or even metal-
like molecules. One characteristic of the states in these systems is the nonlocality of

Table 1 Overview of Excited-State Typesa

State
Classification Description Theoretical Aspects to Consider

Valence Excitations between Strongly varying amounts of EC
(non)bonding–anti-bonding
orbitals

Rydberg Excitations to virtual orbitals Special AO basis sets required
of large spatial extent asymptotics of potentialb

Core excited Excitations out of core orbitals Special treatments–algorithms
to extract high-lying roots

Locally excited Excitations between
spatially close orbitals

Charge transfer Excitations between Asymptotics of potentialb

very distant orbitals

Singly excited WF are dominated by Simple TD approaches sufficientc

singly excited determinants
Multiply excited WF includes important Multireference approaches

contributions from doubles, necessary
triples, and so on

Single reference WF can be described mainly by Mostly dynamic EC
one determinant

Multi- WF includes many important Breakdown of MO picture
configurational contributions Static EC
(multireference)

Low spin Spins are mostly paired EC larger for low-spin
(e.g., singlet, doublet) than for high-spin states

High spin Ms > Ms (min)
(e.g., triplet, quartet)

aAbbreviations: WF (wave function), EC (electron correlation), TD (time-dependent), AO
(atomic orbital).

bMainly apply to TDDFT, where approximate exchange-correlation potentials are used in the
effective Kohn–Sham Hamiltonian.

cFor example, adiabatic TDDFT or LR(EOM) coupled-cluster singles and doubles.
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the EC (or even exchange) effects, where also a separation into static and
dynamical EC is no longer appropriate. This nonlocality is difficult to describe
theoretically mainly because (a) three or more particle correlations become
important and (b) theoretical approximations that rely on ‘‘spatial separation’’
cannot be used. Thus, only correlated wave function approaches that include
these effects explicitly will ultimately yield the desired accuracy in these cases.
In this context, a strong warning should be noted: For obvious reasons, most
developments of new quantum chemical methods for excited states will be
tested and ‘‘benchmarked’’ on atoms or small molecules with only a few elec-
trons. The results and conclusions thus obtained are not always transferable to
‘‘real’’ problems (i.e., a method that gives good results for ethene is not neces-
sarily appropriate for porphyrin) mostly because the importance of higher
order EC effects increases with the size of the system.

THEORY

Excitation Energies

In the Born-Oppenheimer picture, electronic transitions occur between rovi-
brational levels of two electronic states n and m. The excitation energy is
the energy difference between the two levels yielding the spectral position of
the transition

�Enm;vv0; jj0 ¼ Em;v0;j0 � En;v;j ½1	

where v and j indicate vibrational and rotational quantum numbers, respec-
tively. Because the rotational structure is rarely resolved experimentally for
larger molecules, we always assume in the following that j ¼ j0 ¼ 0 and
drop the corresponding index. For the special case that the transition occurs
between the two vibrational ground states (v ¼ v0 ¼ 0), Eq. [1] reduces to

�E0--0
nm ¼ Eel

m � Eel
n þ EZPE

m � EZPE
n ½2	

yielding the 0–0 transition energy E0--0, where EZPE are the vibrational
zero-point energies. At low temperatures, the 0–0 transition can usually be
identified as the onset of the experimental spectrum. The calculation of this
important quantity thus requires the computation of the two electronic-state
energies and their vibrational normal modes. Because the calculation of
EZPE is relatively demanding (even in the usually employed harmonic approx-
imation), one often replaces the 0–0 transition energy by the pure electronic
part,

�Eel
nm ¼ Eel

m � Eel
n ½3	
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This approximation is relatively accurate yielding errors typically < 0.1–
0.2 eV. If transitions from the ground state are considered, these errors are
systematic because the vibrational frequencies in the excited state are usually
smaller than in the ground state and thus, �Eel > �E0--0.

So far, all energies discussed for the two states necessarily refer to energy
minima, and thus, two separate geometry optimizations of the molecular
structures are required. While this is a routine task for most ground states,
excited-state geometry optimization is a very difficult problem. First, for
most of the more accurate excited-state quantum chemical models, implemen-
tations of analytical gradients are still missing. Although numerical derivatives
can in principle always be obtained, their calculation is usually too costly and
thus they are used only for benchmark purposes on small systems.23 Second, in
higher energy regions, the density of states is usually very large, which leads to
many avoided surface crossings. In such situations, geometry optimizations are
almost impossible because state flippings often occur and induce a complete
breakdown of the most common quasi-Newton optimization algorithms.
These are the reasons that even today most investigations rely on the so-called
vertical approximation. In this approach, the optimized ground-state geometry
is used to calculate all excited-state energies and transition moments. Note
that the vertical excitation energy

�E
0el
nm ¼ E

0el
m � Eel

n ½4	

(where the prime indicates the use of the nonrelaxed ground-state geometry)
does not correspond to any observable. Instead, it represents a relatively good
approximation (often to within 0.1–0.2 eV) to the intensity maximum of a
spectral band. It should be clear that this approach works best for large mole-
cules with small geometry changes between the states and for spectra obtained
in solution under low-resolution conditions. Typical values for the difference
between vertical and 0–0 excitation energies are given in Table 3.

The ultimate goal of theoretical electronic spectroscopy is to provide reli-
able and realistic simulations of electronic spectra. For that purpose, one
usually needs a relatively high accuracy for the excitation energies. If we con-
sider valence and Rydberg states with �E values of < 10 eV, and if we assume
typical bandwidths of �0.3–0.5 eV, the errors for �E should not exceed 0.2–
0.3 eV. Even more important than the accuracy of the absolute values (sys-
tematic errors can be corrected by global shifting or scaling as is usually
done in IR spectroscopy) is the relative accuracy obtained for the different
states of one molecule. A wrong ordering of states can lead especially to
misinterpretation of experimental data, an issue that is a particular problem
in photochemical studies.

To illustrate the accuracy that can be obtained by modern quantum che-
mical methods, the results for a benchmark set of molecules is now briefly dis-
cussed. An outline of the theoretical background of the applied methods is
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given in a later section. Table 2 shows results for vertical singlet–singlet exci-
tation energies obtained with TDDFT (time-dependent density functional
theory), CC2 (a simplified coupled-cluster model), and MR-MP2 methods
(multireference perturbation theory). The systems tabulated have been chosen
to cover a broad range of molecules and states of different character. Further
discussions on the accuracy of calculated �E values are given below in the
sections containing the case studies; another TDDFT benchmark study can
be found in Ref. 24.

Inspection of the data clearly shows how difficult it is to meet the accu-
racy requirements of �0.2–0.3 eV even for these lowest-lying states. Although
the mean absolute deviation (MAD) for all three methods falls in this range,
only the MR-MP2 method achieves a good overall accuracy for the entire
range of systems. Both TDDFT and CC2 have some outliers with errors

Table 2 Comparison of Calculated Vertical Singlet–Singlet Excitation Energies
with Experimental Absorption Band Maximaa

TDDFT-B3LYP CC2 MR-MP2
Experimental

Molecule State (eV) Errorb (eV)

Anthracene 11B3uðpp�;LaÞ 3.3 0.03 0.69 0.39
11B2uðpp�;LbÞ 3.5 0.42 0.43 �0.15

Indole 21A0ðpp�;LbÞ 4.4 0.52 0.53 �0.15
31A0ðpp�;LaÞ 4.8 �0.02 0.47 0.15

Porphyrin 11B1uðpp�Þ 2.0 0.08 0.32 �0.33
11B2uðpp�Þ 2.4 0.05 0.31 �0.07
21B1uðpp�Þ 3.1 0.24 �0.03
21B2uðpp�Þ 3.3 0.22 �0.02

Indigo 11Buðpp�Þ 2.0 0.08 0.36 0.10
Pyridazine 11B2ðn! p�Þ 3.4 0.14 0.47 0.22
Benzocyclo- 11B2ðn! p�Þ 2.8 0.10 0.19 �0.12

butendione
11A2ðn! p�Þ 3.5 0.05 0.33 0.12

Benzaldehyde 11A00ðn! p�Þ 3.8 �0.17 0.12 0.18
C5 �uðn! p�Þ 2.8 0.56 �0.19
Pyrrole 11A2ðp! 3sÞ 5.2 �0.45 �0.06 0.06

11B2ðp! 3pÞ 5.9 �0.36 �0.10 0.10
Si2ðCH3Þ6 1Euðs! 4pÞ 6.4 �0.38 �0.68 0.12
Ferrocene 11E1gðd! dÞ 2.8 �0.79 �0.09
CrðCOÞ6 11T1uðd! p�Þ 4.4 0.08 0.34

21T1uðd! p�Þ 5.5 0.50 0.10
P4 11T2 5.6 �0.08 �0.08 �0.22
Na4 11B3u 1.8 0.06 0.03 0.05

mean absolute deviation (MAD) 0.24 0.32 0.15

aFor technical details and references to the experimental data see Ref. 25.
bError ¼ �Eðcalc:Þ ��Eðexp :Þ.
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>0:5 eV and CC2, especially, completely breaks down for C5 and the difficult
transition metal systems. Note that the three methods tested represent the
most accurate approaches that can also be applied to larger systems and
that other ‘‘cheap’’ methods (like CIS or semiempirical treatments) often yield
quite unreliable results with errors >0.5–1 eV.

As already mentioned, a direct comparison of vertical excitation energies
with experimental data is not possible and such results contain uncertainties
due to geometry relaxation effects. A more reliable assessment of theoretical
methods can be achieved by a comparison of the �E0--0 values that are
presented for the lowest states of some unsaturated molecules in Table 3.
The last column of this table indicates the difference between 0–0 and vertical
excitation energies.

These data indicate more clearly the problems theoretical methods
(TDDFT in this case) have in accounting for the change of electronic structure
upon excitation. For the ionic La states of the aromatic compounds (using
Platts nomenclature derived from the perimeter model, see, Ref. 9 e.g.) and
the 1Bu state of the polyene, a systematic underestimation of the excitation
energies is observed while the opposite is true for the other more covalent
states that exhibit stronger multiconfigurational character (for a more detailed
discussion of these problems see Refs. 35 and 36).

The effects of geometry relaxation (sixth column) are significant for the
smaller and medium-sized systems (0.4–0.6 eV) but diminish with the size of
the molecule. For the larger aromatic molecules, differences between �E

0el and
�E0--0 of �0.2–0.3 eV are found. Note, however, that the geometry relaxation
effects can be more important (up to 1 eV) in the case of larger systems as well
when single-bond torsions between conjugated fragments are possible.37 The
differences between the �Eel and �E0--0 values (the ZPE contribution) are
much smaller (0.12–0.17 eV, 0.03 eV for azulene) and roughly constant for
the systems considered.

Transition Moments

Band intensities (transition probabilities) are the second important factor
determining the shape of an electronic spectrum. Including the oscillating
radiation field as a perturbation to the molecular Hamiltonian and applying
time-dependent perturbation theory yields, under some approximations (the
most important being that the radiation wavelength is much larger than the
size of the molecule and small field strengths), the electronic transition
moment (TM) as an expectation value over the initial and final wave functions
with the relevant one-electron operator ÔO,

TM ¼ �mjÔOj�n

D E
½5	
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A comprehensive discussion of this important derivation can be found in
Refs. 38 and 39. The nuclear contributions to the TM leading to vibrational
fine structure in the spectra are discussed in the following section. Alterna-
tively, the electronic part of the TM is obtained from the first-order reduced
transition density matrix c as

TM ¼ trðOcÞ ½6	

where the matrix O is the representation of the operator in the basis of orbitals
c (Oij ¼

Ð
ciðrÞÔOcjðrÞdr) and c is the analogous matrix representation of the

transition density given by

gij ¼
ð
ciðr1Þgðr1; r

0
1Þcjðr01Þdr1dr01 ½7	

with

gðr1; r
0
1Þ ¼ Nel

ð
�m�ndr2 � � � drN ½8	

The importance of the concept of transition density matrices is that they allow
a straightforward interpretation of excited states13 either by plotting or by
population analyses as usually performed for ‘‘normal’’ (n ¼ m) densities.

The leading term in the interaction of radiation with matter is the electric
dipole contribution (l) for which the one-electron operator ÔO is given by the
position coordinates rk of the electrons as

ÔO � l̂lL ¼ e
XNel

k

r̂rk ½9	

which is called the ‘‘dipole-length’’ form. Note that l are vector quantities
(given in bold) including x, y, and z components. The alternative ‘‘velocity’’
formulation uses

ÔO � l̂lV ¼
�ie

�Eel

XNel

k

=̂=k ½10	

For exact wave functions and those that fulfill the hyper-virial theorem by
construction [e.g., time-dependent Hartree–Fock (TDHF) or random phase
approximation (RPA), TDDFT, see below] both forms are equivalent. Note
that all virial theorems are exactly fulfilled only in a complete (i.e., usually
infinitely large) AO basis. By a simultaneous computation of the transition
dipole moments in the length and velocity forms and subsequent numerical
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comparison, the above mentioned time dependent (TD) methods allow some
estimate of basis set completeness for the corresponding transition. Table 4
provides a numerical comparison of the two transition dipole moments for
the weakly allowed n! p� transition in acetaldehyde calculated with different
AO basis sets.

It can be seen that if a certain degree of basis set saturation is reached
(cc-pVTZ, third row), the two values start to converge to the same value
(�0.067), which is almost reached at the aug-cc-pVTZ level. Note the strong
effect of ‘‘diffuse’’ functions (denoted as aug) for this property (compare rows
three/four and five/six) and also the relatively large fluctuations for the velocity
form that are caused by the more complicated structure of the differential
operator in Eq. [10]. In addition, there is a lot of numerical evidence that
for other systems the length form is more stable yielding, with small AO basis
sets, results closer to the basis set limit (see, e.g., Ref. 42). Note too that the
presented example is quite challenging due to the ‘‘almost’’ symmetry forbid-
den character of the transition and that both the fluctuations for the V-form
are smaller and the agreement between L- and V-forms is better for dipole
allowed transitions.

The (dimensionless) oscillator strength for an electronic transition is
given by

fnm ¼
2

3
�Enmjlnmj

2 ½11	

where �E and the length of the transition dipole vector are expressed in atomic
units. Theoretically, f ¼ 1 corresponds to the transition probability of a har-
monically moving electron bound to a proton (an early model of the hydrogen
atom). Experimentally, one obtains f by integrating the area under the absorp-
tion band between energies �nn1 and �nn2 (in wavenumbers)

f ¼ 4:3� 10�9

ð�nn2

�nn1

eð�nnÞd�nn ½12	

Table 4 The TDHF Transition Dipole Moments (in Debye) for the 11A0 ! 11A00

Transition (n! p� excited state) in Acetaldehyde Calculated with
Dunning’s Correlation Consistent cc-VXZ Basis Setsa

Basis Set mV mL

cc-VDZ ½3s2p=2s	 0.0701 0.0363
cc-pVDZ ½3s2p1d=2s1p	 0.0072 0.0330
cc-pVTZ ½4s3p2d1f=3s2p1d	 0.0317 0.0534
aug-cc-pVTZ ½4s3p2d1f=3s2p1d	 þ ½1s1p1d1f=1s1p1d	 0.0695 0.0674
cc-pVQZ ½5s4p3d2f1g=4s3p2d1f 	 0.0513 0.0591
aug-cc-pVQZ ½5s4p3d2f1g=4s3p2d1f 	 þ ½1s1p1d1f1g=1s1p1d1f 	 0.0675 0.0670

aSee Refs. 40 and 41.
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where e is the decadic molar extinction coefficient given in L/(mol cm).
Although in experimental investigations a nonlinear energy scale l ¼ hc=E
(wavelengths) is usually used, it is strongly recommended that one transform
all data (experimental and theoretical) first to linear eV or cm�1 units. Inver-
sion of Eq. [12] allows one to deduce eð�nnÞ from calculated oscillator strengths.
For the band form of the individual transitions (also called ‘‘shape-function’’),
Gaussian functions have been successfully employed, which accounts for
vibrational (and solvent, if present) induced broadening. To simulate entire
spectra, the contributions from all transitions are added according to

eðEÞ ¼ 2:87� 104ffiffiffiffi
s
p

X
i

fie
�ðE��EiÞ=2s½ 	2 ½13	

where s is the full width of the band at 1=e height (for most UV bands s ¼ 0:4
eV is appropriate) and �Ei (in eV) and fi are the excitation energies and oscil-
lator strengths for transition i, respectively. Figure 5 schematically shows a
typical outcome for the simulation of a conventional UV spectrum. The verti-
cal lines indicate the position and oscillator strength of the individual transi-
tions (right f axis), while the dashed curve is the overall result from Eq. [13].
Very weak or forbidden transition should be indicated by special symbols.
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Figure 5 Example of the graphical presentation of a simulated (vertical) UV spectrum.
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For an electric dipole allowed transition, the radiation field must create
or destroy a node in the corresponding transition density. A simple example is
an atomic s! p excitation, where the transition density is simply given by the
product s� p, which yields a scalar quantity when multiplied by r and inte-
grated over space. In other words, the transition density must have a dipolar
structure, where ‘‘probability’’ is shifted from positive-to-negative (and
vice versa) regions. The mathematical process of generating the electric dipole
transition moments is schematically outlined for the example of the p! p�

transition of ethene in Figure 6.
If the transition density simultaneously has some rotational character,

the magnetic component of the radiation field becomes important. For noncir-
cularly polarized light, that is, in conventional UV spectroscopy, the magnetic
component of the radiation field can be neglected in the time-dependent per-
turbation because it enters with a factor vav

el =c; the average electron velocity is
much smaller than the speed of light. The effect of the magnetic component in
circularly polarized light is observed experimentally in electronic circular
dichroism (CD) spectroscopy of chiral molecules.43 As a conventional absorp-
tion, it is a first-order, linear effect but depends on the combined interaction of
a molecule with the electric and magnetic components of the radiation field.

The main quantity in CD is the rotatory strength R, which is completely
analogous to the oscillator strength in UV spectroscopy and is given by the
scalar product44,45

Rnm ¼ Imh�njl̂lj�mi � h�njm̂mj�mi
¼ jlnmj � jmnmj � cosðlnm;mnmÞ ½14	

Figure 6 Schematic description for the process of generating the electric transition
dipole moment for the p! p� excitation of ethene. Transparent (black) areas
correspond to a positive (negative) phase.
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where m̂m is the magnetic dipole operator (angular momentum)

m̂m ¼ �he

2mci

XNel

k

r̂rk � =̂=k ½15	

In oriented media (which will not be considered here), additional dipole–quad-
rupole terms contribute to the CD. The rotatory strength is zero by symmetry
if the molecule possesses at least one improper Sn axis as symmetry element
(this causes either m or m to be zero or an orthogonal arrangement of the
two vectors, see Eq. [14]). Also, in complete analogy to UV spectra, R can
be obtained from Eq. [12] with e replaced by the difference of extinction coef-
ficients for left- and right-circularly polarized light (�e ¼ eL � eR).

The main perspective of CD spectroscopy is its potential to determine the
absolute configurations of chiral substances that is of particular importance
for compounds with biological or pharmacological relevance, for example.
Furthermore, unlike optical spectra, the CD bands can be positive or negative,
and for this reason carry more information and sometimes allow one to
resolve close-lying or hidden electronic transitions. More details about
theoretical CD spectroscopy can be found in Refs. 43 and 46–48. In Ref. 49
the CD spectra of a benchmark set of molecules have been investigated with the
most recent quantum chemical methods. Some representative examples are
discussed in a later section of this chapter. Recent advances in the theoretical
description of magnetically induced CD, which in addition employs a static
magnetic field, can be found in Ref. 50.

Vibrational Structure

In general, the intensity I of a transition between the two states �m and
�n is proportional to the square of the transition dipole moment

ln;m ¼ h�njl̂lj�mi ½16	

with the dipole operator

l̂l ¼ �e
X

i

r̂ri þ e
X

s

ZsR̂Rs ¼ l̂le þ l̂lN ½17	

where r̂ri and R̂Rs denote the electron and nuclear coordinates, respectively, and
Zs represents the nuclear charges.

For the description of a vibronic transition both electronic and nuclear
coordinates must be taken into account. In the adiabatic BO approximation,
the complete wave function can be separated into the product

�ðr;RÞ ¼ �eðr;RÞ�NðRÞ ½18	
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where �eðr;RÞ and �NðRÞ denote the electronic and nuclear wave functions,
respectively (for a good review about treatments beyond the BO approxima-
tion see Ref. 51).

After the separation of translational, rotational, and vibrational modes
of nuclear motion

�NðRÞ ¼ �tðRtÞ�rðRrÞ�vðRvÞ ½19	

the vibrational modes can be represented within the harmonic approximation
as a product of eigenfunctions of the harmonic oscillator �iðQiÞ

�vðRvÞ ¼ �ðQÞ ¼ �1ðQ1Þ�2ðQ2Þ � � � �NðQNÞ ½20	

where Qi denote the vibrational normal coordinates. For the transition dipole
moment le0�0;e� of a vibronic transition e�! e0�0 with quantum numbers e and
e0 for the electronic and � and �0 for the vibrational parts of the initial and final
state, respectively, these expressions give39

le0�0;e� ¼ h�0ðQ0Þjle0;eðQÞj�ðQÞi ½21	

where �ðQÞ and �0ðQ0Þ are the vibrational functions, Q and Q0 are the normal
modes of the initial and final states, respectively, and le0;eðQÞ denotes the elec-
tronic transition dipole moment as a function of the initial state normal
modes. Because for the transition dipole moment in general no analytical
expression is available, it is expanded in a Taylor series around the initial state
minimum geometry Q0.

le0;eðQÞ � le0;eðQ0Þ þ
X

i

qle0;e0

qQi
ðQi �Qi;0Þ þ � � � ½22	

Truncation of the expansion after the first term yields the Franck–Condon
(FC) approximation for the transition dipole moment

le0�0;e� ¼ le0;eðQ0Þh�0ðQ0Þj�ðQÞi ½23	

In the FC picture, the transition occurs from the vibrational ground state of the
initial electronic state to the vibrational excited state of the electronically
excited state (considered in the following absorption), which most resembles
the first one.52–54 This is shown schematically in Figure 7 for two excited states
that (with respect to the ground state) are shifted differently along one
vibrational normal coordinate Q.

A description of electric dipole forbidden transitions, where le0;eðQ0Þ ¼ 0
is not possible in terms of the FC approximation, because vibronically induced
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transition moments are neglected. Truncation of the Taylor expansion
(Eq. [22]) after the second term yields the Franck–Condon–Herzberg–Teller
(FC–HT) approximation for the transition dipole moment

le0�0;e� ¼ le0;eðQ0Þh�0ðQ0Þj�ðQÞi þ
X

i

qle0;e

qQi
h�0ðQ0ÞjðQi �Qi;0Þj�ðQÞi ½24	

This description accounts for transition dipole moments induced by displace-
ments along the normal modes during the electronic transition, that is, a simul-
taneous excitation of vibrational modes. This approximation is also denoted
as double-harmonic. For electric dipole forbidden transitions, the first term in
Eq. [24] vanishes and the resulting expression is denoted as the Herzberg-
Teller (HT) approximation.

le0�0;e� ¼
X

i

qle0;e0

qQi
h�0ðQ0ÞjðQi �Qi;0Þj�ðQÞi ½25	

Figure 7 Schematic description of the FC principle for two excited states with
dominating 0–0 transition (�2, almost parallel potential surfaces) and a broad intensity
distribution (�1, shifted minimum), respectively. The nonzero intensities for 0–1,
0–2, . . . vibrational transitions to �2 result entirely from the different shapes of the
surfaces, while the intensity distribution for the other transition originates mainly from
the shifted minimum.
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A physical explanation for the influence on the transition dipole moment
of vibrational excitations that occur simultaneously to the electronic transition
is that displacements along the normal modes result in a perturbation of the
electron–nuclear interaction. Thereby a mixing of the excited-state electronic
wave function with other excited-state wave functions occurs that leads to a
mixing of the corresponding transition dipole moments39,55 (‘‘intensity bor-
rowing’’ from dipole-allowed transitions). Because this process depends criti-
cally on the energy separation between the target and the mixing states, a good
overall description of the electronic spectrum is necessary to obtain reliable
HT transition moments.

For molecules with more than one internal degree of freedom the normal
modes of the ground and excited state are not in general identical (Duschinsky
effect). Thus, for the calculation of the multidimensional integrals in Eqs.
[23]–[25] it is necessary to describe the excited-state normal modes on the
basis of the ground state taking into account the different minimum geome-
tries. This is achieved by the following linear transformation (Duschinsky-
transformation)56

Q0 ¼ JQþ K ½26	

with K ¼ L
0TM1=2DR and the Duschinsky-matrix J ¼ L

0TL, where L and L0

denote the normal modes in mass-weighted Cartesian coordinates of the
ground and excited state, respectively, DR the difference of the minimum geo-
metries and M the diagonal matrix of the atomic masses. This relationship is
exact for normal modes that—in the common symmetry group of ground and
excited states—do not span the same symmetry species as one of the rotations.
For normal modes having the same symmetry as one of the rotations, so-called
‘‘axis switching effects’’ occur.57,58 Nevertheless the Duschinsky-transforma-
tion has been proven to be a good approximation.

With the use of a recursive algorithm,59 the resulting integrals h�0ð JQþ
KÞj�ðQÞi are reduced to the integral over the vibrational ground state from
which the h�0ðJQþ KÞjQij�ðQÞi terms can be derived as well.60 A further tech-
nical issue concerns the calculation of the normal modes and frequencies of the
ground and excited states. In all vibronic structure treatments we employ a
numerical approach, where the second derivatives of the energy and the deri-
vatives of the transition moments are calculated by finite differences from ana-
lytical gradients and the transition moments, respectively. This is done very
efficiently in parallel using an extended version of the program SNF
2.2.1.61,62 For the calculation of the FC and HT integrals and all required level
combinations in a user-specified energy interval, the HOTFCHT 1.260

program is used.
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Quantum Chemical Methods

General
Before continuing with an overview of existing quantum chemical

approaches for computing the excited states of large molecules, it seems
appropriate to first define a ‘‘wish list’’ of the properties these methods should
provide. Generally desired properties that also apply to ground states (e.g.,
size-consistency, weak AO basis set dependence, systematic improvability,
etc.) are not included in this list.

1. Applicability: The method should be able to treat arbitrary types of excited
states (see Table 1, first column), especially highly excited ones, and those
occurring in photochemical applications. Spectral simulations sometimes
require the simultaneous description of 10–100 states.

2. Accuracy: Errors for excitation energies should be < 0.1–0.2 eV, transition
moments should be accurate to within 20–30% and the sign (direction) of
the moment should be correct.

3. Properties: All standard one-electron properties and transition moments as
well as analytical nuclear gradients for geometry optimization should be
available. The method should allow interpretation of the results within
simple (e.g., MO) models.

4. Human effort: The method should be of ‘‘black-box’’ character including
as few technical parameters as possible.

5. Computational: Memory and CPU requirements should not be significantly
larger than for the corresponding ground-state calculation.

Unfortunately, none of the methods currently in use simultaneously fulfill all
these requirements. The user’s choice is thus determined by a consideration of
the assets and drawbacks of a particular method which, in relation to the type
of electronic spectra/states, may change from one problem to the other.
Figure 8 provides the reader with a comprehensive overview of existing quan-
tum chemical methods for excited states.

One of the basic problems to consider in advance concerns the multire-
ference character of the ground state and the importance of multiply excited
configurations in the excited states. The choice depicted in Figure 8 distin-
guishes between single-reference CI or TD approaches on the left and multi-
reference treatments on the right (MR-CC and quantum Monte Carlo
treatments also shown on the right side are currently under intense develop-
ment and included only for completeness). Both groups of methods have their
own advantages and disadvantages. The MR methods are general in a sense
that once a zeroth-order [reference, �ð0Þ] wave function has been built up,
any type of excited state can be treated. The price to pay, however, is that
the choice of �ð0Þ is not unique and furthermore requires a lot of human effort.
In contrast, the starting point for the TD approaches is the electronic ground
state, where the excitation energies (transition moments) are obtained as poles
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(residuals) of the response of the ground state to a time-dependent perturba-
tion (electric field).

The basic theoretical background of the most widely used methods
will be outlined in the following sections including the most important work-
ing equations and technical issues that must be considered in large-scale appli-
cations.

CI Methods
Although the application of configuration interaction (CI) methods to

excited-state problems has decreased in recent years, they should be consid-
ered here first because the formalism is easy to understand and if properly
developed, are also most general in application. A recent comprehensive
review can be found in Ref. 63.

All CI methods are variational, that is, the electronic Schr€odinger
equation

ĤHj�CI
n i ¼ ECI

n j�CI
n i ½27	

is solved for state n with the following ansatz for the wave function

j�CI
n i ¼ ðT̂T1 þ T̂T2 þ T̂T3 þ � � �Þj�ð0Þi ½28	

where �ð0Þ is a so-called reference wave function and T̂Tk are the single (one-
electron, k ¼ 1), double (two-electron, k ¼ 2) and triple (three-electron, k¼3)
excitation (replacement) operators, respectively. By acting onto �ð0Þ these
operators generate complete sets of (excited) determinants by substitutions
of occupied orbitals i; j; k; . . . in the determinants of �ð0Þ with virtual orbitals
b; c; d; . . .. Note that in general, open-shell determinants are not eigenfunc-
tions of the ŜS2 operator (they cannot be classified according to multiplicity
as, e.g., singlet, doublet, triplet, . . .). Actual treatments are often based on
so-called configuration-state functions (CSF), which are represented by appro-
priate linear combinations of several determinants with the same Ms value (the
term ‘‘configuration’’, which is often used to characterize the spatial distribu-
tion of the electrons in the different orbitals, is merely used linguistically but
cannot be employed in actual computations).

The most important contributions from singles and doubles excitation
are given, for example, by

T̂T1 ¼
X

ib

tb
i aia

y
b ½29	

T̂T2 ¼
1

4

X
ibjc

tbc
ij aia

y
baja

y
c ½30	

Theory 177



where t represent the unknown amplitudes (CI coefficients) and a and ay are
the annihilation and creation operators, respectively. If �ð0Þ is taken as a single
determinant (usually the HF ground state), this leads to single-reference CI
methods. Depending on the level of truncation of the excitation operator in
Eq. [28], one obtains CIS (includes only T̂T1), CISD (T̂T1 þ T̂T2), CISDT, and
so on, models. Of these, only CIS is widely used to calculate electronic spectra:

� The computational cost for CIS is similar to that of the ground-state HF
calculation and can also be performed directly in the AO basis thus
minimizing hard-disk I/O. The accuracy of CIS for excited states is
roughly that of HF for the ground state, that is, dynamic electron
correlation effects are neglected (for ground and excited states).

� The CISD provides an unbalanced description for the excited states
relative to the ground state, because for a closed-shell ground state, the
most important double excitations (which mainly account for EC) are
included. On the contrary, an excited state, which is already singly
excited with respect to the ground state, requires at least the inclusion of
triple excitations (triples are related to the singles as the doubles are to
the HF state). Thus, CISD grossly overestimates the excitation energies.64

Note that this does not hold for LR–CCSD, which accounts for higher
excitations by the exponential of the excitation operator. Compared to
CIS, all other CI schemes are not size-consistent (i.e., the calculated
excitation energy for two noninteracting fragments is not exactly the
same as for separate calculations on the individual monomers).

There are two major routes to improve the CI methods. The first is by includ-
ing size-consistent corrections for dynamical EC leading to the CIS(D) and
CIS-MP2 methods65 (which are closely related to the coupled-cluster methods
described in a later section). The second is by improving the reference wave
functions, which leads to multireference CI (MRCI) methods, that, however,
remain size-inconsistent.

In the MRCI approach, one tries to reach a balanced description by set-
ting up a zeroth-order wave function �

ð0Þ
n for each state of interest that

includes the most important electronic configurations (static EC). For one par-
ticular state, then,

j�ð0ÞMRi ¼
Xreferences

a

cð0Þa j	ð0Þa i ½31	

where 	
ð0Þ
a represent electronic configurations (determinants) with variation-

ally determined coefficients c
ð0Þ
a . A wide variety of different choices for �

ð0Þ
MR

are currently in use, including full-CI within a selected set of orbitals (CAS),
excitation restricted CI within a selected set of orbitals (RAS), or even indivi-
dually (iteratively) selected configurations.
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Application of this ansatz together with the truncation to single and dou-
ble excitations as before (Eq. [28]) now includes all important contributions in
a balanced manner. Hence, for a singly excited state, important parts of the
triple excitations are included. The MR(SD)CI (the SD term is usually
discarded in the abbreviation) method is very accurate for small- and med-
ium-sized systems when the remaining size-consistency errors are corrected
empirically, for example, via the Davidson scheme. Unfortunately, it is com-
putationally very demanding to have an N6

el scaling behavior with system size
and a very large prefactor. It can be routinely applied only to systems with
�20–40 electrons (for benchmark or calibration purposes). For a more effi-
cient approach that empirically combines DFT and MRCI methods, and
that can be applied also to large systems see Ref. 66, applications in electronic
spectroscopy can be found in Refs. 67–71.

Perturbation Methods
One way to retain the generality of the MR ansatz while reducing the

computational costs is to use perturbation theory (PT). Perturbation theory
has the important property of being size-consistent if properly formulated
and implemented.72 The starting point is again a reference wave function
�
ð0Þ
n for a particular electronic state n that includes the most important contri-

butions to the wave function. By construction, �
ð0Þ
n satisfies the eigenequation

ĤH0j�ð0Þn i ¼ Eð0Þn j�ð0Þn i ½32�

where ĤH0 is the zeroth-order Hamiltonian. In MP partitioning, ĤH0 is defined
via the perturbation V, which is

lV̂V ¼ ĤH 	 ĤH0 ¼
XNel

i

XNel

j>i

1=r̂rij 	 V̂Vee

D E
average

½33�

the difference between the true and the mean-field (HF) electron–electron
repulsion. In the MP schemes, ĤH0 is represented as a sum of general Fock
operators that are state-dependent. As usual in perturbation theory, the energy
and wave function are expanded in a Taylor series for l that then leads to a
(decoupled) system of linear equations for each perturbation order. For large
systems, one usually truncates at second-order (for an approximate fourth-
order treatment see Ref. 73) which leads to methods that scale as N5

el with
the system size. The second-order energy correction Eð2Þ is

Eð2Þ ¼ 	
X

a

tð1Þa h�ð1Þa jĤHj�ð0Þn i ½34�
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where 	
ð1Þ
a is an element (CSF) of the first-order corrected wave function with

amplitude t
ð1Þ
a that is obtained by solving the linear equations

X
a

tð1Þa h	
ð1Þ
b jĤH0 � Eð0Þn j	ð1Þa i ¼ �h	

ð1Þ
b jĤHj�

ð0Þ
n i ½35	

In general, �ð1Þ ¼
P

a t
ð1Þ
a 	

ð1Þ
a contains all single and double excitations from

the reference that directly interacts through the true operator ĤH [the various
variants of MRPT differ in how the annihilation and creation operators act on
�ð0Þ].

A key point here is that in contrast to the MRCI case, the very large
interaction matrix contains only elements between CSF and the simple one-
electron operator ĤH0 (the costly interactions with ĤH appear only on the right
side of Eq. [35] with the reference). This not only decreases the scaling beha-
vior from N6

el (CI) to N5
el (PT), but also reduces the computational effort

considerably because the one-electron matrix elements are very easy to
evaluate. Apart from technical details for the solution of Eq. [35] (which
especially holds for CASPT2, which uses a density matrix approach74),
the different implementations of multireference perturbation theory
(CASPT2,74–76 CASMP2,77 MR-MP278) differ mainly by the choice of
the reference wave function. Both CASPT2 and CASMP2 are based on
complete-active-space wave functions as references that consist of a full CI
treatment within an active space of orbitals–electrons and state-optimized
orbitals while the MR-MP2 variant can employ arbitrary CI references and
orbital sets. To be applicable for large molecules, careful consideration of tech-
nical details and implementation is necessary: There are at least two
approaches76,78 that have demonstrated good accuracy at reduced computa-
tional costs.

Within the ‘‘ab initio world’’, CASPT2 became the de facto standard by
chemists for the calculation of electronic spectra. Its first success was the accu-
rate description of the electronic spectrum of benzene,75 which at that time
was a challenging goal for quantum chemistry. Since then, hundreds of appli-
cations of CASPT2 in electronic spectroscopy appeared that are described in
existing reviews10–12 (for the most recent application see Ref. [79]). The most
severe drawback of CASPT2 is the full CI reference wave function on which it
is based. Without symmetry, active spaces of 12 electrons in 12 orbitals in the
preceeding CASSCF treament are the current limit that is often not enough for
large unsaturated systems.

TDHF and TDDFT
It is an understatement to say that DFT80,81 has strongly influenced the

evolution of quantum chemistry during the past 10–15 years. In the last 5
years, this statement also holds true for the treatment of excited states and,
since then, time-dependent Kohn–Sham (KS) DFT (TDDFT)[82,83] has
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become a routine tool to simulate electronic spectra. Both TDDFT and TDHF
methods can be derived along similar lines as outlined briefly below.

We consider an N-electron system that is initially at time t ¼ t0 in its
ground state j�0i. At times t > t0 a time-dependent perturbation lÛUðtÞ is
applied. For our purposes, the most important perturbation is the electric
dipole part (l) of a monochromatic radiation field given by

ÛUðtÞ ¼ �lEe�iot ½36	

that oscillates with frequency o and has a (constant) field strength E. The
linear response (LR) [index ð1Þ] of an observable OðtÞ is defined as the first
variation of the expectation value with respect to the scalar variable l

Oð1ÞðtÞ ¼ dh�ðtÞjÔOðtÞj�ðtÞi ¼ d

dl
h�ðtÞjÔOðtÞj�ðtÞijl¼0 ½37	

where �ðtÞ is the time-dependent (ground-state) wave function. Graphically,
we can imagine that �ðtÞ can be represented by the complete set of all excited
eigenstates (including �0) of the Hamiltonian and, thus, one can derive infor-
mation about the desired excited states by considering the time evolution of
�ðtÞ. More precisely, at certain frequencies o electronic transitions are stimu-
lated and the first-order response of the ground state must diverge. For these
values of o, the first-order response equations are exactly satisfied even if lE is
zero, since these are intrinsic molecular properties corresponding to free oscil-
lations. In other words, solving the TD equations for some Hamiltonian with a
particular ansatz for the ground-state wave function is equivalent to finding
the poles of the frequency-dependent polarizability aðoÞ (see Figure 9) that
is given by the sum-over-states formula

aðoÞ ¼
Xall excited states

n

f0n

o2
n � o2

½38	

The transition moment can be obtained as the residue given by

h�0jlj�ni ¼ lim
o!on

ðo� onÞaðoÞ ½39	

Both the DFT and HF methods use an effective, one-particle (mean-field)
Fock operator F. In general, it can be written as a functional of the first-order
density matrix g (see Eq. [8] with m ¼ n ¼ 0) as

F½g	ðtÞ ¼ h½g	ðtÞ þ vH½g	ðtÞ � vxc½g	ðtÞ þ lUðtÞ ½40	
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where h is the one-electron part of the Hamiltonian, the index H indicates the
e–e Coulomb (Hartree) part and vxc is a general (non-local, HFþ local, DFT)
exchange-correlation potential. In analogy to Eq. [37], the linear response of
the mean-field (KS or HF) density matrix is

gð1ÞðtÞ ¼ d

dl
gðtÞjl¼0 ½41	

By a Fourier transformation to the frequency domain, one obtains after expan-
sion in the complete set of KS or HF one-particle eigenstates the following
expression:

gð1ÞðoÞ ¼
X

i

X
a

uaiðoÞ
o� ðea � eiÞ

jiihaj
� 	

� u�aiðoÞ
oþ ðea � eiÞ

jaihij
� 	

½42	

where i and a are occupied and virtual orbitals, respectively, e are their ener-
gies and uai are the matrix elements of the perturbation in the basis of the orbi-
tals. Combining Eqs. [40] and [42] leads, after some algebraic manipulations,
to a non-Hermitian eigenvalue problem that has to be solved for o ¼ �E. It is
of the form

A B
B A

� 	
X
Y

� 	
¼ �E

1 0
0 �1

� 	
X
Y

� 	
½43	

Figure 9 Frequency dependence of the electric dipole polarizability aðoÞ. The position
of the dashed line corresponds to the system’s excitation energy.
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where X and Y are the solution vectors of the single particle-hole (excitations,
jiihaj) and hole-particle (deexcitation, jaihij) amplitudes, respectively, and A, B
are related to Hamiltonian matrices between the single (de)excitations that are
made from one-particle eigenvalues and Coulomb and exchange integrals over
the MOs.84,85 If formulated in the AO basis, Eq. [43] can be solved efficiently
with computational effort similar to that of the preceeding ground-state SCF
calculation. If the matrix B is set to zero, Eq. [43] reduces to a normal eigen-
value problem including only single excitations (Y ¼ 0, CIS). For DFT variants
of CIS, see Refs. 86 and 87. An important advantage of TDHF(DFT) over CIS
is that the former methods satisfy, in a complete AO basis, certain sum-rules,
for example,

P1
i fi ¼ Nel.

The actual form of the mean-field applied to the ground state (HF or
Kohn–Sham DFT) determines the explicit expressions for the matrix elements.
In a general notation including TDHF as well as TDDFT, they read

Aias;jbt ¼ dstdijdabðeas � eitÞ ½44	
þ ðisasjjtbtÞ � dstcHFðisjsjatbtÞ
þ ð1� cHFÞðisasjfstjjtbtÞ

Bias;jbt ¼ ðisasjbtjtÞ � dstcHFðisbsjatjtÞ ½45	
þ ð1� cHFÞðisasjfstjbtjtÞ

where i; j are used for ground-state occupied orbitals, a,b for virtual orbitals,
and s and t are the spin variables. The parameter cHF is the coefficient of the
‘‘exact’’ HF exchange (EEX) part in hybrid functionals. Thus, similar to the
ground state, there is a continuous change from TDHF to TDDFT when
hybrid functionals with a variable amount of HF exchange contribution are
considered. A lot of numerical evidence indicates that this also holds for cal-
culated properties of ground and excited states.

The last terms in these equations, which are of DFT origin, are defined as

ðisasjfstjjtbtÞ ¼
ð ð

iðr1Þaðr1Þf xc
stðr1; r2Þjðr2Þbðr2Þdr1dr2 ½46	

In the so-called adiabatic approximation, the time-dependent exchange-corre-
lation kernel f xc is derived from the time-independent ground-state functional,

f xc
stðr1; r2Þ ¼

d2Exc

drsðr1Þdrtðr2Þ
½47	

This approximation should work best for o! 0, that is for energetically low-
lying excited states.

The magnitude of the excitation energies is determined mainly by the
diagonal part of the matrix A. For the closed-shell case, one obtains as a
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zeroth-order approximation for the excitation energy of a state represented by
a single substitution between MOs i and b

�E ¼ eb � ei � cHFðiijbbÞ � ð1� cHFÞðiijf jbbÞ þ 2ðibjibÞ ½48	

Although this is often quantitatively a drastic approximation (due to the
neglect of configuration mixing), a closer inspection of Eq. [48] gives
some insight into the factors that determine excitation energies. In the HF
case (cHF ¼ 1), the difference of orbital energies is a very crude approximation
because the Coulomb integral ðiijbbÞ represents a significant correction, that
is, lowering of the excitation energy [the exchange integrals ðibjibÞ are usually
one order of magnitude smaller]. This is different in DFT, where the �e term is
much smaller and where the Coulomb interaction is replaced by a response
integral containing the (local) exchange-correlation kernel. This locality of
the DF leads to severe problems when the excitation is connected with a spa-
tial separation of the hole–particle as for Rydberg or charge-transfer states.
For a very early attempt to correct this in the DFT/SCI(CIS) methods, see
Ref. 86. Consider, for example, a charge-transfer excitation from donor
orbital i to the acceptor orbital b [where ðibjibÞ � 0]. One obtains

�E ¼ IPþ EA� cHFðiijbbÞ � ð1� cHFÞðiijf jbbÞ ½49	

where we have approximated the ionization potential IP by ei and the electron
affinity EA by eb. The interaction between the separated charges must be
described by the Coulomb law, that is, cHFðiijbbÞ þ ð1� cHFÞðiijf jbbÞ / 1=R,
where R is the distance between the hole–particle. Because cHF ¼ 0 for pure
DF and ðiijf jbbÞ falls off exponentially, the 1=R fall-off condition is not ful-
filled. This analysis shows that the inclusion of nonlocal HF exchange
cHF > 0 in a local (pure) density functional is essential to describe charge-
and-spin-separating situations.

Coupled-Cluster Methods
The basic idea of most coupled-cluster (CC) approaches for excited

states is the same as for the TDHF/DFT methods: Excitation energies are
obtained as the poles (where, e.g., the frequency-dependent polarizability
goes to infinity) of the ground-state response with respect to a time-dependent
perturbation. The important difference is that the ground state is not described
by a single HF/KS determinant but (similar to the CI ansatz) by many singly,
doubly, and so on, substituted configurations. The important size-consistency
property is included in the CC methods by using the exponential of the excita-
tion operator

j�CCi ¼ eT̂T j�ð0Þi ½50	
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By choosing j�ð0Þi 6¼ �HF, one arrives at MR–CC methods that are currently
an active field of research, but that are not applied routinely except for bench-
mark systems. Similar to the CI method, truncation of the excitation operator
then leads to a hierarchy of methods termed CCS (which is equivalent to CIS
for energies), CCSD, CCSDT, and so on.

Applying the time-dependent perturbation is straigthforward and leads
to LR–CC methods. The nonlinear systems of equations include the ‘‘normal’’
T1 and T2 (for CCSD) operators–amplitudes and additionally single and dou-
ble excitation (time-dependent) response amplitudes (for details the reader is
referred to Refs. 1, 64, 88, 89 and references cited therein). An alternative
approach, that, although conceptually different yields exactly the same excita-
tion energies, is the equation-of-motion coupled cluster (EOM–CC) method
[90]. The EOM–CC equations also contain the CC wave function j�CCi
(Eq. [50]) and a second (state-dependent) excitation operator R̂Rn including sin-
gle, double, . . . excitations (usually R̂R is truncated in the same manner as T̂T).
The EOM equations read as

½ĤH0; R̂Rn	j�CCi ¼ oR̂Rn�CC ½51	

where ĤH0 ¼ ĤH � EHF.
One characteristic of all LR/EOM–CC methods is that a non-Hermitian

eigenvalue problem finally has to be solved (which cannot be reduced to a
standard eigenvalue problem as Eq. [43]) yielding ‘‘left’’ and ‘‘right’’ sets of
solutions, and therefore also two sets of transition moments.

A ‘‘break through’’ for the application of the CC methods to excited
states of large systems has recently been obtained by Christiansen et al.91

These authors introduced a simplified LR–CCSD method termed CC2,
where the doubles excitation operator is taken from second-order perturbation
theory (Q̂Q2). The CC2 ground-state wave function can be written as

j�CC2i ¼ eT̂T1þQ̂Q2 j�ð0Þi ½52	

and thus only the singles amplitudes remain as free parameters while the dou-
bles contributions Q̂Q2 are taken from a MP2 treatment, that is, from

qab
ij �

hiajjbi
ðea þ eb � ei � ejÞ

½53	

which reduces the scaling behavior from OðN 6
elÞ to OðN 5

elÞ. In general, CC2
excitation energies are only slightly inferior to those from full CCSD. A further
reduction of the computational costs in CC292 has been obtained by using
the resolution-of-the-identity (RI) approximation for the two-electron integ-
rals. The very efficient RI method is also used here in MR-MP2 and MRCI
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methods as described before [66, 78]. The error for the excitation energies
introduced by the RI approach is �0.01–0.03 eV, which is clearly insignificant
compared to other sources of error like basis set truncation error that is of the
order of 0.1–0.2 eV with standard cc-pVTZ basis sets. An analytical gradient
for RI-CC2 has also been reported recently,93 which routinely allows for geo-
metry optimizations of medium-sized molecules. This recent advance includes
a significant fraction of dynamical electron correlation (as opposed to CIS and
CASSCF that have hitherto been frequently used for that purpose).

Recommendations
Here, we provide a summary of the quantum chemical methods that can,

and should be applied to the calculation of electronic spectra of large systems:

1. Hartree–Fock based methods (TDHF and CIS): Good energetic results from
these methods cannot be obtained; the errors for excitation energies often
exceed 0.5 eV. For low-spin states, �E is often too large so scaling factors
of �0.7–0.8 are in use while the �E values for high-spin states are usually
underestimated. Contrary to statements in the literature,94 the results are
often even qualitatively wrong (false state ordering). The Rydberg states,
for which they appear to perform reasonably well, are not really important
for large systems. Because excited-state geometries are relatively insensitive
to correlation effects, these methods may be used (after careful calibration)
for that purpose but even this is difficult because the predicted order of
states is often wrong. Both TDHF and CIS methods have a tendency (as
does HF for ground states) to break symmetry, and consequently they often
yield geometries that are too distorted. They are to be preferred over
TDDFT if the asymptotic behavior of the potential (see below) is of crucial
importance. They are sometimes applicable if only relative trends in a series
of very similar molecules are of interest.

2. Coupled-cluster methods: For systems with well-behaved ground states,
and, if the excited states are reasonably described by single excitations,
low-order coupled cluster methods (CC291 or LR/EOM-CCSD64, 90) can
provide good accuracy (errors < 0.3 eV). Especially when used together
with efficient integral approximations (RI-CC292) computations can be
performed for fairly large molecules. For more complicated excited states
or when the ground state is already strongly correlated, the inclusion of T̂T3

is mandatory, which limits the applicability to small molecules.
3 Perturbation methods: In general, second-order multireference PT methods

can be recommended for excited-state problems. They usually show very
good accuracy (errors < 0.2 eV, excitation energies are systematically
underestimated) and they can be applied to a wide variety of states and
problems. However, MRPT methods are not ‘‘black-box’’ and careful
checks of the technical details like the size of reference space, choice of
orbitals, and so on, must be done. These methods require a lot of user
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experience, as well as detailed insight into the system. For many states in
the high-energy regions, the reference wave functions become prohibitively
large, and, the second-order treatment often breaks down. The most serious
disadvantage is that the results are very sensitive to the so-called ‘‘intruder
states’’, which have low zeroth-order energies but are only weakly
interacting with the reference state.

4. Density functional methods: The TDDFT approaches employing hybrid
functionals such as B3LYP20,21 or BHLYP95 are always the method of
choice for providing a first overview about the electronic spectrum of a
particular molecule. The errors for �E are much smaller than with TDHF/
CIS and usually within 0.3–0.4 eV of experiment (often �E is under-
estimated). For larger transition metal compounds, TDDFT is the only
method that is routinely applicable. The same holds for spectra, where on
the order of a hundred different states must be considered. With common
(asymptotically incorrect) functionals, larger errors are obtained for
Rydberg85,96 (see the following section) and charge-transfer states97–99 or
for states with strong contributions from ionic valence-bond structures.35 A
calibration on ab initio or experimental data and a check of the functional
dependence of the results is strongly recommended.

5. Basis sets: The basis set requirements in excited-state applications are not
very different than those for the corresponding ground state if only low-
lying valence states are considered, and thus, properly polarized valence-
triple-� (or even double-�) sets are often good enough (i.e., they provide �E
to within 0.1 eV). Because the valence excited states of medium-sized
systems can sometimes include diffuse components, a check of, for
example, the r2


 �
expectation values (see the following section) is

recommended and depending on its value, diffuse basis functions must be
added (for an example, see a later section). For low-lying Rydberg states,
additional atom-centered diffuse sets of single-� quality ([1s1p1d]/[1s1p]
for main group compounds) are sufficient.

6. Semiempirical approaches represent an alternative quantum chemical
method especially for very large systems or when only main group
compounds without complicated electronic structure are involved. As for
the ground states, however, they are gradually being displaced by the more
accurate and robust DFT methods. Of the many semiempirical approaches,
the all-valence methods with orthogonalization corrections100,101 and the
simplest Pariser–Parr–Pople (PPP) type methods for very large p-systems
can be recommended (for a recent application to a 600 atom system, see
Ref. 102). One area of application is the prediction of excited-state
geometries where MNDO/CI approaches seem to be quite successful.103,104

For excitation energies, however, standard MNDO, AM1, or PM3
Hamiltonians employing small CI expansions show large systematic as
well as unpredictable (random) errors. Careful calibration is thus
mandatory with all semiempirical methods.
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CASE STUDIES

Vertical Absorption Spectra

Acetone
In this section, some general aspects of the computation of Rydberg spec-

tra are discussed (for reviews on this topic, see Ref. 6 and Ref. 105; for a recent
theoretical study on very high-lying Rydberg states (which will not be consid-
ered here), see Ref. 106). Although Rydberg states are ubiquitous, they are of
lesser importance in the spectra of large molecules that are dominated by
valence states. The reason to begin this section with this topic is twofold: First,
Rydberg states are mostly of relatively simple structure, being dominated by a
few (mostly one) single excitations and are thus easy to understand intuitively
in a MO picture. Second, the excitation process is accompanied with a spatial
separation of the electrons that is typical also for some valence states. This
leads to problems with most density functionals as already discussed in an
earlier section.

The transitions to Rydberg states generally have low intensities because
of the large spatial extension of the final orbital (small overlap with the origin
orbital yields weak transition densities) and consequently they are often hid-
den under more intense valence bands. As an example, here we therefore have
to investigate a small molecule where the valence transitions are spectrally
separated. Saturated ketones show only two valence states, namely, the
n! p� state at �4 eV and a very high-lying p! p� state so that a number
of Rydberg transitions can be observed in the 6–9-eV range. Acetone, the sim-
plest aliphatic ketone, is probably the best experimentally studied molecule
of this group of important organic systems. Of the few theoretical studies
that exist, we mention here only the most recent CASPT2 work of Merchan
et al.,107 where key references to the experimental data and older theoretical
work can also be found.

Figure 10 shows the two orbitals that are involved in the first n! 3s
Rydberg transition of acetone. The very different spatial extensions are clearly
visible and especially in the outer regions of the 3s MO its almost spherical
character can be seen.

The distinction between Rydberg and valence states is not that clear in
larger molecules. A good indicator for the state character can be obtained from
the hr 2i expectation value (a measure of spatial extension) difference for state
n with respect to the ground state. This is given by

� r 2

 �

¼ �n ĵrr 2j�n


 �
� �0jr̂r 2j�0


 �
½54	

where

r̂r 2 ¼ x̂x2 þ ŷy2 þ ẑz2 ½55	
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is the trace of the Cartesian electric quadrupole operator. For molecules com-
posed of second-row atoms, the � r 2


 �
values are usually in the range 30–50

(3s), 50–100 (3p), and > 100 a2
0 for 3d states, respectively, while they are

usually < 10 a2
0 for pure valence states.

The ‘‘diffuseness’’ of Rydberg states leads to complications with some
quantum chemical approaches. When using MRCI or MRPT2 methods it is
absolutely necessary to use virtual orbitals that are optimized in the presence
of the correct potential of Nel � 1 electrons. The (closed-shell) HF potential for
the virtual orbitals includes the (nuclear charge) shielding of all Nel electrons
and thus the Rydberg part of the spectrum is too diffuse, which leads to arti-
ficial configuration mixing in the CI procedures (to a lesser extent, however,
this also holds for some valence states, especially for medium-sized systems).
Experience shows that individually optimized orbitals are not necessary, but
instead, ROHF orbitals of, for example, the lowest cation state, can be
employed.

The problems of most density functionals with Rydberg states are also
related to the electronic potential far away from the nuclei. It is well known
that the local density approximation (LDA) exchange potential vLDA

X / rðrÞ1=3

Figure 10 Contour plots of the lone-pair MO (a) and 3s Rydberg MO (b) for acetone in
the O��CCC plane. Because of the too high potential for the virtual orbitals in ground-
state HF treatments, the calculations refer to a ROHF/d-aug-cc-pVDZ treatment for the
2B2 cation ground state.
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decays asymptotically exponentially with r [as the density rðrÞ itself] instead of
with 1=rþ const. This behavior, which can also be explained by the artificial
electron self-interaction, leads to (a) too small electron binding, that is, too
low Rydberg excitation energies and to (b) a too fast approach of the asymp-
totic (ionized) limit. Figure 11 shows the �E values for the 2p! ns (n ¼ 3--7,
n indicates the principal quantum number) Rydberg series of the neon atom as
calculated with TDHF and various TDDFT methods.

It is seen that while the TDHF results are just shifted with respect to the
experimental data, the shape of the �E versus n curves is qualitatively wrong
with the TDDFT methods. With a pure DF completely lacking ‘‘exact’’ HF
exchange (e.g., BP86108, 109) there is not only a large underestimation of the
�E values, but furthermore almost no dependence on n up to n ¼ 6 and after
that even a strong energy increase is clearly visible. As expected, the situation
is gradually improved by ‘‘exact’’ exchange mixing (from 20% in B3LYP to
50% in BHLYP95) and only the latter functional can be recommended for
the computation of Rydberg spectra. The construction of a DF with the correct
asymptotic behavior is currently an active field of research (for details and
possible solutions to the problem see Refs. 96, 110, 111 and references cited
therein).

This behavior of the DF is also observed in molecular applications.
Vertical singlet excitation energies from CASPT2107, TDDFT-B3LYP, and
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Figure 11 Excitation energies for the singlet 2p! nsðn ¼ 3--7Þ Rydberg series of the
neon atom (½6s4p	 þ 8s AO basis).
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MRCI computations (d-aug-cc-pVDZ AO basis, B3LYP/TZV(d,p) ground-
state geometry) are compared with experimental data in Table 5. A graphical
comparison with an experimental gas-phase absorption spectrum is shown in
Figure 12.

The underestimation of the �E values with TDDFT increases from
�0.65 eV for the n! 3s transition to > 1 eV for the n! 3d states. The

Table 5. Calculated and Experimental Excitation Energies (in eV) and Other
Properties of the Vertical Singlet Excited States of Acetone

�E
——————————————————————

State B3LYP CASPT2a MRCI Exp.a f L � r2

 �

1B2ðn! 3sÞ 5.71 6.58 6.51 6.35 0.037 46.2
2A2ðn! 3pxÞ 6.61 7.34 7.41 7.36 75.7
2A1ðn! 3pyÞ 6.50 7.26 7.44 7.41 0.006 90.7
2B2ðn! 3pzÞ 6.66 7.48 7.49 7.45 0.002 85.6
3A1ðn! 3dyzÞ 7.12 7.91 8.14 7.80 0.047 123.0
3B2ðn! 3dx2�y2Þ 6.93 8.04 7.92 8.09 0.048 109.7
3A2ðn! 3dxzÞ 7.24 8.09 8.17 118.0
4B2ðn! 3dz2Þ 7.18 8.18 8.21 0.004 133.3
1B1ðn! 3dxyÞ 7.17 8.20 8.25 8.17 0.002 131.1

aRef. 107.
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Figure 12 Comparison of the experimental UV spectrum of acetone112 with calculated
vertical transitions. The theoretical �E values are shifted by�0.15 (MRCI) and 0.65 eV
(TDDFT), respectively.
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ab initio methods CASPT2 and MRCI uniformly provide a very accurate
description of the spectrum with errors of �0.1–0.2 eV, which is on the order
of the expected geometry relaxation effects. The largest error is found for the
most core-penetrating 3s state. Significant differences between CASPT2 and
MRCI results are obtained for the order of the 3px and 3py states, where
MRCI seems to be better. According to the MRCI results, the assignment of
the 3dyz and 3dx2�y2 has to be interchanged. As can be seen from Figure 12, the
relative oscillator strengths compare quite well with the experimental intensi-
ties keeping in mind that geometry changes in the excited states are quite
significant for acetone (cf. the potential curves in Ref. 107).

Organic Dyes
Compounds that absorb in the range 380–720 nm are perceived as being

colored, and, if the absorbance is strong they can be used as colorants.113 Due
to their industrial importance, there is continued interest in the theoretical pre-
diction of the spectral properties of such compounds. While the computation
of the lowest-lying (visible) bands in dyes is relatively straightforward due to
the simple electronic structure of the corresponding excited states (mostly
HOMO–LUMO single excitations), the higher-lying transitions are rarely con-
sidered. It is to be noted, however, that most p! p� excited states (even the
simple HOMO–LUMO excited ones) have large dynamic EC contributions
(mainly due to s� p correlation), which must be considered in accurate work.

In this section, we consider, as examples, the UV spectra of two organic
dyes: thioindigo and coumarin 102. We will use TDDFT, which today is the
most successful and widely used method to calculate the electronic spectra of
such compounds. Thioindigo belongs to the group of the indigoid dyes with
one of the oldest known organic dyes, indigo, as a parent system. Thioindigo,
in which both NH groups are replaced by sulfur, is a useful red vat dye and
some of its halogenated derivatives are used as pigments.113 Compounds based
on the coumarin ring system give rise to one of the most extensively investi-
gated and commercially important groups of organic fluorescent materials
that are very well characterized for their use as laser dyes.114 For other theo-
retical (DFT) work on coumarins, see Refs. 115–117.

The geometry optimizations for the ground-state structures of the inves-
tigated dyes as well as all TDDFT computations were carried out with the
B3LYP functional and employed a TZV(d,p) AO basis set. The optimized
ground-state structure of thioindigo has C2h symmetry; coumarin is already
nonplanar in the ground state due to slight pyramidalization of the NR2

group. A comparison between the experimental and calculated spectra of
thioindigo and coumarin 102 is given in Figures 13 and 14, respectively.
Note that in contrast to most of the other spectra presented in this work no
energy shift has been applied meaning that the uncorrected TDDFT excitation
energies already match the experimental (solution) data very closely.
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Figure 13 Comparison of experimental and computed [B3LYP/TZV(d,p)] UV spectra
of thioindigo.

Figure 14 Comparison of experimental and computed [B3LYP/TZV(d,p)] UV spectra
of coumarin 102.
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The visible and near-UV spectrum of thioindigo measured in benzene
show two major bands with maxima at �2.3 and 4.2 eV,118 respectively.
The calculated lowest excitation energy and oscillator strengths, which are
arguably of most interest to the dye chemist, are in excellent agreement with
the experimental values. The lowest lying 11Bu state computed at 2.36 eV is of
p! p� character and results mainly from the HOMO ! LUMO excitation.
Despite this simple electronic structure, the (dynamical) EC contributions are
large as can be seen by comparison with the TDHF excitation energy (3.77
eV), which is in error by > 1.4 eV. The second feature observed in the UV
spectrum of thioindigo is a relatively broad absorption including two
shoulders at 3.7 and 4.1 eV. Our calculations show that in this energy region
there are two 1Bu transitions close in energy: The 21Bu computed at 3.84 eV
and the 31Bu at 4.06 eV. Both states have purely p! p� character and result
mainly from HOMO-3!LUMO and HOMO-6!LUMO excitations, respec-
tively. The almost perfect agreement between the experimental and calculated
spectral data demonstrates that TDDFT provides a very reliable description of
higher-lying valence states.

The experimental absorption spectrum of coumarin 102 obtained in
ethanol solution exhibits two intense absorption bands at 3.2 and 5.9 eV
and one band with a lower intensity located at �4.8 eV.114 As for thioindigo,
the lowest-lying state is of p! p� type and mainly results from the HOMO!
LUMO excitation. The third state calculated at 4.50 eV with small intensity
ðf ¼ 0:085Þ is due to the two nearly degenerate configurations HOMO-
1!LUMO and HOMO! LUMOþ 1 and assigned to the band located in
the experimental spectrum at 4.8 eV. The third band in the spectrum of cou-
marin 102 is relatively broad with a maximum �5.9 eV. According to
the TDDFT calculations, this band is composed mainly of two transitions to
the 10A and 11A states calculated at 5.85 and 6.02 eV, respectively. In this
case, we observe some overestimation of the calculated intensities that may
be caused by solvent effects. Note, however, that TDDFT errors of �50%
for oscillator strengths, especially for higher-lying transitions, are not unusual
and that the neglected vibronic effects (FC factors much smaller than unity)
may also contribute to this error.

Transition Metal Complexes
Describing the electronic structure of transition metal compounds

remains a challenging goal in quantum chemistry in general. The importance
of static correlation effects arising from near degeneracy within the metal d-
shells causes difficulties in ab initio single-reference treatments (in TDDFT
there is some implicit account of static EC). Additionally, the low quality of
the Hartree–Fock orbitals for transition metal compounds complicates the
application of approaches lacking appropriate orbital relaxation effects.
The TDDFT method is currently the only one that can be applied routinely
to these systems, especially when large compounds without any symmetry
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are considered (for CASPT2 investigations of the spectra of small TM com-
pounds, see Ref. 11). Although in some cases semiempirical methods like
INDO seem to be applicable119 the DFT methods are more robust and even
with nontrivial basis sets the calculation times are small enough to allow rou-
tine applications on ‘‘real’’ systems. For other applications of the TDDFT
method to TM systems, see, for example, Ref. 120 and for a recent photoche-
mical TDDFT study, see Ref. 121.

As an example, we present in this section a TDDFT study of the optical
absorption spectrum of [Ru(4,40-COOH-2,20-bpy)2(NCS)2] (bpy¼ 2,20-bipyr-
idine) (see inset in Figure 15), a widely used charge-transfer sensitizer in nano-
crystalline TiO2 solar cells. In the calculations, we considered the neutral
system where the four carboxylic groups are protonated to represent a realistic
model of the complex under the experimental conditions122 (water solutions at
pH < 1.5). The geometry optimization of the complex results in a pseudo-
octahedral structure with C2 symmetry and a cis arrangement of the thiocya-
nite ligands. This optimization was carried out with the DFT-BP86108,109

method employing SV(d) basis sets,123 a quasirelativistic effective core poten-
tial (ECP) with 28 core electrons124 and a ½5s5p3d	 AO basis set123 for ruthe-
nium. The excited-state calculations were carried out using the B3LYP
functional. The calculated and the experimental absorption spectra are com-
pared in Figure 15.

Figure 15 Comparison of experimental and computed [B3LYP/SV(d)] UV spectra of the
bipyridine–ruthenium complex. The theoretical �E values are blue-shifted by 0.5 eV.
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The experimental spectrum exhibits two bands in the visible and near-
UV region centered at 2.3 and 3.1 eV,125 respectively. The overall band shapes
and their relative and absolute intensities are well described by the TDDFT
approach and even the shoulder at �1.9 eV is predicted correctly. The under-
estimation of the calculated excitation energies by �0.5 eV may on the one
hand be attributed to inabilities of the chosen density functional but on the
other hand certainly includes solvation effects that have been studied in Ref.
126 in the framework of continuum models. The neglected effects of spin–
orbit coupling may be on the order of 0.1–0.2 eV, which seems to be signifi-
cantly smaller than the differences obtained with various density functionals.
As can be seen by the vertical lines included in Figure 15, which indicate the
position and f values of the individual transitions, the density of electronic
transitions even in the low-energy range is quite high. For the first two bands,
�25 electronic states have to be considered, which increases to �60 in the
range up to 5 eV. The TDDFT method is the only one that is currently applic-
able in such situations.

The character of the electronic transitions is usually analyzed in terms of
the contributing single excitations. Although this is sometimes problematic
due to extensive orbital and configuration mixing, the analysis is straightfor-
ward in our particular example. The first absorption band has strong multi-
configurational character and involves excitations from the highest occupied
to the lowest unoccupied p� molecular orbitals. The many orbitals close to
the HOMO are mainly of ruthenium d-orbital character with significant
amplitudes on the isothiocyanate ligands. The second and the third absorption
band involve excitations from a second set of metal d orbitals, to the lowest
unoccupied p� molecular orbitals, which can be characterized as metal–ligand
charge-transfer (MLCT) bands. The fourth band at�4.6 eV is very intense and
can easily be assigned to intraligand (p! p�) excitations.

Open-Shell Systems: The Phenoxyl Radical
Due to its crucial role in combustion chemistry and biology, the phenoxyl

radical has been the subject of intense experimental and theoretical studies for
many years (for recent work, see Ref. 127 and references cited therein). For
these reasons we present it here as an example of UV spectroscopy of (neutral)
radicals (for the application of DFT to the spectra of aromatic radical cations,
see, e.g., Ref. 128 and for results of MRCI computations, see Ref. 129). The
phenoxyl radical is well known as a difficult case for electronic structure
methods because it requires a sophisticated treatment of electron correlation
similar to closed-shell aromatic hydrocarbons.

In agreement with previous DFT studies,127 we found a 2B1 ground state
(assuming C2v symmetry with yz being the molecular plane) corresponding to
a singly occupied orbital (SOMO) of p type. The lowest excited state corre-
sponds to a n! p(D-S) transition of B2 symmetry, which is dipole-forbidden.
A weak band observed experimentally at �1.1 eV (1120 nm) supports this
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prediction. The calculated vertical excitation energy of 1.04 eV is in almost
perfect agreement with the experimental value. For the pp� states of A2 and
B1 symmetry the TDDFT-B3LYP/TZV(d,p) calculation yields energies slightly
too high and thus a uniform red-shift of 0.35 eV has been applied in the simu-
lation shown in Figure 16.

As can been seen from the comparison of the theoretical and experimen-
tal spectra, the unrestricted (U)TDDFT method provides a uniformly good
description of the allowed transitions and the absolute and relative intensities
are predicted quite accurately. The overestimation of all excitation energies
seems to be due at least partially to the unrestricted treatment as indicated
by a study using a recently developed restricted open-shell TDDFT22 approach.
Except for the 12A2 state discussed below, the 0–0 transitions are most intense
indicating only slight geometry changes compared to the ground state.

Figure 17 shows the vibrationally resolved spectrum obtained for the
transition to the second lowest excited 12A2 state. The theoretical treatment
has been performed in the Franck–Condon approximation. The results are
generally in very good agreement with the experimental data. The prominent
progression with a spacing of �500 cm�1 results from a totally symmetric
(in-plane) CC stretching–bending mode. The relatively high intensities of the

Figure 16 Comparison of the computed [UTDDFT-B3LYP/TZV(d,p)] and experi-
mental127 UV spectra of the phenoxyl radical. The theoretical �E values are shifted by
�0.35 eV.

Case Studies 197



0–1, 0–2, and 0–3 vibrational transitions can be explained by the geometries
of the phenoxyl radical in the ground and excited states and the nature of the
normal modes. The X2B1 ground state has a partially chinoid structure with
short C��O (1.25 Å) and C2–C3/C5–C6 (1.37 Å) bond lengths. The C��C
bonds elongate in the 12A2 state to �1.43 Å, thus matching almost exactly
the geometric changes induced by the above mentioned stretching–bending
mode. This example clearly shows how a vibrational analysis can reveal struc-
tural details of the corresponding states. Further examples of this type will be
discussed in a later section.

Open–Shell Systems: Excited-State Absorption of Naphthalene
Excited-state absorption (ESA) is a type of electronic spectroscopy for

which only a few theoretical studies have been performed (for a recent study
on the singlet–singlet ESA spectrum of azulene, see Ref. 130 and for some
benchmark calculations on small molecules, see Ref. 131). From the experi-
mental point of view ESA is a very important topic in photophysical (kinetic)
investigations of energy, electron or hydrogen-transfer processes. Although in
principle all excited states of a molecule show a distinct electronic absorption
spectrum, only the ESA spectra of the lowest excited state in each multiplicity
(i.e., S1 or T1) are usually accessible experimentally. Because of the short

Figure 17 Comparison of the computed [UTDDFT-B3LYP/TZV(d,p)] and experi-
mental127 UV band of the 12A2 state of the phenoxyl radical. The 0–0 transition energy
is set to zero.
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lifetime (low concentration) of excited molecules, special experimental (laser)-
techniques are employed in ESA spectroscopy. Furthermore, background
absorption by molecules in the ground state or by photoproducts need to be
accounted for by taking difference spectra. Similar to the case of radicals, ESA
spectra usually start in the visible and, sometimes, bands are observed even in
the IR region (>1000 nm).

The naphthalene molecule, which is used as an example here, has a low-
est triplet state of B2u symmetry and p! p� (La) character. The dipole
allowed transitions that are polarized in the plane of the molecule thus belong
to transitions to Ag and B1g excited states. The results of the unrestricted
TDDFT-B3LYP treatment are shown in comparison with the experimental
spectrum in Figure 18.

The assignments of the most intense bands seen in the experimental spec-
trum (bands B-D) agree with those from previous semiempirical PPP-type
calculations132 and will not be discussed here. Substantial disagreement
between the theoretical and experimental data is observed only for the band
A assigned to the 13Ag state that is calculated too high by �0.5 eV. The
transition to the 13B1g state (band B) is described almost perfectly while the
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Figure 18 Comparison of the computed (UTDDFT-B3LYP/cc-pVDZ) and experimen-
tal132 triplet–triplet absorption spectra of naphthalene. Note the logarithmic intensity
scale.
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predicted excitation energies for band C and D show the typical TDDFT errors
on the order of �0.2–0.4 eV. Note, however, that the relative description for
the different states is worse compared to the phenoxyl radical where a global
shift of all excitation energies yields a satisfactory agreement with experiment.
This is because of the more complicated electronic structure of the naphtha-
lene T1 state (two vs. one open shell for the phenoxyl radical), which seems
not to be described well enough by the simple TDDFT treatment. Further-
more, due to technical limitations it is currently not possible to check the
degree of spin-contamination of the excited states (hŜS2i expectation value).
Conclusive answers about the applicability of TDDFT in this area of spectro-
scopy requires more detailed work on other systems.

Circular Dichroism

2,3-(S,S)-Dithiadecalin
The nature of the chromophore of a molecule has a major influence on

the corresponding CD spectroscopic properties. If the chromophore itself is
chiral, it is denoted as being ‘‘inherently chiral’’, whereas the term ‘‘inherently
achiral’’ is used for locally achiral chromophores that are disturbed by their
chiral surrounding (for a more detailed classification, see Ref. 133). The
strength of the Cotton effect (rotatory strengths) provided by molecules con-
taining an inherently chiral chromophore usually exceeds what is found for a
molecule containing an inherently achiral chromophore by an order of magnitude.

The dithiadecalin (DTD) molecule (see inset in Figure 19) is character-
ized by the local chiral disulfide chromophore. Its first two transitions are
expected to be of valence character and can be understood as single excitations
out of the lone-pair orbitals at the sulfur atoms into the corresponding sðSSÞ�
orbital. However, the �hr 2i values of the transitions indicate significantly
more diffuse character than expected for pure valence excited states.

To account for this fact, the TDDFT-B3LYP calculations of the spectra
have been carried out with a TZV(2df) basis set augmented with diffuse func-
tions at the sulfur atoms as well as at the neighboring carbon atoms and a
TZV(d,p) basis set for the remaining atoms. The B3LYP/TZV(d,p) ground-
state geometry has been used for these calculations. The theoretical spectrum
has been blue shifted by 0.39 eV to match the experimental band A.

The experimental spectra of DTD134 have been recorded in hexane.
Keeping in mind the above described diffuse character of all excited states
in DTD, an unbalanced theoretical description of states with stronger Rydberg
character is to be expected when gas-phase data are compared with those from
the condensed phase (Pauli-repulsion between the Rydberg state and solvent
molecule wave functions). Figure 19, however, shows an almost perfect match
between the theoretical gas-phase and experimental CD spectrum in the entire
energy range. Even band C, which is theoretically predicted to have almost
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exclusively Rydberg contributions, is described very well. It is pointed out here
that the prevailing opinion that the excitation energies of Rydberg states are
generally blue-shifted when going from the gas to the condensed phase6 has
been questioned recently for some molecules.135 It should also be mentioned
here that theoretical methods to describe the solvent effects on excited electro-
nic states beyond simple electrostatics (i.e., continuum models) are in fact not
yet developed.

The comparison with the UV spectrum shows an important advantage of
CD over conventional UV spectroscopy for chiral molecules. Because the CD
is a signed quantity, the band B is considerably better separated in the CD
spectrum. If the bands would lie even closer to each other such that they could
no longer be resolved by UV spectroscopy, CD spectroscopy would still yield
two well-separated bands since the corresponding Cotton effects are oppo-
sitely signed.

Figure 19 Comparison of the experimental and computed [TDDFT-B3LYP/aug-
TZV(2df)] UV and CD spectra for 2,3-(S,S)-dithiadecalin. The theoretical spectra have
been blue-shifted by 0.39 eV.
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(M)-[6]Helicene
Hexahelicene is one of the most widely studied molecules in theoretical

CD spectroscopy (see, e.g., Refs. 47 and 136 and references cited therein). The
system is rather large [120 valence electrons, 590 basis functions with a
TZV(d,p) AO basis] and �15–20 excited states are necessary to describe the
experimental spectrum entirely. This example is presented here to show that
correlated ab initio treatments are also applicable for such cases. The simpli-
fied coupled-cluster model CC2 together with the RI approximation is used
and compared to the standard TDDFT-B3LYP approach.

The experimental CD spectrum (see Figure 20) consists of two very
intense CD bands with opposite sign at 5.1 eV (240 nm, F) and 3.8 eV (320
nm, C). Shoulders (B, D, and E), and a very weak band (A) can, however, be
clearly identified. With the exception of the region of band D, which is pre-
dicted with the wrong CD sign in both calculations, the theoretical data are
in good agreement with the experimental spectrum; that is to say, all bands
have a clear correspondence to calculated states. The theoretical excitation
energies from CC2 have been red-shifted by 0.22 eV, which is on the order
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Figure 20 Comparison of the experimental and computed [TZV(d,p) AO basis, B3LYP
optimized geometry] CD spectrafor (M)-[6]helicene. The theoretical spectra have been
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indicate the two lowest states with small intensity obtained by CC2/TDDFT-B3LYP.
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of the expected solvent effect. Further enlarging of the AO basis would bring
the CC2 data in even closer agreement with experiment (estimated effect of
�0.1–0.2 eV). The TDDFT-B3LYP error is of opposite sign where the excita-
tion energies are underestimated by �0.2 eV. The CC2 results are furthermore
superior to those from TDDFT with respect to the splitting between the lowest
Lb (band A) and La (band B) states. The larger error for the high-energy band
F may be explained by some deficiencies of the TZV(d,p) AO basis set used,
which lacks diffuse components as well as requisite higher angular momentum
functions that are more important for explicitly correlated treatments than in
DFT.

The computed intensities are also in reasonable agreement with experi-
ment. The small R value for the Lb transition [�0:8� 10�40 cgs (CC2) vs.
�1:6� 10�40 cgs (exp.)137] is predicted correctly with CC2 but has the wrong
sign with TDDFT. However, this and the following La transition (band B) gain
intensity by vibronic coupling with the close-lying intense Bb state and thus,
results from vertical treatments should be taken cautiously.

When judging the accuracy of CC2 with respect to the TDDFT method,
one should also consider the necessary computation times. While the TDDFT
calculation was completed in �15 hours (on a PIII/1.4-GHz machine), the
CC2 treatment took >11 days, which corresponds to a timing ratio of �18.
As mentioned before, the best strategy is thus to first calibrate the chosen den-
sity functional(s) by comparison with ab initio approaches on smaller (but
structurally similar) molecules (in our example, e.g., ½3	- or ½4	helicene) and
finally to perform the calculation on the large target system using only the
cheaper TDDFT method.

(2S)-Tricarbonyl-g4-pentadi-2,4-enal-iron
As mentioned in a previous section, the description of the electronic spectra of

transition metal compounds in low-oxidation states is relatively complicated.
When applying DFT-based methods, it is recommended that one carefully
investigate the influence of the selected density functional. This is of particular
importance here because there are currently no ab initio methods on which the
TDDFT approaches can be calibrated. As an example we present a study of
the CD spectrum of (2S)-tricarbonyl-Z4-pentadi-2,4-enal-iron (ITP, for details,
see Ref. 49). The molecule contains two achiral chromophores [pent-2,4-die-
nal and the FeðCOÞ3 fragment] which, attached to each other, form the chiral
system. The spectroscopic activity of ITP in the near-UV originates mainly
from 3dðmetalÞ ! p� excitations. As a result of the similar energies of several
electronic configurations, extensive mixing is observed including various
n! p� states. Hence, it is understandable that the electronic nature of the
excited states in ITP is described very differently depending on which method
is applied. Furthermore, the energetic ordering and character of the MOs dif-
fers substantially between Hartree–Fock based and DFT approaches as well as
between different DFT functionals. A reasonable direct comparison of the
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results with the help of an MO based classification of the excited states is
therefore not possible so, only the simulated spectra without any transition
assignment are presented here. Figure 21 shows a comparison of experimental
and theoretical data [SV(d) basis set for C, H, O and a ½5s3p2d	 set for Fe].

Inspection of Figure 21 shows relatively good agreement of the TDDFT-
B3LYP spectrum with its experimental counterpart. The simulation with
the BHLYP functional yields wrong signs for parts of bands A and C while
the BP data seem to have little ‘‘overlap’’ with experiment. Strong dependen-
cies of the results on the chosen density functional are not uncommon for more
complicated systems. This type of dependency is the most severe drawback of
the TDDFT method. In the original publication concerning this planar-chiral
system,49 conformational effects (cis vs. trans orientation of the carbonyl
group) were investigated. The conformational preference seems to be resolva-
ble by comparison of experiment with theory.

Vibrational Structure

The shape and width of an absorption band in the visible region of the spec-
trum determines our color impression and is thus of fundamental importance
in the area of dye chemistry. Theoretical simulations of the vibronic structure

Figure 21 Comparison of the experimental and computed CD spectra for the (2S)-
tricabonyl-Z4-pentadi-2,4-enal-iron complex. The theoretical excitation energies have
been shifted by �0.31 (BHLYP), 0.02 (B3LYP), and 0.21 eV (BP), respectively (positive
values refer to a blue-shift). The simulations include the contributions from the 15
lowest excited states.
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of absorption bands allow us to evaluate the accuracy of the methods for find-
ing the minimum energy geometries and vibrational frequencies. Systematic
studies of the vibrational structures of the absorption bands for large mole-
cules have not been performed to date. A few investigations have been under-
taken using semiempirical138 or CIS139 methods that however, did not give
fully satisfactory results. For the first time, we will show here that reliable pre-
dictions can be obtained in the framework of TDDFT. This has become
possible due to the recently developed analytical TDDFT excited-state
gradient.140 In fact, it will be shown that the excited-state geometries and
vibrational frequencies from (TD)DFT are much more accurate than the
corresponding excitation energies (see also Ref. 141).

Anthracene
As a first example, let us consider the vibronic structure of the first

absorption band in the UV spectrum of anthracene. In agreement with experi-
ment, the TDDFT calculation gives an S1 state with B2u symmetry and a ver-
tical excitation energy of 3.23 eV [�E0--0ðexp :Þ ¼ 3:43 eV]. This band can be
described by a HOMO! LUMO excitation and in the Platt nomenclature
(perimeter model) it is denoted as the La state. Both states were optimized
at the (TD)DFT-B3LYP/TZV(d,p) level in D2h symmetry.

A comparison of the spectrum simulation with a low-resolution gas-
phase absorption spectrum26 is shown in Figure 22. This type of spectrum is

Figure 22 Comparison of the computed [TDDFT-B3LYP/TZV(d,p)] and experimen-
tal26 UV spectra for the 1La state of anthracene. The 0–0 transition energy is set to zero.
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typical for large systems (normal UV spectra), and has therefore been chosen
for discussion here. The theoretical intensities were obtained within the FC
approximation at 0 K and the individual transitions were broadened by Gaus-
sian shape functions using a half-width of s ¼ 165 cm�1.

The computed spectrum shows a good agreement with its experimental
counterpart over the entire energy range. This indicates that the geometry and
frequency–normal mode changes between the two states are much better
described by DFT than are the excitation energies (the DFT error for �E0--0

is �0.59 eV). The weak shoulders (hot-bands) located �300–750 cm�1 below
the 0–0 transition cannot be described by the present calculation. Although the
description of hot-bands is straightforward in principle (by thermal population
of vibrational ground-state levels), the current implementation of the recursive
integral algorithm leads to unacceptably long computation times in such cases.
As expected, the FC approximation seems to be very good for a dipole-allowed
transition as considered here. The gradual increase of the experimental inten-
sity relative to the calculated one in Figure 22 may arise from a nonhorizontal
baseline in the measured spectrum. Furthermore, the second, less intense tran-
sition to the S2 state (Lb) hidden under the La band may also contribute to this
intensity mismatch. All vibronic transitions with a high intensity correspond to
excitations of totally symmetric normal modes with a maximum excitation of
two quanta in a single vibration.

Octatetracene
Polyenes represent a class of widely studied molecules. Their ability to

undergo photochemical isomerizations is exploited by Nature to transduce
radiative energy into chemical energy and thus, these systems perform vital
functions in many biochemical processes. All-trans octatetraene is used here
as a model system to assess the ability of DFT methods to predict the impor-
tant spectroscopy of this and related systems.

A weak first absorption is found experimentally (�E0--0 ¼ 3:59 eV) cor-
responding to the electric dipole-forbidden 1Ag ! 2Ag transition. The second
(intense) band results from the allowed 1Ag ! 1Bu transition (�E0--0 ¼ 4:41
eV). This situation is challenging for any theoretical method because the char-
acter of both states is very different (single-configurational, ionic 1Bu state vs.
multiconfigurational, covalent 2Ag state with significant contributions from
double excitations).

All calculations were performed at the (TD)DFT-B3LYP/TZV(d,p) level
employing C2h symmetry. In contrast to the experimental data, the TDDFT
calculation yields an S1 state with Bu symmetry (�E0el ¼ 4:05 eV) and the
2Ag state as the second one (�E0el ¼ 4:89 eV). This error can be traced to
the systematic underestimation of excitation energies for ionic states with
TDDFT-B3LYP.35 Because of the adiabatic approximation used in the
TDDFT treatments, the 2Ag state is described solely by a mixing of
HOMO! LUMOþ 1 and HOMO-1!LUMO single excitations. It lacks
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the important HOMO–LUMO double excitation that has �30% weight in
MR-MP2 wave functions. Thus we show here how such deficiencies of the
theoretical treatment transfer to the description of the geometries and vibra-
tional frequencies, and finally to the simulated vibronic structure.

A comparison of computed (FC approximation, broadened by Lorent-
zian functions with a half-width of s ¼ 20 cm�1) and experimental gas-phase
spectra30 for the 1Bu state is shown in Figure 23. Compared to the previous
example, the theoretical description using B3LYP is worse. An obvious devia-
tion from experiment is the relatively strong progression of the nontotally
symmetric normal mode with a frequency of 143 cm�1. This indicates an over-
estimation of the frequency change for this mode upon electronic excitation.
Because ionic p! p� states benefit from the inclusion of ‘‘exact’’ HF
exchange,25 the calculation was repeated with the BHLYP functional
ðEEX ¼ 50%Þ. As can be seen from Figure 23, this significantly improves
the description of the vibronic structure that is now in acceptable agreement
with experiment over the entire energy range. Test calculations using TDHF
ðEEX ¼ 100%Þ yield results that deviate more strongly from experiment
(not shown) indicating that there is some (state-dependent!) optimum of
exchange mixing in the density functionals.

Figure 23 Comparison of the computed [TDDFT/TZV(d,p)] and experimental30

spectra for the 1Bu state of octatetrene. The 0–0 transition energy is set to zero.
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The dipole forbidden 1Ag ! 2Ag transition must be treated at the Herz-
berg–Teller level (see earlier section) including the derivatives of the electronic
transition dipole moment. These results are shown in Figure 24 in comparison
with the experimental jet spectrum.31 The computed intensities were broad-
ened with Lorentzian functions using a half-width of s ¼ 0:5 cm�1.

Somewhat surprisingly, the calculated spectrum shows an almost perfect
agreement with the experiment. This seems to indicate that either the density
functional implicitly accounts for the missing double excitation (see also Ref.
142) or that its influence on the shape of the excited-state potential energy sur-
face is small or similar to that of the HOMO! LUMO þ 1 and HOMO�
1! LUMO excitations. Based upon the intensity inducing bu mode with a
frequency of 94 cm�1, which leads to mixing of the S1 and S2 states, several
excitations of totally symmetric modes with low quantum numbers are observable.

Formaldehyde
The harmonic approximation is essential for computing the vibrational

structure of electronic bands for large molecules. For more ‘‘floppy’’ (low-
energy) nuclear motions (like torsions and bendings), it is inadequate. Here,
we present an example of how the harmonic treatment of such motions effects
the shape of the calculated spectra. The electric dipole forbidden n! p�

Figure 24 Comparison of the computed [TDDFT-B3LYP/TZV(d,p)] and experimen-
tal31 spectra for the 2Ag state of octatetraene. The 0–0 transition energy is set to zero.
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transition of formaldehyde is used to illustrate this issue (for other TDDFT
treatments of the excited-state surfaces of this molecule, see Ref. 143).

The geometry of the ground state was optimized at the DFT-
B3LYP(TZV(d,p) level in C2v symmetry. The TDDFT calculation yields an
S1 state with A2 symmetry and a vertical excitation energy of 3.99 eV
(�E0--0 ¼ 3:56 eV, exp. 3.51 eV144), which can be described by the HOMO
(lone-pair)! LUMO (p�) single excitation. The geometry optimization of the
S1 state was carried out in Cs symmetry. In agreement with experimental data,
we obtain a nonplanar minimum for the excited state with a pyramidalization
angle of 34.9� (experimentally 33.6�145), which lies only 0.02 eV (experimen-
tally 0.044 eV145) below a planar transition state for inversion (see Figure 25).
Based on a Herzberg–Teller treatment, a simulation of the vibronic structure
was performed and the obtained intensities were broadened with Lorentzian
functions with a half-width of s ¼ 50 cm�1.

A comparison of the calculated and experimental gas-phase spectra144

(see Figure 26) clearly shows the limits of a harmonic treatment. Although
the overall shape of the spectrum is reproduced quite well including the domi-
nant C��O stretch progression, the inversion doubling of most peaks due to the
double-minimum potential is obviously missing. Because such situations can

Figure 25 Ground and first excited-state potential energy curves [TDDFT-B3LYP/
TZV(d,p)] along the pyramidalization coordinate of formaldehyde. For comparison, the
dashed line shows the harmonic potential.
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also be found in larger systems (although the consequences for the shape of the
spectra are expected to be of lesser importance) these limits of the currently
feasible theoretical treatments must be kept in mind.

SUMMARY AND OUTLOOK

In this chapter, we have attempted to demonstrate that present-day
quantum chemical electronic structure methods can provide an effective tool
for predicting and interpreting electronic spectra of large molecules. This
includes the calculation of vertical and 0–0 excitation energies, relative and
absolute intensities, as well as details of vibrational features of absorption
bands. A wide range of structurally different molecules and transitions
between states of various characteristics have been successfully considered.
This fact in turn strongly indicates that electronically excited states can be
satisfactorily described by some of the above mentioned theoretical methods.
The development of density functional based methods in particular has opened
new areas of application that 10 years ago would have been ‘‘unthinkable’’.
Progress has also emerged in pure ab initio (wave function) approaches in

Figure 26 Comparison of computed [TDDFT-B3LYP/TZV(d,p)] and experimental144

absorption spectra of formaldehyde. The 0–0 transition energy is set to zero.
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recent years. These systematically improvable methods are still necessary to
calibrate and test the density functionals or even other more approximate
techniques. Because of the complexity of most excited-state problems, com-
bined approaches using very different theoretical methods from all areas of
quantum chemistry are strongly recommended because a multifacted approach
will increase the overall reliability of the predictions. On the other hand, there
is still a long way to go to improve existing theories and challenging problems
remain to be solved. Beside the constant necessity to increase accuracy and
applicability, the two issues of solvent effects on electronic spectra and the
development of treatments for large and flexible systems are relevant topics
for future researchers.
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O. Treutler, M. von Arnim, F. Weigend, P. Weis, and H. Weiss. TURBOMOLE (Ver.
5.6), Universität Karlsruhe, 2003.

218 Calculation of the Electronic Spectra of Large Molecules



CHAPTER 4

Simulating Chemical Waves
and Patterns

Raymond Kapral

Chemical Physics Theory Group, Department of Chemistry,
University of Toronto, Toronto, Ontario M5S 3H6, Canada

INTRODUCTION

When chemically reacting systems are forced to lie far from equilibrium
they form a remarkable variety of chemical patterns. Living systems are open
to the environment and the displacement from equilibrium arises from chemi-
cal or other energy supplied to the system by the surroundings. Sustained che-
mical patterns can be observed in the laboratory in continuously fed unstirred
reactors (CFUR),1 where feeds of chemicals are supplied to the chemical reac-
tor to maintain it far from equilibrium. A favorite laboratory system that has
been studied often is the Belousov–Zhabotinsky (BZ) reaction,2–4 the catalytic
oxidation of citric or malonic acid by bromate ion in an acidic solution.
When such a reaction is carried out in a open gel reactor, one sees waves of
oxidation pass through the system that often take the forms of spirals as
shown in Figure 1(a).5 The wavelength of the pattern is on the order of milli-
meters and the rotation period of the spiral wave is on a time scale of seconds.
Even more complex chemical patterns can be seen in such open reactors; for
example, Figure 1(b) shows the formation of a labyrinthine pattern in the
iodine–ferrocyanide–sulfite chemical reaction in a gel reactor.6 This chapter
discusses how one can model the formation and evolution of such chemical
patterns using computer simulation. Related phenomena of temporal patterns
such as oscillations and chaos were reviewed in an earlier volume.7
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Reacting systems can be viewed and modeled on different space and
time scales, ranging from the microscopic to the macroscopic. Microscopic
models are the domain of classical molecular dynamics or even quantum
mechanics. For large, open, spatially distributed systems of the sort discussed
above, these fundamental descriptions cannot provide a basis for practical
simulation methods. In a macroscopic system, the number of molecules is so
large that it is impossible to contemplate the direct solution of Newton’s or
Schrödinger’s equations of motion. Furthermore, while elementary processes
corresponding to reactive events typically occur on femtosecond time scales
and angstrom length scales, the scales of interest for chemical patterns are
usually much larger.

The choice of theoretical tools used to analyze the behavior of these sys-
tems depends on the scales on which one wishes to model the dynamics and
the questions being asked. If the phenomena of interest are truly macroscopic,
for example, the chemical waves in the BZ reaction, then an appropriate level
of description is through reaction–diffusion equations. This macroscopic
description focuses on chemical concentrations in small (but still macroscopic)
system volumes and considers how these local concentrations change as a
result of reaction and diffusion. In such an approach, one bypasses the mole-
cular level of description completely and focuses directly on phenomena occur-
ring on macroscopic scales.

If the phenomena of interest occur on shorter mesoscopic length and
time scales, say tens to hundreds of nanometers and pico- to microseconds,
then a mesoscopic description in terms of Markov processes or Markov chain

Figure 1 (a) A spiral wave formed in a thin gel layer of the Belousov–Zhabotinsky
reaction (from Belmonte and Flesselles, Ref. 5. (b) Formation of a labyrinthine pattern in
the bistable region of the iodine–ferrocyanide–sulfite chemical reaction in a gel reactor
(from Lee and Swinney, Ref. 6).
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models is appropriate. These descriptions model the dynamics as a stochastic
process based on the reaction and diffusion mechanisms. Although the sto-
chastic dynamics coarse grains over molecular scales, it incorporates the
effects of fluctuations that reaction–diffusion models miss. When building
such models it is important to establish a link between the mesoscopic and
macroscopic descriptions.

In contrast to these basic approaches at the macroscopic and mesoscopic
levels, one can consider a class of models that does not rely on a knowledge of
the detailed rate law or reaction mechanism but instead abstract certain gen-
eric features of the behavior. These simplified models often provide insight
into the system’s dynamics and isolate the minimal features needed to rationa-
lize complex phenomena. Cellular automata (CA)8 and coupled map lattices
(CML) are two examples of such abstract models that we shall discuss.9 In
the following sections, we discuss each of these models, give some of the back-
ground that led to their formulation, and provide an introduction to how
they are constructed. The presentation will focus on a few examples instead
of providing an exhaustive overview.

REACTION–DIFFUSION SYSTEMS

Suppose we have an open system with n chemical species, labeled by an
index a, which diffuse and undergo chemical reactions. If the chemical and dif-
fusion processes occur on space and time scales that are long compared to
microscopic scales, a local equilibrium description is appropriate. In a local
equilibrium description, one imagines that the system is partitioned into cells
centered at positions r that contain many molecules and across which gradi-
ents in concentrations are negligible. In each cell, we can determine the local
chemical concentration caðr; tÞ of species a at time t. Within each cell, chemi-
cal reactions occur and the rate of change of species a due to reactions is called
Raðc1ðr; tÞ; . . . ; cnðr; tÞÞ. The concentration in cell r can also change by diffu-
sion of a species from one cell to another. Thus, the changes in the local
chemical concentrations are described by reaction–diffusion equations

qcaðr; tÞ
qt

¼ Ra þDar2caðr; tÞ ½1�

where Da is the diffusion coefficient of species a. The combination of non-
linear kinetics with positive or negative feedback arising from autocatalytic
steps in the reaction mechanism, flows of reagents into and out of the system
to maintain it in far-from-equilibrium states and diffusion, with possibly
different diffusion coefficients for different species, endow this equation and
the physical systems it represents with interesting behavior that has fascinated
chemists and researchers in other disciplines.

Reaction–Diffusion Systems 221



In order to model pattern formation in chemical systems at the macroscopic
level, we must be able to solve the reaction–diffusion equation [1]. The sim-
plest numerical method that one can use to solve this equation is an Euler
scheme, where space is divided into a regular grid of points with separation
�x. In Figure 2, we show such a grid for a two-dimensional system. Each
grid point is labeled by r ¼ ði; jÞ. Time is also divided into small segments �t.

For simplicity, suppose we consider a single chemical species X with
local concentration cXðr; tÞ. (We may suppose that other chemical species par-
ticipating in the reaction are pool species whose concentrations are either in
large excess or are held fixed by flows of reagents into and out of the system.)
If we approximate the time and space derivatives in Eq. [1] by finite differences
we obtain,

cXðr; t þ�tÞ ¼ cXðr; tÞ þ�tRXðcXðr; tÞÞ þ
DX�t

ð�xÞ2
X

r0 2NðrÞ

�
cXðr0; tÞ 
 cXðr; tÞ

�

½2�

where r0 runs over the neighbors of site r and NðrÞ stands for the number of
cells (i.e., sites) that are neighbors to the cell r (see Figure 2). As long as �x
and �t are sufficiently small and satisfy the stability condition
D�t=ð�xÞ2 < 1=2d, where d is the dimension of the system, this scheme
will yield a faithful solution to the reaction–diffusion equation. The grid points
need not lie on a cubic lattice and the size of the neighborhood used to

Figure 2 An example of a regular spatial grid used in the simulation of the reaction–
diffusion equation. The grid spacing is �x. The heavy lines connecting grid points show
the coupling used in the evaluation of the diffusion term.
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compute the spatial derivatives can be enlarged to insure that the chemical pat-
terns do not depend on the underlying grid used in the simulations. If the reac-
tion kinetics has very disparate time scales or the spatial variations of the
concentrations are very pronounced, the differential equations are called stiff
and such a simple explicit scheme may not be efficient. In this case, more com-
plicated implicit partial differential equation solvers or other integration
schemes may be used to obtain the solutions of the reaction–diffusion equa-
tion.10–15 The simulation of two often-studied models will illustrate some of
the chemical patterns that reaction–diffusion equations can display.

The Schlögl model16 has the reaction mechanism,

ðiÞ A Ð
k1

k
1

X ðiiÞ Bþ 2X Ð
k2

k
2

3X ½3�

We suppose that the A and B species are pool species, that is, their concentra-
tions are very large. If the concentrations of these species are taken to be
constant, only the concentration of species X can change. Following mass
action kinetics, the reaction rates corresponding to the two steps in the
mechanism (Eq. [3]) are

R
ðiÞ
X ðcXÞ ¼ k1ca 
 k
1cX

R
ðiiÞ
X ðcXÞ ¼ k2cbc2

X 
 k
2c3
X

½4�

where ca and cb are the constant concentrations of species A and B, respec-
tively. Consequently, the overall reaction rate for species X is RX ¼ R

ðiÞ
X þ

R
ðiiÞ
X ¼ k1ca 
 k
1cX þ k2cbc2

X 
 k
2c3
X.

If the system is homogeneous in space, there are no concentration gradi-
ents and the reaction–diffusion equation [1] reduces to the chemical rate law,

dcXðtÞ
dt

¼ k1ca 
 k
1cX þ k2cbc2
X 
 k
2c3

X ½5�

whose steady-state concentrations c�X (i.e., those for which dcX=dt ¼ 0) are
given by the solutions of the cubic equation, k1ca 
 k
1c�X þ k2cbc�2X 

k
2c�3X ¼ 0. Depending on the choice of kinetic parameters, the Schlögl
model possesses either a single stable steady state or bistable steady states.
A sketch of the steady-state solutions are shown in Figure 3. A rate law of
this type is applicable to the iodate–arsenous acid system where experimental
studies of wave propagation have been carried out.17

Suppose the initial concentration of X in the system fluctuates slightly in
space around the value c�0 so that cXðr; 0Þ ¼ c�0 þ dcXðrÞ, where dcXðrÞ is a
small perturbation. If c�0 corresponds to the unstable state and we solve the
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reaction–diffusion equation for the Schlögl model in two dimensions using the
Euler scheme in Eq. [2] subject to this initial condition, we obtain the results
shown in Figure 4. The system quickly evolves from the unstable state and
forms domains of the two stable states separated by chemical fronts where

Figure 3 Steady states of the Schlögl model. The steady-state concentration c�X is plotted
versus the rate constant k
1. The solid (dashed) lines denote stable (unstable) steady
states. Parameters are k1ca ¼ 0:001, k2cb ¼ 0:0356, and k
2 ¼ 0:0153. The filled circles
are the results of a mesocopic Markov chain simulation of the Schlögl reaction
dynamics.

Figure 4 Formation of domains of the two stable states in the Schlögl model color coded
in gray shades.
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the concentration changes rapidly from one stable state to the other. This
segregation into two phases is akin to what one sees when a binary solution
is rapidly cooled to the two-phase region of the phase diagram and two immis-
cible liquids form; however, because the chemical reaction can change the con-
centration, the pattern will continue to coarsen until a single phase exists in the
finite system. Behavior of this type is common in many physical systems and is
described by Model A of critical phenomena.18 Bistable systems with compet-
ing interactions can form more complex patterns like the labyrinthine patterns
shown in Figure 1(b); such patterns will be discussed later in this chapter.

A second example of a reaction–diffusion equation is the FitzHugh–
Nagumo (FHN) model for two chemical concentrations u and v:

qu

qt
¼ 
u3 þ u
 vþDur2u

qv

qt
¼ Eðu
 avþ bÞ þDvr2v

½6�

In this model, E is the ratio of the time scales associated with the reactive
dynamics of the two variables u and v, while Du and Dv are their diffusion
coefficients. The parameters a and b characterize the local reactive dynamics.
The FHN model19,20 was originally constructed as a simple scheme for
describing electrochemical wave propagation in excitable nerve or cardiac tis-
sue. The variable u corresponds to the potential while v represents ion currents
in the nerve tissue. It has since been used extensively as a generic model that
describes so-called ‘‘excitable’’ behavior of chemically reacting systems. In
fact, as we shall show later in this chapter, it is possible to write a chemical
reaction scheme whose rate law is of FHN form.21

Excitable media are some of the most commonly observed reaction-
diffusion systems in Nature. An excitable system has a stable steady state
that responds to perturbations in a characteristic way: Small perturbations
return quickly to the steady state, while larger perturbations that exceed a cer-
tain threshold value make a long excursion in concentration phase space
before the system returns to the stable state. In many physical systems, this
behavior is captured by the dynamics of two concentration fields, a fast acti-
vator variable (the u variable with cubic nullcline in the FHN model) and a
slow inhibitor variable (the v variable in the FHN model with linear null-
cline).22 A nullcline is a curve corresponding to zero time derivatives for the
variables in the system. Figure 5(a) shows the _uu ¼ 0 ¼ 
u3 þ u
 v and
_vv ¼ 0 ¼ v
 auþ b nullclines of this system along with trajectories corre-
sponding to sub- and superthreshold excitations. The trajectory arising from
the subthreshold perturbation quickly relaxes back to the stable fixed point.
Three stages can be identified in the trajectory resulting from the superthres-
hold perturbation: an excited stage where the phase point quickly evolves far
from the fixed point, a refractory stage where the system relaxes back to the
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stable state and is not susceptible to additional perturbation, and the resting
state where the system again resides at the stable fixed point.

An excitable medium is a diffusively coupled array of such local excita-
ble elements described by a reaction–diffusion equation. Imagine a local super-
threshold perturbation applied to the system in the homogeneous resting state.
Due to diffusive coupling, the perturbation will excite neighboring regions of
the medium. The originally perturbed region will first relax to the refractory
state where it is no longer susceptible to perturbation, and finally back to the
stable steady state. Consequently, a circular wave of excitation with a refrac-
tory tail will propagate outward from the perturbation through the medium. If
an excitable wave is broken (e.g., by an obstacle or inhomogeneity in the med-
ium), since the front velocity is smaller at the tip than the rest of the wave
front, free ends of wave fronts will curl, leading to the formation of spiral
waves in the system. Examples of a ring of excitation and a spiral wave in
the FitzHugh excitable medium are shown in Figure 6.

Excitable waves are seen in many chemical and biological systems. The
often-studied BZ reaction was one of the first systems in which such waves
were observed.4,23 Chemical waves of this type have been studied extensively
in the catalytic oxidation of CO on Pt.24 In biological contexts, waves of this
type occur in the aggregation stage of the slime mould dictyostelium discoi-
deum where the chemical signaling is through periodic waves of cyclic adeno-
sine monophosphate (cAMP); also, the Ca2þ waves in systems like xenopus
laevis oocytes and pancreatic b cells fall into this category.25 Electrochemical
waves in cardiac and nerve tissue have this origin and the appearance and/or
breakup of spiral wave patterns in excitable media are believed to be respon-
sible for various types of arrhythmias in the heart.26

Figure 5 Cubic ð _uu ¼ 0Þ and linear ð _vv ¼ 0Þ nullclines for the FHN equations: (a) displays
the excitable dynamics showing trajectories resulting from sub- and super-threshold
excitations; (b) displays oscillatory dynamics showing two limit cycle orbits; small inner
limit cycle close to Hopf point; large outer limit cycle far from Hopf point. See Ref. 7 for
the definition of Hopf points.
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In addition to excitability, the FHN model can also possess oscillatory
solutions. Figure 5(a) shows the configuration of the nullclines for a different
choice of parameters. Now the system has an unstable fixed point or steady
state and the stable attracting state is a limit cycle oscillation shown as the
closed loop surrounding the unstable fixed point in the ðuvÞ-plane of the figure.
Chemical patterns such as spiral waves can form in oscillatory as well as exci-
table systems27 and we shall have occasion to discuss some aspects of patterns
in oscillatory media below.

CELLULAR AUTOMATA

The chemically reacting systems we have been considering are relatively
simple—at least our models for them have been so. However, most of the
pattern forming reacting media studied in the laboratory have very complex
mechanisms whose full nature is still a matter of debate, even for the exten-
sively studied BZ reaction.28 The situation becomes very complicated indeed
if one turns to living systems where the basic underlying mechanisms involve
very complex networks of reactions. One question one might pose is, are there
certain basic underlying principles or mechanisms that complex systems
exploit to achieve a particular kind of behavior? Or, stated another way,
are there simple rules that underlie the dynamics of complex systems?

Cellular automata were constructed by Von Neumann and Ulam as sim-
ple models of self-reproducing systems that mimic living systems.29 The Von
Neumann cellular automaton is not so simple and comprises a fairly complex
set of rules that specifies how the system evolves in time. Codd devised a much
simpler rule that achieves self-reproduction.30,31 Wiener and Rosenbluth

Figure 6 A ring of excitation (a) and a spiral wave (b) calculated from the excitable FHN
medium, Eq. [6].
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constructed the forerunner of a cellular automaton to model the behavior of
excitable cardiac tissue.32 The use of cellular automata to model condensed
phases was discussed in an earlier chapter in this series.8 We shall show below
that variants of the Wiener–Rosenbluth model can be used more generally to
model chemical wave propagation in excitable chemical systems.

Before showing how this can be done, we must first define more precisely
what a cellular automaton (CA) is. A CA model for a system is constructed as
follows: The dynamical evolution is imagined to take place on a set of cells.
Each cell is defined by a finite set of values of a dynamical variable
S ¼ fsk : k ¼ 1; . . . ; ng. The values of the sk in a cell change at discrete time
instants according to a rule R that depends on the value of sk in the cell as well
as that of its neighbors. Even very simple rules, R, can produce complicated
dynamics.33 In fact, CA rules that are Turing machines, that is, are capable of
universal computation, can be devised.

As a simple example of a CA rule, suppose the cells are arranged in a line
and the cell variable takes the values 0 or 1, s 2 ð0; 1Þ. Let sðiÞ be the value of s
in cell i. Next, we need a rule R that tells us how the sðiÞ change with time.
Suppose the rule depends on the value of sði; tÞ, that is, the cell value at time t,
and the values of its nearest neighbors at the sites iþ 1 and i
 1. Because the
cell can take only the values 0 and 1, we can enumerate all eight possibilities of
ðsði
 1ÞsðiÞsðiþ 1ÞÞ: ð000Þ, ð001Þ, ð010Þ, ð011Þ, ð100Þ, ð101Þ, ð110Þ, and
ð111Þ. If we interpret these strings of zeros and ones as binary numbers,
they correspond to the decimal numbers 0–7. The CA rule specifies how the
central cell value sði; tÞ changes as a result of the values of the neighboring
cells: ðsði
 1; tÞsði; tÞsðiþ 1; tÞÞ ! sði; t þ 1Þ. An example is Rule 90:

ð000Þ ! 0 ð001Þ ! 1 ð010Þ ! 0 ð011Þ ! 1

ð100Þ ! 1 ð101Þ ! 0 ð110Þ ! 1 ð111Þ ! 0
½7�

If the final values of sðiÞ are written in reverse order one obtains 01011010,
which has the decimal value 90, hence the name of the rule. If one
starts with a single one in a row of zeros on a line, one finds the result in
Figure 7. This calculation shows that a very simple CA rule can produce
very complicated spatio-temporal dynamics.

Returning to our theme of pattern formation in reaction-diffusion
systems, we show how a simple CA model of an excitable system can be con-
structed.34,35 The main characteristics of an excitable medium, as discussed
above, are the presence of a stable steady or resting state and the peculiar
form of the evolution back to the resting state after a disturbance. In particu-
lar, we saw that if the perturbation exceeded a critical value the system became
excited to values of the concentration far from the resting state and then
slowly relaxed back to the resting state. During this relaxation, the system
was refractory and not susceptible to further perturbation. Consequently,
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we can identify three major states of the system: the resting state Q, the excited
state E, and the refractory state R. To construct a CA model for an excitable
system, we suppose that the cells in the CA model can take values in the set
S ¼ fQ;E;Rg. We arrange the cells on a regular lattice in space, say in two
dimensions, as shown in Figure 2 for the discretization of the reaction–diffu-
sion equation. Now all we need is a rule R that changes the state of the cells
and mimics the excitable dynamics.

First, consider a cell in isolation from its neighboring cells. If it is in the
resting state Q, it will remain there since this is the stable steady state of the
system. If it is excited, that is, in the state E, it will first become refractory, and
then finally return to the resting state. Thus, it will undergo the series of
changes E! R! Q.

Of course, cells are not isolated but communicate with their neighbors
mimicking the diffusion of chemicals in the real system. We can take this
coupling effect into account by having the state of a cell labeled by r, its
discrete position on the lattice, change as a result of the values in neighboring
cells located at sites r0. In particular, we suppose that if the cell at r is in its
resting state Q and any one of the neighboring cells is excited; that is, in
the state E, then in the next step the cell will become excited. If we let
sðr; tÞ be the state of the cell r at time t, then the rule R for an excitable
medium may be written compactly as

sðr; t þ 1Þ ¼
E if sðr; tÞ ¼ Q and sðr0; tÞ ¼ E
R if sðr; tÞ ¼ E
Q if sðr; tÞ ¼ R or sðr; tÞ ¼ Q and sðr0; tÞ 2 fQ;Rg

8<
: ½8�

By using this rule, it is possible to construct the evolution of simple initial
conditions with just a pencil and graph paper. For example, if all the cells in

Figure 7 Time evolution given by Rule 90. The abcissa is the cell label while the ordinate
is discrete time, with time increasing from top to bottom. The color coding is such that 0
is white and 1 is black.
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the system are in the resting Q state except for a single cell in the center that is
excited and in state E, then, according to the rule this central cell will excite its
neighbors to the state E, while it will evolve to the refractory state R. In sub-
sequent time steps, the excited cells will continue to excite neighboring cells
that are in the resting state Q, but will not excite cells in the refractory state
R, since this state is not susceptible to perturbations. Thus a ring of excitation
will grow from the single excited cell as shown in Figure 8. The analogy with
the growing ring of excitation in the partial differential equation (PDE) simu-
lation of the FHN model in Figure 6 is evident.

Spiral waves are also easily generated by this CA rule. To produce such
chemical waves in the system, we start with an initial condition consisting of a
row of cells in the excited state E, adjacent to a row of cells in the refractory
state R. All other cells in the system are in the resting state Q. The cells in the
center of the row simply advance forward on each time step as the excited cells
excite their neighbors; backward excitation is prevented by the row of refrac-
tory cells. However, more interesting behavior occurs at the end of the row.
Because an additional cell may be excited at the end of the row in the
first time step, the excitation will ‘‘curl’’ around the refractory states at subse-
quent time steps leading to a pair of spiral waves as shown in Figure 9. Once
again the similarity to the spiral wave in Figure 6 for the FHN model is
evident.

Figure 8 A ring of excitation produced by the excitable medium CA rule. Color coding:
Q white, E black, R shaded.

Figure 9 A spiral wave produced by the excitable medium CA rule.
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This example illustrates both the power and drawbacks of simple cellular
automaton modeling of reaction–diffusion media. The CA rule abstracts the
essential features responsible for the different types of wave propagation
seen in excitable media and provides considerable insight into how and why
such chemical patterns form. However, if one wants to examine the chemical
patterns in excitable media in more detail, the artifacts arising from the sim-
plicity of the CA rule are an obstacle to such investigations. For example, one
obvious difference between the ring of excitation and spiral patterns in the CA
model and those in the PDE simulation of the FHN model is that the CA pat-
terns have sharp corners. The shapes of the waves are also determined by the
nature of the lattice on which the CA cells are placed and the nature of
the neighborhood used in the CA rule. For example, if nearest plus next-near-
est neighbors (called a Moore neighborhood) are used to update the cell
values, one obtains a square-shaped ring instead of a diamond-shaped ring.
Since the curvature of the wave fronts determines many aspects of their
propagation properties, a quantitative description of wave propagation is
not possible using this CA model.

It is also interesting to examine the nature of the center or core of the
spiral wave in the CA model. By looking at the evolution of the CA spiral
wave in Figure 9 one can see that there is a configuration of four cells (shown
in Figure 10) that cycles and repeats itself every four time steps. This cycling
configuration is responsible for the generation of the spiral wave and does not
move: The spiral is pinned to the initial location of this core configuration of
cells. In experimental observations of spiral waves of excitable chemical media
and PDE simulations, depending on the system parameters, the spiral core is
not stationary and may undergo complicated meandering motion.36–39 This
behavior is not captured by the simple CA model.

One can now envisage several ways to try to remedy these deficiencies
and there have been numerous generalizations of the simple excitable CA
rule discussed above.40,41 These generalizations typically increase the size of
the state space of a cell, including several excited and refractory states.

Figure 10 Cycling configuration of cells at the center or core of a CA spiral wave.
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Furthermore, the size and nature of the neighborhood can be changed. If the
CA rules are made sufficiently elaborate many of the artifacts of the waves can
be removed. However, the price one pays is the lack of simplicity and physical
insight and increased computational cost. Direct simulation of PDE models is
a simple task on current computers, precluding the use of such elaborate CA
models.

However, in addition to the physical insight into the nature of excitable
wave propagation that CA models provide, they are a powerful tool for ana-
lyzing general aspects of complex dynamics. Thus, their utility far surpasses
the fact that they are simple models for reaction–diffusion systems. Because
very simple rules can yield very complicated dynamical behavior, these models
have been investigated extensively in the mathematical and physical litera-
ture.42,43 They provide insight into the basic conditions needed to obtain com-
plex behavior and provide a means of classifying this behavior. The fact that
simple CA rules can lead to universal computation or self-replication provides
keys to a deeper understanding of Nature.

COUPLED MAP LATTICES

In the preceding two sections, we discussed patterns in chemically reacting
media using PDE reaction–diffusion models, where space, time, and chemical
concentrations were continuous variables, and cellular automata, where space,
time, and the state of a cell were discrete. We now turn our attention to
coupled map lattices (CML),44,45 another type of model that has been used
to gain insight into the behavior of systems displaced far from equilibrium.
The structure of a CML model of a system has similarities both to discretiza-
tions of reaction–diffusion equations and to cellular automata. To build a
CML model of a system, space is partitioned into a grid of points on which
the dynamical variables (chemical concentrations in our case) are evaluated.
A rule or map is associated with each lattice site that specifies how the vari-
ables change after a single time step. The rule differs from that used in a CA
model since the variables in the cells can take continuous values, not discrete
values as in a CA rule, and the map function specifies how these continuous
variables change in one time step. The coupled map lattice is constructed by
coupling such maps together so that the new value of the variable at the site is
determined by the local map plus its coupling to the maps at neighboring sites.
Thus, we see that in a CML both space and time are discrete while the dyna-
mical variable at a site takes on continuous values.

We may again use the grid in Figure 2 to show how the maps may
be coupled to form CML. As in our earlier discussions the sites of the
lattice are labeled by discrete values r. At each site we have a map that is a
function f ðcðr; tÞÞ that takes the variable cðr; tÞ at site r at time t into its
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value at time t þ 1: cðr; t þ 1Þ ¼ f ðcðr; tÞÞ. The coupled map model may then
be written as

cðr; t þ 1Þ ¼ f ðcðr; tÞÞ þ g
X

r0 2NðrÞ
ðgðcðr0; tÞÞ 
 gðcðr; tÞÞÞ ½9�

where the notation is the same as in earlier sections. Here g gauges the strength
of the coupling of the map at site r to maps at neighboring sites r0, and g is a
function that specifies the nature of the coupling.

At this point it is useful to make comparisons to the Euler solution of the
reaction–diffusion equation. If we measure time in units of �t so that
t=�t! t, we can write Eq. [2] (dropping the subscript X) as,

cðr; t þ 1Þ ¼ f ðcðr; tÞÞ þ g
X

r0 2NðrÞ

�
cðr0; tÞ 
 cðr; tÞ

�
½10�

where f ðcÞ ¼ cþ�tRðcÞ, gðcÞ ¼ c, and g ¼ ½DX�t=ð�xÞ2�. We mentioned
earlier that the Euler solution will be useful only if the stability criterion
g ¼ ½DX�t=ð�xÞ2� < 1=2d is satisfied. (The stability criterion depends on the
specific form of the CML model.) Thus, we see that the Euler discretization of
the reaction–diffusion equation is a CML model for its evolution. It is often
more convenient to write the CML model in a forward difference form where
we take g ¼ f so that

cðr; t þ 1Þ ¼ f ðcðr; tÞÞ þ g
X

r0 2NðrÞ

�
f ðcðr0; tÞÞ 
 f ðcðr; tÞÞ

�
½11�

which is termed the CML with pure diffusive coupling.46

If this were the only context in which CML models were used, their uti-
lity would be severely limited. For values g beyond the stability limit, the Euler
method fails and one obtains solutions that fail to represent the solutions of
the reaction–diffusion equation. However, it is precisely the rich pattern for-
mation observed in CML models beyond the stability limit that has attracted
researchers to study these models in great detail. Coupled map models show
spatiotemporal intermittency, chaos, clustering, and a wide range of pattern
formation processes.47 Many of these complicated phenomena can be studied
in detail using CML models because of their simplicity and, if there are generic
aspects to the phenomena, for example, certain scaling properties, then these
could be carried over to real systems in other parameter regimes. The CML
models have been used to study chemical pattern formation in bistable, exci-
table, and oscillatory media.48

One example will serve to illustrate the use of CML models in this more
general context. Suppose we consider the BZ reaction, not in the excitable
regime as earlier, but in the oscillatory regime. Certain versions of the BZ
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reaction are light sensitive. If the BZ reaction is carried out in a CFUR and
subjected to periodic illumination, the external periodic forcing of the oscilla-
tory medium can give rise to a new class of chemical patterns.49,50 If the period
of the forcing by the illumination is close to a multiple of the natural period
of the oscillation, the system can become locked or entrained to some multiple
of the driving period. An example of the experimental results for such a per-
iodically forced oscillatory reaction–diffusion system is shown in Figure 11.
The figure shows that the system can lock to different multiples of the driving
frequency of the light (labeled 1:1, 1:2, 1:3, etc., in the figure) and that the
system forms patches where the chemical concentrations are similar, separated
by fronts where the phase of the oscillation jumps by some multiple of p. For
example, in the right-most panel we have 3:1 mode locking. Here we see three
different types of patches coded by white, gray, and black. If we observe one
patch, at time intervals corresponding to the external forcing period, it will
cycle according to white! black! gray! white. If we compare the upper
and lower panels of the figure, we can see such a change of colors of the homo-
geneous patches. We can associate a phase n2p=3, n ¼ 1; 2; . . . with each col-
or. Thus, we see that the periodic forcing has turned the continuous oscillation
into an oscillation with discrete phases in this representation: The periodic
forcing has broken the time translation symmetry of the system.

What has all of this to do with coupled map lattices? Suppose we take a
CML model where the local map at a site leads to cycling among three states: a
period-3 map. An example is

f ðzÞ ¼ bz for 0 � z � 1=b
a for 1=b < z � 1

�
½12�

Figure 11 Resonantly forced patterns in the oscillatory light-sensitive BZ medium (from
Ref. 49).
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The map f ðzÞ possesses the period-3 solution A ¼ a! B ¼ ab! C ¼ ab2 !
A ¼ a (see Figure 12 for a graphical representation). The local map has
the same discrete period-3 behavior as the local dynamics of the resonantly
forced system. The discrete time dynamics of the map breaks the time transla-
tion symmetry of the system just like the resonant forcing of the local chemical
dynamics. We can now make a CML model of the resonantly forced 3:1
reaction–diffusion system by coupling an array of such period-3 maps:

zðr; t þ 1Þ ¼ f ðzðr; tÞÞ þ g
X

r0 2NðrÞ

�
f ðzðr0; tÞÞ 
 f ðzðr; tÞ

�
½13�

with the notation as used earlier. The CML model is simple to simulate on
a computer. If we start with three patches of the three different values of
the period-3 orbit, we obtain the result shown in Figure 13. This figure should
be compared with the last panel of Figure 11, where similar coexistence
between periodic homogeneous phases, is seen. As in the resonantly forced
chemical systems, the colors of the homogeneous patches in the pattern shown
in Figure 13 cycle among themselves.

This CML model does not attempt to account for the detailed features of
the chemistry of the resonantly forced BZ reaction; instead, like CA models, it
focuses on the generic element needed to observe the pattern (in this case the
broken time translation symmetry produced by the external forcing). The
CML model may then be used to explore the possible types of patterns that
may arise in systems with this characteristic feature. In this way, we can
gain insight into how such patterns form and even discover new types of pos-
sible behavior.

Figure 12 The piece-wise linear map for parameters that support a stable period-3 orbit.
The period-3 orbit is shown graphically.
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The use of a CML in this context can be illustrated by the following
example: Prepare an initial condition for the CML, where the left half of
the system is in one of the three period-3 states, say A (light gray), and the right
half is in state B (black). As in Figure 13, an interface will develop between
these two phases where the value of z changes rapidly. The interface will
slowly move to the right and we have a traveling ‘‘chemical’’ front. If we
now change the map or coupling parameters we can find a situation where
the interface becomes very complicated (chemical turbulence) and the interfa-
cial zone grows and actually consumes the homogeneous phases. This is
shown in Figure 14. The interfacial zone separating the two homogeneous

Figure 13 Pattern formation in the period-3 CML. Coexisting patches of three
homogeneous phases separated by sharp, rough fronts, where z jumps between values of
the homogeneous phases.

Figure 14 Exploding front in the period-3 CML system. Time increases from the left to
the right panel. The turbulent interfacial zone separating the two homogeneous phases
grows.
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phases grows with time and if the simulation were continued the chaotic
phase would fill the entire system resulting in a complicated state termed
spatio-temporal turbulence. For other parameter values, the turbulent zone
is confined between the two stable phases. Thus, the system exhibits a type
of nonequilibrium phase transition between a complex, but confined, interfa-
cial zone and a turbulent phase that consumes the homogeneous phases.51,52

Is this behavior a peculiar feature of the CML model or is it real?
Figure 15 shows the results of a simulation of a 3:1 resonantly forced oscilla-
tory reaction–diffusion system for a specific choice of parameters.53,54 As in
the CML model, a chemical front separates two of the three homogeneous
phases. This front is turbulent and grows to fill the entire system. This suggests
that the phenomenon is real and may be found in resonantly forced chemical
systems.

MESOSCOPIC MODELS

The models for chemically reacting media discussed above described the
evolution of the system on macroscopic scales. In some instances, especially
when one considers applications of nonlinear chemical dynamics to biological
systems or materials on nanoscales, a mesoscopic description will be more
appropriate or even essential. In this section, we show how one can construct
mesoscopic models for reaction–diffusion systems and how these more funda-
mental descriptions relate to the macroscopic models considered previously.

In order to construct mesoscopic models, we again begin by partitioning
the system into cells located at the nodes of a regular lattice, but now the cells
are assumed to contain some small number of molecules. We cannot use a con-
tinuum description of the dynamics in a cell as we did for the reaction–diffu-
sion equation. Instead, we describe the reactions and motions of molecules
using stochastic rules that mimic the dynamics of these processes on meso-
scales. The stochastic element arises because we do not take into account
the detailed motions of all solvent species or the dynamics on microscopic
scales. Nevertheless, because the number of molecules in a cell may be small,
we must account for the fact that this number can change by random reactive
events and random motions of molecules that take them into and out of a

Figure 15 Exploding front in a 3:1 resonantly forced oscillatory reaction–diffusion
system. Time increases from panel a to panel b.

Mesoscopic Models 237



given cell. A schematic picture of the cell structure for a mesoscopic model is
shown in Figure 16. The nodes or cells of the regular lattice with N sites are
labeled by rN ¼ ðr1; r2; . . . ; rNÞ. A site ri has nXðriÞ molecules of species X.
We are interested in the probability PðnN

X ; tÞ that the set of N nodes have
nN

X ¼ ðnXðr1Þ; nXðr2Þ; . . . ; nXðrNÞÞ molecules of species X at time t.
The equation that governs the time evolution of this probability distribu-

tion is taken to be the Markov process model,55,56

qPðnN
X ; tÞ

qt
¼
X
n0NX

W nN
X jn0

N
X

� �
P n0

N
X ; t

� �
½14�

where the transition probability matrix W specifies how PðnX
N; tÞ changes

because of diffusion of particles from cell to cell and reactions within the cells.
Alternatively, we can model the dynamics by Markov chain models57

PðnN
X ; t þ 1Þ ¼

X
n0NX

~WW nN
X jn0

N
X

� �
P n0

N
X ; t

� �
½15�

where the time is discrete as in CA or CML models.
Random-walk models for diffusion on the lattice can be implemented in

various ways. Typically, particles randomly hop between a node r and
its neighbors r0 2NðrÞ. If there are no restrictions on the number of particles
at a node, the stationary distribution for this diffusive stochastic process is
Poissonian,55

PðnX; cXÞ ¼
cnX

X

nX!
e
cX ½16�

Figure 16 Cell structure used in the construction of mesoscopic models. The number of
particles in the cells can change by stochastic reaction rules and by random motion into
and out of the cell volumes (shown schematically by arrows).
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where cX is the average density of species X on the lattice. Diffusion may also
be modeled by a random walk with exclusion. This may be accomplished in
many ways. (For a review of reactive lattice-gas automata, see Ref. 58). Sup-
pose a maximum number of m particles of species X is allowed at a node; then,
for example, particles may be assigned to channels corresponding to the links
of the lattice. The channel configuration may be randomized and particles pro-
pagated synchronously and deterministically to neighboring lattice nodes. This
leads to a binomial distribution

PðnX; cXÞ ¼
m
nX

� 	
cX

m

� �nX

1
 cX

m

� �m
nX

½17�

if small correlations arising from exclusion are neglected.
As a simple illustration of how reactions may be treated stochastically on

mesoscopic scales, we show how one may construct a mesoscopic Markov
process model for the Schlögl reaction (Eq. [3]). As before, we assume that spe-
cies A and B in the Schlögl mechanism are pool species and their concentra-
tions do not change in time: Their effect is incorporated into the rate
constants of the reaction. A Markov model of the reactions is a birth–death
process, where chemical species are ‘‘born’’ in some reactions (X is born in
the reactions (1) A! X and (3) 2Xþ B! 3X) and ‘‘dies’’ in others (X dies
in the reactions (2) X! A and (4) 3X! 2Xþ B). Suppose there are nX mole-
cules of species X in a cell. Then the probability that a reaction X! A occurs
and changes the number of molecules in the cell from nX to n0X ¼ nX 
 1 is just

X!k
1
A p2ðnXjnX 
 1Þ ¼ k
1nX ½18�

Similarly, for the other reactions, we have

A!k1
X p1ðnXjnX þ 1Þ ¼ k1nA ½19�

2Xþ B!k2
3X p3ðnXjnX þ 1Þ ¼ k2nXðnX 
 1ÞnB ½20�

3X!k
2
2Xþ B p4ðnXjnX 
 1Þ ¼ k
2nXðnX 
 1ÞðnX 
 2Þ ½21�

Given these reaction probabilities, we can write the rate of change of the prob-
ability that there are nX molecules of species X in the cell at time t, PðnX; tÞ, as

dPðnX; tÞ
dt

¼
�

k1nA þ k2ðnX 
 1ÞðnX 
 2ÞnB

�
PðnX 
 1; tÞ

þ
�

k
1ðnX þ 1Þ þ k
2ðnX þ 1ÞnXðnX 
 1Þ
�

PðnX þ 1; tÞ



�

k1nA þ k
1nX þ k2nXðnX 
 1ÞnB

þ k
2nXðnX 
 1ÞðnX 
 2Þ
�

PðnX; tÞ ½22�
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The average concentration of species X at time t is given by cXðtÞ ¼P
nX

nXPðnX; tÞ. If diffusion is sufficiently rapid to maintain the system in local
equilibrium so that the distribution of molecules in the cells is Poissonian,
characterized by the instantaneous value of the chemical concentration, we
may replace PðnX; tÞ in Eq. [22] by Pðnx; cxðtÞÞ and compute the time rate of
change of the average value of the concentration of species X as

dcXðtÞ
dt

¼
X1
nX¼0

nX

h�
k1nA þ k2ðnX 
 1ÞðnX 
 2ÞnB

�
PðnX 
 1; cXðtÞÞ

þ
�

k
1ðnX þ 1Þ þ k
2ðnX þ 1ÞnXðnX 
 1Þ
�

PðnX þ 1; cXðtÞÞ



�

k1nA þ k
1nX þ k2nXðnX 
 1ÞnB þ k
2nXðnX 
 1ÞðnX 
 2Þ
�i

� PðnX; cXðtÞÞ ¼ k1a
 k
1cX þ k2bc2
X 
 k
2c3

X ½23�

Thus, we find the macroscopic chemical rate law for the Schlögl model.
Mesoscopic simulations of the Schlögl model have been carried out using a
Markov chain model.59 Figure 3 shows the results for the steady-state concen-
trations derived from such a mesoscopic simulation along with the determinis-
tic steady-state concentrations discussed earlier. The stochastic model yields
results that are close to those of the mass action rate law. However, in the
vicinities of points where the deterministic stable and unstable fixed points
meet, so that one of the stable states loses its stability, fluctuations play an
important role.

Stochastic models are also able to capture complicated pattern formation
seen in chemically reacting media and can be used to study the effects of fluc-
tuations on chemical patterns and wave propagation. The mesoscopic
dynamics of the FHN model illustrates this point. In order to formulate a
microscopically based stochastic model for this system, it is first necessary
to provide a mechanism whose mass action law is the FHN kinetic equation.
Some features of the FHN kinetics seem to preclude such a mechanistic
description; for example, the production of u is inhibited by a term linear in
v, a contribution not usually encountered in mass action kinetics. However,
if each local region of space is assumed to be able to accommodate only a
maximum number m of each chemical species, then such a mechanism may
be written.21 We assume that the chemical reactions depend on the local
number of molecules of the species as well as the number of vacancies corre-
sponding to each species, in analogy with the dependence of some surface reac-
tions on the number of vacant surface sites or biochemical reactions involving
complexes of allosteric enzymes that depend on the number of vacant active
sites.
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The reaction mechanism consists of the cubic autocatalytic steps involv-
ing species A and its corresponding vacancy species A�,

2Aþ A� 
!k1
3A

2A� þ A
!
k�

1
3A�

½24�

This part of the mechanism is responsible for the bistability of the system but,
in the absence of other coupling, will simply give rise to stable states corre-
sponding to full occupancy or complete vacancy at a site. A second species
B involved in bimolecular reactions with A is needed to account for both
the linear and cubic parts of the FHN model. The cyclic reaction steps,

A� þ B
!k2
Aþ B

k�
3 " # k3

A� þ B�  

k�

2
Aþ B�

½25�

produce this effect. Assuming mass action kinetics, we may write the chemical
rate law that follows from this mechanism as

dca

dt
¼ fk1ca 
 k�1ð1
 caÞgcað1
 caÞ þ k2ð1
 caÞcb 
 k�2cað1
 cbÞ

dcb

dt
¼ k�3ð1
 caÞð1
 cbÞ 
 k3cacb

½26�

where ca and cb are the average concentrations of A and B at a site (fractional
occupancies). While this rate law does not seem to correspond to FHN
kinetics, for k�2 ¼ k2 and k�3 ¼ k3, these equations can be converted to FHN
form by making the linear change of variables, ca ¼ auþ a0 and
cb ¼ bvþ b0 where

a2 ¼ 1

3

k1 þ 2k�1
k1 þ k�1

� 	2


 k2 þ k�1
k1 þ k�1

a0 ¼
1

3

k1 þ 2k�1
k1 þ k�1

b ¼ 
 k1 þ k�1
k2

c3
a b0 ¼ a0

cb

ca
1
 a0

ca

� 	2
( ) ½27�

and use of the scaled time variable t ¼ t=ts with t
1
s ¼ ðk1 þ k�1Þa2. The para-

meters in Eq. [6] are related to the rate constants by

a ¼ 
 cb

ca
b ¼ 1
 a0 
 b0

ca
E ¼ k3

k2

ca

cb

� 	2

½28�
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Once a mechanism for a reaction is given, we may use the birth–death
kinetic rules to write a stochastic mesoscopic model for the reaction and diffu-
sion processes. Figure 17 presents the results of a simulation of the FHN
mechanism using a Markov chain model that shows the formation of a
chemical labyrinthine pattern in a region where the FHN model has two stable
steady states.21 This complicated pattern arises from the nonlinear kinetics in
the FHN mechanism and the long-range coupling between spatial points in the
system because of rapid diffusion of species B relative to that of species A. This
causes two chemical fronts to repel each other when they are sufficiently close.
Consequently, the domains of the two stable phases in the labyrinthine pattern
seen in the last panel of this figure will not ‘‘coarsen’’ like the domains of the
two stable phases of the Schlögl model shown in Figure 4. Labyrinthine
patterns of this type have been observed experimentally in reaction–diffusion
systems with two stable steady states (see Figure 1b).60 Stochastic models of
this kind can be used to investigate the influence of fluctuations on patterns,
especially on patterns that exist on small nanoscales as a result of competing
interactions.61

Figure 17 Formation of a labyrinthine pattern in a Markov chain model of the FHN
system.
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SUMMARY

This brief introduction to the modeling and simulation of chemical pat-
terns focused only on the basic elements of several schemes. Chemically react-
ing media displaced far from equilibrium are complicated systems. Not only
are the underlying reaction mechanisms complex, but the spatial patterns
are diverse and arise through many different mechanisms that have their basis
in the competition between nonlinear chemical kinetics and diffusion.62 Most
commonly observed chemical patterns occur on macroscopic length scales and
evolve on macroscopic time scales. Consequently, they can be modeled by
reaction–diffusion equations. We discussed the solution of such equations
using simple Euler discretizations of space and time. While this simple method
suffices in many instances, if the kinetics occurs on a range of widely different
time scales or the spatial gradients of chemical concentrations are steep due to
sharp chemical fronts, the more elaborate integration schemes mentioned
above must be used.

Often even complex patterns have their origin in simple general features
of the dynamics that are independent of the specific details of the chemical
mechanism. Excitable media are an example where the existence of a stable
resting or steady state with a characteristic response to perturbations is respon-
sible for many features of the chemical wave propagation seen in such systems.
Cellular automaton models specify the dynamics of the system through a sim-
ple set of rules. Although CA models are usually abstractions of any real sys-
tem, they show that even very simple rules are capable of producing very
complicated dynamics. Not only can one construct simple CA rules that repro-
duce the gross features of chemical waves in excitable media as discussed
above, but the exploration of these models in a more general context can
show what kinds of behavior excitable or oscillatory media can display.

Coupled map lattices are one step closer to the macroscopic description
of reaction–diffusion equations since the cell variables are continuous like
macroscopic concentration fields. The map that specifies how the cell variables
change with time can be varied smoothly by parameter changes. This is in con-
trast to CA, where the rule specification is often difficult to relate to para-
meters in the physical system. Like CA models, CML models find their most
widespread use in showing what types of behavior are possible in systems dri-
ven far from equilibrium and providing a computationally efficient way to
quantify generic properties of pattern dynamics. Thus, their strength does
not lie in the description of a specific system but rather in exploring pattern
dynamics in a general context. Phenomena discovered in this way can then
be sought in experiment or models designed to mimic the behavior of a specific
system.

Ultimately, we would like to understand the origin of patterns on a
microscopic level. Not only are there fundamental issues to be understood,
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but the physical situation itself may demand such a more detailed level of
description. The mesoscopic models discussed in the last part of this chapter
provide one route to describe the system on more microscopic scales. While
these models do not provide a full microscopic description of the dynamics
(this is the role of molecular dynamics simulation methods), they do incorpo-
rate molecular fluctuations that are absent in the macroscopic models. Funda-
mental questions, such as the validity of macroscopic rate laws for systems
with deterministic chaos, can be explored by using such models.63,64 The
description of the biochemistry inside the cell likely demands such mesoscopic
models since the chemistry is complex, cell volumes are small, and the number
of chemical species in important reactions is too small to validate a description
in terms of mass action kinetics.65 Such approaches will likely see significant
development in the future as our ability to probe chemical dynamics on small
scales increases.

REFERENCES

1. W. Y. Tam, W. Horsthemke, Z. Noszticzius, and H. L. Swinney, J. Chem. Phys., 88, 3395
(1988). Sustained Spiral Waves in a Continuously Fed Unstirred Chemical Reactor.

2. B. P. Belousov, in Sbornik Referatov po Radiatsionni Meditsine Moscow, Medgiz, Moscow,
1958. A Periodic Reaction and Its Mechanism.

3. A. M. Zhabotinsky, Biofizika, 9, 306 (1964). Periodic Processes of the Oxidation of Malonic
Acid in Solution.

4. A. N. Zaikin and A. M. Zhabotinsky, Nature (London), 225, 535 (1970). Concentration
Wave Propagation in Two-Dimensional Liquid-Phase Self-Oscillating System.

5. A. L. Belmonte, O. Y. Qi, and J.-M. Flesselles, J. Phys. II France, 7, 1425 (1997). Experimental
Survey of Spiral Dynamics in the Belousov Zhabotinsky Reaction.

6. K. J. Lee and H. L. Swinney, Phys. Rev. E, 51, 1899 (1995). Pattern Formation by Interacting
Chemical Fronts.

7. R. Larter and K. Showalter, in Reviews in Computational Chemistry, K. B. Lipkowitz and
D. B. Boyd, Eds., VCH Publishers, New York, 1997, Vol. 10, pp. 177–270. Computational
Studies in Nonlinear Dynamics.

8. L. B. Kier, C.-K. Chang, and P. G. Seybold, in Reviews in Computational Chemistry, K. B.
Lipkowitz and D. B. Boyd, Eds., Wiley-VCH, New York, 1997, Vol. 17, pp. 205–254.
Cellular Automata Models of Aqueous Solution Systems.

9. R. Kapral, J. Math. Chem., 6, 113 (1991). Discrete Models for Chemically Reacting Systems.

10. G. Rousseau and R. Kapral, Chaos, 10, 812 (2000). Asynchronous Algorithm for Integration
of Reaction–Diffusion Equations for Inhomogeneous Excitable Media.

11. D. Barkley, Physica D, 49, 61 (1991). A Model for Fast Computer Simulation of Spiral Waves
in Excitable Media.

12. E. M. Cherry, H. S. Greenside, and C. S. Henriquez, Phys. Rev. Lett., 84, 1343 (2000). A
Space–Time Adaptive Method for Simulating Complex Cardiac Dynamics.

13. F. Fenton and A. Karma, Chaos, 8, 20 (1998). Vortex Dynamics in Three-Dimensional
Continuous Myocardium with Fiber Rotation: Filament Instability and Fribrillation.

14. M. Dowle, R. M. Mantel, and D. Barkley, Int. J. Bifurcat. Chaos, 7, 2529 (1997). Fast
Simulations of Waves in Three-Dimensional Excitable Media.

244 Simulating Chemical Waves and Patterns



15. W. L. Quan, S. J. Evans and H. M. Hastings, IEEE Trans. Biomed. Eng., 45, 372 (1998).
Efficient Integration of a Realistic Two-Dimensional Cardiac Tissue Model by Domain
Decomposition.
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CHAPTER 5

Fuzzy Soft-Computing Methods and
Their Applications in Chemistry

Costel Sâarbu and Horia F. Pop

Departments of Chemistry and Computer Science, Babeş-Bolyai
University, Cluj-Napoca, Romania

INTRODUCTION

Historically, the general point of view in research until recently was that
everything could be computed with an arbitrary precision, provided one has
(a) enough and sufficiently precise data, and (b) sufficient computing power.
But this is not always the case: sometimes, the necessary data are simply not
available; often the models themselves are approximations of the real world,
or reality does not behave exactly as the model would suggest.

As a consequence, in many real situations: (a) precision is sometimes arti-
ficial (it is not necessary to measure room temperature to 0.0001 degree);
(b) precision is usually expensive (high-precision measurement devices are
expensive); (c) precision and complete information are not always needed to
make proper decisions.

The high degree of complexity of typical real problems implies that the
final method used to solve a problem is more often a combination of several
methods, such as soft computing techniques (namely, fuzzy logic, genetic
algorithms, and neural networks) with more classic ones (such as algebraic,
analytical, numerical, and stochastic methods).

In addition to fuzzy logic, we will concentrate on the Self-Organizing
Map (SOM) algorithm,1 since it has properties that make it both a data visua-
lization and a clustering technique. We present this method in relation to other
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data analysis approaches (projection methods and clustering methods).2,3

The most important work on this subject has been carried out by the Neural
Network Research Center, at the Helsinki University of Technology.2,3

In this context, we give here the following definition of Soft Computing
(SC), that has been suggested by its founder, Professor Lotfi A. Zadeh.4

‘‘Soft computing differs from conventional (hard) computing in that,
unlike hard computing, it is tolerant of imprecision, uncertainty, and partial
truth. In effect, the role model for soft computing is the human mind. The
guiding principle of soft computing is: Exploit the tolerance for imprecision,
uncertainty, and partial truth to achieve tractability, robustness, and low-
solution cost. The basic ideas underlying soft computing in its current incarna-
tion have links to many earlier influences, among them my 1965 paper on
fuzzy sets; the 1973 paper on the analysis of complex systems and decision
processes; and the 1979 report (1981 paper) on possibility theory and soft
data analysis. The inclusion of neural network theory in soft computing
came at a later point. At this juncture, the principal constituents of soft com-
puting (SC) are fuzzy logic (FL), neural network theory (NN), and probabilis-
tic reasoning (PR), with the latter subsuming belief networks, genetic
algorithms, chaos theory, and parts of learning theory. What is important to
note is that SC is not a melange of FL, NN, and PR. Rather, it is a partnership
in which each of the partners contributes a distinct methodology for addres-
sing problems in its domain. In this perspective, the principal contributions of
FL, NN, and PR are complementary rather than competitive’’.

METHODS FOR EXPLORATORY DATA ANALYSIS

Some methods for illustrating structures, that is, multivariate relations
between data items in high-dimensional data sets will be described. We will
only consider methods that regard the input as metric vectors, and that may
be used without any assumptions about the distribution of data. We also
assume that limited information is available about the data set (i.e., class
labels).

While we will present methods that produce a cluster substructure of
the data, we need to emphasize that, sometimes, variable selection and data
preprocessing may also be important.

The following questions are important when discussing a method for
large, high-dimensional data sets: What kind of structure does the method
extract from the data set? How does it illustrate the structure? Does it reduce
dimensionality of data? Does it reduce the number of data points?

Visualization of High-Dimensional Data

The simplest method for visualizing a data set is to plot profiles, that is,
two-dimensional (2D) graphs in which the dimensions are enumerated on the
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x axis, with the corresponding values on y. An alternative, also widely used, is
to plot 2D representations of pairs of two original dimensions. There are also
methods that produce different curves based on the data points values, for
example, the components of data vectors are used as coefficients of orthogonal
sinusoids, which are then added together. The most important drawback of
such methods is that they do not reduce the amount of data, and thus it cannot
be used effectively with large, high-dimensional data sets. However, they can
be used for illustrating data summaries.

Clustering Methods

The goal of clustering is to reduce the amount of data by grouping
data in classes so that similar items are grouped together and any two items
from different classes are less similar than any two items from the same class.
Clustering methods can be categorized as one of two types: hierarchical and
partitional clustering.

The hierarchical clustering methods are either agglomerative (i.e., the
methods successively merge small clusters into larger ones), or divisive (i.e.,
the methods successively split large clusters into smaller ones). The methods
differ in the rule used for merging or splitting clusters, the possibility to use
variate metrics, and so on.

Partitional clustering methods attempt to directly decompose a data set
into a fixed number of disjoint clusters. The methods attempt to minimize a
criterion function, typically based on minimizing the dissimilarity inside
classes, while maximizing the dissimilarity between different classes.

Because of its relationship to SOM, we will describe in greater detail
the K-means clustering algorithm. The criterion function is the total squared
distance of the data items to their nearest cluster centroids,

EK ¼
X

k

jxk � mcðxkÞj
2 ½1�

where cðxkÞ is the index of the centroid closest to data item xk.
There are two algorithms for computing the optimal set of classes. The

off-line original version, which requires access to all input vectors, follows:

1. Initialize the set of centroids, mi, i ¼ 1; . . . ;K.
2. Assign each data item to the nearest class.
3. Recompute the class centroids.
4. If the difference between the new value of the criterion function E and its

old value is small enough, then stop; otherwise, go to Step 2.

The on-line variation of this algorithm, which needs only one input vector at a
time, follows:

1. Initialize the set of centroids, mi, i ¼ 1; . . . ;K.
2. Choose a randomly chosen data item.
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3. Assign this data item to the nearest class.
4. Recompute the selected class centroid.
5. If the difference between the new value of the criterion function E and its

old value is small enough, then stop; otherwise go to Step 2.

The K-means clustering algorithm has a few problems, which have been
discussed in Reference 5. One problem is the selection of different geometrical
prototypes, and the use of suitable dissimilarity functions for them. While var-
iations of this algorithm are available that use line prototypes, or convex com-
binations between points and lines, it may also be the case that different
clusters of the data set have different shapes, and we need a mechanism to
determine the optimal prototype for each cluster. Another important problem
is the a priori choice of the number K of classes. While validity functionals
exist that may be used to determine the number of clusters that produce the
best results, this approach has two main problems: first, the need to apply
the algorithm for a whole range of possible values of K may, thus, miss the
optimal value; and, second, the functionals implicitly depend on the number
K. A method is needed to produce the optimal number of classes. A solution is
to use a hierarchical approach in which, at each node of the binary tree a var-
iation of the K-means algorithm is used to split a class into two subclasses. The
decision about whether to split a class or not is based on a polarization index.
Another problem relates to the possibility of clustering algorithms based on
crisp sets to identify isolated points and bridges between classes, and to deal
with overlapping classes. These problems are naturally solved by using cluster-
ing algorithms based on fuzzy sets theory.

An approach based on clustering methods has the problem that the clus-
ter prototype is as high dimensional as the original data set, and additional
visualization methods are needed to visualize the data. While this is generally
not a problem, it becomes important when the data set is large and highly
dimensional, as is the case with text mining problems.

Projection Methods

The main feature of clustering algorithms is that they reduce the amount
of data cases by grouping them into classes. The projection methods described
below can be used for reducing the data dimensionality. The goal of these tech-
niques is to represent the data set in a lower-dimensional space in such a way
that certain properties of the data set are preserved as much as possible.

Linear Projection Methods

The most widely used algorithm in this class is the principal component
analysis (PCA) algorithm. It can be used to display the data as a linear projec-
tion on a subspace of the original data space that best preserves the variance in
the data. The algorithm computes the principal components, which are the

252 Fuzzy Soft-Computing Methods and Their Applications



orthogonal axes that show the maximal spread of the data, and considers the
data set as represented using coordinate axes given by the principal compo-
nents. The most relevant principal components, based on the data variance,
are selected and the data are projected onto the space represented by those
orthogonal components.

Nonlinear Projection Methods

Alternate projection methods aim to reduce the data dimensionality by
optimizing the representation in the lower-dimension space so that the dis-
tances between points in the projected space are as similar as possible to the
distances between the corresponding points in the original space. We will
describe here a class of methods known as multidimensional scaling
(MDS).6,7 The aim of these methods is to project data from a pseudo-metric
space (i.e., one characterized by a dissimilarity measure) onto a metric space.
Such methods are especially useful for preprocessing non-metric data in order
to use algorithms valid only for metric input.

The first MDS method is the metric MDS, characterized by minimizing
the squared error cost function:

EM ¼
X
k 6¼l

ðdðk; lÞ � d0ðk; lÞÞ2 ½2�

where, for the original items xk and xl, d(k,l) is their dissimilarity,6–12 and
d’(k,l) is the distance between the corresponding vectors from the projected
metric space. If the components of the data vectors are expressed on an ordinal
scale, a perfect reproduction of the Euclidean distances may not be the
best goal. In such a situation, only the rank order of the distances between
the vectors is meaningful. The error function is defined as

EN ¼
P

k 6¼l ðf ðdðk; lÞÞ � d0ðk; lÞÞ2P
k 6¼l ðd0ðk; lÞÞ2

½3�

where f is a monotonically increasing function that acts on the original dis-
tances and always maps the distances to such values that best preserve the
rank order.

Another nonlinear mapping method, the Sammon’s mapping, is closely
related to the metric MDS. The only difference is that the errors in distance
preservation are normalized with the distance in the original space. Thus, pre-
servation of small distances is emphasized. The error function is defined as

ES ¼
X
k 6¼l

dðk; lÞ � d0ðk; lÞð Þ2

dðk; lÞ ½4�
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ARTIFICIAL NEURAL NETWORKS

A neural network is an interconnected assembly of simple processing ele-
ments, called units or nodes, whose functionality is loosely based on the ani-
mal neuron. The processing ability of the network is stored in the interunit
connection strengths, called weights, obtained by a process of adaptation to,
or learning from, a set of training patterns.13,14 In the following sections, we
will present the simplest neural network, the perceptron of Rosenblatt. We
will continue with some of the most widely used types of neural networks:
the multilayer network with feedforward and backpropagation of errors, the
associative memories, and the self-organizing maps. We will end with a discus-
sion of other types of neural networks.

Perceptron

The perceptron of Rosenblatt is represented in Figure 1. The signals
x1; . . . ; xs appear as its input. Each input signal xi is weighted by the corre-
sponding weight wi, and all these weighted inputs are then summed to calcu-
late the activation value, which is then passed as the argument of an activation
function f, to determine the neuron’s output value:13

o ¼ f ðwTx þ wsþ1Þ ¼ f
X

j

wjxj þ wsþ1

 !
½5�

The learning problem is to find the weights vector w 2 Rsþ1 such that the
computed output of the unit, ok 2 R, is as close as possible, if not equal, to the
desired output, yk 2 R, for all the available input vectors xk. The activation
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Figure 1 The perceptron of Rosenblatt.
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function f may have different forms. In the perceptron of Rosenblatt case, f is
defined as

f ðxÞ ¼ 1 if x>0
0 otherwise

�
½6�

Other variations of the perceptron use an identical activation function,
that is, f ðxÞ ¼ x. The mathematical interpretation of the original perceptron
is the problem of linear separability of two classes. The original condition
of linear separability is to find a weight vector w such that wT xk>0 for all
points xk in one class, and wT xk>0 for all points xk in the other class.
With a suitable linear transformation, the separability condition becomes
wTxk<0 for all the points xk correctly classified, and wTxk<0 otherwise.
This means that in the case of the Rosenblatt perceptron, the desired output
value yk is always 1. The training procedure is the following:

1. Arbitrarily initialize the weights vector w.
2. Feed a test input vector xk to the neuron.

a. If the output value ok and the desired value yk match, do nothing.
b. If they do not match, then change the values of the weights vector in

some way, in order to improve the behavior of the neuron.

3. Repeat Step 2 for all the test vectors available, until no improvement is
done for all the test vectors, or until a certain maximal number of iterations
has been reached.

The correction realized at Step 2(b) is determined from the error minimi-
zation condition, and is called the perceptron learning rule:

w : ¼ w þ c � ðyk � okÞ � xk ½7�

Throughout this chapter, the notation w : ¼ denotes the process of
evaluation of the given expression and assignment of the produced value to
the variable w.

The original perceptron of Rosenblatt works with the desired output
values yk ¼ 1, the computed output values ok 2 f0; 1g, and the activation
function as defined above. Even if this algorithm has been proven to converge
in a limited number of steps if a separation hyperplane does exist, this parti-
cular set of parameters is not the most suitable. First, the separation hyper-
plane produced is not the best one, but, instead, it is very near one of the
classes. Second, this algorithm does not work when a separation hyperplane
does not exist. The generalizations of this algorithm allow a different
choice of desired values and activation function, and aim to solve both pro-
blems. Another feature is the way the test in Step 2 (a) is done. In most cases,
it is carried out as described above, that is, a single test, for the current input
vector, is made for each iteration. These algorithms are called on-line learning
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algorithms, because they only need one input vector at a time. However, in
some cases, it is necessary to do complete tests over all the input vectors,
not just the current one. These algorithms are called off-line learning algo-
rithms, because they need to have access to all the input vectors. An interesting
improvement comes with the Gallant Pocket Algorithm. While this algorithm
uses the original version of the perceptron, it may also be applied to other
situations. The main feature is that the best weights determined up to a certain
point are memorized in a pocket. Thus, in the case where we are unable to
produce an optimal weights vector, we still have available the best weights
vector determined during the calculation.

Multilayer Nets: Backpropagation

In order to make the system more powerful, and extend its use to more
complex learning applications, we need to make it more complex. For exam-
ple, the perceptron scheme defined above may be used for classifying n linear-
ily separable classes of vectors, with n>2, or with classifying two linearily
nonseparable classes. The structure obtained is a neural network with a layer
of input nodes and a layer of output nodes. It is called the generalized percep-
tron of Rumelhart, and is represented in Figure 2.15,16

The learning problem is to find the weights vectors wi such that the vec-
tor of the computed outputs of all units, ok, is as close as possible, if not equal,
to the vector of the desired output of all units, yk, for all the available input
vectors xk. The system works in a manner similar to the simple perceptron

Oi

Output layer

Input layer

Input vector

Output vector

x1 xj
xn

wj
i

Figure 2 A single-layer network.
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described above. One input vector is passed to the net at each iteration. By
using the weights and the activation function, which in this case is also linear,
the output values of all the nodes are computed. These values are then com-
pared with the desired values for these nodes. For all the nodes that show a
mismatch between the computed and the desired values, we need to change
the weights to improve the behavior of the system. The correction rule used
in this case is determined by minimizing the error function. But, as opposed
to the perceptron where the minimization was done on the output values, in
this case the minimization is done on the activation values. The correction rule
used here is called the delta rule:

wi : ¼ wi þ c � ðyk
i � ok

i Þ � xk ½8�

where yk
i and ok

i are the desired output value and computed output value cor-
responding to the ith output unit. Again, the input vector is xk, and wi is the
weights vector of the ith output node.

The rule described above may be further generalized so that it may be
applied to the training of a more complex type of network, which contains
so-called hidden layers of neurons. Here we have a multilayer net with back-
propagation, so-called because of the way the error is propagated backward
from the output layer to the input layer. This network is presented in
Figure 3. We use the following notations: For an input vector x, xi is the value

Hidden layer

Output layer

Input layer

Input vector

Output vector

wji

wkj

k

j

i

Figure 3 Multilayer neural network with feedforward and error backpropagation.
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given at the ith input unit, wji is the weight of the connection from the ith input
unit to the jth hidden unit, wkj is the weight of the connection from the jth
hidden unit to the kth output unit, fj is the activation function of the jth hidden
unit, netj is the activation value of the jth hidden unit, oj ¼ fj(netj) is the com-
puted output value of the jth hidden unit, and fk, netk, and ok have a similar
meaning for the kth unit of the output layer. Finally, yk is the desired output
value for the kth unit of the output layer.

The generalized delta rule for the kth output unit is given by

wkj : ¼ wkj þ cdkoj ½9�

where

dk : ¼ ðyk � okÞf 0kðnetkÞ ½10�

Similarly, the same rule for the jth hidden unit is given by

wji : ¼ wji þ cdjxi ½11�

where

dj : ¼
X

k

dkwkj

 !
f 0j ðnetkÞ ½12�

Note that the d values on an internal node may be computed based on the d
values of the superior nodes, which is the theoretical reason for evaluating in
the first place the errors of the output layer, and later propagating these errors
backward to the input layer.

A typical activation function is the sigmoidal function, that is, f ðxÞ ¼
1=ð1 þ e�x). In this case, f 0ðxÞ ¼ f ðxÞ � ð1 � f ðxÞÞ, and we have

dk : ¼ ðyk � okÞokð1 � okÞ ½13�

and

dj : ¼
X

j

dkwkj

 !
ojð1 � ojÞ ½14�

The learning algorithm of this network is the following:

1. Present the pattern to the input layer.
2. Let the hidden units evaluate their output using the pattern.
3. Let the output units evaluate their output using the result in Step 2.
4. Calculate the dk values for the nodes of the output layer.
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5. Train each output node using the generalized delta rule and the dk values
from Step 4.

6. Calculate the dj values for the nodes of the hidden layer.
7. Train each hidden node using the generalized delta rule and the dj values

from Step 6.

Steps 1–3 are known as the forward pass, while Steps 4–8 are known as
the backward pass.

Associative Memories: Hopfield Net

The Hopfield neural network is a simple artificial network, able to store
certain memories so that the full pattern can be recovered if the network is
presented with only partial information. Furthermore, there is a degree of sta-
bility in the system—if just a few connections between nodes (neurons) are sev-
ered, the recalled memory is not too badly corrupted—the network can
respond with a ‘‘best guess’’.13 The nodes in the network are vast simplifica-
tions of real neurons—they can exist only in one of two possible ‘‘states’’—fir-
ing or not firing. Every node xi is connected to every other node xj with some
strength wij, such that wij ¼ wji and wii ¼ 0. At any instant of time, a node will
change its state (i.e., start or stop firing) depending on the inputs it receives
from the other nodes. The values of these neurons are thus binary, meaning
that xi 2 f0; 1g. If the system is initialized with any general pattern of firing
and nonfiring nodes, then this pattern will generally change with time. To
see this, think of starting the network with just one firing node. This
will send a signal to all the other nodes via its connections so that a short
time later some of these other nodes will fire. These new firing nodes will
then excite others after another short time interval and a whole cascade of dif-
ferent firing patterns will occur. One might imagine that the firing pattern of
the network would change in a complicated, perhaps random, way with time.
The important property of the Hopfield network that renders it useful for
simulating memory recall is the following: One is guaranteed that the pattern
will settle down after a long enough time to some fixed pattern. Certain nodes
will always be ‘‘on’’ and others always ‘‘off’’. Furthermore, it is possible to
arrange that these stable firing patterns of the network correspond to the
desired memories we wish to store. The total input of a certain neuron i,
Hi, comes from the external input Ii and from other neurons. Thus,

Hi : ¼
X
j6¼i

wijxj þ Ii ½15�

When the outputs of the neurons are updated, the output value of neuron i is

xi : ¼
0 if Hi<Ui

1 if Hi>Ui

�
½16�
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where Ui is the threshold value of the neuron i. We need to update the weights
wij so that the system is able to memorize a set of energy-stable states xs,
s ¼ 1; 2; . . . . The produced algorithm is the following:

A. Memorization. To memorize the set of binary vectors xs, s ¼ 1; 2; . . ., set

wij ¼
X

s

ð2xs
i � 1Þð2xs

j � 1Þ

wii ¼ 0

½17�

B. Recognition.

1. For the input vector x0, evaluate

H0
i ¼

X
j

wijð2x0
j � 1Þ ½18�

2. Update x0

xi ¼
0 if H0

i<Ui

1 if H0
i>Ui

�
½19�

3. If �x0
i ¼ 0, 8i, then stop, otherwise, continue from Step 2.

Note that it has theoretically been proven that a Hopfield network with n
nodes may accurately recognize a maximum of n/(2 log n) patterns. This gives
11 patterns for a network with 100 nodes.

Self-Organizing Map

The SOM is an artificial neural network used to visualize and interpret
large high-dimensional data sets. Typical applications are visualization of pro-
cess states or financial results by representing the central dependencies within
the data on the map.1,2 The SOM is a method that can be used both to reduce
the amount of data by clustering, and to project the data nonlinearly onto a
lower-dimensional display. The map consists of a regular grid of processing
units, the ‘‘neurons’’. A model of some multidimensional observation, even-
tually a vector consisting of features, is associated with each unit. The map
attempts to represent all the available observations with optimal accuracy
using a restricted set of models. At the same time, the models become ordered
on the grid so that similar models are close to each other and dissimilar models
are far from each other. Fitting of the model vectors (also called reference
vectors) is usually carried out by a sequential regression process, where
t ¼ 1,2, . . ., is the step index. For each sample x(t), first the winner index c
(best match) is identified by the condition

jxðtÞ � mcðtÞj � jxðtÞ � miðtÞj for all i ½20�
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After that, all model vectors or a subset of them that belong to nodes
centered around node c ¼ cðxÞ are updated as

miðt þ 1Þ ¼ miðtÞ þ hciðtÞðxðtÞ � miðtÞÞ ½21�

Here, hci is the neighborhood function, a decreasing function of the distance
between the ith and cth nodes on the map grid. The regression is usually iter-
ated over the available samples. In practice, the neighborhood area is chosen
to be wide in the beginning of the learning process, and both its width and
height will decrease during learning.

Properties

Ordered Display
As the data items are mapped to those units on the map that have the

closest reference vectors, nearby units will have similar data items mapped
on them. This property requires that the map be regarded as an ordered dis-
play, which facilitates the understanding of the structures in the data set. This
map display may also be used as an ordered groundwork, on which the origi-
nal data variables, as well as other information related to the data cases, may
be displayed.

Cluster Visualization
The ordered display might be used for showing the clustering density in

different regions of the data space. The density of the reference vectors of an
organized map will reflect the density of the input samples. The cluster display
may be constructed as follows: the distance between each pair of neighboring
reference vectors is scaled so that it fits between a given minimum and max-
imum value. Each scaled distance value determines the gray level of the point
being situated in the middle of the segment line determined by the correspond-
ing map units. The gray level of the points corresponding to the map units
themselves are set to the average of some of the nearest distance values. After
these values have been set up, they may be smoothed and then visualized.

Missing Data
An interesting feature of the SOM is its ability to deal with missing data.

Some of the components of the data vectors may not be available for all data
items, or may not be applicable or defined. The simplest solution when dealing
with such incomplete components would be to discard the incomplete vari-
ables or incomplete data items completely, but in this way we will lose useful
information. In the case of the SOM, the problem of missing data may be trea-
ted as follows: When choosing the winning unit, the input vector can be com-
pared with the reference vectors mi using only those components that are

Artificial Neural Networks 261



available in x. When the reference vectors are then adapted, only the compo-
nents that are available in x will be modified. This approach produces better
results than by discarding data from the data set.

Outliers
The outliers are data items situated very far from the main body of data.

This may be due to measurement errors, typographical errors, or may simply
be correct data that is strikingly different from the rest. In the case of the maps
generated by the SOM, each outlier affects only one map unit and its neighbor-
hood, while the rest of the map is available for the rest of the analysis. Further-
more, the outliers can be detected in the map due to the much lower density of
the space near them.

Mathematical Characterization

Rigorous mathematical proof of the SOM algorithm is very difficult in
general. In the case of a discrete data set and a fixed neighborhood function,
the error function of the system may be defined as

E ¼
X

k

X
i

hcijxk � mij2 ½22�

where the index c depends on the data item xk and the reference vectors mi.
The learning rule of the SOM corresponds to a gradient descent step in mini-
mizing the sample function

E1 ¼
X

i

hcijxðtÞ � mij2 ½23�

obtained by a random selection of a sample x(t) at iteration t. The cost func-
tion of the SOM closely resembles the objective function of the K-means clus-
tering algorithm: In the SOM, the distance of each input to all the reference
vectors is taken into account, weighted by the neighborhood kernel h, while
in the K-means algorithm, only the distance to the closest centroid is used.
The cost function of the SOM can be decomposed to two terms as follows:

E ¼
X

k

jxk � ncj2 þ
X

i

X
j

hijNijni � mjj2 ½24�

where Ni is the number of the data items closest to the reference vector mi, and
ni is the weighting center of the same data items, with the assumption thatP

j hij ¼ 1 for all values of i. The first term in the relation above is the objective
function of the K-means clustering algorithm. However, here the clusters are
not defined in terms of their centroids ni, but in terms of the reference vectors
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mi. With respect to the second term, note that ni and mi will generally be close
to each other, since ni is the centroid of the cluster defined by mi.

Relation between SOM and MDS

When computing the index of the closest unit to the input vector, the
Euclidean distance was used. This is not a restriction, as one may use any
type of distance. If there is only a dissimilarity (i.e., pseudo-metric) available,
we need to create a space where a distance can be defined that preserves as
much as possible the original dissimilarities. The techniques used for that pur-
pose are the MDS methods described in a previous section. Since different data
analysis methods display different properties of the data set, the most useful
approach is to use several methods together. A possible combination is to first
reduce the amount of data either by clustering or by the SOM, and then
to display the reference vectors with some distance-preserving projection
method, to gain additional insight.

Multiple Views of the SOM

The SOM is a model that emphasizes particular aspects of biological
neural nets, especially those ordered ‘‘maps’’ found experimentally in the cor-
tex. The SOM captures some of the fundamental processing principles of the
brain. The SOM is a model of unsupervised machine learning and also an
adaptive knowledge representation scheme. The SOM is a tool for statistical
analysis and visualization. The SOM is both a projection method that maps
high-dimensional data space into low-dimensional space, and a clustering
method in which similar data samples tend to be mapped to nearby neurons.

There exist a number of variants of the SOM in which the adaptation
rules are different, various distance measures may be used, and the structure
of the map interconnections is variable. The SOM is a tool for the develop-
ment of complex applications. The SOM is widely used as a data mining
and visualization method for complex data sets. Applications areas include
image processing, speech recognition, process control, economical analysis,
and diagnostics in industry and medicine.1–3 Searching the best-matching
unit is usually the computationally heaviest operation in the SOM. A way
to deal with this is to build a hierarchy of SOMs, teaching the SOM on
each level before proceeding to the next layer. Most SOM applications use
numerical data. Statistical features of natural text can also be regarded as
numerical features that facilitate applications of SOM in apparently nonnume-
rical contexts.

Other Architectures

The field of artificial neural networks is very large. A large number
of different neural networks architectures have been developed.17 Recurrent
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networks deserve a special mention here. They allow participating nodes to
simultaneously receive and transmit signals; in this way, no distinction is
made between input and output nodes. Some of the nodes, the visible nodes,
allow an interface with the environment. As in the feedforward network,
there are also hidden nodes, which do not allow such interaction. Another var-
iation among neural networks is related to the way the weights are updated. In
an extreme case, all the weights are changed at once. At the other extreme, the
weights are updated sequentially, one neuron at a time. These are particular
examples of a more general case in which the weights of the neurons are
updated periodically with a certain probability, and on an individual basis.

EVOLUTIONARY ALGORITHMS

Evolutionary Algorithms are search and optimization procedures that
have their origin and inspiration in the biological world: The theory of evolu-
tion, based on the idea of survival of the fittest in a dynamic environment.18

Evolutionary algorithms are based on the learning process within a population
of individuals, each of which represents a point in the solution search space of
a certain problem. The population is arbitrarily initialized, and it evolves
toward better regions of the search space by means of randomized processes
of selection (which favors the reproduction of better individuals), recombina-
tion (which allows the mixing of parental information when passing it to
the descendants), and mutation (which allows some random innovation to
be introduced into the population, in order to prevent premature convergence
to local optima). Considering the aim of the search, the problem offers a fitness
value of the search points, as an indication of their closeness to the solution.
Each evolutionary step is called a generation. A pseudo-code of the generic
evolutionary algorithm (EA) is the following:

// start with an initial time

t : ¼ 0

// initialize a random population of individuals

initpopulation P(t)

// evaluate fitness of individuals in initial population

evaluate P(t)

// test for termination criterion (time, fitness, etc.)

while not done do

// increase the time counter

t : ¼ t þ 1

// select subpopulation for reproduction

P0 : ¼ selectparents P(t)
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// recombine the genes of selected parents

recombine P0(t)

// perturb the mated population

mutate P0(t)

// evaluate its new fitness

evaluate P0(t)

// select the survivors based on the fitness

P : ¼ select P, P0(t)

end while

end EA

Evolutionary algorithms, as simulations of genetic processes, are not ran-
dom searches for a solution of a problem. Evolutionary algorithms use sto-
chastic processes, but the result is distinctly nonrandom. The most widely
used types of evolutionary algorithms, which have developed independently,
are genetic algorithms, evolution strategies, and evolutionary programming,
which will be discussed in the following sections. As we will see, they differ
in the way the individuals are represented, in what genetic operators they
use, and in how they are defined.

GENETIC ALGORITHMS

The genetic algorithm (GA) model of computation, as created by
Holland in 1975, and referred to as the canonical GA, has some distinct par-
ticularities.19 These include representation, fitness function, and others, which
will now be discussed.

Canonical GA

Representation
Canonical GA considers the individuals in the population to be fixed

length arrays of bits. Simple bit manipulation operations allow the implemen-
tation of genetic operators. In order to apply the canonical GA to optimization
problems, the bit string is logically divided into segments. Each segment is then
interpreted as the binary code of the corresponding optimization variable.
There are many segment decoding functions, the simplest one being the simple
binary representation of integer values that, if necessary, are combined with a
scaling from a certain real interval to a suitable integer interval.

Fitness Function
Different fitness functions are obtained based on the original objective

function, on the individual decoding function (produced by combining the
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segment decoding functions), and on a scaling function aimed at generating
positive fitness values, higher for better individuals.

Selection
Selection of the next generation of parents is made with respect to the

probability distribution based on fitness values. The fitness values for each
individual are computed. Based on the relative fitness of an individual to the
total fitness of the population, the probabilities of selection of individuals are
computed. Then, the cumulative probability for each individual is computed
as the sum of probabilities of selection of individuals with a smaller index.
The new generation is selected based on generating random numbers in the
range [0,1] and on matching them to the cumulative probabilities. Obviously,
some individuals will be selected more than once, but this is the intended beha-
vior: The best individuals get more copies, the average stays fixed, and the
worst die off.

Recombination
This quantity is an operator working entirely on bit representations and

completely ignoring the logical segments representing the optimized variables.
Based on the probability given by the crossover rate, pc, a number of parents is
randomly selected. From this set of parents, pairs of parents are also randomly
selected. Suppose that two parent individuals, u ¼ ðu1;u2; . . . ; ulÞ and
v ¼ ðv1; v2; . . . ; vlÞ have thus been selected for the crossover. There are more
crossover operators to be applied here. The one-point crossover operator
selects at random a crossing point, and generates two offspring from the
two parents: u0 ¼ ðu1; . . . ; ui; viþ1; . . . ; vlÞ and v0 ¼ ðv1; . . . ; vi; uiþ1; . . . ; ulÞ.
These offspring will replace the parents in the population. This may be gener-
alized to the m-point crossover by using more than one breakpoint. Another
option is the uniform crossover, which uses a randomly generated mask
for deciding, for each bit, whether to exchange information between parents
or not.

Mutation
This operator works on the bit string level, and is considered a back-

ground operator. It inverts single bits of individuals with a very small prob-
ability pm, � 0.001. The practical implementation of this probability may
be done via generating a random real number in the interval [0,1]. If the num-
ber is smaller than the given probability, the mutation operation is realized on
a bit, also randomly generated.

Evolution Strategies

The first Evolution Strategy (ES) was developed in 1964 at the Technical
University of Berlin, as an experimental optimization technique. This variant,
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called (1 þ 1Þ � ES, works on the basis of two individuals only, one parent and
one descendant per generation, created by mutation. Some generalizations of
this technique are (m; 1Þ � ES where m � 1 individuals are recombined to form
an offspring, which then replaces the worst individual from the population.
Others include ðm; lÞ � ES and (mþ lÞ � ES.20,21

Representation
Search points are n-dimensional vectors in the real Euclidean space. Each

individual may include additional strategy parameters, as follows: n variances
cii ¼ s2

i , n � ðn � 1Þ=2 covariances cij, of the normal distribution. Often, only
variances are used, and sometimes there is a single common variance for all n
variables. These strategy parameters determine the mutability of variables.

Fitness Evaluation
The fitness value is identical to the objective function value as defined by

the problem.

Recombination
Recombination is done not only for variables, but also for strategy para-

meters. It may be realized in the usual manner, by randomly selecting two par-
ents to recombine, or it may be realized in a global manner, in which the
parents are separately selected for each variable or parameter. A few recombi-
nation rules are the following: (a) without recombination (select the first par-
ent); (b) discrete recombination (select one of the parents randomly);
(c) intermediate recombination (select a random point on the segment between
the two parents). Empirically, the best results are obtained with discrete
recombination of variables and intermediate recombination of parameters.

Mutation
The mutation operator produces a mutated individual by first mutating

the standard deviations si, and then mutating the variable according to the
new probability density function.

Selection
In ES, selection is completely deterministic. However, there are differ-

ences from version to version. The parameter (m; lÞ � ES selects the best m indi-
viduals out of the set of l offspring individuals, while ðmþ lÞ � ES selects the
best m individuals out of the union of m parent individuals and l offspring indi-
viduals. Investigations show a preference toward the use of (m l) � ES, with a
ratio of m=l � 1=7 considered as optimal.

Evolutionary Programming

Evolutionary programming (EP), created by Lawrence J. Fogel in 1960, is
a stochastic optimization strategy similar to genetic algorithms and evolution
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strategies, but places the emphasis on the link between parent and offspring,
instead of emulating specific genetic operators.22 Combinatorial and real-
valued function optimization problems having many locally optimal solutions
are well suited for this technique.

Representation
Initially, the variables are vectors from a bounded subspace of Rn. After-

wards, the search domain is extended to the whole space. The Meta-evolution-
ary programming approach also incorporates strategy parameters (standard
deviations) in this representation.

Fitness Evaluation
The fitness values are obtained from objective function values by scaling

to positive values and possibly by imposing a random alteration.

Recombination
No recombination operator combining features of different individuals is

used with EP. In EP, individuals are viewed as species, and distinct species do
not recombine.

Mutation
Each individual is replicated into a new population. Each offspring is

mutated according to a distribution of mutation types, from minor to extreme.
The severity of mutations is often reduced as the global optimum is
approached.

Selection
The new population is selected via a stochastic q-tournament selection.

For each individual from PðtÞ [ P0ðtÞ, q individuals are randomly selected from
the same set, and compared to the original individual, determining its score.
The individuals with the highest score form the new population. There is no
limitation in the number of offspring produced by an individual. Also, there is
no limitation in keeping the population size constant.

FUZZY SETS AND FUZZY LOGIC

The mathematics of Fuzzy Set Theory was originated by L. A. Zadeh in
1965.4 It deals with the uncertainty and fuzziness arising from interrelated
humanistic types of phenomena such as subjectivity, thinking, reasoning, cog-
nition, and perception. This approach provides a way to translate a linguistic
model of the human thinking process into a mathematical framework for
developing the computer algorithms for computerized decision-making pro-
cesses.4,23–27 On the other hand, a fuzzy set is a generalized set to which
objects can belong with various degrees (grades) of memberships over the
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interval [0,1]. Fuzzy systems are processes that are too complex to be modeled
by using conventional mathematical methods. In general, fuzziness describes
objects or processes that are not amenable to precise definition or precise mea-
surement. Thus, fuzzy processes can be defined as processes that are vaguely
defined and have some uncertainty in their description. The data arising from
fuzzy systems are in general, soft, with no precise boundaries. From this point
of view, fuzzy set theory is not only a theory dealing with ambiguity, it is also a
theory of fuzzy reasoning.23

The interpretation of Fuzzy Logic (FL) is twofold. In a narrow sense, FL
is a logical system that may be viewed as an extension and a generalization of
classical logic. In a wider sense, FL is almost synonymous with the theory of
fuzzy sets, encompassing the ‘‘strict’’ FL. The fundamental basis of FL is that
any field and any theory may be fuzzified by replacing the concept of a crisp set
with the concept of fuzzy set. Thus theoretic fields such as fuzzy arithmetic,
fuzzy topology, fuzzy graph theory, fuzzy probability theory, ‘‘strict’’ fuzzy
logic, and many others have appeared. Similarly, applied fields that have suf-
fered generalizations are fuzzy neural network theory, fuzzy pattern recogni-
tion, fuzzy mathematical programming, and so on. What is gained through
fuzzification is greater generality, higher expressivity, an enhanced ability to
model real-world problems, and a methodology for exploiting the tolerance
for imprecision.

Fuzzy Sets

Fuzzy sets were introduced as generalizations of the classical crisp sets, in
order to represent and manipulate imprecise data. However, not all the prop-
erties valid for operations on crisp sets are valid for fuzzy sets, and the inability
to deal with this may result in improper use of fuzzy sets.4,14,23–27 The basic
concepts are defined below:

Fuzzy Set
Let X be a nonempty crisp set. The fuzzy set A in X is characterized by its

membership function, A : X ! ½0; 1�, where A(x) is interpreted as the member-
ship degree of element x 2 X in the fuzzy set A.

Universal Fuzzy Set
The universal fuzzy set in X, denoted by X, is defined by XðxÞ ¼ 1 for all

x 2 X.

Empty Fuzzy Set
The empty fuzzy set in X, denoted ;, is defined by ;ðxÞ ¼ 0 for all x 2 X.

Equality
The fuzzy sets A and B in X are said to be equal, and denoted A ¼ B, if

AðxÞ ¼ BðxÞ for all x 2 X.
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Fuzzy Subset
The fuzzy set A in X is a subset of the fuzzy set B in X, denoted A � B, if

AðxÞ � B(x) for all x 2 X.

Complement
The complement of a fuzzy set A in X, denoted A, is defined by

AðxÞ ¼ 1 � AðxÞ for all x 2 X.

Intersection
The intersection of fuzzy sets A and B in X, denoted A\B is the fuzzy set

defined as ðA \ BÞðxÞ ¼ TðAðxÞ;BðxÞÞ for all x 2 X, where T is a triangular
norm (i.e., commutative, associative, nondecreasing in each argument, and
Tða; 1Þ ¼ a for all a 2 ½0; 1�).

Union
The union of fuzzy sets A and B in X, denoted A [ B, is the fuzzy set

defined as ðA [ BÞðxÞ ¼ SðAðxÞ;BðxÞÞ, for all x 2 X, where S is a triangular
conorm (i.e., commutative, associative, nondecreasing in each argument,
and S(a; 0Þ ¼ a for all a 2 ½0; 1�).

In what follows, some of the properties of crisp sets will be analyzed
from the point of view of applicability with fuzzy sets. We have listed these
properties in Table 1 along with examples of two widely used t-norms and
t-conorms:

Standard TSða; bÞ ¼ minfa; bg and SSða; bÞ ¼ maxfa; bg
Lukasiewicz TLða; bÞ ¼ maxfa þ b � 1; 0g and SLða; bÞ ¼ minfa þ b; 1g

1. Property 1 in Table 1 is satisfied only by the standard t-norm and t-conorm.
2. Property 4 in Table 1 is satisfied by any t-norm and t-conorm.
3. Any t-norm and t-conorm, defined on nondegenerate fuzzy sets, that satisfy

properties 2, do not satisfy property (3).
4. For any t-norm and t-conorm that posses the properties 2 and 3, the fuzzy

sets have only crisp values, that is, they reduce to crisp sets.

Table 1 The Properties of Crisp Sets from the Point of View of Applicability
with Fuzzy Sets

Property Crisp Sets Ts and SS TL and SL

(1) Idempotence laws Valid Valid Invalid
(2) A \ A ¼ ; and A [ A ¼ X Valid Invalid Valid
(3) Distributivity laws Valid Valid Invalid
(4) De Morgan laws Valid Valid Valid
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The properties shown in Table 1 use the standard definition suitable for
use in ‘‘strict’’ FL, and the Lukasiewicz definition suitable for use in fuzzy clus-
tering.

Fuzzy Logic

The basic assumption upon which two-valued logic is based, that every
proposition is either true or false, has been questioned since Aristotle.
For example, propositions about future events are neither actually true, nor
actually false, but potentially either. Consequently, their truth-value is
undetermined, at least prior to the event. Propositions whose truth-value is
problematic are not limited to future events. For example, propositions that
imply physical or chemical measurements depend on the limitations of mea-
surement.23–27 While several types of multivalued logic have been proposed,
here we will discuss the infinite-valued logic, whose truth-values are repre-
sented by all the real numbers in the interval [0,1]. This is also called standard
Lukasiewicz logic L1. The primitives of this logic are defined as

�aa ¼ 1 � a

a ^ b ¼ minða; bÞ
a _ b ¼ maxða; bÞ

a ) b ¼ minð1; 1 þ b � aÞ
a , b ¼ 1 � ja � bj

½25�

It can be verified that the relations above reduce to their usual counter-
parts when applied to binary logic. The standard Lukasiewicz logic L1 is iso-
morphic to fuzzy set theory based on the standard fuzzy operations in the same
way the two-valued logic is isomorphic to the crisp set theory. The member-
ship degree A(x) for x 2 X may be interpreted as the truth value of the propo-
sition ‘‘x is a member of the set A’’. The reciprocal is also valid.

Fuzzy Propositions
There are four types of fuzzy propositions. Unconditional and unquali-

fied propositions are of the form

p : V is F ½26�

where V is a variable that takes values from a universe V of values, and F is a
fuzzy set on V that represents a fuzzy predicate (e.g., tall, large, high). The
degree of truth of this proposition is defined as TðpÞ ¼ FðvÞ, for each given
particular value v of variable V. Unconditional and qualified propositions
are of the form

p : V is F is S ½27�
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where S is a fuzzy truth qualifier (e.g., fairly true, very false, etc.). The degree
of truth of this proposition is defined as TðpÞ ¼ SðFðvÞÞ, for each given parti-
cular value v of variable V. Conditional and unqualified propositions are of the
form

p : If X is A then Y is B ½28�

where X and Y are variables with values in X, Y and A and B are fuzzy sets
on X, Y. This proposition may be viewed as hX;Yi is R, where R is a fuzzy
set on X � Y. The degree of truth of this proposition is defined as
TðpÞ ¼ Rðx; yÞ ¼ JðAðxÞ, B(y)), for each given particular values x, y of vari-
ables X, Y. The parameter J denotes the fuzzy implication operation. Condi-
tional and qualified propositions are of the form

p : If X is A; thenY is B is S ½29�

Its truth-value is determined in a way similar to the cases above.

Fuzzy Quantifiers
Fuzzy quantifiers are fuzzy numbers that take part in fuzzy propositions.

They are of the following two kinds. Absolute quantifiers are defined on R
(� 10, >100, at least � 5) and may be used in two forms of propositions:

p : There are Q i0s in I such that VðiÞ is F

q : There are Qi0s in I such that V1ðiÞ is F1 and V2ðiÞ is F2

½30�

where V, V1, V2 are variables that take values from sets V, V1, V2, I is a set
of individuals, Q is a fuzzy number on R, and F, F1, F2 are fuzzy sets on V, V1,
V2. The truth-value of these sentences is defined as

TðpÞ ¼ Q

�X
i in I

FðVðiÞ
�

TðqÞ ¼ Q

�X
i in I

minðF1ðV1ðiÞÞ; F2ðV2ðiÞÞ
�

½31�

The latter case assumes the standard intersection of two fuzzy sets. Relative
quantifiers are defined on [0, 1] (almost all, about half, most) and may be
used in propositions of the form:

p : Among i0s in Isuch that V1ðiÞ is F1 there are Q i0s in I such that V2ðiÞ is F2

where Q is a fuzzy number on [0, 1]. The truth-value of this sentence is defined
assuming the standard intersection of two fuzzy sets.
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Linguistic Hedges
These are linguistic terms that modify other linguistic terms, for exam-

ple, very, more or less, fairly, extremely. They may be used to modify fuzzy
predicates, fuzzy truth-values, and fuzzy probabilities. The fuzzy set that
defines the hedge is called a modifier.

TðpÞ ¼ Q

P
i2I minðF1ðcalÞV1ðiÞÞ; F2ðcal V2ðiÞÞÞP

i2I F1ðcal V1ðiÞÞ

� �
½32�

The modifier is simply applied over the fuzzy set associated with the predicate,
value, or probability it modifies. For example, the proposition ‘‘x is young [is
true]’’ may be modified by the hedge very in the following ways:

* ‘‘x is very young is true’’

* ‘‘x is young is very true’’

* ‘‘x is very young is very true’’

Inference from Fuzzy Propositions
The inference rules of crisp logic have been generalized in the framework

of fuzzy logic in order to facilitate approximate reasoning. Separate general-
izations have been made for dealing with conditional fuzzy propositions (gen-
eralized modus ponens, generalized modus tolens, generalized hypothetical
syllogism), conditional and qualified propositions and quantified propositions.

Fuzzy Clustering

As is well known, Cluster Analysis involves the classification of objects
into categories. Since most categories have vague boundaries, and may even
overlap, the necessity of introducing fuzzy sets is obvious. A discussion of
Fuzzy Clustering must refer to the following issues:5,28–37

Data Representation
Input data is obtained from measurements on the objects that are to be

recognized. Each object is represented as a vector of measured values
x ¼ ðx1; x2; . . . ; xsÞ, where xi is a particular characteristic of the object.

Feature Extraction
Due to the large number of characteristics, there is a need to extract the

most relevant characteristics from the input data, so that the amount of infor-
mation lost is minimal, and the classification realized with the projected data
set is relevant with respect to the original data. In order to achieve this feature
extraction, different statistical techniques, as well as the fuzzy clustering algo-
rithms outlined here, may be used.
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Cluster Shape
Pattern recognition techniques based on fuzzy objective function minimi-

zation use objective functions particular to different cluster shapes. Ways to
approach the problem of correctly identifying the cluster’s shape are the use
of adaptive distances in a second run to change the shapes of the produced
clusters so that all are unit spheres, and adaptive algorithms that dynamically
change the local metrics during the iterative procedure in the original run,
without the need of a second run.

Cluster Validity
Another problem with such algorithms is that of determining the optimal

number of classes that correspond to the cluster substructure of the data set.
There are two approaches: The use of validity functionals, which is a postfac-
tum method, and the use of hierarchical algorithms, which produce not only
the optimal number of classes (based on the needed granularity), but also a
binary hierarchy that shows the existing relationships between the classes.

Defuzzification of Final Fuzzy Partition
Since humans need crisp partitions for their analysis, such procedures

should be able to produce, together with the final fuzzy partition, a crisp ver-
sion thereof. A number of techniques exist, which differ in their ability to pro-
duce a nondegenerate crisp partition (i.e., a crisp partition with all the member
crisp sets nonempty), and in their ability to produce the crisp partition closest
to the original fuzzy partition.

Method
The method is based on defining a dissimilarity function between the

data set and the prototypes (not necessarily vectors in the same space) of the
fuzzy classes. A fuzzy objective function is defined based on this dissimilarity
function. In order to minimize the fuzzy objective function, a two-step itera-
tive procedure is used: for certain prototypes, the optimal fuzzy partition is
determined. Conversely, for a certain fuzzy partition, the optimal prototypes
are determined. This procedure continually decreases the value of the objective
function.

Fuzzy Regression

Let us consider a data set X ¼ fx1; . . . ; xpg from Rs. Let us suppose that
the set X does not have a clear clustering structure or that the clustering struc-
ture corresponds to a single fuzzy set. Let it be assumed that this fuzzy set,
denoted by A, may be characterized by a linear prototype, denoted by
L ¼ ðv; uÞ, where v is the center of the class and u, with kuk ¼ 1, is its main
direction. We raise the problem of finding the most suitable fuzzy set for
the given data set. We propose to do this ourselves by minimizing a criterion
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function similar to those presented in References 28–39. Let us consider the
scalar product in Rs given by

hx; yi ¼ xT My for every x; y 2 Rs ½33�

where M is a symmetrical, positive definite square matrix of size s. If M is the
unit matrix, then the scalar product is the usual one, hx; yi ¼ xTy. We will use
the unit matrix for all the computations in our examples. Furthermore, let us
consider the norm in Rs induced by the scalar product,

jjxjj ¼ hx;xi1=2 for every x 2 Rs ½34�

and the distance d in Rs induced by this norm,

dðx; yÞ ¼ jjx � yjj for every x; y;2 Rs ½35�

In order to obtain the criterion function, a fuzzy partition fA;Ag must be
determined. The fuzzy set A is characterized by the prototype L. With respect
to complementary fuzzy set, A, we will consider that the dissimilarity between
its hypothetical prototype and the points xj is constant and equal to a=1 � a,
where a is a constant from [0; 1], with a role to be seen later. Denote the dis-
similarity between the point xj and the prototype L by

Dðxj;LÞ ¼ d2ðxj;LÞ ½36�

where

dðxj;LÞ ¼ ðkxj � vk2 � hxj � v; ui2Þ1=2 ½37�

is the distance from the point xj to the line L ¼ ðv; u) in the space Rs. The
inadequacy between the fuzzy set A and its prototype L will be

IðA;LÞ ¼
Xp

j¼1

ðAðxjÞÞ2Dðxj;LÞ ½38�

and the inadequacy between the complementary fuzzy set A and its hypothe-
tical prototype will be

Xp

j¼1

ðAðxjÞÞ2 a
1 � a

½39�
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Thus, the criterion function J : FðXÞ � Rd ! Rþ becomes

JðA;L; aÞ ¼
Xp

j¼1

ðAðxjÞÞ2 Dðxj;LÞ þ
Xp

j¼1

ðAðxjÞÞ2 a
1 � a

½40�

where a 2 ½0; 1� is a fixed constant. With respect to the minimization of the
criterion function J, the following two results are valid. Consider the fuzzy
set A of X. The prototype L ¼ ðv; uÞ that minimizes the function J(A; �) is given
by

v ¼
Pp

j¼1ðAðxjÞÞ2xjPp
j¼1ðAðxjÞÞ2

½41�

and u is the eigenvector corresponding to the maximal eigenvalue of the
matrix

S ¼ M
Xp

j¼1

ðAðxjÞÞ2ðxj � vÞðxj � vÞTM ½42�

where M is the matrix from the scalar product definition. Similarly, consider a
certain prototype L. The fuzzy set A that minimizes the function Jð; �LÞ is given
by

AðxjÞ ¼
a

1�a
a

1�a þ d2ðxj;LÞ ½43�

The optimal fuzzy set will be determined using an iterative method, where J is
successively minimized with respect to A and L. The proposed algorithm will
be called Fuzzy Regression:

S1. Choose the constant a 2 ½0; 1�. Initialize AðxÞ ¼ 1, for every x 2 X, and
l ¼ 0. Let AðlÞ be the fuzzy set A determined at the lth iteration.

S2. Compute the prototype L ¼ ðv; uÞ of the fuzzy set AðlÞ using the relations
given above.

S3. Determine the new fuzzy set Aðlþ1Þ using the relation given above.
S4. If the fuzzy sets Aðlþ1Þ and AðlÞ are closed enough, that is, if

jjAðlþ1Þ � AðlÞjj � e, where e has a predefined value, then stop, else increase
l by 1 and go to step S2.

Our results show that a good value of e with respect to the similarity of
AðlÞ and Aðlþ1Þ is e ¼ 10�5.
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In practice, in order to avoid the dependency of the memberships on the
scale, instead of using the distance d, we will use the normalized distance dr

given by

drðxj;LÞ ¼ dðxj;LÞ
maxx2X dðxj;LÞ ½44�

The relation used to determine the memberships becomes, thus,

AðxjÞ ¼
a

1�a
a

1�a þ d2
r ðxj;LÞ ½45�

The Fuzzy Regression algorithm modified by using this membership
rule will be named the Modified Fuzzy Regression algorithm. In what follows,
the properties of the fuzzy set obtained via the algorithm presented above will
be studied. Let X be a given data set and let A be the fuzzy set and L its
prototype as they were determined by the Modified Fuzzy Regression
algorithm. The following relations are valid (notations are defined above):

1: AðxÞ ¼ 1 , dðx;LÞ ¼ 0
2: AðxÞ ¼ a , drðx;LÞ ¼ 1
3: AðxÞ 2 ½a; 1� for every x 2 X
4: a ¼ 0 , AðxÞ ¼ 0 for every x 2 X
5: a ¼ 1 , AðxÞ ¼ 1 for every x 2 X
6: AðxiÞ<AðxjÞ , dðxj;LÞ<dðxi;LÞ
7: AðxiÞ ¼ AðxjÞ , dðxj;LÞ ¼ dðxj;LÞ

½46�

The algorithm presented here converges toward a local minimum.
Normally, the results of algorithms of this type are influenced by the initial
partition considered.24 When the initial fuzzy set considered is X, the obtained
optimal fuzzy set is the one situated in the vicinity of X; this makes the algo-
rithm even more attractive. The role of the constant a is to affect the polariza-
tion of the partition fA;Ag. Also, it is now clear why a was chosen to be in
(0, 1) and the values 0 and 1 were avoided. By using the relative dissimilarities
Dr, this method is independent of the linear transformations of the space.
Keeping in mind properties 1–7 and the remarks above, the fuzzy set A deter-
mined here may be called the fuzzy set associated with the classical set X and
the membership threshold a. We may build a theory to determine the fuzzy set
A represented by a point prototype, or by any geometrical prototype using
the thory presented above. As seen above, the (Modified) Fuzzy Regression
algorithm produces the fuzzy set associated with the classical set X and the
membership threshold a, together with its linear representation.
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FUZZY PRINCIPAL COMPONENT ANALYSIS (FPCA)

Fuzzy PCA (Optimizing the First Component)

For the data collected on p variables for n cases, PCA performs analyses
in the n-dimensional space defined by p variables and p-dimensional space
defined by n cases. In PCA, straight lines are sought that best fit the clouds
of points in the vector spaces (of variables and cases), according to the least-
squares criterion. This, in turn, yields the principal components (factors) that
result in the maximum sums of squares for the orthogonal projections. Con-
sequently, a lower-dimensional vector subspace is recovered that best repre-
sents the original vector space. Although the first factor is extracted so as to
capture the variance to the maximum extent, it can seldom capture the var-
iance in its entirety. What remains should, therefore, be recovered by another
(second) factor, a third, and so on. However, the number of factors thus
extracted will never exceed the number of original variables.

Fuzzy clustering is an important tool for identifying the structure in data.
According to the choice of prototypes and the definition of the distance mea-
sure, different fuzzy clustering algorithms are obtained. If the prototype of a
cluster is a point—the cluster center—it will produce spherical clusters; if the
prototype is a line, it will produce tubular clusters, and so on. Also, elements
with a high degree of membership in the ith cluster (i.e., close to the cluster’s
center) will contribute significantly to this weighted average, while
elements with a low degree of membership (far from the center) will contribute
almost nothing. In what follows, we briefly review the Fuzzy (first component)
PCA algorithm proposed in Reference 40. We wish to determine the particular
membership degrees A(x) such that the first principal component is best fitted
along the points of the data set X. The algorithm is a natural extension of the
Fuzzy Regression Algorithm.

Algorithm FUZZYPCAFIRST()

1. Determine the optimal value of a by calling DETERMINEBESTALPHA().
2. Call DETERMINEFUZZYMEMBERSHIP(a) with the value of a computed above,

and determine the optimal value of the fuzzy membership degrees.
3. Using the fuzzy membership degrees determined above, compute the fuzzy

covariance matrix C, and compute its eigenvalues and eigenvectors; these
are the fuzzy principal components and the corresponding scatter values.

Recall that a is the membership degree corresponding to the farthest outlier of
the data set. In the algorithm above, the fuzzy covariance matrix is determined
as

Cij ¼
Pn

k¼1 AðxkÞmðxk
i � �xxiÞðxk

j � �xxjÞPn
k¼1 AðxkÞm i; j ¼ 1; . . . ; p ½47�
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where xi is the arithmetic mean of the ith variable, m>1 is the fuzziness index.
The settings above mean that the fuzzy set A is characterized by the linear pro-
totype PC1 produced considering the fuzzy covariance matrix C. The proce-
dure DETERMINEFUZZYMEMBERSHIPS determines the optimal fuzzy membership
degrees and the optimal prototype line associated with the data set and corre-
sponding to the value of a. Procedure DETERMINEBESTALPHA works through a
loop between 0 and 1, with a certain step, and selects the value of a that max-
imizes the criterion function used by the procedure DETERMINEFUZZYMEMBER-

SHIPS. In this way, the procedure insures the determination of the optimal value
of a in terms of producing a better fitted first principal component along the
data set.

Fuzzy PCA (Nonorthogonal Procedure)

Encouraged by the good results obtained with the Fuzzy (first compo-
nent) PCA,40 we decided to extend the fuzzy approach one step more. A Fuzzy
PCA algorithm was written that would extend the fuzzy clustering scheme
with computing each particular principal component, not just the first one.
The main idea behind the first algorithm in this series rests with the relation

M ¼ l1e1e1T þ l2e2e2T þ � � � þ lpepepT ½48�

where T denotes the transposing operation, M is the matrix whose eigenvec-
tors and eigenvalues are to be determined, li is the ith eigenvalue and ei is the
corresponding eigenvector. If l1 is the largest eigenvalue of the matrix M, and
e1 is its corresponding eigenvector, then the second largest eigenvalue l2 and
its corresponding eigenvector e2 are computed as the largest eigenvalue and its
corresponding eigenvector of the matrix M � l1e1e1T . This procedure con-
tinues until all eigenvalues and eigenvectors are computed. In this way, we
are able to reduce the problem of computing the second largest fuzzy principal
component to the problem of computing the largest fuzzy principal compo-
nent of a different matrix. The FUZZYNONORTHOGONALPCA Algorithm is the
following:

Algorithm FUZZYNONORTHOGONALPCA():

1. Determine the optimal value of a by calling DETERMINEBESTALPHA().
2. Call DETERMINEFUZZYMEMBERSHIP(a) with the value of a computed above,

and determine the optimal value of the fuzzy membership degrees.
3. Using the fuzzy membership degrees determined above, compute the fuzzy

covariance matrix C.
4. Initialize the value of i to p, and the matrix Cdif to zero.
5. Call DETERMINEFUZZYMEMBERSHIPMODIFIED(a, Cdif ) with the value of a

computed above, and determine the optimal value of the fuzzy membership
degrees.
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6. Using the fuzzy membership degrees determined above, compute the fuzzy
covariance matrix C.

7. Compute the eigenvalues and eigenvectors of matrix C; the largest
eigenvalue, and its corresponding eigenvector e are the ith largest fuzzy
principal component and its corresponding scatter value.

8. Update the matrix Cdif by adding the value leeT using the eigenvalue and
eigenvector from the preceding step.

9. Decrease the value of i by 1. If i>0, go to Step 5 and continue from there.
Otherwise, stop the algorithm.

The procedure DETERMINEFUZZYMEMBERSHIPMODIFIED(a, Cdif ) is a modi-
fied version of DETERMINEFUZZYMEMBERSHIPS, and determines the optimal fuzzy
membership degrees and the optimal prototype line associated with the data
set and corresponding to the value of a and with the diminishing matrix
Cdif . The quantity in Cdif is the exact quantity that should be subtracted
from the original covariance matrix C in order to determine the subsequent
eigenvector and eigenvalue. But, because in this case the fuzzy covariance
matrix depends on fuzzy membership degrees corresponding to a different
fuzzy set for each principal component, this subtraction will have to be
repeated each time during the process of determining the line prototypes.

Fuzzy PCA (Orthogonal)

The main issue with the Fuzzy PCA algorithm described in the preceding
section is that the computed eigenvectors, while being unit vectors, are not
mutually orthogonal. The next algorithm is designed to change this. Let us
denote l1; . . . ; lp, and e1; . . . ; ep the eigenvalues and the eigenvectors, respec-
tively, that will finally be produced by our suggested algorithm. The first fuzzy
principal component is computed as with the FUZZYPCAFIRST algorithm, that
is, by finding the optimal fuzzy membership degrees and the optimal linear
prototype for the data set. Let us denote l01; . . . ; l

0
p and e01; . . . ; e

0p the eigenva-
lues and eigenvectors, respectively, produced in this way. Therefore, we will
have

l1 ¼ l01 ½49a�

and

e1 ¼ e01 ½49b�

The major novelty of this algorithm is in the way the other fuzzy principal
components are computed. The original data set is projected onto the hyper-
plane orthogonal to the first fuzzy principal component, that is, determined by
all the other principal components, as determined by the Fuzzy First Compo-
nent PCA algorithm. Practically, this may be done by computing the scores
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and removing the first item from the data vectors. Therefore, we first compute
the scores:

x0jT ¼ xjT � ðe01; . . . ; e0pÞ ½50�

and then remove the first component of x0j, thus producing a subset X0of Rp�1:

X0 ¼ fðx0
2; . . . ; x

0
pj9j : x0j ¼ ðx01; x02; . . . ; x0pÞg ½51�

This produces a data set in a Euclidean space of dimension p�1, where p is the
size of the original data set. Denote l001; . . . ; l

00
p�1 and e001; . . . ; e00p�1 the eigen-

values and eigenvectors, respectively, produced in this way. The first
fuzzy principal component of this projected data set, after being rewritten in
terms of the original space, is orthogonal on the first fuzzy principal compo-
nent, as computed originally. In order to account for the fuzziness in the fuzzy
data sets, when rewriting the components in terms of the original space, the
eigenvalues computed in the p�1 sized space will be multiplied by the fuzzy
set fuzziness index fA, given by

fA ¼ 1

n

Xn

i¼1

AðxjÞm ½52�

Thus

l2 ¼ l001 � fA ½53�

and

e2T ¼ ð0; e001ÞT � ðe01; . . . ; e0pÞT ½54�

where (0; e001) denotes a vector having 0 for the first component, and the com-
ponents of the vector e001 for the other components. In order to determine the
third fuzzy principal component we will reason in the same way, but here we
start with the projected data set and project it onto the hyperplane orthogonal
to the first two fuzzy principal components. This twice-projected data set will
be in a Euclidean space of dimension p�2. Let us suppose that, after proper
transformations have been made at the superior level, these newly produced
eigenvectors and eigenvalues (now in the Rp � 1 space) and still denoted by
l001; . . . ; l

00
p�1 and by e001; . . . ; e00p�1. These notations will replace the already

computed values.
Now we need only a final transformation: to revert these eigenvectors

and eigenvalues to the original space. We use relations similar to those used
for computing the initial projection, but in reverse. The FUZZYORTHOGONAL-
PCA Algorithm is the following:

Fuzzy Principal Component Analysis (FPCA) 281



Algorithm FUZZYORTHOGONALPCA():

1. If p � 2, call FUZZYPCAFIRST(), otherwise continue.
2. Determine the optimal value of a by calling DETERMINEBESTALPHA().
3. Call DETERMINEFUZZYMEMBERSHIP(a) with the value of a computed above,

and determine the optimal value of the fuzzy membership degrees.
4. Using the fuzzy membership degrees determined above, compute the fuzzy

covariance matrix C.
5. Compute the eigenvalues and eigenvectors of matrix C; the largest

eigenvalue, and its corresponding eigenvector e are the current fuzzy
principal component and its corresponding scatter value.

6. Compute the scores of the data set and remove the first component of each
data item.

7. Recursively call FUZZYORTHOGONALPCA() on this reduced data set; after
returning, the values l001; . . . ; l

00
p�1 and the corresponding eigenvectors

e001; . . . ; e00p�1 will be known, but will be computed in the projected space.
8. Revert to the original data space and rewrite the eigenvalues and their

corresponding eigenvectors in terms of the original data space.

FUZZY EXPERT SYSTEMS (FUZZY CONTROLLERS)

A Fuzzy Expert System is an expert system that uses a collection of fuzzy
membership functions and fuzzy rules, instead of Boolean logic, to make deci-
sions from data.41,42 The rules are of the form:

If x is low and y is high then z is medium ½55�

where x and y are input variables, z is an output variable and low, high, med-
ium are called linguistic labels and have associated fuzzy membership func-
tions. The antecedent of the rule describes to what extent the rule applies,
and the conclusion of the rule assigns a membership function to each output
variable. A Fuzzy Controller is a special type of fuzzy expert system whose
purpose is to influence the behavior of a system by changing its inputs accord-
ing to a set of rules that describe how the system operates. The general infer-
ence process proceeds in the following steps:

Linguistic Labels
After identifying the relevant input and output variables of the system,

and the range of their values, we need to select meaningful linguistic labels
for each variable and associate them with appropriate fuzzy sets. The most
commonly employed linguistic labels are approximately zero (AZ), positive
small (PS), positive medium (PM), positive large (PL), negative small (NS),
negative medium (NM), negative large (NL). The fuzzy sets associated with
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these linguistic variables are generally fuzzy numbers, but, when needed,
different fuzzy sets may be used.

Fuzzy Inference Rules
The knowledge to be used by the system is formulated in terms of fuzzy

inference rules. There are two distinct ways in which these fuzzy rules can be
determined: (a) by using the experience of human operators; and (b) by obtain-
ing them from empirical data found through suitable learning, for example,
using neural networks. As stated before, the canonical form of the fuzzy infer-
ence rules is

If e1 ¼ A and e2 ¼ B then v ¼ C ½56�

where A, B, and C are fuzzy membership functions associated with some of the
available linguistic labels.

Fuzzification
For each fuzzy inference rule, the fuzzy sets associated with each input

variable are applied to their actual values, to determine the degree of truth
for each rule premise. The degree of truth for a rule premise, sometimes
denoted by a, is computed as a ¼ T1ðAðe1Þ, Bðe2ÞÞ, where T1 is a t-norm. If
a for a certain rule is nonzero, then the rule is said to fire.

Inference
The fuzzy set associated with the output variable is computed as

ruleðzÞ ¼ T2ða;CðzÞÞ ¼ T2ðT1ðAðe1Þ;Bðe2ÞÞ;CðzÞÞ ½57�

where T2 is a t-norm, not necessarily the same as T1. Two t-norms generally
used in this case are min and product.

Composition
All the fuzzy sets associated by different rules to the same variable are

combined together to form a single fuzzy set for each output variable. This
is realised by using a t-conorm, that is, by an abuse of notation,

fuzzyðzÞ ¼ Sðrule1ðzÞ; rule2ðzÞ; . . .Þ ½58�

where S is the chosen t-conorm. Two t-conorms generally used in this case are
max and sum. The latter is not really a t-conorm, and it produces fuzzy mem-
berships >1. Thus, it may only be used when followed by an appropriate
defuzzification method.
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Defuzzification
Sometimes, the fuzzy sets associated with the output variables offer suf-

ficient information, but often we need to provide a crisp value for each output
variable given a set of values for the input variables. There are more defuzzi-
fication methods that may be used here, and we stress that they are completely
different from the defuzzification methods used in fuzzy clustering.

* Center of gravity. The defuzzified value of a fuzzy set C is its fuzzy
centroid.

* First of maxima. The defuzzified value of a fuzzy set C is its smallest
element having the highest membership degree.

* Middle of maxima. The defuzzified value of a fuzzy set C is the mean of
all elements having the highest membership degree.

* Max criterion. The defuzzified value of a fuzzy set C is an arbitrary
element having the highest membership degree.

* Height defuzzification. The elements with membership degrees lower
than a certain threshold are completely discarded, and the Center-of-
gravity method is applied to the remainder of the fuzzy set.

HYBRID SYSTEMS

The component techniques of soft computing are not competitive, but
complementary. Much research has been done to study the ways this comple-
mentarity can be exploited. Each of the components has features to offer a
potential partnership. Systems that have such a partnership are called ‘‘hybrid
systems’’. Fuzzy logic uses the concept of computing with words, it deals with
imprecision and information granularity and is an important tool for approx-
imate reasoning. Neural networks learn and adapt. Genetic algorithms make
use of a systemized random search and are an important tool for optimization.
These three may be combined in different ways, as described below.

Combinations of Fuzzy Systems and Neural Networks

Many types of combinations between fuzzy systems and neural networks
have been proposed and studied. In what follows, we use the definitions and
classification proposed by Detlef Nauck, from the Department of Computer
Science, Technical University of Braunschweig, Germany.43–46 A ‘‘neuro-
fuzzy’’ or ‘‘neural fuzzy’’ system is a combination of neural networks and
fuzzy systems in such a way that neural networks are used to determine para-
meters of fuzzy systems. The main intention of a neuro-fuzzy approach is to
create or improve a fuzzy system by means of neural network methods. The
system should always be interpretable in terms of fuzzy if-then rules. A ‘‘fuzzy
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neural network’’ is a neural network that uses fuzzy methods to learn faster or
to perform better. The main intention is the improvement of the neural
network.

Fuzzy Neural Networks
Fuzzy methods are also used to enhance the learning capabilities or per-

formance of a neural network. This can be done by using fuzzy rules to change
the learning rate, or by creating a network that works with fuzzy inputs.

Concurrent Neuro-Fuzzy Models
A neural network and a fuzzy system may work together on the same

task, but without influencing each other, that is, neither system is used to
determine parameters of the other. Usually, the neural network preprocesses
the inputs or postprocesses the outputs of the fuzzy system.

Cooperative Neuro-Fuzzy Models
A neural network may also be used to determine the parameters of a fuz-

zy system. After the learning phase, the fuzzy systems work without the neural
network. Cooperative models use the following approaches: (a) learn fuzzy
sets off-line; (b) learn fuzzy rules off-line; (c) learn fuzzy sets on-line; (d) learn
rule weights.

Hybrid Neuro-Fuzzy Models
A neural network and a fuzzy system may be combined into one homo-

genous architecture. The system may be interpreted as a special neural net-
work with fuzzy parameters, or as a fuzzy system implemented in a parallel
distributed form.

Fuzzy Genetic Algorithms

There are a few approaches in which fuzzy set theory and evolutionary
algorithms become highly interactive partners. They mostly concern the fol-
lowing alternatives.47,48

Fuzzy Encoding and Fuzzy Set Operations in Genetic Algoritms
There are two different issues involved here. The first concerns the

encoding of each variable that comes as a part of the optimization problem,
using fuzzy logic. Excepting the case of variable encoding using real numbers,
encoding supposes the transformation of a numerical value into a certain
string of symbols, from a finite and small alphabet. Instead of using a small
number of symbols, we use fuzzy sets (linguistic labels) such as NL, NM,
NS, Z (Zero), PS, PM, and PL, which can also be of a different granularity.
Of course, any result obtained during the GA search needs to be decoded.
The fuzzy decoding mechanism is related to the particular fuzzy encoding
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applied previously. The second issue concerns the use of fuzzy set operations
(t-norms, t-conorms, averaging operators, and compensation operators) for
developing recombination operators. Also, fuzzy meta-rules are used in the
selection of crossover and mutation rates, based on previous experience, and
with the help of a series of fuzzy if-then rules, for example, on the population
size and the generation time. For example, if population is small and genera-
tion is short, then the crossover rate is medium and the mutation rate is large.

Evolutionary Computing in Development of Fuzzy Models
The optimization abilities of genetic algorithms are used to develop the

best set of rules to be used by a fuzzy inference engine. Another approach
relates to fuzzy or hard clustering problems based on objective function mini-
mization. These problems are regarded as GA search problems (i.e., the pro-
blem needs to be specifically encoded and genetic operators have to be
devised), and the optimal fuzzy partition is determined by using a GA search.
Moreover, such techniques may also be used in the pipeline, with the best par-
tition prototypes produced by the GA search used as the initial configuration
for the fuzzy clustering procedure.

Neuro-Genetic Systems

The performance of neural networks (NN) can be enhanced by the use of
genetic algorithms. There are two different approaches.49,50

Use of GA to Improve the Behavior of NN
This approach includes the use of GA in order to (a) generate the weights

of a neural network; (b) generate the architecture of a neural network; and
(c) generate both the weights and architecture of a neural network.

Use of NN to Improve the Behavior of GA
This approach defines the evaluation function of the genetic algorithm as

a neural network. The genetic operators are used to train the parameters of the
neural network. The evaluation function is the forward stage of the neural net-
work, while the genetic parameters are improved in the back-propagation
stage of the neural network.

FUZZY CHARACTERIZATION AND
CLASSIFICATION OF THE CHEMICAL
ELEMENTS AND THEIR PROPERTIES

It may seem that the problem of classification of the chemical elements
has already been solved by the development of the periodic table of elements
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and that the single item remaining to be solved is to find a certain,
adequate and suggestive as possible graphic representation.51–55 In fact, the
groups of the periodic table do not always explain the whole wealth of
relations between the properties of the elements and of their compounds.
Sometimes unexpected similarities exist between remote elements in the peri-
odic system.

It is, of course, true that most properties of the elements are determined
by the outer-electron configurations of their atoms. These configurations are,
of course, the basis for the arrangement of elements in the periodic table.
However, this effect of the valence electrons is often quite indirect. Along
with properties of single atoms, properties exist that are collectively deter-
mined, for example, by the lattice structure.

Therefore, we may raise the problem of whether the classical structure of
the periodic system is really fully concordant with all the physical and chemi-
cal properties of the elements.32,33,53,54 In what follows, we try to repeat the
early procedure of Mendeleev, whose classification was not founded on elec-
tron configuration but on observable data concerning physico-chemical prop-
erties of the elements. The basic idea of our procedure is that the properties of
elements are gradual by nature. Therefore, we must acknowledge that they
should be grouped in classes with no clearly cut boundaries. Hence, each ele-
ment should belong mainly to a single class, but this does not mean that it
could not also belong with different small membership degrees to all the other
classes.

If we admit that the membership degrees to a group have a gradual char-
acter, we may obtain a more accurate classification of the elements, able to
account for some irregularities of the standard classification. It also could sug-
gest the occurrence of some new relationships between the elements.

This classification must use primary physical and chemical properties of
the elements. Their selection is rather difficult since they have to be expressed
numerically and have to be known for all the investigated elements. The method
applied for the classification uses fuzzy set theory in order to obtain a cluster-
ing of the set of chemical elements. This method is hierarchical and does not
suppose a preliminary knowledge with respect to the number of classes in the
data set, nor does it suppose a certain structure for the classes. Both the num-
ber of classes and their mutual relationships will be detected by the classifica-
tion algorithm used.

In order to identify which properties (variables) are responsible for the
observed similarities and dissimilarities between the chemical elements, we
also applied a very interesting algorithm, namely, fuzzy hierarchical cross-
classification (FHiCC). The technique produces not only a fuzzy partitioning
of the chemical elements but also a fuzzy partitioning of the physical and che-
mical properties considered. Moreover, the fuzzy hierarchical characteristics
clustering (FHiChC) and fuzzy horizontal characteristics clustering (FHoChC)
procedures showed very high similarities between the chemical and structural
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properties of elements and also between the structural and some of the physi-
cal properties.

HIERARCHICAL FUZZY CLASSIFICATION OF
CHEMICAL ELEMENTS BASED ON TEN
PHYSICAL PROPERTIES

In order to use the methods presented above to classify the chemical ele-
ments, the problem we are first faced with is to decide the characteristics this
classification is built upon. We started with 10 physical properties: relative
atomic mass, A (1), density, r (2), melting point, Tf (3), boiling point, Tb

(4), Pauling electronegativity, w (5), enthalpy of vaporization, DHv (6) and
fusion, DHf (7), specific heat capacity, Cs (8), first ionization energy, Ei (9),
and covalent radius, r (10).

These values are known for 84 elements.
The classification hierarchy produced by using the 10 physical properties

mentioned above without scaling (nonnormalization) of data is presented in
Figure 4. The first partition separates, roughly speaking, the elements of the
main groups of the periodic system (class 1) from those of the secondary
groups (class 2). To class 1 belong the metals of group 12 (IIB) (Zn, Cd,
Hg) and also Ag; all these elements have the d subshell completed and are
in this way analogous to those in the main groups. Also, class 1 includes
four lanthanides (Sm, Eu, Tm, Yb), all of which have the 5d subshell vacant.
The 4f subshell is complete for Yb and half-complete (4f 7) for Eu, that is,
these elements have relatively stable subshell configurations. The elements
Tm and Sm have one electron fewer than these configurations (4f 13, 4f 6).
On the other hand, class 2 also contains six elements of the main groups
(Be, B, Al, C, Si, Ge). On the whole, the first class contains elements with
lower densities and melting and boiling points (smaller fusion and vaporiza-
tion enthalpies).

The next step for class 1 differentiates mainly between metals (class 1.1)
and nonmetals (class 1.2), although the latter class includes the alkali metals
K, Rb, and Cs and the group 12 (IIB) metals Cd and Hg. The elements of class
1.2 have lower densities, melting and boiling points and, as a rule, high ioniz-
ation energies and electronegativities. The dominant features here are, how-
ever, the melting and boiling points, and this accounts for the presence of
some very electropositive (K, Rb, Cs) or heavy (Hg) elements. However, the
metals of this class (1.2), together with the solid nonmetals at room tempera-
ture (P, S, Se, I), are separated as a class (1.2.1) from the typical gaseous non-
metals at room temperature (class 1.2.2).

The last subdivision distinguishes a class (1.2.1.1) containing the alkali
metals (membership degrees—MDs—of � 0.60) and Se and Cd. The last one
has a smaller MD (0.43), only a little more than its MD for the class 1.1.2.
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Class 1.1.2 includes, among others, Zn, which has a MD of 0.22 for the class
1.2.1. The elements of the class 1.2.1.1 are similar mostly with respect to their
boiling points (� 700–750"C), while the elements of class 1.2.1.2 have lower
Tb. Class 1.2.1.2 includes solid nonmetals (P, S, I) and Hg, elements with very
similar ionization energies (240–250 kcal/mol). Nonmembers of this class, As
and Br, have MDs of 0.15–0.16 for it. It is interesting that grouped together
here are mercury and sulfur, elements that the alchemists thought to be at the
source of all matter.

From class 1.2.2 are first separated chlorine, bromine, and xenon (class
1.2.2.1); among them, Cl and Br have similar MDs (0.79, 0.75), much higher
than Xe (0.59). The last is similar to them mostly with respect to its ionization
energy. The other elements having much lower densities, Tf and Tb, are
grouped into two classes: one includes lighter noble gases, having the highest
ionization energies, He and Ne (1.2.2.2.2), the other contains the middle noble
gases (Ar, Kr) along with hydrogen and the gaseous elements of period 2
(N, O, F). These elements (class 1.2.2.2.1) have extremely low melting and
boiling points and high ionization energies. To some extent, xenon also
belongs to this class (MD of 0.25).

By dividing class 1.1, a quite large class (1.1.2) is obtained. This class
contains somewhat lighter elements, with lower boiling points (under
1600"C): Li, Na [group 1 (IA)], all the elements of group 2 (IIA) of the periodic
table (except beryllium), Tl from group 3 (IIIB), As, Sb, Bi from group 15
(VA), Te [group 16 (VIA)], Zn [group 12(IIB)], and Eu and Yb (the lantha-
nides with relatively stable configurations of the f -subshell, f 7 and f 14).
From outside this class, some elements that have significant MDs for it are
Cd, Pb, Tm, Se, Rb, and Cs.

The other class (1.1.1) includes elements from group 13 (IIIA) (Ga, In),
group 14 (IVA) (Sn, Pb), silver, and the lanthanides Sm and Tm. It is a rather
heterogeneous class, its elements having quite different properties and rela-
tively small MDs, from 0.54 (Ga) to 0.26 (Tm). Also, related to this class
are Ba, Bi, and Mn.

Now, passing to class 2, the lighter elements of the first and second series
of transition metals (class 2.1) are separated from the heavier ones, with higher
melting and boiling points (class 2.2). Class 2.1 contains, besides all the tran-
sition metals of period 4, also most of those of period 5, lanthanum, and the
majority of lanthanides, Th, U, and all the main group elements of class 2,
except C. Class 2.2 includes transition metals of the period 5 and 6 as well
as carbon.

To continue, class 2.1 is separated from the set of elements with high
boiling points (3300–4000"C) (class 2.1.2). From outside this class a few ele-
ments have substantial MDs to it: La (0.42), Ce (0.38), B (0.29), Cr (0.27), Pt
(0.26), Fe, Rh, and Pr (0.22 � � �0.24). The elements of class 2.1.1 are further
subdivided into two classes that are rather less differentiated: the first one
(class 2.1.1.1) contains Cu, Au, and La, and the early lanthanides (Ce, Pr,
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Nd) as well as Al and Ge from the main group of the periodic table. The ele-
ment Gd has a MD for this class (0.41) almost as high as to its own class
(2.1.1.2): Be and Ag also have quite large MDs (nearly 0.20). Class 2.1.1.2
contains Be, B, and Si, some transition metals of the first series, Y, and the
heavier lanthanides. From outside this class, significant MDs occur for Cu,
Ag, Al, Tm, and Sm.

From class 2.2 is separated a class (2.2.2) that includes the elements with
the highest Tf and Tb and very high densities (excepting carbon). The presence
of carbon together with molybdenum reminds us that molybdenite (MoS2)
was considered for a long time to be graphite. The elements Pd and Th also
have MDs for this class of � 0.15. The other class (2.2.1) is divided into
two classes, their differences being again mainly the melting and boiling
points; the more refractory metals (Ru, Hf, Ir) belong to the class 2.2.1.1
(Mo and C also have MDs of � 0.15), while Rh and Pt form the class
2.2.1.2 (Pd and Th have MDs for this class of � 0.14–0.16).

It is easy to notice that the criteria of melting and boiling points are those
that dominate this classification. However, it appears that chemical properties
are quite significant, as well.

In order to ensure a more uniform participation of various characteris-
tics, we may use normalization (autoscaling) of the data. The classification
based on the same 10 characteristics but normalized—a procedure that pre-
vents certain properties, expressed by larger numerical values, to prevail–
yields just four classes.

The final classification hierarchy including the membership degrees of
the elements to the fuzzy sets of the final fuzzy partition is presented in Table 2.

The first separation is, as a matter of fact, the same as the one above.
Only Be, Mn, and Al are moved into the class of main group elements, while
Ag, Sm, and Tm are passed to the class of transition elements.

Thus, the separation of main group elements and transition metals is
more distinct here. Together with the main group elements are left Zn, Cd,
and Hg (with complete d subshells), Mn (d5 configuration), and Eu and Yb
(without electrons in the 5d subshell and stable configurations of the 4f
subshell). On the other hand, with the transition metals remain only C, Si,
Ge, and B.

The elements from the main groups are divided next, as in the former
classification, into metals (to which xenon joins also) and nonmetals, that is,
again a more distinct separation than that without normalization. Finally, the
transition elements are divided into two classes: First, the more dense elements
from the period 5 (Nb–Pd) and 6 (Hf–Au), together with Th and U, as well as
the nonmetallic refractory elements from the main groups (B, C, Si); and,
second, the early transition elements and the lanthanides, together with Ge.
In this way, the classification is more like that given by chemical intuition
but less detailed; we may say that by normalization a loss of information
arises.
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Table 2 Membership Degrees to the Classes of the Final Partition Produced with
10 Normalized Physical Properties

Element 1.1 1.2 2.1 2.2 Element 1.1 1.2 2.1 2.2

H 0.25 0.31 0.23 0.20 Tc 0.07 0.04 0.08 0.81
He 0.26 0.37 0.22 0.16 Ru 0.12 0.07 0.08 0.73
Li 0.40 0.32 0.19 0.09 Rh 0.09 0.05 0.05 0.80
Be 0.30 0.30 0.25 0.16 Pd 0.08 0.04 0.26 0.61
B 0.22 0.19 0.27 0.32 Ag 0.30 0.07 0.52 0.11
C 0.20 0.18 0.22 0.40 Cd 0.65 0.19 0.12 0.03
N 0.14 0.58 0.17 0.11 In 0.58 0.10 0.26 0.06
O 0.16 0.54 0.18 0.13 Sn 0.52 0.09 0.32 0.06
F 0.18 0.47 0.19 0.15 Sb 0.43 0.14 0.34 0.09
Ne 0.25 0.40 0.21 0.14 Te 0.46 0.27 0.20 0.07
Na 0.51 0.25 0.18 0.06 I 0.28 0.53 0.13 0.06
Mg 0.57 0.27 0.12 0.04 Xe 0.40 0.32 0.20 0.09
Al 0.46 0.20 0.25 0.09 Cs 0.40 0.19 0.29 0.12
Si 0.24 0.20 0.28 0.29 Ba 0.44 0.11 0.35 0.09
P 0.06 0.79 0.10 0.05 La 0.26 0.06 0.56 0.12
S 0.08 0.74 0.12 0.06 Ce 0.28 0.07 0.54 0.12
Cl 0.11 0.64 0.15 0.09 Pr 0.29 0.06 0.57 0.09
Ar 0.29 0.42 0.19 0.10 Nd 0.29 0.05 0.59 0.07
K 0.45 0.21 0.25 0.09 Sm 0.39 0.06 0.49 0.06
Ca 0.54 0.14 0.25 0.07 Eu 0.44 0.09 0.39 0.08
Sc 0.29 0.09 0.48 0.15 Gd 0.16 0.03 0.71 0.10
Ti 0.18 0.07 0.48 0.27 Tb 0.14 0.03 0.74 0.09
V 0.14 0.06 0.40 0.40 Dy 0.16 0.04 0.70 0.11
Cr 0.21 0.09 0.47 0.24 Ho 0.14 0.03 0.71 0.12
Mn 0.38 0.13 0.38 0.12 Er 0.13 0.03 0.69 0.14
Fe 0.17 0.08 0.45 0.30 Tm 0.20 0.05 0.61 0.14
Co 0.15 0.07 0.44 0.34 Yb 0.46 0.08 0.39 0.07
Ni 0.15 0.07 0.44 0.34 Lu 0.10 0.03 0.55 0.31
Cu 0.27 0.11 0.43 0.18 Hf 0.12 0.06 0.19 0.62
Zn 0.58 0.38 0.04 0.01 Ta 0.15 0.09 0.17 0.59
Ga 0.61 0.17 0.17 0.05 W 0.16 0.11 0.18 0.55
Ge 0.22 0.13 0.36 0.29 Re 0.16 0.11 0.17 0.56
As 0.32 0.31 0.24 0.13 Os 0.16 0.11 0.17 0.55
Se 0.15 0.72 0.09 0.04 Ir 0.16 0.11 0.17 0.56
Br 0.11 0.68 0.13 0.07 Pt 0.15 0.10 0.19 0.56
Kr 0.33 0.39 0.18 0.09 Au 0.19 0.12 0.31 0.38
Rb 0.44 0.19 0.27 0.10 Ag 0.37 0.27 0.25 0.12
Sr 0.50 0.12 0.30 0.08 Tl 0.38 0.15 0.35 0.12
Y 0.22 0.05 0.62 0.11 Pb 0.37 0.15 0.36 0.12
Zr 0.10 0.04 0.51 0.35 Bi 0.37 0.15 0.36 0.12
Nb 0.10 0.05 0.20 0.66 Th 0.14 0.06 0.36 0.44
Mo 0.12 0.07 0.12 0.69 U 0.18 0.09 0.33 0.40
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HIERARCHICAL FUZZY CLASSIFICATION OF
CHEMICAL ELEMENTS BASED ON TEN PHYSICAL,
CHEMICAL, AND STRUCTURAL PROPERTIES

In order to pass beyond the limits of this ‘‘physical’’ classification of ele-
ments, we tried to base the classification on some chemical properties and fea-
tures of electronic structure. We have thus kept only five physical properties
density, r (1), melting point, Tf (2), boiling point, Tb (3), ionization energy,
Ei (4), covalent radius, r (5), and, in exchange, five other chemical character-
istics were added: two indices to describe the electron configuration, two
others to describe the oxidation states, and the formation free energy for chlor-
ides. For the characterization of electron configuration, and oxidation states
we used values having the same number of digits. For the electron configura-
tion, the first index, conf (6), is built as follows: The first digit gives the number
of electrons in the last (outermost) shell (1 � � �8), the next two digits give the
number of electrons in the next to last shell (0 � � �18), and the final two decimal
digits give the number of electrons in the second to last shells (0 � � �32). For
example, for chromium this index is 113.08. The second index, spdf (7), of
electron configuration has as its first digit the number of electron shells in
the atom (1 � � �7), the next two digits give the number of d electrons in the
next to last shell (1 � � �10), and the two decimal digits give the number of f
electrons in the second to last shell (1 � � �14). For example, for Cr this index
is 405.00 and for Gd is 601.07.

The index for positive oxidation states, osþ (8) contains the digits that
show these states, in order of their importance, the most usual one being the
most significant digit. Similarly, in order to describe the negative oxidation
states, os� (9), a negative number, was used, whose digits represent the oxi-
dation states in decreasing order of their importance.

In order to characterize the chemical reactivity of an element, the forma-
tion free energy (DFCl) of its chloride (10) was taken into account. The values
were computed for the standard ambient temperature and pressure (298 K,
1 bar) in kilocalories per mole of Cl.

The classification hierarchy produced by using the 10 properties dis-
cussed above is shown in Figure 5.

It is interesting to see that the first separation into two classes is the same
as that for the classification based on the 10 physical properties: class 1 con-
tains, as a whole, elements of the main groups of the periodic system and class
2 elements of the secondary groups and most of the lanthanides. Silver is situa-
ted just at the boundary of the two classes (membership degree, MD, of 0.50
to class 1). The lanthanides with 4f 6 and 4f 13 configurations (Sm, Tm) also
have small MDs for class 1 (0.63 and 0.57). Other elements having MDs of
<0.7 for this class are Sn and Ga. On the other hand, the MD of Al for class
2 is small (0.53). The element Mn also comes near class 1 (MD of 0.44), due to
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its relatively stable electron configuration 4s23d.5 As an average, the elements
of class 1 have lower densities and clearly lower melting and boiling points,
more electrons in the outermost shell (the elements in class 2 generally have
two such electrons), an average of four shells, against five in class 2, lower
positive oxidation states and a greater trend to negative oxidation states.
The next division of class 1 is again mostly the same as for the 10 physical
properties classification (class 1.1, metals; class 1.2, nonmetals plus K, Rb,
Cs, and Hg). The single difference is the position of cadmium in class 1.1
(with zinc) and not in the class 1.2 (with mercury).

The alkali metals as well as selenium lie near the boundary between the
classes. As an average, class 1.2 contains lighter elements having high ioniza-
tion energies, more electrons in the last shell, a stronger trend toward negative
oxidation states, and a smaller affinity for chlorine. In class 1.1, but near the
boundary of class 1.2, are situated As, Cd, and Na.

Class 1.2 is further divided in the same way as for the 10 physical proper-
ties classification. Class 1.2.2 includes gaseous elements, with low densities,
high ionization energies, smaller atomic radii, more electrons in the outermost
shell, and weaker trends to positive oxidation states and to combinination
with chlorine. Chlorine itself is situated near the boundary of the class
1.2.1. The MD for this class is mainly determined by the physical properties.
Typical elements for this class are S and Se. The elements Cl, As, and Na also
have significant MDs for this class.

While class 1.2.1 is not further divided here, class 1.2.2 is split up in a
different manner than the classification based on physical properties: on the
one hand, H, He, N, and Cl (1.2.2.1) and, on the other hand, the noble gases
from Ne to Xe, F, Br, and O (class 1.2.2.2). The former class generally con-
tains lighter elements, with lower melting and boiling points (except for Cl,
which is placed near the boundary of the class), with less electrons in the out-
ermost shell and a marked trend for combinations of positive oxidation states
(the elements in class 1.2.2.2 have almost no positive states). From class
1.2.2.2, oxygen is the nearest to class 1.2.2.1. The separation between the
two classes is not a clear one, except for the noble gases from Ne to Xe.

Class 1.1 is divided as for the 10 physical characteristics classification,
with the difference that Ca, Sr, Ba, Bi, Eu, and Yb join with Ga, In, Sn, Pb,
Ag, Sm, and Tm. Therefore, class 1.1.1 includes only main-group elements
and some elements of group 12 (IIB) (Zn, Cd). The elements Bi, Sb, and Sr
lie near the boundary of the two classes. Significant MDs for class 1.1.1 also
exist for the other elements of group 1 (IA) (K, Rb) and group 2 (IIA) (Ca, Sr)
as well as for As, Os, Se, Yb, Eu, In, Ga, and Sn. The elements Tl, Al, Mn, Li,
Cu, As, Ge, and Mg belong to some extent to class 1.1.2.

Class 2 is also divided as in the previous classification. In class 2.2, the
reactivity of the elements toward chlorine is a little below average. Among the
elements of class 2, Pt and Rh are close to the boundary of class 2.1, while Nb,
Pd, and Th of this latter class also have significant MDs for this class.
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The next separation of class 2.2 does not bring anything new regarding
the ‘‘physical’’ classification. The elements of class 2.2.2 show positive oxida-
tion states higher on average than those of the elements of class 2.2.1. Near the
border of the two classes lie C and Ir, followed by Mo and Hf.

The last division of class 2.2.1 is also identical to that obtained by the
‘‘physical’’ classification. The elements of class 2.2.1.1 (Ru, Hf, and Ir) have
a higher affinity toward chlorine than those of class 2.2.1.2 (Rh and Pt). To
the former class are related to some extent Mo and C and to the latter Pd,
Th, and Nb.

The division of class 2.1 is again the same as before. The elements of
class 2.1.2 are heavier, have higher melting and boiling points, and also
have slightly higher positive oxidation states. Unlike in the previous classifica-
tion, three elements from this class (Ti, Lu, and U) are separated (class 2.1.2.1)
from the other six (Zr, V, Nb, Tc, Pd, and Th), on the basis of lower melting
and boiling points, lower ionization energies, greater affinities with chlorine
and positive oxidation states (with an average of four against five for the other
class). Actually, U on one side and Pd on the other are near the boundary
between the classes, while Nb, Th, and Tc are also attracted to a certain extent
to class 2.1.2.1. Other elements, as well, have significant MDs for this class:
La, Ce, Pr, Cr, and Fe, while elements that belong somewhat to class 2.1.2.2
are Pt, Ti, Lu, Cr, La, Ce, and Rh.

Class 2.1.1 divides as in the previous classification, with the single excep-
tion of Gd, which joins class 2.1.1.1 (together with Ce, Pr, and Nd). The two
classes are only a little differentiated as far as properties are concerned. Both
Cu and Mn are situated at the border of the two classes, but there are many
other elements having significant MDs for both classes. For example, Si, Tb,
Fe, Cr, Dy, Sn, Er, and Sm belong in some measure to class 2.1.1.1 and Gd,
Ge, Ag, Tm, Al, and Sm to belong class 2.1.1.2.

The classification hierarchy produced by using the same 10 properties,
only normalized, is presented in Figure 6. The first class includes all the non-
metals as well as Be, Sb (with a MD of 0.57), and Ge; these three elements and
the nonmetals B, C, Si, As, Te, and Xe add to those of the ‘‘physical’’ classi-
fication. From the other elements, near the boundary of the two classes are Zn
(MD of 0.50) and Al (MD of 0.47).

Class 2, with the metals, is roughly speaking, further divided, into main
group elements (class 2.2) and transition metals (2.1). Aluminum is missing,
from class 2.2, but is quite near the border of the class. This set is also in
the other classification of elements of group 12 (IIB) (Zn, Cd, and Hg), which
is reasonable from the point of view of electron configuration, as well as ele-
ments of group 3 (IIIB) (Sc, Y, La), the lanthanides, and thorium.

Uranium is situated in the other class, but near the border. Actually, the
elements of group 3 (IIIB) are chemically similar to the alkaline earth metals,
and so are their compounds. It is also interesting that Zr is included in this
class (even if near the border). Indeed, its behavior shows some analogies to
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those of the main group elements. The compound ZrO2 forms solid solutions
with CaO (used as a solid electrolyte), Zr shows some similarities to Be, and so
on. The other d-block elements and U form the class 2.1. Consequently, the
introduction of chemical properties has little influence upon classification, as
their effect was indirectly contained within the physical properties taken into
account at the beginning.

FUZZY HIERARCHICAL CROSS-CLASSIFICATION
OF CHEMICAL ELEMENTS BASED ON TEN
PHYSICAL PROPERTIES

The classification hierarchy produced in this way for the 84 chemical ele-
ments using characteristics (the 10 physical properties) without data normal-
ization is presented in Figure 7. The first partitioning of elements in classes 1
and 2 is exactly the same as in the analogous classification (Figure 4), and so
are the partitioning of the second level, into classes 1.1, 1.2 and 2.1, 2.2. What
is new is the partitioning of characteristics. Class 1 contains eight of the phy-
sical properties, while class 2, which includes mostly elements in the secondary
groups of the periodic, table, is characterized mainly by the melting and boil-
ing point. Their next division is into lighter transition metals (class 2.1) and
heavier ones (class 2.2), and is associated with the separation by the melting
point, for the former class, and the boiling point, for the latter. There are
no more subsequent divisions of the classes 2.1 and 2.2, while the analogous
classification above produced five clusters here.

The characteristic associated with class 1.1, comprised mostly of main
group metals, is the ionization energy, but the boiling point and the atomic
mass also have rather important MDs. Unlike the analogous classification
above, the cross-clustering does not further divide this class, the only larger
division being for class 1.2. Classes 1.2.1 and 1.2.2 are again the same as

Figure 6 The classification of the elements produced with normalized physical,
chemical, and structural characteristics (from Ref. 32).
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above. The elements of class 1.2.1, metals and nonmetals that are solid at
room temperature, have as their main characteristic the atomic mass, but
the boiling point also carries some weight. This class is not further divided,
but neither are the typical gaseous nonmetals of the class 1.2.2. As in
Figure 1, Cl, Br, and Xe are distinctly grouped (class 1.2.2.1), and their char-
acteristic is the vaporization enthalpy, while from class 1.2.2.2 the lighter
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Figure 7 The classification of the elements and characteristics produced with 10
nonnormalized physical properties (from Ref. 33).
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noble gases He and Ne (class 1.2.2.2.1) are separated from the other elements.
These last two classes are each subject to a further division. One new class
(1.2.2.2.1.1) includes N, O, and H. Their MDs to the class to which they
belong (class 1.2.2.2.1.2) are much smaller than that of Ar; their characteristic
is the electronegativity. On the other hand, He and Ne are each separated to a
different class. For helium, the characteristic is the fusion enthalpy and the spe-
cific heat capacity, while for neon, it is the covalent radius, and to some extent
the specific heat capacity and fusion enthalpy.

The hierarchical cross-clustering using the same 10 physical properties,
but with data normalization, gave a very similar partition as that obtained
with the 10 normalized physical characteristics. Also, the membership degrees
of the elements in the fuzzy sets of the fuzzy partition were similar.

The main-group elements of class 1 are classified by the following prop-
erties: atomic mass, density, melting and boiling points, vaporization, and
fusion enthalpy. The other properties: electronegativity, specific heat capacity,
ionization energy, and covalent radius belong to class 2, the transitional
metals. In the final cluster 1.1, containing mostly the main-group metals, we
find the properties density, atomic mass, and, with a much smaller MD, the
fusion enthalpy and the melting and boiling points. An important MD of
this class is the fusion enthalpy. As for class 2.1 (including the transition
elements of period 4 and some of period 5, in addition to the lanthanides),
class 2.1’s characteristics are the electronegativity, ionization energy, and spe-
cific heat capacity, all three having approximately the same MD. The last class
(class 2.2) containing the transition metals from periods 6 and 5, Th, U,
together with B, C, and Si, have as their only characteristic the covalent radius.
The MDs over 0.10 to this class also include the atomic mass and specific heat
capacity.

The classification hierarchy produced with the use of 10 physical, chemi-
cal, and structural characteristics is presented in Figure 8.

The first partitioning in classes 1 and 2 is the same as in the nonnorma-
lized classification on the basis of 10 physical, chemical, and structural char-
acteristics, except for aluminum, which is classified with the main group
elements; Tm and Cu are near the boundary between classes. All the charac-
teristics, except the boiling point, are assigned to this class; only the melting
point has a lower MD, being at the limit of the class.

The next partitioning of class 1 exhibits, only small differences from the
previous one; Na passes to class 1.2, with the other alkaline metals, and Cd
also moves to class 1.2, while Al belongs to class 1.1. The element Tm is at
the boundary between these classes. The characteristics attributed to class
1.1 are the density, the covalent radius, the chloride formation free energy,
and the index of negative oxidation states. The melting point is included in
class 1.2, but near the classes boundary.

The division of class 1.1 is different from that of the classification in Fig-
ure 3. Lithium, the second group elements (Mg–Ba), those of group 13 (IIIA)
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(Al–Tl), and Ag and Zn, are included in class 1.1.1, while in class 1.1.2 we find
elements of groups 14 (IVA), 15 (VA), and 16 (VIA), together with the four
lanthanides (Sm, Eu, Tm, Yb). The separation is rather clear-cut. Elements
with significant MDs to class 1.1.1 include Cd, Cu, Na, Pb, and K and to class
1.1.2 are Se, Mn, Ge, and Si. The characteristics of class 1.1.1 are the density
and covalent radius; smaller MDs are found for the ionization energy and the
negative oxidation states.

The chloride formation free energy and the index of negative oxidation
states belong to class 1.1.2. The division of class 1.2 is also different from the
previous: H, He, O, and F pass from class 1.2.2 to class 1.2.1, joining the alka-
line metals (Na–Cs), Cd, and Hg, while in exchange P, S, Se, and I pass from
class 1.2.1 to class 1.2.2, joining Cl, Br, and the noble gases Ne–Kr. Other ele-
ments with important MDs to this last class are Hg, As, Cd, Te, and F. The
characteristic of this class is the electron configuration index for the outer
shell; another important MD is also obtained for the index for s, p, d, and f
subshells.

Class 1.2.1 is divided by the separation of the most electronegative ele-
ments (O and F), forming class 1.2.1.1; Ne, Ar, and Hg also have significant
MDs for this class. Their characteristics are the ionization energy and the num-
ber of s, p, d, and f electrons in the outer shells, both with relatively small
MDs. Among the metals of class 1.2.1.1, Cd and Hg are at the border between
the two classes.

This class also has important MDs for Li and Zn. Here we find two char-
acteristics: the index of positive oxidation states and the melting point (but
with a much smaller MD). Unlike the classification in Figure 6, class 2 is
not divided further; Tm, Sm, Al, Ag, Sn, and Sb are also related to this class.
The characteristic here is the boiling point, but the melting point also has an
MD of 0.49. In this case, the normalized cross-classification leads to a more
profound division that is quite different from the previous ones. The classifica-
tion hierarchy produced is represented in Figure 9. The first partitioning brings
together in class 1 the main group elements: H, He; groups 1, 2, and 13 of the
periodic table (entirely); some elements of groups 14 (IVA)–17 (VIIA), and the
noble gases (except for Xe). Both Zn and Cd are joined, to these as usual, but
also Cu and Ag [group 11 (IB)] and Ni, as well as the three lanthanides (Sm,
Eu, and Yb, i.e., without Tm) are also included. Their characteristics are den-
sity, melting and boiling points, the s, p, d, and f configuration, and the
oxidation states (positive and negative). Class 2 includes most of the d- and
f -block elements, but also some p-block elements (from the groups 14
(IVA)–18 (VIIIA)). Near the border of the two classes lie Co, Se, Y, and Tl.
The characteristics here are ionization energy, covalent radius, the first index
of electron configuration, and the chloride formation free energy.

Furthermore, similar to other classifications, are the typical nonmetals
and noble gases He–Kr (class 1.2), which are separated from class 1, on the
one hand, and the metals together with some refractory nonmetals (B, C, Si)
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on the other hand, which are class 1.1. In class 1.1 the characteristics are
density and positive oxidation states. From the partitioning of this latter class
results a class (class 1.1.2) that includes the alkaline metals (Li–Cs), the first
three elements of groups 2 (IIA) and 13 (IIIA), Si, Ge, As, as well as Zn and
Cd; in other words, exclusively main-group elements and elements of group 12
(IIB). Their characteristic is the positive oxidation state index. The other class
(class 1.1.1) contains not only some elements of the main groups (Sr, Ba, In,
Tl, and C) but also Sc, Ni, Cu, and Ag, and the three lanthanides, with density
as their characteristic. Other elements with significant MDs to class 1.1.1 are
B, Co, Cs, Y, Fe, Cd, Ca, Ga, La, Ti, Pr, and Nd and to class 1.1.2 are C, Sr,
Se, and S. The last four are main group elements.

The nonmetals, class 1.2, are more profoundly divided. Thus N, P, and S
are categorized separately (class 1.2.1) so that nitrogen is then classified alone
as a class (class 1.2.1.1), having the melting point as its characteristic. To the
former class, O and P are also related, with small MDs. For the latter class
(class 1.2.1.1) of P and S (the only solid nonmetals among those of class
1.2), some external elements with significant MDs are As, Br, Se, and S, and
all solid nonmetals (except for the liquid bromine). Their characteristics are
the boiling point and the configuration index for s, p, d, and f electrons in
the outer shells. Class 1.2.2 contains gaseous nonmetals from groups 16
(VIA)–18 (VIIIA) and also H and Br; smaller MDs to this class also exist for
N, Li, Na, Si, and Xe. Here the characteristic that discriminates is the negative
oxidation state index.

All the p-block elements are grouped in class 2.1 from class 2 (from the
main groups 14 (IVA)–18 (VIIIA)), the d-block elements of period 4 (Ti–Co),
and some with lower melting and boiling points from the next periods as well
as the early lanthanides that are left (except for Lu). The properties included
here are the energy of ionization and the first index of electronic configuration.
The remaining class 2.2 elements are the heavy d-block elements of periods 5
and 6: Nb–Rh and Hf–Au together with Lu, Th, and U. Lutetium lies, near the
boundary between the two classes. Here the properties are the covalent radius
and the chloride formation free energy.

The elements of the main groups (except for Sn, which lies at the border
of the two classes) with Hg (class 2.1.1) and the transition metals (class 2.1.2)
are separated from class 2.1. Elements from the outside with high MDs for
class 2.1.1 are Sn, Kr, and C and for class 2.1.2 are Ti, Ni, Lu, Pb, Sm, Hg,
Eu, Ag, In, Nb, Yb, and Rh. The characteristics belonging there are the ioniza-
tion energy (class 2.1.1) and the index of occupation of the outer electronic
shell (class 2.1.2).

Class 2.2 is divided into two very distinct groups. The first one (class
2.2.1) comprises Nb, Hf, Ta, Lu, Th, and U; related to them in some measure
are several lanthanides (Er, Gd, Dy, Ho, Nd, Tm, Ce, and Pr) as well as V, Cr,
and Zr. Their characteristic is the covalent radius. The heavy d-block elements
from periods 5 and 6: Mo to Rh and W to Au are included in class 2.2.2.
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Elements with significant MDs to this class are Pd and Zr. The characteristic of
this class is the chloride formation free energy.

It is interesting to remark that, by their form with successive ramifications,
these classifications remind us of the ‘‘genealogical table’’ of elements proposed
by Thierry William Preyer (1841–1897), who conceived a system, based on a genet-
ical theory of elemental origin.55 However, the resemblance is purely formal.

FUZZY HIERARCHICAL CHARACTERISTICS
CLUSTERING

In order to develop the classifications presented in this section, we will
apply the fuzzy divisive hierarchical clustering (FDHiC) procedure described
in the theoretical section32,33 to different characteristic sets considered here.
The hierarchical procedure obtained in this way is called fuzzy hierarchical
characteristics clustering (FHiChC).

The characteristics clustering with 10 physical properties for the 84
elements gave essentially the same results as before, even if the succession of
the splitting was changed a little. The membership degrees of the characteris-
tics to the clusters of the final partition, with data normalization, are given in
Table 3. To cluster 1, of atomic mass (A), the density (r) also has a significant
membership degree (MD ¼ 0.25). For the other properties and clusters, the
MDs are near 1 and 0. A similar clustering procedure applied to the 10 phy-
sical, structural, and chemical characteristics gave similar results. The classifi-
cation hierarchy produced with nonnormalized data and the membership
degrees of the characteristics to the clusters of the final fuzzy partition are
shown in Table 4.

In the different steps of the clustering process the melting point (2),
the boiling point (3), and the density (1) are successively separated. The two
other physical properties (ionization energy and covalent radius) and all the

Table 3 Membership Degrees of the 10 Physical Properties to the
Clusters of the Final Fuzzy Partition, with Data Normalization

Property 1 2.1 2.2.1 2.2.2

A (1) 0.99 0.00 0.00 0.00
r (2) 0.25 0.75 0.00 0.00

Tf (3) 0.01 0.02 0.97 0.00
Tb (4) 0.01 0.00 0.00 0.99
w (5) 0.01 0.00 0.00 0.99
DHv (6) 0.01 0.00 0.00 0.99
DHf (7) 0.01 0.00 0.00 0.99
Cs (8) 0.01 0.00 0.00 0.99
Ei (9) 0.01 0.00 0.00 0.99
r (10) 0.01 0.00 0.00 0.99
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structural and chemical characteristics remain unsplit. Once again, with the
exception of the density, only extreme MDs are obtained, The density is clas-
sified with a MD of 0.22 to the class 1.1 of the boiling point.

The data normalization does not change the overall pattern of the clus-
tering. The classification hierarchy differs only by the order of successive
separations of the characteristics, the first now being the density (1), then
the melting point (2), and the boiling point (3) and without any splitting for
the other seven characteristics to the final clusters. As is also apparent from
Table 4, most characteristics have values near unity and zero, except for the
melting point, with an MD of 0.28 to the class 1 (of the density).

FUZZY HORIZONTAL CHARACTERISTICS
CLUSTERING

In order to develop the classification presented in this section, we applied
the well-known Fuzzy n-Means (FNM) algorithm.56 The classification proce-
dure obtained in this way is called fuzzy horizontal characteristics clustering
(FHoChC).

The characteristic clustering for the 10 physical properties, without data
normalization and with a predefined number of five classes, distribute the
characteristics in three clusters only; the other two remain empty. Cluster 1
contains the atomic mass (1), with an MD of 0.33; this characteristic appears
with equal MDs (0.33) to the two empty clusters, 3 and 4. In cluster 2, we find
the density (MD ¼ 1), while cluster 5 includes all the remaining eight physical
properties, without any separation. All the MDs, except those for atomic
mass, are either 1 or 0.

Let us remark that, even though five fuzzy classes were designed,
the clustering actually produced only three: cluster 2, cluster 5, and another

Table 4 Membership Degrees of the 10 Physical, Chemical, and Structural Properties
of the Clusters of the Final Fuzzy Partition, without and with Data Normalization

Without Data Normalization With Data Normalization

Property 1.1 1.2.1 1.2.2 2 1 2.1 2.2.1 2.2.2

r (1) 0.22 0.78 0.00 0.00 0.99 0.00 0.00 0.00
Tf (2) 0.00 0.00 0.00 1.00 0.28 0.72 0.00 0.00
Tb (3) 1.00 0.00 0.00 0.00 0.02 0.04 0.94 0.00
Ei (4) 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00
r (5) 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00
conf (6) 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00
spdf (7) 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00
osþ (8) 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00
os� (9) 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00
DFCl (10) 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00
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cluster that was equally divided into clusters 1, 3, and 4. These last three fuzzy
clusters are identical, and they were produced simply because we asked for a
number of classes that correspond to the cluster substructure of the data set
considered. In practical terms, we should consider only clusters 2 and 5 and
the union of clusters 1, 3, and 4. The same procedure, but with data normal-
ization, produces only one empty class (class 5), with all the properties being
distributed over four classes: In class 1 we find the atomic mass; in class 2 the
density, and in class 3 the melting point, each of these properties having MDs
equal to 1 for their own classes and 0 for the rest. Class 4 contains all the seven
other physical properties together, each of them with an MD ¼ 0.5; these
properties also have MDs ¼ 0.5 for class 5, the vacant one.

The results are very much the same for the 10 physical, structural, and
chemical characteristics, without data normalization. For the five predefined
number of classes, one remains vacant; the MDs of all the characteristics for
this class are zero. From the other four classes, again three contain one char-
acteristic each, while the last includes the rest of the seven properties. All the
MDs are 1 or 0. The three properties separated are, again, the density (class 1),
the melting point (class 2), and the boiling point (class 3).

The same treatment, but with a predefined number of four classes, gives
the same results, except for the missing empty class. This suggests another way
in which a number of classes higher than the natural number of classes that
corresponds to the cluster substructure of the considered data set is found.
In the preceding case, three fuzzy classes were absolutely identical, indicating
that they were artificially split. In this case the clustering process actually pro-
duced four fuzzy classes, the fifth one having MDs ¼ 0 for all the properties,
being produced only to comply with the prerequisite of five classes that was
above the natural number of four classes.

It is obvious from the discussions so far that on a chemical as well as a
physical basis the same partitions are almost invariably found. These essen-
tially agree with the traditional chemical classifications, although the details
may differ. By using this approach, we retain the separation into main group
elements (s- and p-block elements), transition metals (d- and f -block ele-
ments), and so on. Some elements may pass from one group to another,
depending on the type of classification, but the general framework remains
unchanged from the traditional one. On the other hand, classification details
such as the membership degrees to various classes and the distances between
elements point out some less trivial similarity relationships between the ele-
ments. These might be suggestive of some new ideas with possible applications
in different fields. Moreover, the fuzzy cross-classification procedure allows
for qualitative and quantitative identification of the properties (physical, che-
mical, and structural) responsible for observed similarities and dissimilarities
between chemical elements. In addition, the fuzzy hierarchical characteristics
clustering (FHiChC) and fuzzy horizontal characteristics clustering (FHoChC)
procedures revealed a high similarity between chemical and structural proper-
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ties and also between the latter and some physical properties. The fact that the
discriminant and independent physical properties include relative mass, den-
sity, and melting point illustrates that the results obtained in this way refer
especially to the elementary substances and less to the elements as atom types.
On the contrary, the classical periodic system of chemical elements considers
first the properties (e.g., valence) of the chemical elements. Electronegativity,
ionization energy, or covalent radius is mainly determined by electron config-
uration. As a result they are grouped in the same cluster.

CHARACTERIZATION AND CLASSIFICATION OF
LANTHANIDES AND THEIR PROPERTIES
BY PCA AND FPCA

In the history of chemistry, one can hardly find a more intricate field than
the discovery and classification of the rare earths elements. Their unusual simi-
larity of properties, as well as their scarcity (which prevented the exact deter-
mination of their properties) raised considerable difficulties. It is even probable
that the development of the periodic table would have been significantly
delayed were these elements already known in the middle of the nineteenth
century. It has been affirmed57 that ‘‘the group of rare earths forms a little
periodic system of their own, where all the relations of the main system are
reproduced on a small scale’’.

After failing to classify the rare earths as homologues of other elements,
the solution was to group the lanthanides together in a separate series.58 The
atomic model of Bohr made it possible to settle the number of lanthanides at
14, but attempts to find relations within the group of rare earths never ceased.
The chapter on lanthanides in van Spronsen’s book59 gives a rather historically
complete account, so only some of these relationships will be discussed here.

An early classification of the rare earths (the oxides of lanthanides) in
relation to their separation from ores, was in the ceritic earths (the oxides
from lanthanum to samarium) and yttric earths (from europium to lutetium,
but also scandium and yttrium). A further refinement of analytical methods
made it possible to split the yttric earths into terbic (europium, gadolinium,
terbium), erbic (dysprosium, holmium, erbium, thulium), and ytterbic (ytter-
bium and lutetium) earths, along with yttrium oxide and scandium oxide.

In the ‘‘arena’’ system of J. D. Clark,60 shown below, some of the lantha-
nides are correlated with other groups of elements:

IIIb IVb Vb VIb VIIb Ia IIa
Y Zr Nb Mo Tc Rb Sr
La Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb

Lu

while seven lanthanides remain without analogues.
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Scheele61 suggested that lanthanides could be classed, as could actinides,
in new kinds of groups, c, as follows: Ic: thulium [as a homologue of rubidium
(Ia) and silver (Ib)]; IIc: ytterbium; IIIc: lutetium; IVc: cerium, praseodymium,
neodymium (as homologues of zirconium); Vc: promethium; VIc: samarium;
VIIc: europium; VIIIc: gadolinium, terbium, dysprosium, holmium, erbium (as
homologues of ruthenium, rhodium, and palladium).

Ternstrom62 built upon this idea and divided lanthanides into two rows
after gadolinium, and distributed them in c-groups as shown:

Sc

Y
La Ce Pr Nd Pm Sm Eu Gd

Tb Dy Ho Er Tm Yb Lu

Group B3 C4 C5 C6 C2 C3

Another aspect, still under discussion, is the identity of the element that
should be considered the homologue of yttrium in group 3. This role is usually
assigned to lanthanum,with the seriesof lanthanidesgoing fromceriumto lutetium.
However, there are also reasons to put lutetium in group 3, as the homologue of
yttrium, and thus begin the series of lanthanides with lanthanum.63

Since the problem of a rational classification for the rare earth elements,
based on their properties, cannot be considered resolved, there would be a real
challenge to use the methods of multidimensional analysis to establish some
correlations between these elements and group them in distinct classes, and
at the same time find correlations among the properties used to characterize
them. We have applied PCA and Cluster Analysis to the study of 84 chemical
elements (including the lanthanides, except promethium), characterized by 10
physical properties or 10 physical, chemical, and structural characteris-
tics.52,53 The lanthanides cluster separately from other elements. Only euro-
pium and ytterbium (the lanthanides with relatively stable electronic
configurations, f 7 and f 14, respectively) appear as being close to the elements
of the main groups of the periodic table. Also, a certain analogy between these
lanthanides and calcium and lead could be observed. Quite similar results were
found in a fuzzy classification of chemical elements.32,33 As a consequence,
the processing and rational interpretation of the registered data concerning
the lanthanides appeared to be better performed using new chemometric
methods.6–12

Properties of Lanthanides Considered in This Study

We compared fuzzy principal component analysis (FPCA) to classical
PCA methods to characterize lanthanum, the 14 lanthanides, and the other
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group 3 elements—scandium and yttrium, with the idea of clarifying the rela-
tions of Sc and Y with the lanthanides. The characteristics selected as a basis
for the classification were almost exclusively physical properties. Properties
were selected for which the values were known for all (or nearly all) the ele-
ments under consideration. The data were taken from different tables or text-
books.64,65 Since the values given in various sources often differ significantly,
we tried to select the most probable values to make up a consistent data set. A
special case is that of promethium; data for this element are sometimes scarce
and uncertain. For some properties, there are no reliable experimental data in
the literature, but the values are obtained by interpolation from those of the
neighboring elements.

The 18 selected properties were atomic mass (A), density (d), atomic
radius (r), first (I1), second (I2) and third (I3) ionization energy, Pauling elec-
tronegativity (X), melting point (MP), boiling point (BP), enthalpy of fusion
(HF), vaporization (HV), atomization (HA), standard entropy (S), specific
heat capacity (SHC), surface tension (ST) at the melting point, electrical resis-
tivity (ER), heat conductivity (HC), and the formation free energy of the chlor-
ide LnCl3 per mol of Cl (FFE)—as a characteristic of chemical reactivity.

The electron configurations of the elements studied and of their triposi-
tive ions are the following:

Sc (Z ¼ 21) [Ar] 3d14s2 Sc3þ [Ar]
Y (Z ¼ 39) [Kr] 4d15s2 Y3þ [Kr]
La (Z ¼ 57) [Xe] 5d16s2 La3þ [Xe]
Ce (Z ¼ 58) [Xe] 4f 25d06s2 Ce3þ [Xe]4f 1

Pr (Z ¼ 59) [Xe] 4f 35d06s2 Pr3þ [Xe]4f 2

Nd (Z ¼ 60) [Xe] 4f 45d06s2 Nd3þ [Xe]4f 3

Pm (Z ¼ 61) [Xe] 4f 55d06s2 Pm3þ [Xe]4f 4

Sm (Z ¼ 62) [Xe] 4f 65d06s2 Sm3þ [Xe]4f 5

Eu (Z ¼ 63) [Xe] 4f 75d06s2 Ce3þ [Xe]4f 6

Gd (Z ¼ 64) [Xe] 4f 75d16s2 Gd3þ [Xe]4f 7

Tb (Z ¼ 65) [Xe] 4f 95d06s2 Tb3þ [Xe]4f 8

Dy (Z ¼ 66) [Xe] 4f 105d06s2 Dy3þ [Xe]4f 9

Ho (Z ¼ 67) [Xe] 4f 115d06s2 Ce3þ [Xe]4f 10

Er (Z ¼ 68) [Xe] 4f 125d06s2 Er3þ [Xe]4f 11

Tm (Z ¼ 69) [Xe] 4f 135d06s2 Tm3þ [Xe]4f 12

Yb (Z ¼ 70) [Xe] 4f 145d06s2 Yb3þ [Xe]4f 13

Lu (Z ¼ 71) [Xe] 4f 145d16s2 Lu3þ [Xe]4f 14

Therefore, Eu and Yb have relatively stable electron configurations; for
the ions, Gd3þ and Lu3þ should be the most stable, as well as Ce4þ , Tb4þ ,
Eu2þ , Yb2þ . The elements La, Gd, and Lu have configurations analogous to
those of Sc and Y.
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Classical PCA

In the case of classical PCA, the first principal component explains only
34.21% of the total variance and the second one 27.40%; a two component
model, for example, thus accounts for only 61.62% of the total variance; see
Table 5.

The first eigenvector obtained by PCA indicates that the contribution
to the first principal component is quite similar for some of the properties con-
sidered. However, the greatest contribution is realized by the ST (0.379), the
next highest is the HA (0.317), r (�0.309), HV (0.298), S (�0.289) BP
(0.271), Cs (0.271), and MP (0.269); the smallest contribution was realized
by ER (�0.014), FFE (�0.035), and d (�0.095). The second component
describes the remaining variance after the first component is removed from
the data.

In this case, the highest contribution to PC2 is realized by I3 (�0.363), X
(�0.338), FFE (�0.334), I1 (�0.304), and I2 (�0.292). It is interesting to
note that, HF (�0.275), HV (0.277), and HA (0.256) are very similar but
the value of HF is negative (negative correlation). The lowest contribution
to PC2 is given by A (0.010), d (�0.046), r (0.059) and ST (0.066). The
most correlated properties with the third principal component appear to be
d (0.508), A (0.389), HF (0.314), Cs (�0.306). These statements are well sup-
ported by a two dimensional (2D) (i.e., PC1 vs. PC2) representation of the
loadings in Figure 10.

In addition, by reducing the number of features from 18 original proper-
ties (manifest variables) to three principal components (latent variables), the
information preserved is enough to permit a primary examination of the ele-
ments according to their origin in a 2D- or 3D-plot, respectively. When these
plots of the elements were drawn in the plane described by the first two eigen-
vectors and in the space defined by the first three principal components,
respectively, interesting results were found (see Figure 11).

Table 5 Eigenvalue and Proportion Corresponding to the First Six Principal
Components for Classical PCA and FPCA

PCA FPCA

Prop. Cumulative Prop. Cumulative
Component Eigenvalue (%) Proportion Eigenvalue (%) Proportion

1 6.1583 34.21 34.21 4.7552 93.41 93.41
2 4.9328 27.40 61.62 0.1576 3.09 96.51
3 3.2797 18.22 79.84 0.0631 1.24 97.75
4 1.5518 8.62 88.46 0.0602 1.18 98.93
5 0.8119 4.51 92.97 0.0171 0.34 99.27
6 0.4362 2.42 95.36 0.0113 0.22 99.49
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Figure 10 PCA loadings plot for the 18 selected properties (PC1-PC2).
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Figure 11 PCA loadings plot for the 18 selected properties (PC1-PC2-PC3).
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From the plot of the 17 elements on the plane described by PC1 and PC2
(Figure 12), as well as in the space defined by the first three eigenvectors (Fig-
ure 13), we see that the first separation groups together the ‘‘light’’ lanthanides
(La, Ce, Pr, Nd, Pm, Sm, Eu) and Yb. In Figure 12, for example, they are situ-
ated in the upper half of the diagram, with the elements from La to Eu placed

Figure 12 PCA scores plot for the lanthanides including La, Sc, and Y (PC1-PC2).
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in the first quadrant and Yb in the second (Sm and Eu are on the boundary line
between the quadrants). Ytterbium is added to the lighter lanthanides due to
its similarity to europium. In the electron configurations of these elements, the
4f level is less than one-half full, except for Eu (half-complete level, f 7) and Yb
(complete level, f 14), the two elements with relatively stable configurations.
The second group is that of the ‘‘heavier’’ lanthanides, situated in the lower
half of the graph (Figure 12), with Gd and Tb in the fourth quadrant and
Dy, Ho, Er, Tm in the third, together with Lu—placed at a higher distance
from the other. The cluster of ‘‘light lanthanides’’ is further divided into one
cluster including the first five elements (from La to Pm) and another containing
the elements with relatively stable electron configurations (Yb, Eu) and Sm,
which has one electron fewer than such a configuration.

From the ‘‘heavier lanthanides’’, ‘‘the similarity chart’’ (2D plot) and
‘‘the similarity space’’ (3D plot) differentiate the pair Gd–Tb from the cluster
Dy, Ho, Er, Tm, and from Lu.

The outlier position of lutetium among the lanthanides (unlike La, which
is much closer to its neighbors) assigns it as a homologue of Y in the third
group of the periodic table. The other two outliers (Yb and Eu) are the ele-
ments with relatively stable electron configuration and many of their proper-
ties deviate from the regularities observed for the other lanthanides.

As a matter of fact, multidimensional and fuzzy analysis of the chemical
elements32,33 suggested some analogies of Eu and Yb with main group ele-
ments. As for Lu and La, they have an electron configuration with one electron
in the d subshell with the f subshell empty (La) or completely occupied (Lu),
unlike the other lanthanides.

Fuzzy PCA

Results obtained from the same initial data set (17 elements and 18 prop-
erties) using the fuzzy PCA algorithm described above are also shown in
Table 5. The results obtained by applying FPCA are quite different from the
PCA results. The first component explains 93.41% of the total variance and
the second one only 3.09%: A two component model thus accounts for
96.51% of the total variance (as compared to 61.62% for PCA) and a three
component model accounts for 97.75% (as compared to 79.84% for PCA),
for the fuzzy PCA method (see Table 5). Hence, the FPCA-derived components
account for significantly more of the variance than their classical PCA counter-
parts. The column corresponding to the first fuzzy eigenvector obtained in this
case indicates that the contribution to the first component is also very differ-
ent. The greatest contribution is realized by the HF (0.558), the next highest by
the MP (0.373), then I1 (0.360), X (0.339), and I2 (0.297). A less significant
contribution is obtained from the majority of the characteristics as is, for
example, HC (�0.039), S (0.046), ST (�0.055), and SHC (�0.051). With
respect to the second principal component, the highest contribution in this
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case is realized by the BP (�0.520), HC (0.415), HV (�0.412), HA (�0.389),
I3 (0.294), and ER (�0.267). The third component appears to be well corre-
lated with ER (0.730), HF (�0.354), HA (0.250). These statements are also
very well confirmed by the 2D representation of loadings and 2D and 3D
representation of fuzzy factor scores, shown in Figures 14 and 15, and better
support the similarity between lanthanides and the correlations between their
properties, respectively.

Examining all the pairs of variables for relationships between them, we
find, indeed, some rather strong correlations, as may also be the case for their
correlation coefficients, r. Nevertheless, these relations should be considered
with caution, particularly when generalizing to other elements. As a matter
of fact, lanthanides are a rather peculiar group of elements; their properties
are very similar, that is, the variation of a given property in the series of these
elements is rather limited and inferences to all the elements are doubtful. Keep-
ing this in mind, we may, however, discuss the closest correlations (similari-
ties) found here.

The highest correlation coefficient (0.98) is for enthalpy of vaporization
and standard enthalpy of atomization. For metals, the latter one is actually the
standard sublimation enthalpy and is given, according to Hess’ law, by the
sum of the standard enthalpies of fusion and vaporization. The enthalpies of
vaporization are those at the boiling temperature and, therefore, lower than
the standard ones. Other very close correlations are those between the boiling

Figure 14 FPCA loadings plot for the 18 selected properties (PC1-PC2).
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point and the enthalpy of atomization (0.96) or the enthalpy of vaporization
(0.93). This is in agreement with the well-known rule of Pictet and Trouton,
which states that the ratio of the enthalpy of vaporization at the boiling point
to the boiling temperature is a constant. For 93 chemical elements, a linear
relation with a correlation coefficient of 0.96 was also obtained.32

A significant correlation, but with a negative correlation coefficient
(�0.93), appears between the specific heat capacity and the atomic mass.
For lanthanides, as for most metals, the rule of Dulong and Petit is applicable
(inverse proportionality between the two quantities).

The correlation between the enthalpy of fusion and the melting point
is looser (r ¼ 0:87), but better for the ensemble of chemical elements; for 95
elements, r ¼ 0:775.

The negative correlations between the third ionization energy and the
enthalpy of vaporization (r ¼ �0:87), the enthalpy of atomization
(r ¼ �0:83), or the boiling point (r ¼ �0:84) seem rather fortuitous. The cor-
relation of density and atomic mass (r ¼ 0:86) is particular to lanthanides; the
density increases with the atomic number (with some exceptions: Eu, Yb),
while the atomic volume is nearly constant (actually it decreases slightly,
due the contraction of lanthanides). On the other hand, the correlations of
surface tension with the enthalpy of atomization (r ¼ 0:84), the boiling tem-
perature (r ¼ 0:78), and the enthalpy of vaporization (r ¼ 0:77) are well-
known general relations. Surface tension represents the free energy necessary
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for the creation of a new interface, and is therefore related to the energy spent
in the splitting of bonds, the same entity that is implied in vaporization or
atomization.

The variables selected as a basis for this classification were mainly phy-
sical properties, with only the formation free energy of the chlorides as a
chemical property; no structural features, (electron configuration) or chemical
properties (the oxidation state), were introduced. Nevertheless, the resultant
classification discriminates between groups of lanthanides with different struc-
tural and chemical characters. Elements with oxidation state þ2 are grouped
together, and so are elements with oxidation state þ4. Elements with similar
peculiarities of electron configuration are also put in the same cluster.

Based on this analysis and on the electron configuration, one may pro-
pose a ‘‘periodic system’’ of the lanthanides (Figure 16). Setting lutetium as
the homologue of yttrium, the series of lanthanides begins with lanthanum
and ends with ytterbium. It is broken into two rows, after europium, so that
elements with electron configurations up to f 7 are placed in the first row and
those with the f subshell more than half-full are in the second. There is always
a difference of 7 f -electrons between the homologous elements in the two
rows. For this reason, these elements have the same number of additional elec-
trons as compared with the relative stable configurations [Xe]6s2 (first row)
and [Xe]4f 76s2 (second row) or the same number of electrons less than the
relative stable configurations [Xe]4f 76s2 (first row) and [Xe]4f 146s2 (second
row).

A broken line separates the two classes of ‘‘light’’ lanthanides, including
Yb and the ‘‘heavier’’ lanthanides, together with Sc and Y. The clusters are
framed by solid borders. Going along the series of lanthanides in the direction
of the arrows we find all the clusters given by the fuzzy PCA analysis.

In comparison with the traditional splitting of the lanthanide series,59 the
main difference is the placement of Gd in the second row. While the ions Gd3þ

and Lu3þ have the most stable configurations ([Xe]4f 7 and [Xe]4f 14, respec-
tively). Among the neutral atoms, the most stable configurations are those of
Eu; [Xe]4f 76s2 and Yb [Xe]4f 146s.2 Therefore, these two elements should play
the part of the ‘‘noble gases’’ in the system of lanthanides, and not Gd and Lu.

Figure 16 The ‘‘periodic system’’ of lanthanides.
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On the other hand, the electron configuration of gadolinium [Xe]4f 75d16s2

makes this element the natural homologue of lanthanum [Xe]5d16s.2

Compared with the c-groups of Scheele,61 we find that his IVc-group
contains the elements of the same cluster (Ce, Pr, Nd) and in his VIIIc-group
we find the elements of two neighboring clusters: Gd and Tb, and Dy, Ho,
and Er.

Obviously, the chemical intuition of the chemists who attempted to clas-
sify the lanthanides led them to groupings similar in many respects to those
found by the methods of multidimensional analysis.

Miscellaneous Applications of FPCA

Fuzzy Principal Component Analysis was also performed on the structural
features concerned with the interaction of carbon–hydrogen bonds and molyb-
denum–oxo bonds. In addition to all possible atom–atom distances and the
angles subtended thereof, several additional metrics were defined and tabu-
lated.66 These include the distance Rbp, and the angles a, b, and g, as well
as the dihedral MOCH, Scheme 1. Interactions between metal–oxo and
carbon–hydrogen bonds are of importance with respect to microbial and
industrial oxidation,67,68 and for these reasons molybdenum was the focus
of this research.

Scheme 1

The results obtained from the initial dataset (71 complexes � 14 charac-
teristics)—covariance matrix—were presented in Ref. 40. The results obtained
and the correlation data confirm that the structural features concerning inter-
action of C–H and Mo––O bonds are related to each other and so could be
reduced. Considering, for example, a two component model, FPCA accounts
for 97.20% of the total variance, and the first two PCA components account
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for only 69.75%. It would take five-to-six classical principal components to
account for the same total variance as two fuzzy principal components. The
latter is, of course, much more desirable and makes for a significantly easier
dataset analysis. Additionally, PCA showed only a partial separation of the
molybdenum–oxo complexes onto the plane described by the first two princi-
pal components, whereas a much sharper differentiation of the metric vari-
ables along the diagonal is observed when FPCA is used.

FUZZY MODELING OF ENVIRONMENTAL,
SAR AND QSAR DATA

Different fuzzy clustering algorithms mentioned above were successfully
applied to the study of several German and Romanian natural mineral waters
using data obtained from samples collected from different sampling sites cov-
ering, for example, a large percentage of the Romanian natural mineral
waters. The characteristic clustering technique produces fuzzy partitions of
the mineral water properties involved and thus is a useful tool for studying
(dis)similarities between different ions (i.e., speciation). The cross-classification
algorithm provided not only a fuzzy partition of the mineral waters analyzed,
but also a fuzzy partition of the characteristics considered. In this way, it is
possible to identify which ions and other physico-chemical features are respon-
sible for the similarities or differences observed between different groups of
mineral waters.69

Various classification procedures—hierarchical and non-hierarchical
crisp and fuzzy clustering, cross-classification fuzzy clustering, and PCA (var-
imax rotation)—combined with receptor modeling were applied to a data set
consisting of wet deposition loads of major ions from five sampling sites in
Central Austria collected over a period of 10 years (1984–1993). The data
classification with respect to the sampling sites as objects has shown that a distinct
separation between the northern Alpine rim and the inner Alpine region is achieved.
This indicates the role of geographical disposition of the sampling sites.70

In a similar way, fuzzy cluster analysis and fuzzy recognition were
successfully used to model a large set of data from the Min River (China).71

The fuzzy analysis was employed as: A graphical tool to compare ecosystems
with respect to their pollution;72 to identify individual aerosol particles con-
taining Cr, Pb, and Zn above the North Sea;73 at a rural site in Central Europe
during winter;74 to the characterisation of particulate matter from the Kara
Sea using electron probe X-ray micro analysis;75 to study the correlation
between element concentrations in basal till and the uppermost layers of
mineral soil at forest sites in Finland76 or heavy metals in urban soil;77 to
the qualitative identification of trace elements in clinker;78 for the prediction
of petrophysical rock parameters;79 to process on-line data streaming from five
monitoring stations in Chile for forecasting SO2 levels;80 to data processing in
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on-line laser mass spectrometry of inorganic, organic, or biological airborne
particles;81 and, finally, also for evaluation of PCDD/F emissions during
solid-waste combustion.82

Fuzzy classification algorithms of the toxicity test systems based on the
first 10 MEIC (international multicenter evaluation of in vitro cytotoxicity
tests) chemicals allowed an objective interpretation of their similarities and
differences. It was very interesting to observe the classification of toxicological
test systems on humans, considering their membership degrees. Some of them
appeared closer to the test on rats and mice, and others seem to be very spe-
cific. The Fuzzy Hierarchical Cross-Classification Algorithm (FHCsC) allowed
the qualitative and quantitative identification of the characteristics (chemical
compounds) responsible for the observed similarities and dissimilarities
between the toxicity test systems. In addition, the Fuzzy Hierarchical Charac-
teristics Clustering (FHiCC) and Fuzzy Horizontal Characteristics Clustering
(FHoCC) procedures revealed a high similarity between some MEIC chemicals
(amitriptyline, digoxin, ethylene glycol, methanol, ethanol and isopropyl alco-
hol) and a large difference among others (paracetamol, acetylsalicilic acid, fer-
rous sulfate and diazepam). This result suggested the highly redundant
character of similar chemicals in the diagnosis of toxicological test systems.
The results obtained clearly underline the efficiency of the fuzzy clustering
algorithms for the comparison of different end points and the selection of a
battery of in vitro toxicity tests that allow the estimation of the possible harm-
ful effects of chemicals in vivo.83

Lack of certainty is a problem often found in ecological modeling, which
is a result of the large amount of variables to be considered. Consequently,
many authors have suggested that applying fuzzy methods might be helpful
for the interpretation of ecological data because the classification of chemicals
in terms of chemical groups or specific and baseline toxicity is rather vague. In
the majority of papers dedicated to classifying existing chemicals according
to their phytotoxicity84–86 and other ecotoxicological properties,87,88 the
fuzzy clustering primary procedure used was based on the well-known Fuzzy
c-Means algorithm.56

SPECTRAL LIBRARY SEARCH AND SPECTRA
INTERPRETATION

It is becoming a common practice for modern instruments to be supplied
with some form of data library of reference spectra that can be used to identify
unknown sample compounds. Most databases of this type consist of a list of
the positions and intensities of the peaks contained within the spectra. Once
conversion of a sample spectrum has been carried out, its peak list can be
matched against each entry in the library to find that which approximates it
most closely.
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Blaffert applied, for the first time, fuzzy sets for the identification of com-
ponents in IR spectra of mixtures using peak positions and intensities.89 The
method was implemented in a computer program that was capable of resol-
ving multicomponent samples in infrared (IR) spectroscopy as well as X-ray
powder diffractometry. The use of fuzzy set theory did not solve any problems
caused by experimental errors, but supports the integration of chemical and
physical knowledge into computerized interpretation of spectra in an illustra-
tive manner.90 The algorithm described above, using IR spectra, has been
extended by considering the full spectral information, namely, peak position,
intensity, and width.91–93

Spectroscopic and chromatographic methods are used to characterize
multicomponent samples with respect to chemical components and their con-
centrations. Apart from the need to report accurate component concentra-
tions, the analyses are frequently applied to ensure the quality of a final
product (e.g., by comparing the metal pattern of a steel sample with that of
a certified standard) or to classify a complex sample by means of its chroma-
tographic profile used as a ‘‘fingerprint’’. The required data processing
schemes are essentially methods of pattern recognition based on supervised
learning techniques. However, the commonly used methods are not very suit-
able for solving these kinds of problems because, at best, only a gross descrip-
tion of the class shape is possible. To overcome these limitations Otto and
Bandemer, two of the most active chemists in the field of fuzzy set applications
in analytical chemistry, have successfully applied fuzzy set theory to quality
control of pharmaceutical products based on monitoring their ultraviolet
(UV) spectra and for classifying samples by means of their chromatographic
patterns.94–97

The determination of double-bond positions in straight-chain alkenyl
compounds is a provocative analytical problem when the amount of material
available is very small. In view of the frequent occurrence of functionalized
alkenes in the chemical structure of female sex pheromones of nocturnal
moths, rapid analytical procedures have been developed by fuzzy similarity
analysis of GC/MS and 13C NMR data.98,99 A more sophisticated methodol-
ogy for protein 2D NMR assignment based upon protein spin coupling graph
theory analysis, fuzzy graph pattern recognition, and tree searching100 and a com-
parison of depth profiles in SIMS by a fuzzy method101 has been also reported.

FUZZY CALIBRATION OF ANALYTICAL METHODS
AND FUZZY ROBUST ESTIMATION OF
LOCATION AND SPREAD

Quantitative determinations involving instrumentation are often ac-
complished by establishing a calibration function. Calibration must be accom-
plished before any measurements are made on a chemical system. Calibration
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of an instrument for chemical quantification requires that the relationship
between the response of the instrument and the concentration be expressed
mathematically. Several techniques for expressing this relationship are
known.27–29,101–106 The most common model is a linear regression, usually
a first-degree polynomial, although second- and high-degree polynomials
have been used.6–12

The ordinary linear least-squares regression is based on the assumption
of an independent and normal error distribution with uniform variance
(homoscedastic). In addition, linear regression based on ordinary least-squares
presumes that errors in signal are much higher than those in concentration
[error (Y) # error (X)]; it is also very sensitive to extreme data points, which
may result in biased values of the regression parameters, slope, and intercept.

Some authors suggested that, in the absence of a good analytical model,
the use of fuzzy regression could be one of the best approaches to the treat-
ment of calibration data.107–111 The characteristics of performance of the
Fuzzy 1-Lines algorithm described above were very well illustrated in a com-
parison study of a multitude of regression algorithms for analytical applica-
tions,34–36 and also as a possibility of developing a fuzzy robust estimator of
mean (central location) and dispersion.112 Let us consider as an illustrative
example the data discussed by Davies113 using a modified Huber algorithm
to reduce the effect of outliers on central location. The data are presented in
Table 6, and the computed results using eight different estimators of central
location are presented in Table 7. These are arithmetic mean, median, 5%
trimmed mean, Huber (weighting constant 1.339), Hampel (weighting con-
stants 1.700, 3.400, 8.500), Tukey (weighting constant 1.340), and Fuzzy
mean (a ¼ 0.1), respectively.

Case 1 refers to 50 normally distributed observations with a mean of
10.00 and S. D. of 1. They were created using a pseudo-random number

Table 6 Relevant Data Sets Concerning Robust Methods Comparison Studies

Case 1: 9.08, 9.29, 9.32, 10.57, 10.72, 11.05, 10.36, 10.78, 10.33, 11.42, 10.43, 9.82,
10.41, 10.93, 9.40, 8.94, 8.35, 9.14, 9.92, 8.66, 8.45, 10.35, 10.19, 9.47, 9.24,
11.55, 11.12, 10.16, 9.43, 9.87, 10.63, 10.28, 11.34, 9.07, 9.43, 9.39, 9.68,
11.98, 9.90, 10.08, 10.04, 9.67, 9.13, 8.92, 9.50, 9.71, 10.74, 11.13, 9.82,
11.09

Case 2: 9.08, 9.29, 9.32, 10.57, 10.72, 11.05, 10.36, 10.78, 10.33, 11.42, 10.43, 9.82,
10.41, 10.93, 9.40, 8.94, 8.35, 9.14, 9.92, 8.66, 8.45, 10.35, 10.19, 9.47, 9.24,
11.55, 11.12, 10.16, 9.43, 9.87, 10.63, 10.28, 11.34, 9.07, 9.43, 9.39, 9.68,
11.98, 9.90, 10.08, 10.04, 15.67, 15.13, 14.92, 15.50, 15.71, 16.74, 17.13,
15.82, 17.09

Case 3: 9.08, 9.29, 9.32, 10.57, 10.72, 11.05, 10.36, 10.78, 10.33, 11.42, 10.43, 9.82,
10.41, 10.93, 9.40, 8.94, 8.35, 9.14, 9.92, 8.66, 8.45, 10.35, 10.19, 9.47, 9.24,
11.55, 11.12, 10.16, 9.43, 9.87, 10.63, 10.28, 11.34, 9.07, 9.43, 9.39, 15.68,
17.98, 15.90, 16.08, 16.04, 15.67, 15.13, 14.92, 15.50, 15.71, 16.74, 17.13,
15.82, 17.09
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generator. In this case, a 5% trimmed mean algorithm seems to produces the
best result, with Tukey, Andrews, and Huber estimators giving practically the
same result. The fuzzy mean is closer to the median and, interestingly, in this
situation it is the lowest value.

Case 2, also shown in Table 6, uses the data of case 1, but this time gen-
erates outliers by adding the number 6 to the last nine observations. We
obtained the results depicted in Table 7. This time the best results are obtained
by using the Tukey, Andrews, and fuzzy algorithms, which appear to be the
most resistant to outliers. All the rest of the robust procedures are strongly
influenced by the presence of outliers. The last case in Table 6 (case 3) refers
to data obtained from case 1 by adding 6 to the last 15 observations. Again
(see Table 7), the fuzzy, Andrews, and Tukey methods seem to be the best.
To summarize, the performance of the Fuzzy 1-Means algorithm has been
shown to exceed that of a conventional ordinary mean estimator and equals
or exceeds that of the most known M-estimators. This algorithm appears to
satisfy very well all the statistical performance criteria: robustness, resistance,
and efficiency. Also, the fuzzy mean estimate is practically independent of the
value of a (the membership degree of the furthest outlier). The method is sim-
ple and intuitive and easy to apply. In addition, one can include other advan-
tages of fuzzy set theory (e.g., the membership degree of each value) as a
possibility of developing a fuzzy estimator of dispersion or for other statistical
purposes. However, at this moment, one problem remains: How to determine
which robust estimator is the best or the most suitable in any situation.

APPLICATION OF FUZZY NEURAL NETWORKS
SYSTEMS IN CHEMISTRY

The artificial neural networks, mentioned above, represent a multitude
of parallel structures consisting of nonlinear processing units connected by

Table 7 Estimated Values of Central Location
Obtained by Analytical Methods

Statistical parameter Case 1 Case 2 Case 3

Mean 10.006 11.086 11.686
Median 9.910 10.305 10.420
5% Trimmed mean 9.998 10.901 11.545
Huber (1.339) 9.950 10.314 10.585
Hampel (1.7,3.4, 8.5) 9.980 10.149 10.418
Tukey (4.685) 9.948 10.008 9.969
Andrews (1.43) 9.948 10.009 9.975
Fuzzy mean 9.828 10.035 10.074
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links of different weights. Because of their good ability to approximate func-
tional dependencies between descriptive parameters and responses of a com-
plex system, ANNs are widely employed for solving recognition problems
and quantitative relationships. If we suppose an infinite or large-enough data
set, a simple ANN model can provide a satisfactory degree of generalization.
However, in real situations one usually deals with restricted sets of training
samples. Once trained, neural networks are quick and have a tolerance to
incomplete or noisy data, which makes them useful in real-world environments.

Within the field of chemistry, various applications have already been
published. Jansson114 and Zupan and Gasteiger115 published an overview of
an MLP (multilayer perceptron), that is trained by back-propagation of errors,
and other types of neural networks. However, the basic source in this field
continues to be the well-known book of Zupan and Gasteiger.116 In analytical
chemistry, neural networks have been applied to pattern recognition, modeling,
and prediction, for example, in multicomponent analysis or process control,
to classification, clustering and pattern association.117–122

It is abundantly clear that fuzzy logic is better able to represent human
knowledge in a form of rules while ANNs are better able to learn from exam-
ples. As a consequence of their complementary properties, then, extensive
efforts are being made to combine fuzzy theory and neutral networks to profit
from the advantages of each while trying to bypass the disadvantages of the
isolated techniques.123–125

A fuzzy neural network blends elements of fuzzy and neural network
computations into a single connectionist architecture. In general terms, two
different types of neural-fuzzy hybrids have emerged: one that uses neural net-
works to derive the parameters of a fuzzy system, and another that provides an
implementation of a fuzzy system within one neural network architecture. A
neural fuzzy system is a fuzzy system that uses a learning algorithm derived
from or inspired by neural network theory to determine its parameters (fuzzy
sets and fuzzy rules) by processing data samples. Neural-fuzzy systems can be
used to derive solutions involving the neural network’s advantages of model-
free learning, good generalization, and powerful nonlinear mapping capabil-
ities. The primary strength obtained from the fuzzy logic component is a
system that can both be initialized by the existing semantic knowledge, and
have structured information (knowledge) extracted from it in an interpretable
format. Thus, the ‘‘black-box’’ difficulty, which is widely regarded as a prin-
ciple weakness of neural networks, can be lessened. A series of steps exist to
implement a basic neural fuzzy system: (1) convert real-valued data into a fuz-
zified representation; (2) train the fuzzified information with a neural network;
and then (3) defuzzify the result to produce real values of the desired output.
After the system is trained to satisfaction, fuzzy rules can be extracted from the
trained neural network.

A fuzzy multivariate rule-building expert system (FuRES) has been
devised that also functions as a minimal neural network.126 This system builds
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from training sets of data that use feature transformation in their antecedents.
The rules are constructed using the ID3 algorithm with a fuzzy expression of
classification entropy. The rules are optimal with respect to fuzziness and can
accommodate overlapped and underlapped clusters of data. Otto127 applied
fuzzy associative memory (FAM) developed by Kosko128 for the interpretation
of UV spectra and Harrington and Wabuyele129 devised a fuzzy optimal asso-
ciative memory (FOAM) for background correction of near-IR spectra. The
FOAM technique uses enhanced optimal associative memory (OAM) and a
fuzzy function for encoding the spectra.

Agapito et al.130 applied fuzzy logic to an array of semiconductor gas
sensors to analyze different atmospheres for the different gases and Otto
et al.131 developed a scheme based on the principles of fuzzy logic that makes
use of various pieces of information available either from spectroscopic
knowledge or from the particular spectrum that requires evaluation. A fuzzy
expert system has also been successfully developed for the automated qualita-
tive and semiquantitative interpretation of X-ray diffraction spectra,132 auto-
mation of matrix-assisted laser desorption–ionization mass spectrometry
(MALDI),133 and for polymer analysis.134

Very efficient and promising applications of fuzzy expert systems were
also discussed concerning, for example, the optimization of glutamic acid pro-
duction,135 control of penicillin concentration in a fed-batch bioreactor,136,137

and, last but not the least, a fuzzy logic approach to analyzing gene expression
data.138 Finally, two different soft computing techniques (a competitive learn-
ing neural network and an integrated neural network-fuzzy logic-genetic algo-
rithm approach) were employed in the analysis of a database subset obtained
from the Cambridge Structural Database.139

APPLICATIONS OF FUZZY SETS THEORY AND
FUZZY LOGIC IN THEORETICAL CHEMISTRY

In our opinion, all major theoretical aspects including some practical
applications of fuzzy theory in the field of Theoretical Chemistry are very
well illustrated in the book edited by Rouvray.140 The nine contributors to
this book, research chemists and mathematicians, explain the foundations of
fuzzy logic and its growing importance in the physical sciences, describe mole-
cular sizes and shapes, define chemical concepts such as chirality and the role
of quantum chemical species and systems, and outline the engineering of mole-
cular species, including drug design. More recently, an excellent exploration of
the role of fuzzy methods in chemistry providing theoretical background as
well as descriptions of practical applications in all the significant areas of
chemistry was also published in the Encyclopedia of Computational Chemis-
try by Ehrentreich.141
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CONCLUSIONS AND REMARKS

Soft computing has become an important computational paradigm due
to many factors. On the one hand, it is tolerant of imprecision, uncertainty,
and partial truth, properties that do not generally hold for hard computing
techniques. On the other hand, soft computing is formed by a set of theories
(fuzzy logic, neural networks, evolutionary algorithms) that, even if quite dis-
tinct from each other, with different aims and methods, can be combined to
generate hybrid approaches, which are more powerful than their individual
counterparts. Being a theory that deals with imprecision, uncertainty, and par-
tial truth, soft computing is suitable to model problems from a large number of
fields. In this chapter, we presented an introduction to different soft computing
methods, and reviewed the applications of soft computing (with a focus on
fuzzy methods) in chemistry and related fields. We hope that this work will
prove to be useful in research efforts directed toward integrating soft comput-
ing methodologies with chemistry and chemical engineering issues and problems.
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CHAPTER 6

Development of Computational
Models for Enzymes, Transporters,
Channels, and Receptors Relevant to
ADME/Tox

Sean Ekins*a and Peter W. Swaan{

*GeneGo, 500 Renaissance Drive, Suite 106, St. Joseph, MI
49085
yDepartment of Pharmaceutical Sciences, University of Maryland,
HSF2 20 Penn Street, Baltimore, MD 21201

INTRODUCTION

ADME/Tox Modeling: An Expansive Vision

Proteins may be classified primarily by their sequence or by their func-
tion, which may include acting as enzymes, transporters, channels, and recep-
tors (a comprehensive and detailed review would be well beyond the scope of a
single book chapter). An alternative way of classifying proteins is to consider
the influence they have on drug Absorption, Metabolism, Distribution, Excre-
tion, and Toxicology (ADME/Tox). A complete picture of any one protein
system from expression, regulation, substrate and inhibitor selectivity, or
protein–protein interaction is not currently feasible. We are therefore left
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Table 1 Characteristics of Enzymes Involved in Drug Metabolism

Enzyme Location Reaction Cofactor a Phase Modeled

Cytochrome P450 Microsomal Oxidation and NADPH 1 Yes

reduction

Flavin-containing Microsomal Oxidation NADPH 1 No
monooxygenase

Monoamine–diamine Mitochondrial Oxidation 1 Yes

oxidases

Alcohol–aldehyde Cytosolic Oxidation NAD 1
dehydrogenases

Prostaglandin Microsomal Oxidation NADPH 1

synthetase–

lipoxygenase
Polyamine oxidase Cytosol Oxidation FAD 1

Xanthine oxidase Mitochondrial Oxidation 1

Aromatases Mitochondrial Oxidation FAD 1 Yes
Alkylhydrazine Unknown Oxidation 1

oxidase

Azo and nitro Cytosolic Reduction FAD, FMN 1

reductases
Carbonyl reductase Microsomal Reduction NADPH 1

and cytosolic

Dihydropyrimidine Cytosolic Reduction NADPH 1

dehydrogenase
Esterases Microsomal Hydrolysis 1 Yes

and Cytosolic

Epoxide hydrolases Microsomal Hydration 1 Yes

and cytosolic
UDP–glucuronosyl- glucuronidation Microsomal UDPGA 2 Yes

transferases

Sulfotransferases Sulfation Cytosolic PAPS 2 Yes
Glutathione Glutathione Cytosolic and Glutathione 2 Yes

S-transferases conjugation Microsomal

Acyltransferases Amino acid Mitochondrial Glycine 2

conjugation
N-Acetyltransferases Acetylation Cytosolic Acetyl-coenzyme 2

A

Methyltransferase Methylation Cytosolic S-Adenosyl- 2

methionine
Acyl-CoA-synthetases Amino acid Mitochondrial Coenzyme 2

conjugation A, ATP

aAbbreviations: NADPH, b-nicotinamide adenine dinucleotide phosphate reduced form; NAD,
b-nicotinamide adenine dinucleotide; FAD, flavin adenine dinucleotide; FMN, flavin mononucleo-
tide; ATP, adenosine triphosphate; PAPS, 30-phosphoadenosine 50-phosphosulfate; UDP, uridine
diphosphate; UDPGA, uridine diphosphate-glucuronic acid.
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with a fragmented research area containing many individual proteins from
which limited inferences can be drawn. What follows is an admittedly selective
review on the current status of ADME/Tox for several intensely studied pro-
teins in the hope that it will stimulate other investigators to think beyond indi-
vidual proteins and adopt a more unified and holistic perspective in their
research. In many cases, there may exist fundamental linkages between each
class of protein for which the same computational tools can be applied to
unravel the intricacies of each individual system; this will become the common
thread interweaving through the fabric of this chapter. To our knowledge, no
single laboratory has developed computational models for each ADME/Tox
system described herein (although this may be currently underway). Without
models for every system an initial barrier exists to their successful integration
and the genesis of a complete prediction for ADME/Tox. To date, there have
been many reviews on ADME/Tox modeling,1–4 which should be refered to
for more details on modeling general processes like blood–brain barrier
(BBB) transport, absorption, and bioavailability.

The Concerted Actions of Transport and Metabolism

It is generally accepted that mammalian physiology has evolved mechan-
isms to specifically uptake essential nutrients and to remove hydrophobic
xenobiotic and endobiotic molecules to prevent their accumulation and even-
tual toxicity. Important components of this process are metabolism and trans-
port. There has been a dramatic increase in our understanding of these fields
over the past decade, predominantly influenced by molecular biology, the
isolation and expression of these proteins, and improvements in both the
sensitivity and throughput of analytical and experimental technologies.

Metabolism

Metabolism can be defined as what the body does to convert a molecule
to a more readily excreted one. Such molecules can actually become more bio-
logically active via metabolism (which occurs for some pro-carcinogens, for
example) and this kind of activation may be taken advantage of when design-
ing prodrugs. In many species, metabolism is specifically enzymatic in nature
such that a protein other than the desired target may bind the drug, and there-
after a cofactor-catalyzed reaction can remove or add a functional group to the
drug molecule. Table 1 compiles the majority of enzymes, and describes their
intracellular localization, cofactors, and functionalization pathways. The
major enzymes involved in drug metabolism, like cytochromes P450 (CYP)
and UDP-glucuronosyl transferases (UDPGT), are predominantly localized
within the endoplasmic reticulum of cells and are relatively straightforward
to study in vitro (reviewed in Ref. 5). These types of enzyme-catalyzed drug
metabolism pathways may occur within many tissues in the body or they
may be localized in just one cell type. Where these pathways exist is very
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much dependent on the relative expression levels of the enzymes in a particular
tissue although, in general, the liver and intestine contain the highest levels of
most drug metabolizing enzymes.

The CYPs represent a very large superfamily of heme-containing
enzymes that can either oxidize or reduce a large number of structurally dif-
ferent endogenous and exogenous molecules because of their broad substrate
specificity and their regio- and stereoselectivity. These enzymes are ubiqui-
tously expressed and they may be induced by drugs and endobiotics as well
as by other environmental xenobiotics. Of increasing importance to our under-
standing of ADME/Tox is the role of enzymes in drug–drug interactions, in
which one drug may interfere with the metabolism of another drug if they
compete to fit (preferably) within the same ligand-binding site of the same
enzyme. Among the endobiotics are the abundant steroids, and the bile acids
that have essential roles as hormones, signaling molecules, and as detergents.
However, we are now beginning to further understand how multiple endobio-
tics, xenobiotics, therapeutic, and environmental agents may interfere with the
removal and metabolic mechanisms in vivo having potentially undesirable
toxic consequences. The role of CYPs probably began first as a functional
response for regulation of intracellular signals and further evolved to remove
environmental molecules. In more popular terminology, it is believed that
CYPs have evolved from plant versus animal warfare.6

Transporters

The transport of a molecule into and out of cells, by both active trans-
port and passive diffusion, is integral to xenobiotic and endobiotic metabo-
lism. It is now well appreciated that organic solutes such as physiologically
critical nutrients (amino acids, sugars, vitamins, and bile acids), as well as neu-
rotransmitters and drugs, are transferred across cellular membranes by specia-
lized transport systems.7 These systems encompass integral membrane
proteins that shuttle substrates across the membrane, which is done by either
a passive process through channels (facilitated transporters) or by an active
process (via carriers). The latter is energized directly by the hydrolysis of
ATP or indirectly by coupling to the cotransport of a counterion down its elec-
trochemical gradient formed by Naþ, Hþ, or Cl�.

Our understanding of the biochemistry and molecular biology of mam-
malian transport proteins has significantly advanced because of the develop-
ment of expression cloning techniques. Initial studies in Xenopus laevis
oocytes by Hediger et al.8,9 resulted in the isolation of the intestinal sodium-
dependent glucose transporter, SGLT1. To date, sequence information and
functional data derived from numerous transporters have revealed unifying
designs, similar energy-coupling mechanisms, and common evolutionary ori-
gins.10 The plethora of isolated transporters motivated the human gene
nomenclature committee toclassify theseproteins intoadistinct genetic superfamily
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named SLC (for SoLute Carrier). Currently, the SLC class contains 37 families
with 205 members and is rapidly expanding (http://www.gene.ucl.ac.uk/
nomenclature/). The ABC superfamily contains 7 families with 48 members;11

class B contains the well-known multidrug resistance gene (MDR1) derived P-
glycoprotein (ABCB1), while class C comprises members of the multidrug
resistance protein (MRP) subfamily. With the completion of the human gen-
ome project, it can be anticipated that a vast number of membrane transport
proteins will be identified without known physiological function. This clearly
raises questions that may be answered using computational technologies.

Transporters have a critical role in maintaining cellular homeostasis, and
interference with this delicate balance by xenobiotics including therapeutics
may have an undesirable effect. On the other hand, the efficacy of drugs
may be improved by leveraging affinity for the transporters such that a drug
can piggyback with the physiological substrate, or at the very least, mimic its
critical molecular features.12–14 Efflux of molecules from cells therefore can
occur via transporters that would usually function to clear toxic endogenous
metabolites such as conjugated bile acids from the cell. One can therefore envi-
sion that the enzymes involved in metabolism and the transporters have a very
close linkage and functional regulation, working in concert to maintain the
cellular steady state. Similarly, ion channels are key to maintaining cellular
homeostasis. Ion channels have important roles in cellular communication
and are critical to life. The up and down regulation of these proteins may
be under the control of many receptors that themselves can bind the same
(or similar) molecules. These receptors likely have endogenous functions.
Also, there are receptors with unrelated functions, such as those in the central
nervous system (CNS), which in some cases may have the same binding
requirements as those of desirable non-CNS therapeutic targets. This, in
turn, can lead to interactions that manifest as a neurological side effect, but
this area has been poorly explored. In its simplest sense, the common binding
requirement across numerous proteins of different function and in multiple
locations represents a multidimensional problem that prevents our under-
standing of whether or not a drug will impact each of these processes. How-
ever, there are many transporters and enzymes of relevance for both
metabolism and transport of drugs; understanding the effect a drug has on
all of them represents a major challenge. This complicated ligand affinity pro-
file determination is further compounded by the absence of freely available
crystal structures for any of these membrane-bound proteins that are known
to bind drugs. If anything, our understanding of drug metabolism, transport,
ion channel function, and the role of receptors (both CNS and non-CNS) is
now more complex than envisaged decades ago when far fewer of these pro-
teins had been identified, sequenced, expressed, or analyzed in vitro or in vivo.

Consequently, the assessment of in vitro ADME/Tox parameters has
been moved much earlier in the pharmaceutical discovery process such that large
amounts of protein-specific data are generated. This data needs interpretation
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and that knowledge, in turn, may provide a valuable resource for
generating computational models in the future. These ADME/Tox specific
proteins can be viewed as ‘‘antitargets’’ in that they may need to be avoided
to some extent while the selection of molecules with a high affinity for the
therapeutic target(s), on the other hand, is critical. This chapter aims to
show novice molecular modelers what tools exist today for visualizing and
modeling enzymes, transporters, channels, and receptors that are relevant to
ADME/Tox with the goals of being able to design molecules that can leverage
or avoid these antitargets as desired.

APPROACHES TO MODELING ENZYMES,
TRANSPORTERS, CHANNELS, AND RECEPTORS

There have been considerable advances in the development of strategies
for structure-based drug design. De novo molecule design, docking, and vir-
tual combinatorial library generation have been recent hot topics in the litera-
ture. Many publications in the mid-1990s outlined the successes and
limitations of all of these technologies.15–21 Computational approaches needed
for understanding metabolism and toxicology began to appear approximately
a decade after the evolution of computational tools used for assisting in target
prediction and optimization. Recently, several journal monographs have been
devoted to in silico modeling of ADME/Tox properties. In those monographs
are numerous reviews providing useful information on the subject.1–3,22–30

During the past few years, we have seen researchers indicating that they can
now predict a molecule’s probability of success in vivo from simple chemico-
physical descriptors.31,32 The development of in vitro assays, computational
protocols, and the development of cheminformatics in the past decade have
also yielded data sets used to build specific computational models (Figure 1)

Figure 1 The in silico model building paradigm.
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to predict a multitude of phenomena including BBB penetration,33–36 solubi-
lity,32,37 lipophilicity,38,39 plasma protein binding,40,41 volume of distribu-
tion,42 half-life,43 intrinsic clearance,44,45 absorption,46–50 metabolism,51–53

and drug–drug interactions.22,23 Computational models have also been gener-
ated for P-glycoprotein,54–58 other drug transporters,7 and toxicity end-
points2,25–27,29,30,59 such as mutagenicity data.60–62 These examples represent
just a small sample of the many computational studies of relevance to ADME/
Tox performed in recent years and that may be used in a filter hierarchy
(Figure 2). The toxicology papers26,27,29,30,59 have in most cases either com-
pared available software that contain built-in toxicology models or they
have attempted to build QSAR models for various toxicology end-points.
For more details, the reader is referred to these papers.

Some in silico studies have generated additional general rules compar-
able to Lipinski’s ‘‘rule of 5’’ or they have resulted in the development of triage
filters from large commercially available databases (CMC, MDDR, WDI, etc.)
or from internal company data useful for predicting solubility and absorption
potential.31,32,63 A simple rule for rat bioavailability, for example, was

Molecules
Predicted
Bioactive

Drug-like

DDI Toxicity transport CYP induction

Plasma protein bindhERG, >1 microM

Mutagenicity, N

Bioavailability, >50%

Rule of 5, <2 fail

Solubililty, good

Absorption, PSA < 140A

BBB, Y/N

Metabolic stab. > 50%

Figure 2 In silico ADME/Tox filter model placement hierarchy with suggested pass–fail
criteria. Molecules predicted as having bioactivity are first passed through simple rules
(like the Rule of 5) before prediction by first-level models like solubility. If models are
predicted as soluble they can then pass onto bioavailability and/or separate filters for
absorption and metabolism. Toxicity filters such as those for mutagenicity could then be
implemented, while a filter for hERG may require inputs from a filter for protein binding
to be meaningful. If the drug is desired to cross or not to cross the BBB barrier, a further
filter could be used. Additional filters for numerous toxicity, drug–drug interaction,
transporter, and induction models could then be used. Ultimately, more drug-like
molecules should result.
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described as being dependent on the polar surface area and number of rotat-
able bonds of the administered drug.64 Similarly, there have been reasonably
successful studies directed at discriminating between drug-like and non-drug-
like molecules,65,66 differentiating between leads and drugs,67 and describing
common structural features of known drugs,68,69 as well as identifying mole-
cules that are frequent or promiscuous hitters in high-throughput screens.70,71

The above mentioned triage-type filters represent an adequate first-level in sili-
co screen, but they have some limitations and they do not adequately deal with
the overall ADME/Tox picture. These virtual approaches, however, represent
an effective and rapid means to filter and prioritize molecules based on desir-
able structural descriptors or predicted simple physico-chemical properties.
When combined with other computational or statistical approaches for select-
ing molecules in a multivariate–multiobjective optimization22,25,72–74 one can
avoid suboptimal molecules31 and shorten lead generation and lead optimiza-
tion times.25 Ultimately these in silico models will enable us to increase the
number of compounds that can be screened, if we use large virtual
libraries72,75,76 that can be scored for ADME/Tox and bioactivity. Now, we
can consider classical QSAR, pharmacophore, and homology modeling tech-
niques that have been applied to modeling some of the proteins involved in
ADME/Tox.

Classical QSAR

The fundamentals, history, and methodology of QSAR and 3D-QSAR
have been reviewed in considerable detail by Kubinyi, Waller and Oprea, as
well as by others. The reader is referred to these general overviews.77–79 As
early as the 1960s it was appreciated that one could apply a mathematical
model to understand metabolic actions in order to design new or improved
drugs.80 One of the limitations of the QSAR method is the availability of large,
adequate data sets. In the 1960s, the log P term alone was used in all equations
as a measure of hydrophobicity. It was found to be 2 for each system, suggest-
ing that hydrophobicity was important for membrane penetration by a drug to
reach the site of metabolism. Such studies were carried considerably further by
Hansch’s group,81–84 as well as by Lewis et al.85–93 in the metabolic field. By
adding other descriptors such as HOMO and LUMO (highest occupied and
lowest unoccupied molecular orbitals, respectively), pKa, log D7.4, dipole
moment, solvent accessible surface area, volume of solvent accessible area,
molecular length/width ratio, and molecular area/depth squared ratio, it
became possible to further generate rough rules for the prediction of general
properties displayed by substrates and inhibitors of each CYP.85,86 These clas-
sical QSAR approaches for ADME/Tox properties have been updated to some
extent by the utilization of newer three-dimensional (3D)-descriptors such as
MS-WHIM.94–100 These and other developments now present us with a rich
source of molecular descriptors for use with various QSAR technologies.
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Finally, we should point out that while classical QSAR approaches generally
result in a single equation with statistical terms, modern 3D-QSAR methods
generally produce graphically intensive models that may aid in the interpreta-
tion of important features in molecular 3D space and the mapping back of
these features onto the molecules of interest.

Pharmacophore Models

One of the alternatives to direct protein modeling is the determination of
a pharmacophore describing the features present within a ligand required for
bioactivity. A pharmacophore is thus a representation of the spatial arrange-
ment of structural features for a series of molecules (obtained after structure
alignment and superposition) that show activity and affinity toward a protein.
In some cases, the pharmacophore may be translated as a template for the
actual binding site (though, depending on the software used, doing this is ques-
tionable). The alignment of molecules based on chemical functionality allows
for diverse and structurally unique molecules to be grouped together without
the need to perform an atom-by-atom comparison. A pharmacophore thus
provides a straightforward method for representing drug– enzyme interactions
that does not directly represent the active site of the protein but instead impli-
cates only the key features necessary for a particular biological response. The
prediction of interaction or activity for a novel molecule by a pharmacophore
hypothesis is thus based on the geometric fit to the chemical features in that
pharmacophore. A recent book and a number of reviews describing pharma-
cophore models exist.101–103 In our experience we have most frequently used
Km, Ki, IC50 (and less preferably percent inhibition) data when building phar-
macophore models for ADME/Tox properties, although other valid types of
kinetic experimental values could also be used, such as dissociation constants.
According to the literature, the two most commonly used programs for phar-
macophore development are DISCO (DIStance COmparisons) and Catalyst.
They are part of commercially available software suites and will be described
along with other programs below. Note that public domain and pharmaceu-
tical company specific proprietary softwares also exist.

Catalyst
Catalyst (Accelrys, San Diego, CA) is an integrated environment for con-

former generation using the poling technique (ConFirm),104 and pharmaco-
phore alignment, automated hypothesis generation (HypoGen),105

pharmacophore, or molecular-shape based 3D searches. The software
also provides a useful way to generate simple initial models (HipHop) based
on a limited number of structures that could either be derived from X-ray con-
formations or from low-energy conformers covering conformational space.106

The HipHop algorithm finds these models after a pruned exhaustive search
where it begins with a small set of features and then extends those features
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until it cannot find a larger common configuration.106,107 The training set
members must then map completely or partially on to the features in some
configuration that the user can select. This technique is further described in
two detailed reviews,101,102 a schematic outlining these pharmacophore
approaches is depicted in Figure 3.

To generate ADME/Tox pharmacophore models within Catalyst, our
research groups have mainly used the HypoGen function. Following the gen-
eration of multiple conformers with ConFirm, HypoGen enables the genera-
tion of structure–activity relationship pharmacophore (hypothesis) models
from a defined set of molecules that possess biological activity values. The
hypotheses generated by HypoGen represent chemical features in 3D space
that fit the features of the training set and are correlated with the biological
data within certain tolerances and weights. The hypotheses created by the
algorithm are pharmacophores that are generally common among the active
molecules but not among the inactive ones in the training set. The hypotheses
are created after constructive, subtractive, and optimization phases.105 The
constructive phase generates hypotheses common to the active molecules, by
identifying the actives, generating and storing all the hypotheses present in the
two most active molecules, and then retaining the hypotheses that fit the
remainder of the actives. In the subtractive phase, hypotheses are removed
that are unlikely to be useful if they are also found to be present in the inactive

Figure 3 A schematic for Catalyst pharmacophore generation.
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compounds. A compound is deemed to be inactive if its activity is n orders of
magnitude less active than the most active compound (where n is user deter-
mined). Hypothesis optimization is performed using simulated annealing,
which perturbs the hypotheses by rotating vector features and translating
other features at random in an attempt to improve the cost function. This algo-
rithm accepts all improvements and some detrimental steps based on a prob-
ability function and retains the 10 unique best scoring pharmacophores. For
each of these 10 hypotheses, the activity of each training set molecule is
regressed after fitting to the pharmacophore versus the observed activity. A
selected HypoGen hypothesis provides a means of predicting the biological
activity for additional molecules that have yet to be synthesized as well as a
3D search query for databases.105

The creation of a pharmacophore model requires first generating multi-
ple conformers of each molecule in an attempt to gather an extensive and
diverse coverage of conformational space. Initially, we have used up to 255
conformers with an energy range up to 20 kcal/mol with the ‘‘best conformer
generation’’ (i.e., poling algorithm) and the remaining default settings. More
recently, we have started to utilize the ‘‘fast conformer generation’’ due to the
time savings and the similar conformer coverage that this algorithm now pro-
vides. The same conformer generation routine is used for molecules in the
training and test sets. After selecting required pharmacophore features that
typically include hydrogen-bond acceptor, hydrogen-bond donor, hydro-
phobe, aromatic, and negative ionizable groups, the 10 hypotheses are gener-
ated for the training set using the conformers for each molecule. After
assessment of all 10 hypotheses created, the lowest energy-cost hypothesis
was frequently used as the representative pharmacophore. The quality of the
structure–activity relationships (based on the observed and fitted data gener-
ated by Catalyst) are estimated by a correlation coefficient value (r). The ‘‘total
cost’’ compared with the ‘‘null cost’’ has additional parameters evaluated to
assess the model quality. Further testing of the model can be undertaken using
the CatScramble routine where molecules in the data set can be permuted. This
randomization, carried out multiple times, should always result in lower r
values than for the real model. The Catalyst hypothesis generation procedure
is repeated multiple times (typically 10) and the mean r value should be lower
than the original model r value, if indeed the model is to be considered statis-
tically significant.

The Catalyst hypothesis can be evaluated using a test set of molecules
containing a similar level of diversity as that of the training set. The molecules
in the test set have conformers generated the same way as those in the training
set. The test set conformers are then fitted to the hypothesis deduced for each
training data set in order to predict a binding or inhibition value. Catalyst pro-
vides two algorithms with this ability. These are ‘‘best fit’’ and ‘‘fast fit’’. ‘‘Fast
fit’’ refers to the method of finding the optimum fit of the molecule to
the hypothesis for all possible conformers of that molecule. The optimal fit
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method involves the positioning of features on the molecule closest to the cen-
troid of their corresponding pharmacophore features. The ‘‘best fit’’ procedure
starts with ‘‘fast fit’’ and allows individual conformers to flex over a maximum
energy range of 20 kcal/mol. This allows for examination of more conforma-
tional space and minimizes the distance between the hypothesis features and
the atoms onto which they map. The predictions using either algorithm are
generated from the hypothesis regression and can be compared by means of
a residual that is calculated from the difference between predicted and
observed value. The strength of Catalyst appears to be with relatively small
and structurally diverse datasets containing from 10 to 40 molecules in our
experience. Compared with other methods requiring structure alignment, Cat-
alyst does not impart any user bias nor does it require much experience in
modeling to begin with. One disadvantage of Catalyst is its lack of internal
methods for model evaluation and cross-validation. To date, there have
been no publications where the software has been used for even moderately
large (>50 molecule) datasets to our knowledge.

DISCO
DISCO is a module within the SYBYL software suite (Tripos Associates,

St. Louis, MO) that can be used to generate pharmacophore models.108 The
method is based on the assumption that the pharmacological potency of a
compound can be represented by its structural points of potential pharmaco-
logical interest such as hydrophobic centers or hydrogen-bond donors. These
structural points are called DISCO features. The pharmacophore is the max-
imum common feature among the set of molecules. To find the bioactive con-
formation instead of the energetically minimum conformation for each
molecule, a maximum of 25 conformers within a 70-kcal/mol energy cutoff
are usually generated for each molecule in a dataset using the ‘‘MultiSearch’’
function in DISCO. Subsequently, DISCO features are assigned to the various
conformers. It is strongly recommended that the reference compound be the
molecule having both the fewest features and conformers.108 DISCO is run
initially with all the possible ‘‘feature’’ points considered. Additional runs
can then be performed with a specified minimum number of those features.
The resulting pharmacophore models can be used to superimpose additional
sets of molecules, which in turn can then serve as a structural overlap to be
analyzed by a Comparative Molecular Field Analysis (CoMFA).

CoMFA
The CoMFA module within SYBYL is an especially useful QSAR techni-

que that has been applied with considerable success in the areas of drug dis-
covery and drug design as well as for enzyme and transporter kinetics.109–112 It
explains the gradual changes in observed biological properties by evaluating
the electrostatic (Coulombic interactions) and steric (van der Waals interac-
tions) fields at regularly spaced grid points surrounding a set of mutually
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aligned ligands. A statistical algorithm, Partial Least Square (PLS), is used to
correlate the field descriptors with biological activities. Both fields are usually
calculated using an sp3 hybridized carbon probe atom (with aþ1 or�1 charge
at 1.52 Å van der Waals radius) on a 2.0 Å spaced lattice, which extends
beyond the dimensions of each aligned structure by 4.0 Å in all directions.
An energy cutoff of 30.0 kcal/mol ensures that no extreme energy descriptors
will distort the final model. The indicator fields111 and hydrogen-bond
fields113 generated by the ‘‘advanced CoMFA’’ module can be included in
the analysis as an option. To eliminate excessive noise, all electrostatic ener-
gies <1.0 kcal/mol and steric energies below 10.0 kcal/mol are set to zero in
the indicator fields. The hydrogen-bond field descriptors are normally set to
zero at sterically prohibited points. Sterically allowed points close to a hydrogen-
bond acceptor are assigned a nominal steric potential, while the points close
to a hydrogen-bond donor are assigned a nominal electrostatic potential. As a
result, the steric field actually represents the acceptor component while the
electrostatic field essentially indicates the donor component. Equal weights
are assigned to these fields using the CoMFA standard scaling option. The
CoMFA descriptors are used as independent variables. The dependent
variable, usually a biological descriptor used in these studies, is derived
from the type of experimental data obtained. The standard deviation of those
experimental data can be used as a weighting factor in PLS analyses. Note that
the weighting of columns can be assigned only from the command line of the
program. The predictive ability of each model generated is evaluated by using
a Leave-One-Out (LOO) cross-validation protocol. Subsequently, the cross-
validated coefficient, q2, is calculated as follows:

q2 ¼ 1�
P
ðYpredicted � YobservedÞ2P
ðYobserved � YmeanÞ2

½1	

where Ypredicted, Yobserved, and Ymean are the predicted, observed, and mean
values of the target property, respectively. The term (Ypredicted�Yobserved)2 is
the predictive sum of squares (PRESS). The model with the optimum number
of PLS components, corresponding to the lowest PRESS value is usually
selected for deriving the final PLS regression models though other types of sta-
tistical measures can change this decision. In addition to the q2, the conven-
tional correlation coefficient r2 and its standard error can be calculated. It is
desirable to plot the predicted versus experimental activity to identify potential
outliers. The process described above is repeated until no further improve-
ments in q2 is obtained or no outliers can be identified. Results from alterna-
tive descriptor fields (e.g., log P, calculated molecular refractivity, dipole
moment) are compared and the model with the highest q2 and lowest number
of PLS components is usually accepted. The number of explanatory variables
(descriptors) can be used as an additional guideline in selecting a model with
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the lowest complexity. A simpler model is often considered to be a better model. In
general, a contour plot of std * coefficients (the standard deviation times the
value of the PLS coefficient at each grid point) enclosing the highest 20% value
is created for each model to allow the user to visualize the CoMFA fields sur-
rounding the molecules in the data set. Other options for visualizing the large
number of CoMFA coefficients exist as well.

CoMSIA
Comparative Molecular Similarity Indices Analysis (CoMSIA) is an

alternative 3D QSAR descriptor analysis tool developed by Klebe et al.114

Hydrogen-bond acceptor and hydrophobic fields are considered in CoMSIA
in addition to the steric and electrostatic features calculated for CoMFA.
The CoMSIA similarity index descriptors are derived114 using a lattice box
as described above for CoMFA, typically with a grid spacing of 2 Å and using
a negatively or positively charged sp3 hybridized carbon atom probe. The
CoMSIA similarity indices (AF) for a molecule j with atoms i at a grid point
q are calculated as follows:

Aq
F;kðjÞ ¼ �

X
oprobe;koike�ar2

iq ½2	

Five physico-chemical properties k (steric, electrostatic, hydrophobic,
hydrogen-bond donor, and hydrogen-bond acceptor) can be calculated using
a single-probe atom. A Gaussian-type distance dependence is used between the
grid point q and each atom i of the molecule so as to avoid extremely large
values of field properties, k. A default attenuation factor (a) of 0.3 is often
used. In COMSIA, the steric indices are related to the third power of the atomic
radii, the electrostatic descriptors are derived from the assigned partial atomic
charges, hydrophobic fields are derived from atom-based parameters,115 and
the hydrogen-bond donor and acceptor indices are obtained by a rule-based
method derived from experimental values.114 As in CoMFA, an optimal model
is selected based on the following criteria: high q2 (preferably >0.6), low num-
ber of PLS components, and minimal number of additional descriptors.

GOLPE
GOLPE (Generating Optimal Linear PLS Estimations) is an alternative

QSAR method.116 It performs multivariate regression analysis on the inter-
action fields around the molecules in the data set generated by the program
GRID.117 The type of field computed depends on the probe used. The probe
in turn, should be selected based on the type of interaction one needs for the
analysis. The phenolic hydroxyl (OH) probe is often selected in our laboratory
because it can offer both donor and acceptor properties of a hydrogen-bond as
well as locating sites of hydrophobic interaction. The interaction energies are
calculated at 0.5 Å spaced grid points, which usually extend 4.0 Å beyond the
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dimensions of all aligned substrates. The generated interaction fields are
selected and then analyzed by GOLPE. Energy terms between 0.05 and
�0.01 kcal/mol are usually set to zero to delete redundant descriptors in order
to reduce the ‘‘noise’’. Field variables with standard deviation <0.1 kcal/mol
are normally deactivated because they reveal very small variance in the data
file. The variables that only take a few values and distribute themselves very
unevenly among objects are removed because they force the model to explain
the variance of a few objects with a high leverage. A Principle Component
Analysis (PCA) is then performed to check the distribution of the objects
and variables. The number of components is selected critically, keeping in
mind that a low number of components yields a model with the lowest com-
plexity. These settings are then applied to all ensuing analyses. A non-cross-
validated PLS is subsequently performed followed by a LOO cross-validated
PLS. One of the strengths of GOLPE is that a PLS plot of the components
(called a T-U plot) can be generated to identify potential outliers, which can
then be excluded in the next run. If no outliers are detected or if no improve-
ments in q2 can be achieved, iterations are stopped. If the resulting q2 is too
small (typically <0.3), further variable selections then need to be carried out.
Subsequently, Smart Region Design (SRD)118 is applied to generate Voronoi
polyhedra for 1000 seed variables around one grid unit region of each seed
variable. The polyhedra are then collapsed within two grid units of each
seed variable. This maintains the 3D information and simplifies the variable
selection process that follows. Based on SRD, variables that best span the
multidimensional weight space are selected by D-Optimal preselection. Frac-
tional Factorial Design (FFD) selection is carried out to further select only the
most informative variables. The final non-cross-validated PLS is then per-
formed followed by the cross-validated PLS. The resulting model is displayed
visually by mapping the QSAR coefficient contour enclosing the top 20%
value.

ALMOND
Most methods for performing 3D-QSAR rely upon an alignment step

that can be time consuming and that can introduce user bias. The resultant
model is thus dependent on and sensitive to the alignment routine used.
ALMOND 2.0 is an alignment independent QSAR technique. It generates
and analyzes GRid INdependent Descriptors (GRIND)119 based on the inter-
action fields computed by GRID. Three probes: hydrophobic (DRY), carbonyl
oxygen (O), and amide nitrogen (N1) are used by GRID at 0.5 Å spaced grid
points to generate the interaction fields. ALMOND transforms these grid
dependent and redundant variables into GRIND. These variables are then
scaled by the program’s Remove Baseline method. A PCA is performed to
examine the variables and objects distribution and this is followed by a non-
cross-validated PLS and/or a leave-one-out cross-validated PLS. Analogous to
GOLPE, a PLS plot can be generated to identify outliers, which can then be
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excluded in the next run. The FFD variable selection is performed after outliers
are excluded and before generating the final model.

Homology Modeling

If a protein has a substantially high amino acid sequence homology (i.e.,
>40–60% identity) to one or more other proteins of known structure, it may
then be assumed that this protein could adopt a similar 3D structure with
respect to the known protein. This assumption provides the basis for homo-
logy modeling that enables us to build a hypothetical structure for a new pro-
tein. A recent review discussed this approach in considerable detail with
regards to the CYPs and has shown the importance of using multiple template
models (also suggested earlier by others120) to generate a model that was then
validated against the known structure of crystallized CYP2C5.121 There have
been other excellent reviews describing the integration of homology models
with site directed mutagenesis.122,123

The CYPs have been undoubtedly the most widely modeled protein using
this technique compared to other proteins of interest in the ADME/Tox field.
Transporters and some channels have likewise been modeled, but the low
homology between them and the few crystallized membrane-bound proteins
makes interpretation and extrapolation difficult (although several other
approaches with promising results have been taken to understand the integral
membrane-protein structure7). Homology models for channels have received
considerable attention since the crystallization of KcsA and homology model-
ing may have utility beyond the potassium channels (described later). Models
for receptors (generally GPCRs) have been hampered by the lack of crystal
structures, although a number of structures exist for the ligand-binding
domains of nuclear hormone receptors. Computational techniques such
as threading offer some promise to increase the number of reliable structures
of membrane bound proteins, as do combinations of intelligent approaches
that take a one-dimensional (1D) sequence and convert it into a 3D struc-
ture.124 The quality of the results derived from these techniques, and their uti-
lity for molecule design of key binding-site features is impacted by the
resolution of the model, which in some cases may be low.

TRANSPORTER MODELING

Targeted delivery to transport systems in the gastrointestinal (GI) tract
has emerged over the past 20 years as a successful strategy to increase oral
availability of poorly absorbed drugs. In this approach, drug penetration is
enhanced by coupling a given drug molecule to natural ligands known to tar-
get nutrient transporters. The toxicity and immunogenicity of drug–ligand
conjugates is expected to be inherently low due to the use of endogenous
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substrates. Alternatively, an approach called ‘‘substrate mimicry’’ can be used,
which aims to create novel drug entities that mimic the 3D features of natural
ligands. Both approaches should result in compounds that are recognized by a
specific transport protein embedded in the enterocyte brush-border membrane,
thereby facilitating transport across the intestinal wall.

Applications of Transporters

Oral absorption of a drug remains the favored route of administration
from a patient comfort and compliance point of view. However, the develop-
ment of orally administrable drugs and/or dosage forms poses a significant
attrition threat to pharmacologically potent drug candidates. Despite intensive
research in this area, oral drug delivery remains the greatest challenge to the
pharmaceutical scientist, not only for the delivery of macromolecules, but also
for small lead compounds with poor membrane permeability.

A promising approach for increasing oral bioavailability is targeting the
intestinal solute transporter systems. Transporters are polytopic membrane
proteins that are indispensable to the cellular uptake and homeostasis of
many essential nutrients. During the past decade it has become clear that a
vast number of drugs share transport pathways with nutrients. Moreover, a
critical role has been recognized for transport proteins in the absorption,
excretion, and toxicity of drug molecules, as well as in their pharmacokinetic
and pharmacodynamic (PK/PD) profiles. Because cellular transporter expres-
sion is often regulated by nuclear orphan receptors that simultaneously regu-
late the translation and expression of metabolic enzymes in the cell (e.g.,
P-glycoprotein and cytochrome P450 regulation by the pregnane X receptor),
they may indirectly control drug metabolism. Thus, transport proteins are
involved in many facets of drug ADME/Tox, conferring an important field
of study for pharmaceutical scientists involved in these areas. As a result, in-
depth knowledge of membrane transport systems may be extremely useful in
the design of new chemical entities (NCE). After all, it is now well appreciated
that the most critical parameter for an NCE to survive the drug development
pipeline on its way to the market is its ADME/Tox profile. Despite the invol-
vement of solute transporters in fundamental cellular processes, most are
poorly characterized at the molecular level. As a result, we are unable to accu-
rately predict the interaction of drugs with this important class of membrane
proteins a priori, and detection of drug–transporter interactions has been
unacceptably serendipitous.

Transporter pathways can be exploited to increase oral drug absorption
in two ways: (1) designing an NCE that mimics the molecular structure of the
endogenous substrate to the intestinal transporter system or (2) piggybacking
compounds through the cell by conjugation to substrates for transport sys-
tems. Both approaches require detailed knowledge of the 3D arrangement(s)
between the substrate and transport protein. At the present time, with few
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transport proteins crystallized, structural details and affinity requirements of
transport proteins are generally unknown. The application of in silico tech-
niques is finally gaining acceptance in the transporter field as more manu-
scripts appear that use a combined biology–molecular modeling approach to
infer useful information on transporter structure–activity relationships. This
represents an opportunity for optimizing molecules as substrates for the solute
transporters and for providing an additional screening system for drug discov-
ery. Clearly, the future growth in knowledge of transporter function will be
lead by integrated in vitro and in silico approaches. The following section sum-
marizes the major transporters that have been studied to date or deserve
further attention with regard to computational modeling.

The Human Small Peptide Transporter, hPEPT1

In general, the intestinal small peptide carrier (PEPT1) is a proton-
coupled, low-affinity, active, oligopeptide transport system with broad sub-
strate specificity that enables transport of its natural substrates di- and
tri-peptides occurring in food products.125–129 The PEPT1 shows affinity
toward a broad range of peptide-like pharmaceutically relevant compounds,
such as b-lactam antibiotics130,131 and angiotensin converting enzyme
(ACE)-inhibitors.132–142 In fact, these molecules can oftentimes be viewed as
‘‘peptide-like’’ in their molecular composition. For this reason, the transporter
has been recognized as an important intermediate in the oral bioavailability of
peptidomimetic compounds.134 However, the lack of knowledge regarding
structural specificity toward its substrates has prevented the use of this trans-
porter on a more rational basis. In addition, its cellular localization to the api-
cal membrane does not provide a mechanism for cellular exit into the basal
compartment.143,144 Currently, there exists a keen interest in understanding
the structural determinants for substrates and inhibitors of this transport pro-
tein.

There have been numerous studies directed toward modeling peptide
transporters using conformational analyses to imply the molecular determi-
nants and the distances between functional groups in substrates critical for
affinity.145–148 By using b-lactam molecules, it was suggested that a carboxylic
carbon (likely to position in a positively charged pocket), two carbonyl oxygen
atoms (hydrogen-bond acceptors), a hydrophobic site and finally an amine
nitrogen atom (hydrogen-bonding region) are important features of sub-
strates.109,149 Other studies using expressed rabbit PEPT1 or human PEPT1
(hPEPT1) indicate a peptide bond is not essential for substrates of these ortho-
log transport carriers. Instead, two ionized amino or carboxyl groups with at
least four CH2 units between them, or amino acid esters of nucleoside such as
5-aminopentanoic acid and valacyclovir, permit transport.142,150–152 A recent
meta-analysis of Ki values for 42 substrates using PEPT1 data from
many sources provided a template consisting of an N-terminal NH3 site, a
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hydrogen-bond to the carbonyl group of the first peptide bond, a hydrophobic
pocket and a carboxylate-binding site.153 Other groups have confirmed these
essential features for transport.132,154 A more recent study131 generated the
first pharmacophore with 11 hPEPT inhibitors. This model agreed with the
previous models for PEPT1 as a positive ionizable feature (aligns to amine
groups) and two hydrogen-bonding regions that map-to-carbonyl groups
were identified. This model provides us with a means of predicting computa-
tionally the EC50 values for other potential hPEPT1 inhibitors in the future.
Ultimately, a much larger and more structurally diverse data set of hPEPT
inhibitors and substrates would be useful for refined modeling studies. A com-
parison with the ligand specificity of the closely related transporter hPEPT2,
which is expressed in other tissues such as the BBB, is also warranted. Numer-
ous data sets have been published for species other than humans. There are
likely differences in the binding specificity between species and between
hPEPT1 and hPEPT2, which will require elucidation as they limit our ability
to extrapolate from one system and species to another. We therefore await
more definitive computational studies on these human transporters.

The Apical Sodium-Dependent Bile Acid Transporter

The high efficacy of the apical sodium-dependent bile acid transporter
(ASBT) combined with its high capacity makes this system an interesting target
for drug delivery purposes, including local drug targeting to the intestine and
the improvement of intestinal absorption of poorly absorbable drugs. The
ASBT has recently received much attention because of its pivotal role in cho-
lesterol metabolism. Inhibition of intestinal bile acid reabsorption elicits
increased hepatic bile acid synthesis from its precursor cholesterol, thereby
lowering plasma cholesterol levels.155 Application of this approach has met
considerable clinical success using unspecific bile acid sequestrants, such as
cholestyramine and colestipol.156 Several novel ASBT inhibitors are currently
in clinical trials for the treatment of hypercholesterolemia.157

Studies with endogenous bile acids have led to a physiological under-
standing of the function of bile acid and the enterohepatic circulation. The
search for a deeper understanding of the molecular mechanism behind the affi-
nity and for recognition of molecules by the bile acid carriers in both ileum and
liver motivated groups to modify bile acids and to study the carrier affinity of
these compounds. These modifications typically entail either the substitution
of the hydroxyl groups at the 3, 7, or 12 positions by other functionalities,
or the addition to or alterations at the C-17 side chain.

A QSAR approach using topological descriptors was developed by Lack
and Weiner in the early 1970s and has been reviewed elsewhere.13 From this
and other studies the following basic aspects of bile salt absorption have been
identified. (1) The parameter Km is related to conjugation. In general, glyco-
or tauro-conjugated bile acids have a twofold higher Km value than their
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unconjugated parent compounds. (2) The parameter Vmax is independent of
conjugation but appears to be related to the number of hydroxyl groups
attached to the sterol nucleus: trihydroxy
 dihydroxy > monohydroxy, how-
ever, no single hydroxy group is essential for transport. Triketo bile acids, such
as taurodehydrocholic acid, are devoid of all hydroxyl groups and show con-
siderably less transport capacity. (3) For efficient transport, a bile acid mole-
cule must possess a single negative charge that should be located near the C-17
position of the sterol nucleus. (4) Although bile acids with two negative
charges around the C-17 position have minimal active transport, the addition
of an extra negative charge in the form of sulfonation at the C-3 position does
not preclude active transport. The replacement of the anionic moiety from the
C-17 side chain to the 3-position results in a complete loss of affinity. (5)
Stereospecificity of the hydroxyl groups on the sterol nucleus exists as shown
by substitution of this group at the 3-position with a hydroxyethoxy moi-
ety.158 The 3a-isomer was able to inhibit transport of [3H]-taurocholate in
rabbit ileal brush border membrane vesicles, whereas the 3b-isomer showed
very weak affinity and was unable to inhibit taurocholic acid transport.

Lack et al.159 proposed early on that the recognition site for bile acid
transport consists of a hydrophobic pocket on the membrane surface that fea-
tures three components: a recognition site for interaction with the steroid
nucleus; a cationic site for Coulombic interaction with the negatively charged
side chain; and an anionic site for interaction with Naþ. Supposedly, this anio-
nic site could be responsible for the reduced affinity of bile acid derivatives
with a dianionic side chain. Based on the earlier work and that of more recent
studies, the structural requirements for ASBT affinity can be generalized as fol-
lows: (1) The presence of at least one hydroxyl group on the steroid nucleus at
position 3, 7, or 12. (2) A single negative charge in the general vicinity of the
C-17 side chain (however, an additional negative charge at the C-3 position
does not prevent active transport). (3) Substitutions at the C-3 position (which
do not interfere with active transport). (4) Substitutions at the C-17 position
(which can be tolerated as long as a negative charge around the C-24 position
is retained). and (5) A cis configuration of rings A and B which must exist
within the sterol nucleus.

More recently, our group and researchers from the laboratories of Bar-
inghaus and Kramer have reported on the 3D structural requirements of ASBT
that will be of use in the development of novel substrates for this transport
protein. Using a training set of 17 chemically diverse inhibitors of ASBT,
Baringhaus et al.160 used Catalyst to develop an enantiospecific pharmaco-
phore that mapped the molecular features essential for ASBT affinity: one
hydrogen-bond donor, one hydrogen-bond acceptor, and three hydrophobic
features. For natural bile acids, they found that (a) ring D in combination
with methyl-18 maps one hydrophobic site and methyl-21 maps a second;
(b) an a-OH group at position 7 or 12 constitutes a hydrogen donor; (c) the
negatively charged side chain comprises the hydrogen-bond acceptor; and
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(d) the 3a-OH group does not necessarily map a hydrogen-bond functionality.
The ASBT pharmacophore model is in good agreement with the 3D-QSAR
model we previously developed using a series of 30 ASBT inhibitors and sub-
strates.109 In that study, the electrostatic and steric fields around bile acids
were mapped using CoMFA to identify regions of putative interaction with
ASBT. This model enabled the in silico design of substrates for ASBT, espe-
cially for conjugation at the C-17 position. It should be pointed out that our
model was silent on biological diversity around the C-3 position because of
limited molecular variability in this region; however, alterations at that posi-
tion have been described in detail by Kramer et al.161 The two indirect models
outlined above should facilitate the rational design of (pro)drugs for targeting
to ASBT. There may also be the possibility of combining models from different
groups although this may create its own problems if the data were generated
with different systems or experimental conditions.

One serious limitation of indirect structure–activity models is the inher-
ent lack of information on substrate–transport protein interactions at the
molecular level. Currently, no crystal structure exists for ASBT and it is
anticipated that suitable methods for crystallizing intrinsic membrane proteins
will not be available for several years. As an alternative to high–resolution
molecular information, we have recently constructed a model for the ligand
binding of the ASBT transport protein using knowledge-based homology mod-
eling. By using the transmembrane domains of bacteriorhodopsin as a scaffold,
the extracellular loop regions were superposed and optimized with molecular
dynamics simulations.162 By probing the protein surface with cholic acid, we
identified five binding domains, three of which are located on the outer surface
of the protein (Fig. 4). Another binding domain was located between two
extracellular loops in close enough proximity to the first binding region to
accommodate di-cholic acid conjugates; this observation explains the extreme
inhibitory capacity of this class of compounds.163 In addition to the previously
described pharmacophore and 3D-QSAR models, the molecular representa-
tion of ASBT may provide a powerful tool in the design of novel substrates
or inhibitors for this transporter.

P-Glycoprotein

The ABC (ATP binding cassette) efflux transporter, P-glycoprotein (P-gp)
is a large membrane-bound protein highly expressed at the interface of many
important organs and their environment where it acts as a barrier limiting
exposure to xenobiotics.164 In addition, P-gp expression in malignant cells
has been associated with the multidrug resistance phenomenon resulting
from the P-gp-mediated active transport of anticancer drugs from the intracel-
lular to the extracellular compartment.164 P-gp is present in the canalicular
domain of hepatocytes, brush border of proximal tubule cells and capillary
endothelial cells in the CNS.164 Expression of P-gp in such locations results
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Figure 4 Homology model for ASBT and location of putative binding sites for cholic
acid.
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in reduced oral drug absorption and enhanced renal and biliary excretion of
substrate drugs. Moreover, P-gp expression at the blood–brain barrier is a
key factor in the limited CNS entry of many drugs. The expressed level of
P-gp as well as altered functional activity of the protein due to genetic vari-
ability in the MDR1 gene appears to also impact the ability of this transporter
to influence the disposition of drug substrates.165

In terms of P-gp structure–activity relationship elucidation, photoaffinity
experiments have been valuable in defining the cyclosporin binding site in
hamster P-gp166 and indicating that trimethoxybenzoylyohimbine (TMBY)
and verapamil bind either to a single or to overlapping sites in a human leu-
kemic cell line.167 Additional studies have shown that TMBY is a competitive
inhibitor of vinblastine binding to P-gp.168 The P-gp modulator LY 335979
has been shown to competitively block vinblastine binding168 while vinblast-
ine itself can competitively inhibit verapamil stimulation of P-gp-ATPase.167

With the growth in knowledge derived from these and other studies using dif-
ferent probes and cell systems it would certainly be valuable to use structural
information to define whether unrelated molecules are likely to interact with
P-gp. Early computational studies using P-gp modulators such as verapamil,
reserpine, 18-epireserpine, and TMBY showed that these structures could be
aligned suggesting the importance of aromatic rings and a basic nitrogen atom
in P-gp modulation.169,170 A subsequent, more extensive study with 232
phenothiazines and structurally related compounds indicated that molecules
with a carbonyl group were active P-gp inhibitors.171 A model built with 21
molecules of various structural classes that modulate P-gp ATPase activity sug-
gested these molecules compete for a single binding site.172 Similarly, 19 pro-
pafenone-type P-gp inhibitors were then used to confirm the requirement for a
carbonyl oxygen that is proposed to form a hydrogen bond with P-gp.173

Klopman used MULTICASE to determine important substructural features
like CH2��CH2��N��CH2��CH2,174 while Jurs used linear discriminant analysis

with topological descriptors175 in an attempt to model this property. In 1997,
the first 3D-QSAR analysis of phenothiazines and related drugs known to be
P-gp inhibitors was described.176 This was followed by Hansch-type QSAR
studies using propafenone analogs,177,178 CoMFA studies of phenothiazines
and related drugs,179 CoMFA studies of propafenone analogues180 and simple
regression models of propafenone analogues.181,182 These latter models con-
firmed the relevance of hydrogen-bond acceptors and the basic nitrogen for
inhibitors181,182 and multiple hydrogen-bond donors in substrates being 2.5–
4.6 Å apart.183 One study utilizing a diverse array of inhibitors on P-gp
ATPase activity noted that size of the molecular surface, polarizability and
hydrogen bonding had the largest impact on the ATPase activity.56 A number
of computational approaches and models of P-gp have yielded useful informa-
tion that is usually derived from a series of structurally related molecules. A
recent experimental study suggested P-gp inhibitors with high lipophilicity
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and polarizability are more likely to be high affinity ligands for the verapamil
binding site.184 A further example relied upon 2,4,5- and 2,3,4,5-substituted
imidazoles as P-gp inhibitors to derive similar CoMFA and CoMSIA models
that showed a sterically favored region around the phenyl substituent at the
C-2 position of the imidazole ring.185

Interestingly, cytochrome P450 3A4 (CYP3A4), a drug metabolizing
enzyme with a broad substrate specificity, appears to coexist with P-gp in
organs such as the intestine and liver. These observations lead to the hypoth-
esis that there may be an interrelationship between these two proteins in the
drug disposition process. Wacher et al. described the overlapping substrate
specificity and tissue distribution of CYP3A4186 and P-gp. Schuetz et al.187

found that modulators and substrates coordinate to up-regulate both proteins
in human cell lines. Similarly, P-gp mediated transport was found to be impor-
tant in influencing the extent of CYP3A induction in the same cell lines as well
as in mice.187 More recent data suggest that there may be a dissociation of
inhibitory potencies for molecules against these proteins. Although some
molecules can interact with CYP3A4 and P-gp to a similar extent, for the
most part the potency of inhibition for CYP3A4 did not predict the potency
of inhibition for P-gp, and vice versa.164 Moreover, not all CYP3A substrates
such as midazolam and nifedipine are P-gp substrates.188 Thus, although there
appears to be a relationship between the active sites of CYP3A4 and P-gp, this
relationship is not by any means conclusive.

To account for the observed broad substrate specificities for both
CYP3A4 and P-gp, the presence of multiple drug binding sites has been pro-
posed.189–192 The first experimentally determined signs of complex kinetic
behavior for P-gp appeared in 1996 when cooperative, competitive, and non-
competitive interactions between modulators were found to interact with at
least two binding sites in P-gp.193 The multiple site hypothesis was confirmed
by other groups.194 –196 Subsequent results have indicated there may actually
be three or more binding sites.197 Steady-state kinetic analyses of P-gp
mediated ATPase activity using different substrates indicate these sites can
show mixed-type or noncompetitive inhibition indicative of overlapping sub-
strate specificities.198 Other researchers have determined that immobilized
P-gp demonstrates competitive behavior between vinblastine and doxorubicin,
cooperative allosteric interactions between cyclosporin and vinblastine or
ATP, and anticooperative allosteric interactions between ATP, vinblastine
and verapamil.199 Clearly, allosteric behavior by multiple substrates, inhibi-
tors or modulators of CYP3A4, or P-gp complicates predicting the behavior
and drug–drug interactions of new molecules in vivo. This has important
implications for drug discovery. The computational modeling of P-gp has
been extensively reviewed recently,57 where it was suggested that although
there are many datasets available for modeling, combining those data may
be complicated by incompatibilities based on the assay and cell type used.
Therefore our own modeling attempts have kept the data from different assays
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separate so as to maintain this unique in vitro model-specific integrity and to
allow for the production of computational models for specific, suggested bind-
ing sites.

Recently, we have described how computational approaches can be used
to predict inhibition of P-gp by using in vitro data derived from structurally
diverse inhibitors of digoxin transport in Caco-2 cells, vinblastine, and calcein
accumulation in P-gp expressing LLC-PK1 (L-MDR1) cells or vinblastine
binding in vesicles derived from CEM/VLB100 cells.55 Using structurally
divergent P-gp inhibitors and probe P-gp substrates, we have been able to
generate distinct 3D-QSAR models that contain hydrogen-bond acceptors,
hydrogen-bond donors, hydrophobes, and ring aromatic features. Some of
our models rank order the data in other data sets quite well, indicating partial
overlap for the binding sites probed by digoxin and vinblastine may exist.
Models based on data for inhibition of vinblastine accumulation and vinblas-
tine binding in different systems are not completely predictive for each other.
Calcein accumulation data was not ranked to a statistically significant extent
by either the vinblastine binding or the digoxin transport models. These differ-
ent results may be indicative of some of the caveats associated with molecular
modeling of each respective system in vitro. The assays for accumulation of
substrates (vinblastine and calcein) involve inhibitors crossing the LLC-PK1
cell membrane, and then presumably binding at unspecified sites within the
cells. This is clearly mechanistically different, from inhibition of vinblastine
binding to plasma vesicles of CEM/VLB100 cells where the inhibitors only
interfere with binding. The data derived with calcein and LLC-PK1 cells
may also indicate that we are dealing with binding to a separate site; however,
the pharmacophore built with calcein data is able to rank the digoxin trans-
port data, tentatively suggesting some degree of overlap of the pharmaco-
phores. Overall vinblastine and calcein accumulation pharmacophores do
not appear to be reliable for predicting the other P-gp data sets. This conclu-
sion is based on the Spearman’s rho ranking statistic, the small energy differ-
ence between null and final pharmacophores as well as the slight change in this
value following permutation. The lack of success with these two models may
be more a consequence of the limited structural diversity of the two training
sets involved (large natural product structures), which in turn produce phar-
macophores that explain less of the P-gp binding site(s) than from studies using
structurally diverse training sets.

A Catalyst model constructed with 27 inhibitors of digoxin transport by
P-gp appears to be the most useful and universal predictive model to date for
both molecules known to inhibit digoxin transport or vinblastine binding.55

This pharmacophore model contains one of the most potent inhibitors of
P-gp previously reported, namely, LY-335979 (IC50 0.059 mM,168), which
fits well to the model indicating that this may have potential for designing
molecules that fit this pharmacophore with similar or greater affinity. The vin-
blastine inhibition pharmacophore was less predictive for the digoxin data as
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judged by the model’s r2 value; however, the Spearman’s rho coefficient sug-
gested that both models are equivalent (0.68 and 0.70) at ranking the com-
pounds in the other training set. Taken individually, we may have defined
pharmacophores for what could be interpreted as multiple regions within
the same binding site of P-gp as probed by the particular substrates used in
the study. This hypothesis is based on each pharmacophore being slightly dif-
ferent in its feature content, as well as its angles and distances. However, these
differences may actually be related to the structural diversity of molecules
in each training set or the use of IC50 values in most cases rather than due
to multiple-binding regions. This is a cautionary note, for novice and seasoned
modelers alike. Naturally, Ki values relate more closely to competitive inhibi-
tors and a true binding affinity for P-gp and would be the ideal measure for
generating such models. The cross-predictivity of most data sets in this study
provide a means of model validation between IC50 and Ki data sets.55

The findings described above based on these different probes and cell sys-
tems, is representative of similar computational studies commonly used in
many laboratories. Such studies serve as an initial step toward characterization
and prediction of P-gp-mediated drug transport both in vitro and in silico.
From the above mentioned work, we hypothesized that vinblastine and digox-
in are likely to bind to P-gp at a single site. This hypothesis was created
because strong correlations between the two models were observed. The utility
of the newly derived computational models was further tested using available
literature data on verapamil-P-gp binding in vinblastine induced Caco-2
cells.184 A new P-gp inhibition pharmacophore was constructed using this
verapamil-binding data and tested with the previously generated data.54 Ana-
lyses of data using these computational models confirmed that verapamil may
interact with the vinblastine–digoxin binding site(s) in P-gp. All four pre-
viously generated pharmacophores for P-gp inhibition were useful in produ-
cing statistically significant rank ordering of the verapamil-binding
inhibition data that was utilized in this second study. The Catalyst model
(built with these 16 P-gp inhibitors of verapamil binding) was also predictive
as confirmed by the Spearmans rho value for the data generated in our pre-
vious work that was based on inhibition of digoxin transport, vinblastine
binding, and vinblastine accumulation.

Our findings suggested that vinblastine, verapamil, and digoxin have an
overlapping affinity for similar or identical binding site(s) within P-gp. The
presence of clearly defined regions in space occupied by clusters of identical
features such as hydrophobes, hydrogen-bond acceptors, and ring aromatic
features was apparent by merging all five Catalyst P-gp inhibitor pharmaco-
phores (Figure 5). To some extent, the inhibition pharmacophore for calcein
accumulation partially overlapped with the other four inhibition pharmaco-
phores but its features did stand out. The initial P-gp pharmacophore, sug-
gested by Pearce et al. in 1989169 as consisting of aromatic rings and a basic
nitrogen atom, can be extended by the pharmacophores for P-gp inhibitors.
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Using the digoxin transport model to predict 51 of the molecules from the vin-
blastine binding, vinblastine accumulation, and verapamil accumulation data
sets results in a correlation of observed versus predicted values (r2 ¼ 0:63) and
a Spearmans rho ranking correlation coefficient of 0.75 (p ¼< 0:0001,
Figure 6). This is quite acceptable as a computational model for drug discovery
where large databases need to be filtered in a cost-effective manner.

Figure 5 Five merged P-gp inhibition Catalyst pharmacophores defining areas of
hydrophobicity¼ solid circles; aromatic rings¼ bold circle, and hydrogen-bond
acceptors¼ square.
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Figure 6 Evaluation of the digoxin transport P-glycoprotein pharmacophore tested on
51 molecules. Observed versus predicted IC50 r2 ¼ 0:63, Spearmans rho¼ 0.75,
p < 0:0001, Elipse¼ 95% confidence interval.
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The utility of the P-gp inhibitor pharmacophores produced to date was
also assessed by using them to predict the rank order of other potential P-gp
inhibitors not present in the data set used to create the models. A recent pub-
lication presented data for the varying potency of P-gp inhibition of verapamil
metabolites.200 We utilized each pharmacophore model to predict the likely
IC50 of the four verapamil metabolites D-617, D-620, D-703, and norverapa-
mil. All five pharmacophores were able to identify the least potent P-gp inhi-
bitors correctly as being D-617 and D-620. These molecules are more likely to
be hydrophilic as suggested previously for other low-affinity binding inhibitors
at the verapamil site.184 Two of the pharmacophores that are based on inhibi-
tors of digoxin and verapamil binding provided useful quantitative predictions
for the inhibition of verapamil transport with verapamil metabolites. The
digoxin pharmacophore performed particularly well with the potent inhibitors
D-703 and norverapamil because these molecules fit the majority of the fea-
tures in the models. The third model, based on inhibitors of vinblastine bind-
ing, failed with D-703 (the prediction exceeded 1 log order of magnitude).
These predictions for verapamil metabolites are perhaps not totally unex-
pected because all three of these models used verapamil as a training set mem-
ber. However, the digoxin model used a much higher IC50 value for verapamil
that makes it one of the least potent inhibitors. This in turn might explain its
lower predicted value in this case. Our models for inhibition of vinblastine and
calcein accumulation differed from one another in that the latter model was
less quantitative in the nature of the predictions even though it could generate
the correct rank order for the verapamil metabolites. Once again this lack of
quantitative agreement may be a function of the complexity of the system
requiring absorption prior to the inhibition that is measured. Future studies
incorporating additional P-gp probes may define new binding sites or aid in
the generation of more detailed pharmacophores that could prove valuable
for both drug discovery and screening. Molecular-modeling studies like this
have the potential to enhance our understanding of complex transporters
such as P-gp without having a crystal structure, and such studies may be
applied to other systems as well.

The hypothesis that some of the substrate probes for P-gp bind to similar
sites was tested further. By alignment of verapamil and digoxin followed by
fitting vinblastine, it was possible to identify possible common features across
all three substrates. All three molecules have extended conformations with
hydrophobic and hydrogen-bond acceptor features in common. These features
are distributed toward the extremities of the molecules. This P-gp substrate
pharmacophore therefore appears to be consistent with the features present
in some of the inhibitor pharmacophores generated previously.54,55 The align-
ment of other known P-gp modulators such as TMBY and reserpine was eval-
uated with this P-gp substrate model derived from the verapamil and digoxin
alignment. Both TMBY and reserpine molecules could be fit to multiple fea-
tures of the pharmacophore in the extended conformations and reserpine
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was also fitted to similar pharmacophore features as verapamil. This finding is
once again in agreement with previous work in which the reserpine analogues
were aligned using different software169 and provided additional support
for our suggestion that vinblastine, verapamil and digoxin are likely to bind
to similar sites in P-gp. Our findings are also consistent with available in vitro
data for binding of substrates.167,168 These recent in vitro and in silico
approaches appear to confirm the chemical features deemed to be important
for binding to this site as either substrates or as inhibitors. A recent pharma-
cophore model for P-gp substrates based on 144 molecules, generated 3 million
pharmacophores (using in-house software).58 Of those pharmacophores, an
ensemble of 100 was used for predictions.58 A threshold of 20 pharmaco-
phores was set such that molecules matching less than this number would
be indicated as nonsubstrates. This model correctly classified 80% of the train-
ing set but only 63% of the test set.58 The pharmacophores used contained
hydrogen-bond donors, hydrophobic, and aromatic ring features, but the
hydrogen-bond acceptor was felt to be the most important feature. The utility
of this model may be limited by its relatively poor predictivity, however,
improvements could be made by increasing the amount of training data.
Further pharmacophore-based approaches201 using GASP alignments to vin-
blastine and to rhodamine 123 have been carried out to understand the vera-
pamil binding site.201 Those studies revealed similar pharmacophore
requirements as proposed earlier. Multiple hydrophobic and hydrogen-
bonding interactions were described.201 A small number of P-gp ligands
were superimposed with SYBYL and MOLCAD by Garrigues et al.202 to
generate two pharmacophores. The resulting models were validated with
only two additional compounds, however. The generation of data for P-gp
in other species including rat and mouse203 will aid in our understanding of
the binding sites of this transporter.

When the P-gp pharmacophores in previous studies54,55 are compared
with pharmacophores for inhibitors and substrates of CYP3A97,204 (Figure 7),
some similarity is found between them.54,55 Both P-gp and CYP3A share phar-
macophores with multiple hydrophobic features and at least one hydrogen-
bond acceptor feature albeit in slightly different arrangements. This might
explain why potent CYP3A4 inhibitors are not necessarily potent P-gp inhibi-
tors164 or substrates.188 This slightly different arrangement helps clarify the
independent nature of the relationship between ligands that bind to these
two proteins.

Vitamin Transporters

The ascorbate transporter SVCT1 has been shown to be inhibited by
some flavonols such as quercetin but less so by the related catechins.205 The
absence of the ketone at the 4-position of the C ring has a dramatic negative
effect on the potency of inhibition, suggesting that a key hydrogen-bonding

Transporter Modeling 361



interaction is required for maximal inhibition. The addition of a glycone group
on the C ring also affects inhibition suggesting that the transporter has some
size limitation. Quercetin is a noncompetitive inhibitor of SVCT1 as well as
the glucose transporter GLUT2.205 No QSAR has been generated to our
knowledge for the SVCT1 or GLUT2 transporter for either substrates or inhi-
bitors to date. Development of a QSAR may be valuable for prodrug design as
a viable means to improve membrane penetration of some drugs by addition of
an ascorbic acid mimic.206

Organic Cation Transporter

The organic cation transporter, OCT1, is likely to play a role in the hepa-
tic elimination of many cationic drugs.207 A number of studies have described
new molecules that interact with OCTs.208,209 Understanding the 3D features
fundamental to molecular interaction with the transporter would thus be
valuable. Hydrophobicity and basicity may be important substrate require-
ments for interaction with the OC transporters on the apical and basolateral
membranes of the rat renal proximal tubule210 and on the apical and baso-
lateral transporters in rabbit.211–213 Structure–activity relationships have
been developed for substrates of the OCþ/Hþ exchanger.212 The binding site
of the luminal transport step of rabbit renal proximal tubules, the OCþ/Hþ

exchanger, includes a planar hydrophobic surface that is sufficiently accom-

modating so that no steric exclusion is evident when a planar (9� 12Å) hydro-
phobic mass is rotated about an N-pyridinium center. A more recent study
with OCT1 used a number of structurally diverse ligands to derive QSAR
models with ClogP alone or with multiple descriptors in Cerius2 and a phar-
macophore model with Catalyst.214 Future detailed computational studies
undoubtedly will be required for both human OCT1 and OCT2 to understand
their individual specificities.

Figure 7 The partial similarities between a substrate pharmacophore for CYP3A4 (a), a
CYP3A4 autoactivator pharmacophore (b), and a CYP3A4 inhibition pharmacophore
(c). Legend: H¼ hydrophobe; HBA¼ hydrogen-bond acceptor; HBD¼ hydrogen-bond
donor.
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Organic Anion Transporters

The rat kidney organic anion transporter (OAT) is characterized by its
transport of p-aminohippurate, cAMP, and cGMP and by its inhibition by var-
ious anionic drugs. Although there have been many studies with rat OATs
showing inhibition with beta-lactam antibiotics215 and with other drugs, there
have been no QSAR studies. A comprehensive review of transporters involved
in organic anion transport208 indicates there is little published on the topic of
ligands for the human OATs. However, a recent study described the interac-
tions of 12 NSAIDS with hOAT1, hOAT2, hOAT3, and hOAT4.216 Both
hOAT1 and hOAT3 demonstrated higher affinity binding with NSAIDS. It
was suggested that this high affinity may explain some adverse physiological
reactions. This small dataset might provide a viable starting point for a
pharmacophore analysis of these transporters that in turn could be used for
comparison with the hOCT pharmacophores generated to date.

Nucleoside Transporter

Nucleoside transporters (NTs) are important in mediating transport of
nucleosides and nucleoside drugs (e.g., antiviral and anticancer drugs) across
cell membranes.217 These transporters can be classified into two broad cate-
gories: the Naþ-dependent concentrative (energy-dependent) transporters,
which physiologically mediate influx of nucleosides, and the Naþ-independent
equilibrative (or facilitative) transporters, which mediate both influx and
efflux. Five principal Naþ-dependent concentrative nucleoside transporters
(CNTs) have been identified so far. Of these, only two CNTs, CNT1 and
CNT2, are found to be functionally present in the epithelial cells of organs
important for drug absorption (intestine) and elimination (kidneys). Both
CNT1 and CNT2 transport uridine and adenosine218 and are insensitive to
inhibition by nitrobenzylthioinosine (NBMPR). The equilibrative transporters
mediate both the influx and efflux of nucleosides and exhibit broad substrate
specificity, accepting both purine and pyrimidine nucleosides as permeants.
Equilibrative nucleoside transporter 1 (ENT1, es) is inhibited by NBMPR con-
centrations as low as 0.1 nM (IC50 �0.4 nM), whereas the ENT2 (ei) trans-
porter is insensitive to inhibition as high as 1 mM (IC50 �2.8 mM).217 The
ENT1 transporter is expressed in most, if not all, cell types while ENT2 is
selectively expressed in some tissues such as muscles. By using a chimeric
transporter T8 containing the rat N1 and N2 transporters, it was suggested
that purine and pyrimidine nucleosides share a common binding site.219 A
structural inhibitory profile for the N1 and N2 transporters in human intes-
tinal brush border membrane vesicles was produced using two concentrations
of anticancer and antiviral drug analogues.220 It was found that the 30-oxygen
in the ribose ring is required for inhibition. Further, the N2 transporter
can tolerate substitution at the 50-position, whereas the N1 transporter is
more sensitive to substituents. The ribose or 20-deoxyribose is necessary for
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high-affinity interaction with both transporters. The 6 and 8 position on uracil
and adenosine, respectively, are critical for inhibition of N1 and N2 transpor-
ters.220

Our laboratory has compared the relative and the unified structural
requirements of nucleosides for high-affinity interaction with hCNT1,
hCNT2, and hENT1.221 By using nucleoside transporter inhibition data
from a series of uridine and adenosine analogues (and a variety of nucleoside
drugs),219,220 a unique pharmacophore model for each transporter was gener-
ated with DISCO. Two multivariate regression analyses, CoMFA and GOLPE,
were used to generate QSAR models that correlate substrate–inhibitor struc-
tural features with their binding affinities. The overall qualities of the resulting
models were then used to construct more comprehensive models. It was found
that both the hydrogen-bond acceptor and donor surrounding the 30 carbon is
required for hENT1 substrates. It was also found that a hydrogen-bond accep-
tor on the ribose next to the pentose ring is important for hCNT2 substrates,
whereas hydrogen-bonding at the 50 carbon is important for hCNT1 affinity.
The CoMFA and (GOLPE) QSAR models with cross-validated r2 values of
0.52 (0.69), 0.65 (0.69), 0.74 (0.70) were derived for hCNT1, hCNT2, and
hENT1, respectively. The hCNT1 QSAR model displayed mainly hydrogen-
bonding features, whereas hCNT2 and hENT1 exhibited electrostatic and
steric features. Quantitative results correlated well with experimental analyses,
suggesting subtle and unique structure–activity correlation for each nucleoside
transporter. These QSAR models should now allow for the design of high-
affinity nucleoside transporter inhibitors and substrates for both anticancer
and antiviral therapy.

Breast Cancer Resistance Protein

The identification of a new ABC transporter termed the breast cancer
resistance protein (BCRP, MXR, ABCG2) has revealed that increased expres-
sion of this transporter results in resistance to anticancer therapeutics. The
recent suggestion that this transporter is also expressed in the intestine suggests
that this transporter could also be important in limiting bioavailability and
that Caco-2 cells express this at the level seen in the jejunum.222 Understand-
ing early in discovery how other drugs, and in particular new anticancer
agents, are readily transported by this protein is important. To date, there are
limited SAR type studies from which to initiate computational modeling. In
fact, there exists only one with a large number of molecules, consisting of
42 diastereoisomeric mixtures of fumitremorgin-type indoyl diketopiperazine
inhibitors of BCRP.223 A further study focusing on the topoisomerase I
drugs has described the affinity for BCRP (in decreasing order) as SN-38 >
topotecan > 9-aminocamptothecin > CPT-11 > NX211 > DX8951f >
BNP1350.224 Future studies analogous to those with P-gp will be necessary
in order to generate more generally predictive computational models for BCRP.
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Sodium Taurocholate Transporting Polypeptide

The transport of bile acids in the liver occurs via the sodium taurocholate
transporting polypeptide (NTCP). Alterations in this activity contribute to
cholestasis. A recent evaluation of 33 molecules (including commonly used
drugs) to assess drug-induced cholestasis found that besides bile acids, propra-
nolol, progesterone, cyclosporine, and a number of oligopeptides are potent
inhibitors of taurocholate uptake.225 Eight of these molecules demonstrated
an IC50 between 1 and 264 mM and recently have been used to generate
a pharmacophore that consists of two hydrophobic features and two
hydrogen-bond donor features226 (Figure 8). Interestingly, it has also been
reported that class I antiarrhythmics can enhance bile acid uptake via this
transporter, which to date has not been studied in detail.225 A more complete
QSAR analysis for this transporter is required in the future.

ENZYMES

Cytochrome P450

Since their discovery as heme thiolate proteins in the late-1950s, the
cytochrome P450s have been recognized as the largest family of enzymes

Figure 8 A pharmacophore for the human hepatic sodium-dependent bile acid
transporter using eight molecules and IC50 values demonstrating two hydrophobic
features (bottom right) and two hydrogen-bond donors (top left and top right). The
observed versus predicted data resulted in a correlation r ¼ 0:97. A training set member
(ursodeoxycholic acid) is shown fitted to this pharmacophore.
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known to be present across all organisms with CYP51 being present in every
phyla.6 The cytochrome P450 enzymes are considered by some to be the most
important enzyme family in terms of endobiotic and xenobiotic metabolism
because of their ubiquity and because they are expressed within many tissues
such as the liver and intestine. By the 1970s, this superfamily started to grow,
and through the 1980s–1990s many of them were purified, cloned, or
expressed in other cell systems that allowed for a great deal of characterization
and understanding of the requirements needed for substrate and inhibitor
action. Some cytochrome members are human enzymes (families 1, 2, and
3) that were thought to be important for xenobiotic metabolism, and therefore
were more widely studied than others. The use of in vitro systems to elucidate
potential drug–drug interactions (DDI) became readily adopted by drug com-
panies and the FDA. The cost of this research focus was offset by the lack of
study of other enzymes, especially those outside of the CYPs involved in con-
jugative metabolism.

Unfavorable DDIs are clearly important and clinically relevant.227 Even
though in some populations the number of DDIs may seem small, they are an
important factor in determining whether or not a new chemical entity will suc-
cessfully make it beyond a drug discovery program to development. In addi-
tion, the late discovery of a clinically significant DDI could be costly in terms
of the financial investment of a particular project. Therefore it is important to
screen for potential interactions228 early on, to aid in the selection of the most
appropriate in vivo studies.229,230 In this regard, drug interactions with cyto-
chrome P450s (CYPs) are particularly important,231 but ultimately avoidable
(depending on the therapeutic index), even though drug metabolism is com-
plex and to some extent predictable by careful assessment of structure–activity
relationships. The enzymes CYP1A2, CYP2C9, CYP2C19, CYP2D6, and
CYP3A4 represent > 90% of total hepatic P450232 and nearly 80% of thera-
peutic drugs are metabolized by these same enzymes.233 Interaction with one
or more of these enzymes in vivo would thus pose a potentially relevant event,
clinically. In recent years, in vitro systems have proved invaluable in predicting
the likelihood of DDI231 because they allow identification of the CYPs respon-
sible for metabolism as well as determination of the relative contribution to
overall elimination of the inhibited pathways.234 Because the number of mole-
cules synthesized by pharmaceutical companies has increased dramatically
with the utilization of combinatorial chemistry, there is now a shift in empha-
sis toward earlier implementation of higher throughput in vitro studies for
metabolism235,236 or lead optimization.237

The CYPs may be involved in many DDIs because of their affinity for
hydrophobic molecules of varying sizes. It is widely believed that an under-
standing of DDIs at the molecular level may lead to the development of
more effective and safer therapeutics. In the absence of a freely available
crystal structure for any of the human CYPs, there is an obvious need to
build computational models in an attempt to predict drug metabolism and
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interactions prospectively. Many approaches have been taken using various
tools in this regard. Comprehensive analysis of existing physicochemical
data, protein homology data, nuclear magnetic resonance (NMR) data, site
directed mutagenesis results and insights from QSAR approaches have all
been used. Recent reviews have described and compared the many pharmaco-
phores for CYPs.24,238 The foundation for those types of studies were laid in
the late-1960s by Hansch et al. using mathematical approaches that include
lipophilic character to describe metabolic characteristics of drugs. In the inter-
vening years, there was a great emphasis on developing in vitro approaches for
metabolism such that we are now aware that there exist many human CYPs of
importance. The distribution of these enzymes, their expression in various tis-
sues and the extent to which they metabolize commercially available drugs has
also been widely studied. A major advance in technology for in vitro studies on
drug-metabolizing enzymes involves the availability of recombinant enzymes
both for CYPs and phase II enzymes. These recombinant CYPs have enabled
the development of high throughput screens for DDIs and, concurrently, have
provided increasingly large databases of molecules for computational model-
ing. This reductionist perspective may be problematic because removing mole-
cules early in drug discovery based upon their poor performance in these
screens may not account for molecules that may be dosed at significantly lower
concentrations than usually assessed for CYP inhibition. Initially, 3D-QSAR
models were built with CYP data derived from human liver microsomal
data using a substrate probe shown to be relatively selective for the enzyme
in question. This is likely not to be as clean a system as using the purified
enzyme, hence models derived from such data are less desirable.

CoMFA models were first used with CYP1A2,239 CYP2A5,240 and
CYP2C9,241 using relevant conformers of inhibitors to suggest key functional
groups, the geometry of selected structural features, and regions of electro-
static and steric interactions. Those studies typically used data from human
liver microsomes and a probe substrate. More recently, QSAR models have
been built after analysis of literature data including recombinant-derived
kinetic values for enzymes such as CYP2B6,100,242 CYP2C9,241,243 and
CYP2D6.244 There have been a number of groups that have combined phar-
macophores with homology models of either bacterial CYPs241,245–247 or the
recently crystallized rabbit CYP2C5/3.242–244,248 One study generated a
homology model of CYP2B6 based on CYP2C5 (48% sequence identity)
and also modeled the missing F and G helices by unconstrained molecular
dynamics.249 This study249 and others242,250 have shown the importance of
hydrophobic interactions with substrates using homology modeling that had
also previously been suggested by a pharmacophore.100 Because the CYP phar-
macophores have been described previously, the reader is referred to the pri-
mary literature cited.

Members of the CYP3A family of enzymes are the most important
in terms of human drug metabolism,251 because they have wide substrate
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specificity and are inducible by structurally unrelated compounds.252 At pre-
sent, we are aware of four differentially regulated CYP3A genes in humans:
CYP3A4, CYP3A5, CYP3A7, and CYP3A43. The CYP3A4 gene is dominant
in terms of hepatic expression and is inducible.251 The CYP3A5 gene is poly-
morphically expressed in the liver and may constitute as much as 50% of
hepatic CYP3A in a third of Caucasions and one-half of African Americans
within the population.253 The CYP3A7 gene is the fetal form of CYP3A and
is believed to be of low abundance in adult liver251 while CYP3A43 is newly
identified with, at present, little understanding of its expression and catalytic
activities.254 One enzyme in particular, CYP3A4, has drawn considerable
attention over the past decade because it metabolizes a large percentage of
the molecules that are substrates for the CYPs.251 Computational modeling
of ligands for this enzyme has defined hydrogen bonding and hydrophobicity
as important determinants of substrates.204 (Figure 7). While computational
inhibitor models of CYP3A4 differ slightly (depending on the substrate probe
used in vitro) they maintain the trend of highlighting hydrophobic and hydro-
gen-bonding features.97 More recently, there has been a focus on studying the
regulation of human CYP3A with the intent to understand the expression of
this enzyme and the variability in bioavailability and clearance of its substrates
across the population253 as well as for understanding drug–drug interac-
tions.255,256 One of the few early QSAR studies of inducers of CYPs based
on in vitro and in vivo data assessed the rat CYP3A family and described
the electrostatic potential maps for 16-substituted pregnenolones. From that
QSAR, it was suggested that the length of the 16a substituent is related to
the in vivo and in vitro induction while the steroidal skeleton of these mole-
cules is involved in lipophilic (hydrophobic) interactions.257 A QSAR study
with 14 steroid inducers of rat CYP3A showed that the difference between
frontier orbital energies, �E, correlated well with biological activity.258 The
authors also suggested that hydrogen bonding and hydrophobic interactions
would be important in the receptors involved in induction. It was several years
before we were able to predict induction of human CYP3A4, and it took the
discovery of a new nuclear hormone receptor to catalyze that development
(described later in this chapter as the pregnane X receptor).

Assessment of the inhibitory potency of CYP3A enzymes is often
included as a first tier screen in early drug discovery alongside CYP2D6. Fluor-
escent probe substrates are now widely used for this screening purpose and
offer the advantages over conventional compounds of being amenable to
high throughput and being capable of real-time analysis.259,260 Data from
such front-line screening tests is often supplemented with that from traditional
substrate probes.261 The interaction between CYPs and their substrates in vitro
is complex, as exemplified by CYP3A4.189,190 Incubation buffer constituents
appear to be able to alter the behavior of the enzyme262 in addition to the con-
formation of the CYP3A4 active site.263 Furthermore, inhibition of the
CYP3A4 catalysis is substrate dependent.259,264,265 In a study of CYP3A4
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inhibition utilizing 10 substrates and 34 inhibitors, it was shown that CYP3A4
substrates could be clustered into more than three groups according to the
effects of the inhibitors.265 Data from various studies are consistent with
the active site of CYP3A4 simultaneously accommodating two or more sub-
strate molecules.190,266,267 Kinetic models have been proposed for two sub-
strate molecules binding simultaneously to the CYP3A4 active site.190,268

Updated kinetic models for the interaction of these multiple molecules in the
binding domains within the active site have also been developed.269 Midazo-
lam has been used to covalently modify a site occupied by triazolam in
CYP3A4, in preference to a site occupied by testosterone.270 Experimental
evidence derived from substitution of substrate recognition residues in the
CYP3A4 active site suggests that there exist two substrate-binding subpockets
and one ‘‘effector–binding’’ region266 similar to previous suggestions of a
hydrophobic domain that is considered as being important for activa-
tion.204,271

An alternative hypothesis for the observations of substrate-dependent
inhibition of CYP3A4 activity is that the enzyme exists in multiple conforma-
tions.272 Another theoretical model proposes the concept of ‘‘nested allosterism’’,
where multiple conformations of the enzyme exist both in the presence and
absence of substrate, and where each conformer is sensitive to allosteric
effects.273 Mathematical and computational models have generated some use-
ful information on ligand binding for CYP3A substrates204 and CYP3A4 inhi-
bitors.97,274 Pharmacophore models in particular have offered the advantage
of providing an interpretable visual representation of the structural features
of compounds important for binding to CYPs as well as being able to provide
a reasonably predictive model.22,24 These models are unified in suggesting the
importance of hydrophobicity for CYP3A4 substrates.

Because members of the CYP3A family of enzymes are the most impor-
tant in terms of human drug metabolism,251 have wide substrate specificities,
and are inducible by structurally unrelated compounds,252 it is of value to
understand some of the important features of ligands that bind to these
enzymes. Previously, we showed the utility of generating computational phar-
macophores for CYP3A4 substrates204 and inhibitors97 using Ki (apparent) and
IC50 data (as summarized with other CYP pharmacophores,24 Figure 7). This
approach was also used to determine the important features of autoactivators
of CYP3A4 that possess three hydrophobic features and one hydrogen-bond
acceptor204 (Figure 7b). This finding seems to agree well with site-directed
mutagenesis data from another group.271 A neural network has been applied in
an attempt to differentiate between substrates and inhibitors of CYP3A4. In
that study, literature data was collated from the human P450 metabolism
database.275 The model derived from that neural network was used to predict
previously published data on structurally diverse CYP3A4 inhibitors,97 but
the model did not rank correctly the Ki data. The inhibitor LY024410
(Ki 701 mM) had the same score as most of the other molecules (Ki range
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1.8 – 492.7 mM), while LY213829 was misclassified as a noninhibitor (Ki 6.6
mM). It remains to be seen whether such a wide classification of inhibitors is
useful for drug discovery screening. The recent crystallization of CYP3A4 by
researchers at Astex now presents an opportunity to validate all of the avail-
able computational models to date and to discern how activators and autoac-
tivators behave in the active site of that protein. It is hoped that crystal
structures for CYP3A5 and CYP3A7 will become available in the near
future because such structures could provide some additional insight into
the endogenous and developmental role of all of the members of the CYP3A
family.

Epoxide Hydrolase

The epoxide hydrolases are known to catalyze the hydrolysis of epoxides
or arene oxides to diols by addition of a water molecule. This process is
thought to be a two-step process involving the formation and hydrolysis of
a covalent acyl- or alkyl-enzyme intermediate. Both microsomal and soluble
forms of the enzyme possess activity toward toxic xenobiotic epoxides. The
soluble epoxide hydrolase (sEH) has an endogenous role in the hydrolysis of
the epoxides of arachidonic and linoleic acid, known regulators of vascular
permeability. The potential for therapeutic utility has been explored by gener-
ating numerous inhibitors of sEH. Several studies have generated QSAR mod-
els for sEH. A QSAR using Hansch substituents for 27 chalcone oxide
inhibitors of mouse sEH suggested that steric and electronic features are
important mediators of inhibition.276 Human data with the same molecules
produced a weaker correlation.276 A CoMFA analysis of murine sEH inhibi-
tors by molecules like benzoylureas, arylureas, and other analogues was per-
formed using 37 molecules.277 Large sterically unfavorable fields were found
above the A ring and the urea bridge of benzoyl-phenylureas, while sterically
favorable areas were found below the A and B rings of the 37 molecules ana-
lyzed. In addition, a number of negative electrostatic potential fields were pre-
sent around the whole molecule along with a positively charged area beneath
the carbonyl carbon atom that is important for activity.277 These computa-
tional models complement the murine X-ray crystallographic data and site
directed mutagenesis studies confirming key roles for Tyr465 and Tyr381 as
hydrogen-bond donors to the urea carbonyl group and that Asp333 is involved
in the nucleophillic attack.278,279 Crystallization of the human sEH enzyme
will be of value in the future to test QSAR models generated with human inhi-
bitors. This in turn will allow us to predict the likelihood of epoxide hydrolysis
for other xenobiotics that may not be as desirable.

Monoamine Oxidase

The monoamine oxidases are present in the outer membrane of
mitochondria and are known to catalyze oxidation of many important
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neurotransmitters. Monoamine oxidase A (MAO-A) inhibitors are valuable
antidepressants and antianxiety molecules while monoamine oxidase B
(MAO-B) inhibitors have found use in treating Alzheimers and Parkinsons dis-
ease. Consequently, there has been considerable interest in developing reversi-
ble inhibitors of these enzymes.280 Besides their importance in the CNS as a
therapeutic target, these enzymes are expressed in the liver (to some extent)
and they may have a role in the metabolism of xenobiotics thus providing
an opportunity for DDI.281 Structure–activity data have been generated with
either the rat brain282 or rat liver283 mitochondrial preparations for only a nar-
row chemical series to date. A study of 16 pirlindole inhibitors (IC50) with
MAO-A and MAO-B showed that most inhibitors were more potent against
MAO-A. A CoMFA analysis used subsets of these molecules and indicated
that the active site of MAO-A can accommodate long rigid molecules. Contra-
rily, with MAO-B, flexible and more hydrophobic molecules are preferred.283

For a series of 19 condensed pyridazines and pyrimidines (IC50 values gener-
ated with MAO-B), a QSAR analysis using Hansch, electronic constants,
enthalpic, and entropic contributions as well as volume descriptors also
showed hydrophobicity being the most important parameter relating to inhi-
bitor binding.282 A CoMFA analysis based on 16 indolylmethylamine deriva-
tives (Ki data is available for both MAO-A and MAO-B) showed there exist
similar contributions from steric, electrostatic, and solvation terms for MAO-
A and MAO-B and that the indole ring appears to act with different electro-
static responses toward each enzyme.284 A large series of coumarin derivatives
has also been evaluated and their IC50 values were used for deriving Hansch-
type QSAR and CoMFA/GOLPE models with 41 and 44 molecules for MAO-
A and MAO-B, respectively. Only the electrostatic field was able to explain the
MAO-A data. Better statistics were derived for the MAO-B model using steric,
electrostatic, and hydrophobic fields.285 In general, the findings of this latter
study are in agreement with those described previously by others, where
hydrophobicity was found to be a factor leading to increased selectivity for
MAO-B while the presence of a sulfonic ester at the 7-position of the molecule
increased MAO-A activity.285 A further study has relied upon Catalyst to
correlate MAO inhibition with structure for five molecules.286 The model con-
tained a carbamate group, an aromatic hydrophobe, a hydrogen-bond donor–
acceptor and a hydrogen-bond donor. When fitted to experimental binding
data it suggested that 6-carbamoyl-N-propargylaminoindans are less potent
than 6-carbamoylaminoindans.286 The appearance of large diverse human
MAO-A and MAO-B data sets in the literature appears to be some way off
in the future. For now, models for the human enzymes will have to assume
there is some similarity to the rat enzymes. The few examples where human
enzyme have been used involve MAO-A. Structure–activity relationships
(based on Kd values) have been generated for phenethylamines and benzyl-
amines. The rate of substrate oxidation correlates best with electronic substi-
tuent effects for para substituted benzylamines,287 while the Taft steric value
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for alkyl side chains was found to be related linearly to the observed binding
affinity.288

Flavin-Containing Monooxygenase

The flavin-containing monooxygenases FMOs are important in the
N-oxidation of nucleophiles.289 Few quantitative studies suitable for deriving
a QSAR have been performed on this enzyme family, although one research
group has suggested (after using a size analysis and in vitro Km determination)
that human FMO1, which is known to metabolize imipramine and orphena-
drine, can also metabolize methimazole, thoiurea, and phenylthiourea, but not
1,3-diphenylthiourea. This and other members of the FMO superfamily may
benefit from future QSAR studies once sufficient data is generated.

Sulfotransferases

The formation of sulfate conjugates of both endogenous and exogenous
molecules occurs via the cytosolic enzyme sulfotransferase superfamily utiliz-
ing phosphoadenosine phosphosulfate (PAPS) as the donor. There may be 10
or more of these enzymes in humans one of which (SULT1A3) is expressed in
the intestine and is important for the sulfation of amine neurotransmitters,
drugs, and other xenobiotics. This enzyme was recently crystallized and
experimental Km data was used to derive a QSAR.290 This stepwise regression
QSAR suggested that hydrogen bonding and hydrophobicity are important for
binding to the enzyme, which is consistent with the crystal structure that con-
tains three hydrophobic phenylalanine residues creating a hydrophobic site.
The expression of SULT1A3 in the breast and the potential for this enzyme
to metabolically activate promutagenic derivatives of heterocyclic amines,291

suggests that computational models of this or other related enzymes may also
be useful.

Considerable amounts of Km data have been generated for the rat hepatic
aryl sulfotransferase (AST IV) that has a broad substrate specificity. These data
provide some understanding of the influence of substrate structure and stereo-
specificity on catalysis.292 One research group has also analyzed the kinetics of
sulfation for primary293 and secondary294 alcohols, 1-aryl ethanols,295 and
N-alkyl-N-hydroxyanilines.296 These data, in total, present a valuable starting
point for QSAR analysis of this enzyme. It is presumed that hydrophobicity
and steric effects play a large role in determining the specificity because there
are clear limits to the size of molecules that can act as substrates.293 Homology
modeling has also played a role in interpreting binding of inhibitors as well as
substrates and their proximity to PAPS.296 A recent CoMFA and homology
modeling study used 35 molecules as the training set and a six molecule test
set, which were combined to predict Kcat/Km.297 Perhaps we can use the rat
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data and use computational models for this and other rat sulfotransferases to
eventually aid in predictions for human sulfotransferases.

Glucuronosyltransferases

Glucuronidation of small lipophillic molecules is an important metabolic
process for the clearance of drugs, endobiotics and xenobiotics in all mamma-
lian species.298 In numerous instances, drugs azidothymidine (AZT), valproic
acid, propofol, morphine, and others) are cleared extensively by direct glucur-
onidation,299 although in many other cases the involvement of glucuronida-
tion is restricted to the conjugation of glucuronic acid to metabolites of
phase I oxidative metabolism. In cases where drugs are significantly glucuro-
nidated independently of phase I metabolism, the functional group to which
the glucuronic acid is transferred can be a hydroxyl group (phenolic or alipha-
tic), a carboxylic acid, or in some cases an amino group (primary, secondary,
or tertiary).

The uridine diphospho-glucuronosyltransferases (UGT) family can be
separated into two distinct subfamilies by sequence similarity. The UGT1
and UGT2 family of isoforms are known to be encoded by individual genes.300

Characterization of cloned and expressed human UGT has demonstrated that
many UGT family 1 isoforms are capable of glucuronidating phenols to vary-
ing degrees including UGT1A1,301 UGT1A3,302 UGT1A4,303 UGT1A8, and
UGT1A10.304 The UGT family 2 isoforms also display activity toward phe-
nols, although substrate acceptance and rate of glucuronidation appears to
be more restricted for UGT2B15305 and UGT2B7.306 Two of the earliest
UGT isoforms examined were done so on the basis of their ability to glucur-
onidate phenols. Both UGT1A6 and UGT1A9 were classified as phenol UGT
isoforms due to the high turnover rates of these substrates.307 The UGT1A9
demonstrated greater proficiency in glucuronidating bulky and complex phe-
nols than UGT1A6, which was considered to be capable of glucuronidating
only simple or planar phenols.307 The high glucuronidation activity toward
simple phenolic substrates has been shown to be present in human liver micro-
somes308 and UGT1A6 comprises a significant proportion of liver UGT
1-naphthol glucuronidation capacity.309

Phenols have also been used as probe substrates for simple structure–
activity relationship modeling, but very few reports of glucuronidation QSARs
have been reported. Enzyme activity data sets for phenols and for benzoic
acids incubated with rabbit and rat liver microsomes (published before UGT
heterogeneity was recognized) have subsequently been used for QSAR model-
ing.80,310,311 Since those original reports, much of the data contained within
has been reanalyzed.312 Kinetic constants for simple phenolic substrate
glucuronidation were modeled by QSAR to characterize a partially purified
rat UGT.313 Using rat microsomal systems for this type of work further
complicates any modeling of a heterogenous population of enzymes that can
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display a considerable overlap in substrate specificity for different types of sim-
ple compounds. By accounting for these problematic assumptions, it seems
likely that models derived from rat microsomes are limited in the information
they provide. The generation of a QSAR for inhibitors in vitro and substrates
in vivo has afforded us some degree of understanding of the rat UDPGT.314,315

The benefit of studying isolated enzymes is that complications introduced by
trying to predict the glucuronidation activities of a heterogenous population of
isoforms are avoided, and, the substrate physicochemical parameters can be
related directly to their influence on activity and affinity of a single active site.

A more recent study described the glucuronidation of simple 4-substi-
tuted phenols by the human UGT1A6 and UGT1A9 isoenzymes.316 The

Cerius2 genetic function approximation software was used to produce models
for these isoenzymes. Models to determine whether the Km for phenol glucur-
onidation could be predicted were generated for UGT1A6 and UGT1A9 using
a range of molecular surface (MS-WHIM) and atomic (AT-WHIM) descrip-
tors. The models were used to compare the way these two isoforms glucuro-
nidate phenols. These models were also used to determine the viability of
developing QSAR models for more complex and diverse substrates in the
future.

Although the molecules that were screened by testing with both isoforms
vary only in the substituent at the 4-position, this position seems to be an espe-
cially important factor in determining whether a compound is or is not a sub-
strate of UGT1A6. Again, UGT1A9 was shown to be proficient at
glucuronidating a wide range of substituted phenols as reported previously.307

This is the first indication of significant differences between the two isoforms.
By comparing the Km values for the set of phenol substrates that are glucuro-
nidated by both isoforms, one finds substantially lower Km values for UGT1A9
than for UGT1A6 even though the ranges of Vmax are similar. Another point of
interest is the observed trend between UGT1A6 Vmax and the molecular
volume of substrates. Even without the application of QSAR analysis it was
clear that UGT1A6 Vmax values decrease as the bulk of the para-substituent
increases.

Glucuronidation of 19 indolocarbazoles in human liver microsomes was
carried out in an attempt to assess substrate specificity.317 Generation of mole-
cular structures followed by semiempirical molecular orbital energy minimiza-
tion showed that molecules with a diameter > 14.5 Å perpendicular to the
phenolic O-position are not glucuronidated. Further studies with the recombi-
nant enzyme suggested that UGT1A9 is responsible for this glucuronida-
tion.317 To date, datasets of UGT1A8 and UGT1A10 Km values have not
been used for QSAR generation.318

A recent study used new (unpublished) and published data together to
generate 2D-QSAR (Cerius2 and Dragon) and 3D-QSAR (Catalyst) pharmaco-
phore models for human UGT1A1 and UGT1A9 inhibitors as well as for

374 Development of Computational Models for ADME/Tox Proteins



UGT1A4 substrates.319 A chemical feature was developed in Catalyst that
could recognize the potential for glucuronidation by a nucleophilic atom.
This feature was then used in subsequent HipHop and Hypogen models. These
two latter types of models contain similar orientations of features and contain
at least two hydrophobes and one glucuronidation feature.319 The recent sug-
gestion that UGT1A1 induction may arise via a novel signaling mechanism (as
observed in HepG2 cells following treatment with a number of flavonoids)320

raised some interesting SAR questions. Out of 22 molecules tested only acace-
tin, apigenin, luteolin, chrysin, and diosmetin produced greater than two-fold
induction. Hydroxyl groups at the 5- and 7- position of the A ring and a 2,3
double bond in the C-ring were essential for induction.320 It is likely that at
least two hydrogen-bonding groups as well as hydrophobic interactions, deter-
mined by the shape of the flavonoid core structure, are required for the uniden-
tified receptor.

The screening for high metabolic turnover early in development has
enabled industrial drug designers to become adept at avoiding compounds
that are likely to be highly metabolized by cytochrome P450 isozymes. If
the successful circumvention of phase I metabolism leads to the development
of additional molecules that are glucuronidated, then the next evolution in
QSAR modeling for the pharmaceutical industry will require models for these
enzymes. The generation of in vitro data for molecules where human UGTs
contribute to clearance enables in vivo prediction of this321 and could itself
ultimately be used to generate a computational model once sufficient data is
available.

Glutathione S-transferases

Glutathione S-transferases (GST) constitute a family of enzymes that cat-
alyze addition of glutathione to various lipophilic substrates possessing an
electrophilic functional group. To date, there have been limited QSAR studies
on GST.322–324 Most have used small homologous data sets and have shown to
some extent that rat cytosolic fractions agree with human tissue since affinity
increases with hydrophobicity.322–324 By using 20 substrates for rat GST 4-4, a
substrate template was derived using simple alignments of molecules to benzo-
pyrene-7(R), 8(S)-diol-9(S), 10(R)-epoxide using the modeling program Chem-
X. The final model derived from that alignment consisted of a flat aromatic
(hydrophobic) interaction site and three electrostatic interaction sites. That
model was further evaluated with six additional compounds as a test set.325

This model was then extended by using four substituted 1-chloro-2-nitroben-
zenes. Descriptors used included sterimol, the hydrophobic fragment constant
and Hammet descriptors. This analysis showed the importance of electronic,
steric, and lipophilic factors and added further dimensions to the substrate
model of van der Aar.326
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Another study was done using 122 diverse molecules with biological
activity data for eight proteins including human GST (activity measured
with the probe 1-chloro-2,4,-dinitrobenzene). Data from this study was used
with a multivariate regression analysis to develop models capable of making
predictions for new proteins.327 This data, in itself, may also be valuable for
building a computational model for the human GST in the future.

CHANNELS

There exists a wide array of ion channels within cells that perform fun-
damental physiological functions. Intervention with some of these ion chan-
nels represent validated therapeutic targets for major diseases. Some ion
channels should not be interfered with by drugs used for other diseases, how-
ever, as life-threatening effects could result. Because of this, it is vitally impor-
tant to understand the recognition process of ligands that may serve as
therapeutic agents.

Human Ether-a-gogo Related Gene

Several drugs have been withdrawn from the market in recent years due
to cardiovascular toxicity associated with alteration of the action potential. In
particular prolongation of what is known as the ‘‘QT interval’’, which is the
period between the start of ventricular depolarization and repolarization, is a
major concern. Considerable interest in predicting QT prolongation induced
by noncardiovascular drugs earlier in their development has occurred since
the European pharmaceutical regulatory authority’s Committee of Proprietary
Medicinal Products (CPMP), issued a position on QT interval prolongation in
1997 (CPMP/986/96). The focus of many cardiac related in vitro studies to
date has been the membrane bound inward (rapid activating delayed) rectifier
potassium channel (IKr) [also known as the product of the Human Ether-a-
GoGo Related Gene (hERG)]. This channel contributes to phase 3 repolariza-
tion by opposing the depolarizing Ca2þ influx during the plateau phase.328 It is
understood that drugs or their metabolites may block this channel thereby
prolonging the QT interval and in some cases leading to potentially life-threa-
tening ventricular arrhythmia. QT prolongation may frequently result in ‘‘tor-
sades de pointes’’ (twisting of the points), which refers to the sinusoidal
variation in the passage of the action potential through the ventricular muscle
(commonly refered to as the ‘‘QRS axis’’) around the isoelectric line of an elec-
trocardiogram. The ultimate result of torsades de pointes is a ventricular
tachyarrhythmia, with the prolongation of the QT interval of the last sinus
beat that precedes the onset of arrhythmia. Possession of a mutation in
hERG329 in the form of a single nucleotide polymorphism (SNP), may make
carriers particularly sensitive to xenobiotics that in turn could affect potassium
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currents and trigger arrhythmic events.328 It would therefore be of consider-
able value in drug discovery to understand the structural requirements of
inhibitors of this potassium channel. Knowing the important structural fea-
tures (the pharmacophore) of molecules that inhibit hERG would enable the
prediction of inhibition prior to molecule synthesis and reduce the likelihood
of developing drugs that could lead to a life-threatening ventricular arrhyth-
mia. At present, various in vivo and in vitro models for QT prolongation
(and subsequent arrhythmia) exist but they may not be entirely predictive
for humans. Perhaps the closest model to the human in vivo situation is
healthy human-derived cardiac tissue, but data for this is not readily avail-
able.330 However, various cell systems expressing the hERG channel have
been developed using Xenopus oocytes331 and mammalian cell lines such as
HEK-293.332 The latter are more amenable to higher throughput testing but
are themselves beset with limitations due to the level of expression of the chan-
nel. However, HEK-293 cells expressing hERG have been used in patch
clamping, binding studies with radiolabeled ligands, and in rubidium flux
studies to date.

Because no crystal structure for hERG exists at present (due to its mem-
brane bound nature) homology models based on the template bacterial KcsA
channel and site-directed mutagenesis work333 have instead been used to infer
important amino acid residues likely to be involved in the inhibitor-channel
interaction. The data collected to date using site directed mutagenesis work
suggests that the amino acid residues located in the S6 transmembrane domain
F656 and Y652, and, to a lesser extent V625 and G648, are important for
interaction. The work of Mitcheson et al.333 is therefore an important step for-
ward in understanding the structural specificity for the hERG channel. How-
ever, the homology model itself may be of limited use in screening databases
for molecules likely to interact with this domain because it is unlikely to pro-
vide a reliable and rapid prediction of the ability to bind and inhibit this
channel.

Another computational approach, namely, 3D-QSAR, has also been
used to evaluate potential hERG inhibitors. With the use of IC50 data gener-
ated previously with cDNA-expressed hERG channels in HEK-293 cells, a
pharmacophore model was derived using 11 antipsychotic agents. This phar-
macophore explained the likely structural features that are common between
various potent inhibitors.334 Eleven additional molecules were used to form a
test set. Another 15 molecules with literature-derived hERG IC50 data were
used as a second test set for this pharmacophore.334 In both cases, these test
sets were rank-ordered in a statistically significant manner using the antipsy-
chotic derived pharmacophore (the Spearman’s rho values were 0.71 for the
11 molecule and 0.74 for the 15 literature molecule test sets, respectively).
Recall that a Spearman’s rho value of 1 would be optimal and 0 corresponds
to a random rank ordering. The literature set of 15 molecules was also used in
an attempt to produce a more general model of hERG inhibition than that
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obtained with the data from the antipsychotic agents.334 The new pharmaco-
phore generated with this literature data set contains four hydrophobes and
one positive ionizable feature. This is somewhat different from the antipsychotic-
derived pharmacophore in that the aromatic ring feature in the latter model is
replaced with a positive ionizable feature, and, there are more hydrophobes in
the new model. Agreement between the published homology model and the
hydrophobic features in both hERG pharmacophores appears to coincide
with the F656 and Y652 residues in the homology model that are involved
in p–p stacking with aromatic residues of the inhibitors.333

The general hERG pharmacophore model based on literature data was
also assessed using a test set of molecules excluded from the model. That
data was generated in our own laboratories. In light of the work presented
in our initial report, it appears that the pharmacophore is able to generate pre-
dictions for the 22 molecules (predicted vs. observed r2 ¼ 0:83) and produces
a statistically significant rank ordering as indicated by the Spearman’s rho
coefficient of 0.77. Also note that, on the whole, this model predicts some
IC50 values to be higher than those observed experimentally but in a few cases,
like terfenadine, this is reversed. However, it is important to understand that
the model is able to correctly rank order the inhibition of parent molecules and
metabolites. Indeed, the model can distinguish between thioridazine and its
metabolite mesoridazine; clozapine and clozapine N-oxide and N-desmethyl-
clozapine; risperidone and 9-hydroxyrisperidone as well as olanzapine and
two of its metabolites. Furthermore, the general hERG model can distinguish
potent inhibitors of hERG, such as thioridazine (Figure 9), cisapride, and ser-
tindole from weaker inhibitors, such as nicotine, desmethyl olanzapine, and 2-
hydroxymethyl olanzapine, therefore enabling a ranking of molecules, which
may be valuable in early drug discovery.334

Protein binding and drug metabolism are also important factors to con-
sider when selecting molecules in pharmaceutical design. Protein binding and
drug metabolism are also expected to impact predictions for hERG inhibition.
If the drug molecule is tightly bound or extensively metabolized, less of that
parent drug will be available for inhibition of hERG (although in the case
of metabolism the assessment of inhibitory potential of metabolites may be
needed). It has been suggested by Kang et al. that hERG channel inhibition
is not a class effect, at least in the case of fluoroquinolones.335 In Kang’s study
of seven antibiotics for hERG inhibition in oocytes expressing the potassium
channel, a range of IC50 values from 18 to 1420 mM was produced. This in
vitro data was also used in conjunction with free plasma concentrations to cal-
culate hERG IC50 / plasma concentration ratios. The results indicated that
some molecules like grepafloxicin, which are known to prolong the QT inter-
val in humans, possess low ratios while other molecules like ciprofloxacin have
much higher ratios and, consequently, do not prolong the QT interval.

Our observations suggest there may be multiple binding interactions
within the potassium channel ultimately making this difference difficult to
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predict and could account for some of our poor predictions. Overcoming this
limitation imposed by multiple-binding interactions may require multiple
pharmacophores or platform-specific models (like the antipsychotic derived
model described previously) that could detect subtle structural differences
and account for the multiple conformations explored by software like Cata-
lyst. To some extent, literature studies have explored platform-specific models.
Kang et al.’s study of seven antibiotics with measured hERG IC50 values335

suggested the most potent hERG inhibitors contain C5 substituents. It is
unknown how this structure–activity relationship relates to other molecules
from different therapeutic areas, thus limiting its applicability. It has been sug-
gested by De Ponti et al., that some noncardiac drugs known to be hERG inhi-
bitors contain the same structural feature pharmacophore as class-III
antiarrhythmics (a para-substituted phenyl ring connected to a basic nitrogen
by a variable chain) while others do not.336

In an attempt to predict classes of hERG inhibitors using data from Chi-
nese hamster ovary (CHO) cells expressing the channel,337 a computational
analysis found a striking difference in ClogP between potent and nonpotent
inhibitors. In agreement with the pharmacophore studies, hydrophobicity
was found to be important for the potent inhibitors. In that study, neural net-
work models were generated based on 244 proprietary structures. This neural
network model performed better at identifying the less potent inhibitors
because it misclassified some potent inhibitors.337 In another pharmacophore
study, literature data was used to build a CoMFA model for 31 inhibitors.338

This model contained three aromatic functions as well as a central nitrogen
function.338 This CoMFA model was in good agreement with the earlier
Catalyst pharmacophore as well as the aforementioned homology model for
hERG. Some companies are generating inhibition of [3H]-dofetilide binding
data with hERG for use in a number of projects. For example, researchers
at Merck have published two papers containing data for the 5HT2A class of
molecules339,340 and one relating to 3-aminopyrrolidinone farnesyltransferase
inhibitors341 in which hERG binding was reduced to some extent by structural
modification. Ultimately, this data may also be used for computational model
building for hERG although the structural diversity of the molecules is limited
(Figure 10a–c). Alignment of Catalyst-derived pharmacophores (Figure 10d)
generated with this Merck data suggested common areas of positive ionizable
features, and hydrophobicity (aromatic rings).

We conclude the discussion on hERG by considering the ability of very
large naturally occurring molecules like the scorpion toxin BeKm-1 (4092 Da),
which acts as a potent and selective inhibitor of hERG (3.3 nM).342 Perhaps
large molecules like this peptide block multiple subunits on hERG, or, the
N-terminal domain of the toxin contains a positively charged amino acid
that acts like a stopper and blocks the channel in a single subunit. A recent
paper suggested the most critical residues for binding are located on the alpha
helix, which is in contrast to other known scorpion toxins.343 It is interesting
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to note that the surface of the protein clearly has an area of positive charge
surrounded by multiple hydrophic areas, which mimics the pharmacophores
defined for small molecule inhibitors described previously. Clearly, a molecule
of the size of BeKm-1 is outside the scope of existing pharmacophores and
other computational models generated to date for hERG, but this has implici-
cations for testing protein drugs in vitro as inhibitors of hERG. There is cer-
tainly a need for using a diverse array of computational approaches to better
understand other ion channels that are important for cardiac function, cellular
homeostasis and communication. To date, relatively few computational
studies have been done although there are many SAR studies for inhibitors
of calcium and sodium channels in the literature.

Figure 10 Catalyst pharmacophores. generated with Merck published data (H¼
hydrophobe; RA¼ ring aromatic;þ ve¼ positive ionizable): (a) for 5HT2A inhibitors

from Fletcher et al.340 data, observed versus predicted r ¼ 0:93. The figure shows
inhibitors fitted to the features; (b) for farnesyltransferase inhibitors from Bell et al.341

observed versus predicted r ¼ 0:87; (c) comparison of pharmacophores from (a) and (b)

as well as an additional pharmacophore (i) for 5HT2A inhibitors from Rowley et al.339

observed versus predicted r ¼ 0:87; (d) combination of all three hERG pharmacophores
showing common regions.
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RECEPTORS

As with ion channels a wide diversity of receptors exists that play key
roles in maintaining our physiology. Such receptors can also represent thera-
peutic targets. Examples include the a-adrenoreceptor, b-adrenoreceptor,
AMPA, NMDA, GABA, serotonin, dopamine, glutamate, histamine, glycine,
opiate, NMDA, cannabinoid, and steroid receptors. Nuclear receptors are a
family of ligand-regulated transcription factors that include the glucocorticoid
receptor, the vitamin D receptor, the estrogen receptor, and the so-called
‘‘orphan nuclear receptors’’. Interactions with these latter receptors may not
be beneficial as we are now finding out.

Pregnane X-Receptor

Recently, it was discovered that the pregnane X receptor (PXR, also
known as SXR or PAR) is a transcriptional regulator of the enzyme
CYP3A344–346 and is activated by many of the structurally diverse CYP3A
inducers. This nuclear hormone receptor is just one member of a large family
that acts as a transcription factor in order to regulate induction of numerous
genes. The discovery of PXR provided some degree of understanding for mod-
ulation of CYP3A expression in response to endobiotics and xenobiotics.
Three years after its discovery the role of PXR was expanded to include the
regulation of expression of human MDR1 and CYP2C8/9.347 These discov-
eries provided some insight as to how drugs could regulate not only their
own metabolism but potentially their efflux too, as demonstrated for paclit-
axel.348 Adding to the complexity of understanding the interindividual varia-
bility in the expression and functional response was the identification of 38
SNPs. These SNPs were not found in the ligand binding site of human PXR.
They could, nonetheless, have important physiological ramifications349 as they
suggest that PXR may have a crucial role in binding an endogenous ligand.350

Recently, PXR was also shown to regulate many other genes involved in the
transport, metabolism, and biosynthesis of bile acids.351

The impact of PXR on drug development is being felt in the pharmaceu-
tical industry, which is advocating the use of high throughput assays to elim-
inate likely CYP3A inducers early in discovery.352 The extent of use of assays
for PXR depends on the screening paradigm instituted by each drug company
at the discovery stage. The PXR reporter and functional assays represent a sur-
rogate for the in vivo animal assays of induction. These assays have signifi-
cantly higher throughput and avoid the complication of extrapolating
animal in vivo data to human in vivo data. However, the availability of the
PXR-null and SXR-transgenic mice represent in vivo models that incorporate
human PXR with in vivo pharmacokinetics capabilities.353,354 Hence, species
differences in induction may be avoided to some degree. A diversity of mole-
cules exist that bind to human PXR in vitro. These ligands include a selection
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of bile acids,351,355 statins,356 components of herbal remedies such as hyper-
forin found in St. John’s Wort,357,358 human immunodeficiency virus (HIV)
protease inhibitors,359 calcium channel modulators,360 steroids,352 plasticizers
and monomers,361–363 organochlorine pesticides,364 and a growing list of
diverse xenobiotics.344–347,352,357,365–368 To some extent, these in vitro find-
ings explain in vivo DDIs that in some cases have been known for decades
or in others may have only recently been recognized.

A growing list of PXR ligands now exists and one might think that vir-
tually any suitable molecule could be added to this list because the ligand-
binding domain is a large, flexible hydrophobic site with a few polar residues
plus three distinct binding sites for SR12813 (as described by X-ray crystallo-
graphy354). However, this structural information for the ligand-binding
domain and structural information about ligands themselves can all be used
to select molecules that avoid binding to this protein. The effect of different
molecules binding uniquely to PXR was tested by mutating amino acids that
form salt bridges adjacent to the binding cavity when CV-1 cells transfected
with expression plasmids for PXR were incubated with SR12813 or rifampi-
cin. When Asp205 is mutated to Ala, rifampicin becomes a more potent PXR
activator in the reporter gene assay. Similarly, targeted mutants meant to con-
fer a human-like response to mouse PXR confirmed the importance of these
residues in other species. Rather than being responsible for direct binding
with the ligand it is likely that these residues are altering the shape of the bind-
ing site significantly. Flexibility of the binding site probably enables the accep-
tance of more structurally diverse ligands that in turn may act as antagonists
(like ecteinascidin) and possibly interact with the heterodimer RXR. There
have been several reports from the same laboratory defining PXR binding in
terms of EC50.352,355,357 These data for 12 molecules were used to generate a
pharmacophore with Catalyst. That pharmacophore may define key features
of ligands that bind to the PXR binding site365 (Figure 11). The pharmaco-
phore was also positioned in the human PXR ligand-binding domain. This
pharmacophore was further tested with other PXR ligands for which activation–
deactivation data was available. The pharmacophore was also aligned to
match three binding positions to SR12813365 as implicated from a crystallo-
graphy study.354 The PXR pharmacophore provided a good correlation
between observed and predicted training set data derived from a single labora-
tory. It also enabled a qualitative assessment of 28 other molecules, some of
which were PXR ligands (CYP3A4 inducers), by predicting EC50 data within
the range of the training set. This pharmacophore may have defined the
minimal set of molecular features needed for binding to this nuclear receptor.
It implicates at least four hydrophobic features and at least one hydrogen-
bonding feature that should be avoided in future drug candidate molecules.
What might be difficult to understand from just a potential ligand structure
alone is its binding orientation in the crystal structure. In addition to the three
sites identified in SR12813, smaller ligands could have additional binding
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orientations, and, multiple molecules may fit simultaneously into a single
receptor site, thus obfuscating exactly how drug–receptor interactions take
place. If each site is bound simultaneously, the question to ask is: Is the extent
of activation additive? With large molecules like paclitaxel and ecteinascidin
all binding contacts will clearly be complete. This may be the reason for the
high-affinity antagonist response (low nM) observed for the latter ligand.347

On the other hand, it may be difficult to determine if a small molecule is likely
to be a potent or weak PXR are ligand in silico using only the crystal structure.
Until cocrystals of the ligand bound to PXR are obtained for a selected number of
molecules, in vitro reporter systems will continue to be used for evaluating
computational predictions. From such a combined in vitro–in silico approach
we are more likely to determine the important binding site and key ligand
interactions as well as to enable iterative improvement of the in silico models.24

Because both P-gp and CYP3A4 are coregulated there must be features in
common for these ligands that also translate into the binding site of
PXR.187,347 To some extent, we have already demonstrated this with multiple
pharmacophores for inhibitors and substrates of P-gp, most of which contain
multiple hydrophobic features and hydrogen-bond acceptor features.54,55

Because CYP3A4 (as well as other CYPs)189,190 and P-gp369 appear to have
multiple binding sites, it is not surprising that PXR may behave in a complex
fashion, thus providing these proteins with the ability to simultaneously

Figure 11 Alignment of the human PXR and human CAR pharmacophores showing the
close alignment of three hydrophobes (H) and a hydrogen-bond acceptor feature (HBA).
The PXR contains one hydrophobe (highlighted by a square) that is not present in the
CAR pharmacophore.
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handle diverse structures, some of which may result in up-regulation of trans-
porters and enzymes to increase the rate of clearance.

The clinical implications from a complete understanding of PXR is
becoming obvious. Our ability to predict potential DDIs that might occur as
a result of coadministration of xenobiotic PXR ligands with molecules known
to be metabolized or transported by any of the genes up-regulated at a parti-
cular moment in time, becomes possible. Subsequently, the identification of
other genes regulated by PXR has increased. The CYP2B6 enzyme is involved
in the metabolism of many diverse structural classes of drugs,370 and has more
recently been shown to be directly regulated by PXR.371 A further remarkable
observation by Goodwin et al. is that similar levels of induction exist for
CYP2B6 and CYP3A4 for four out of five molecules. Both CYP2C8 and
CYP2C9 are involved in the regio- and stereoselective epoxidation of arachi-
donic acid in the liver and kidney.372 These enzymes have also been shown to
be induced by calcium channel antagonists via PXR.360 The intestinal trans-
porter MDR1 induction by rifampicin and other xenobiotics has been shown
to be mediated by PXR using the human colon carcinoma cell line LS174T as a
model system.373 Human MRP1 (ABCC1) and MRP2 (ABCC2), which are
responsible for eliminating conjugates of toxic molecules and biliary efflux
of endogenous molecules, respectively, have been shown to be induced by
redox-active molecules as well as other types of compounds. However, it
was unclear from one study exactly what role PXR might have in the induc-
tion374 of these proteins. The enzyme inducible nitric oxide synthase (iNOS) is
up-regulated by PXR, thus explaining how steroids affect inflammation.375 It
is possible that genes previously thought to be regulated solely by alternative
ligand-activated transcription factors may also be regulated partially via PXR.
Endogenous hormones like estradiol are known to be PXR ligands.344–346

They can regulate their own metabolism in hepatic tissues via CYP3A4 and
conceivably in extrahepatic tissues via CYP1B1376 or other CYPs simulta-
neously. There may also be a developmental role of the orphan nuclear recep-
tors (like PXR) in switching on genes at the appropriate time in response to
endogenous ligands such as environmental pollutants that are teratogens
under the right conditions.377 This in turn may represent a point at which
the gene can be interfered with by other molecules, thus preventing abnormal
fetal growth. Predicting this activity computationally in the future is clearly of
value.

Constitutive Androstane Receptor

A second orphan nuclear receptor, the constitutive androstane receptor
(CAR), has � 40% identity with PXR in the ligand-binding domain. Murine
CAR was found to be inhibited (EC50 < 500 nM) by the androstane metabo-
lites androstanol and androstenol,378 which are most likely the endogenous
repressors.379 Following exposure to phenobarbital, CAR accumulates in the
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nucleus, heterodimerizes with RXR, binds to the two phenobarbital responsive
elements and ultimately activates transcription of the CYP2B genes.380 Human
CAR was found to be activated by the pesticide TCPOBOP, phenobarbital,
chlorpromazine, O,P0-DDT, methoxychlor, and PCB. This activation corre-
sponded well with the induction of the CYP2B6 gene.381 Other ligands for
human CAR including clotrimazole and the progesterone metabolite 5a-preg-
nane-3,20-dione have been described. Androstanol is a less potent activator
for human CAR compared to mouse CAR.382 Murine CAR is also activated
by metyrapone and clotrimazole.383 CAR appears to activate other genes
besides CYP2B6 including CYP3A4381 in a manner similar to how PXR can
activate CYP2B6 as well as CYP3A4.371 The induction of drug metabolizing
enzymes via CAR has also been demonstrated in vivo in mice, while CAR
knockout mice have an altered sensitivity to inducers.384

So far, it appears that the human PXR ligand-binding domain accomo-
dates very large molecules that have the highest reported affinities (e.g., ectei-
nascidin IC50¼ 3 nM347) while small planar molecules like steroids and bile
acids bind with a much lower affinity.355,382 In comparison large molecules
like 1,4-bis[2-(3,5-dichloropyridyloxy)]benzene (TCPOBOP) do not bind
effectively to human CAR but do bind to murine CAR,382 while more compact
molecules like clotrimazole bind well as a deactivator to human CAR but not
to mouse CAR.382 Interestingly, both the human PXR and CAR share only
70% amino acid identity with their homologues in other species382,385,386

and alignments to the human crystal structure for the PXR ligand-binding
domain clearly show there are some marked differences across the receptors
and between species. This suggests that although there might be some per-
ceived overlap in the binding affinity of both human CAR and PXR for the
same ligands, there ultimately may be some significant cross-receptor differ-
ences in binding affinity. Therefore molecules like the bile acid metabolites
that activate PXR with low affinity could have a higher affinity toward
CAR or other nuclear hormone receptors. The ability for murine CAR to
bind agonists and antagonists of differing size has not gone unnoticed387 while
the same facility for human CAR has not really been explored. The overlap
between the receptors has an added functional consequence in sensing the level
of ligand-binding and possibly responding to a different extent depending on
the amount of ligand bound. Hence, the body retains high-affinity nuclear hor-
mone receptors and low-affinity nuclear hormone receptors for structurally
similar molecules to more efficiently regulate metabolism and efflux or to
retain a steady state. The complexity of this system comes about when extra-
polating to the in vivo state from the well-defined in vitro models. At this point in
time the key question is: Does what we observe in vitro really translate to in vivo?

As more data is generated about CARs involvment in the induction
of CYP2B,388 CYP3A,381 and possibly other genes, computational models
will likely be generated for the ligands and inhibitors. At present a simple
alignment of five molecules suggested to be mouse CAR activators
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(chlorpromazine, clotrimazole, metyrapone, TCPOBOP, and phenobarbi-
tal383) yield a pharmacophore with two hydrophobic features and one hydro-
gen-bond acceptor.226 This planar model appears to indicate that CAR is a less
promiscuous receptor than PXR because it accommodates less flexibility in the
ligands involved in activation. This hypothesis is based on the finding that
CAR has high affinity for the rigid repressors and androstane metabolites
that appear to also fit well within the confines of this model.378 To some extent
this in silico finding may help answer the question as to whether or not and-
rostanes bind directly to CAR.367 On the basis of this small pharmacophore
the answer appears to be yes they do. When three molecules with known
EC50 values for human CAR (clotrimazole, androstanol, and 5a-pregnane-
3,20-dione382) were used to build a pharmacophore, a model consisting of
three hydrophobes and one hydrogen-bond acceptor was generated.226 This
model parallels a previously described human CYP2B6 substrate pharmaco-
phore,100 which consists of the same features in a similar arrangement.
When the human PXR pharmacophore (generated with Catalyst version 4.6
and fast conformer generation) and human CAR pharmacophores are merged
together there exists some overlap of the hydrogen binding and hydrophobic
features. But, there appears to be one less hydrophobe in the CAR model (Fig-
ure 11)226 indicating a smaller binding site. A smaller binding site is consistent
with a recent analysis of the binding cavity surface volumes of CAR (1170 Å3)
and PXR (1220 Å3) using GRASP.389 When the potent ligand 5a-pregnane-
3,20 dione is fitted to the human CAR pharmacophore along with the bile
acids that are identified as low-affinity PXR ligands355 (e.g., lithocholic acid
and ketolithocholic acid), it can be seen that there is some overlap between
them.226 This may imply that potent steroid ligands and related bile acids
could be higher affinity ligands (activators or repressors) for CAR than for
PXR. This speculation needs experimental verification, however. It is appro-
priate to relate this observation back to the major genes that each orphan
nuclear receptor regulates, namely, CYP2B6 and CYP3A4. A molecule could
potentially regulate both enzymes via different receptors, to differing extents
simultaneously. The similarity of the pharmacophore for CAR with that of
human CYP2B6100 once again suggests that ligands for an enzyme (or trans-
porter) have features in common with the ligands for the receptor responsible
for regulating it as described for PXR.365,390 By using the human PXR crystal
structure as a template to align human CAR, it can be shown how a single ami-
no acid, Phe161, can block SR12813 from binding, thus drastically reducing
the volume of the CAR binding site compared with that of PXR in which
Met243 is in the same position. The steric interactions that are described
for SR12813 would ultimately suggest that binding to CAR is unfavorable,
as actually found in vitro.382 Four ligands have been docked in the homology
model for CAR using GOLD. As with PXR it is found that there could be mul-
tiple binding modes.389 In all cases, the ligands were suggested to interact with
Phe161 as well as with other residues.
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An impediment to our understanding of the roles of CAR and PXR
comes in the form of submicromolar concentrations of glucocorticoids like
dexamethasone, which increase PXR, CAR, and RXR expression in human
cultured hepatocytes and ultimately result in increased CYP expression and
response.391–393 Pascussi et al. suggest that glucocorticoids may control hepa-
tic expression of PXR and CAR and are responsible for basal CYP3A4 expres-
sion in the absence of inducers. Upon challenge with an inducer, these
receptors are also activated and increase CYP3A4 expression.391–393 The evi-
dence Pascussi et al.392 tender is that dexamethasone has been shown to be
neither a CAR nor a PXR ligand at submicromolar levels. Those authors
also propose instead that it acts via the glucocorticoid receptor to up-regulate
PXR and CAR, which then acts on CYP3A4. This research group has also
shown that a strong correlation exists between the expression levels of PXR,
CAR, and CYP3A4 in human liver microsomes. This contrasts with the experi-
mental data derived from CAR and PXR knockout animals that do not show
any loss of CYP3A4,353,355,384,394,395 indicative of dexamethasone playing no
role in basal regulation for either of these receptors.

By limiting our discussion to just two nuclear receptors, we have avoided
the complicated issue of how other nuclear receptors may be involved in the
regulation of many key enzymes and transporters. Coming to terms with the
complexity of the regulation of the many key proteins important for ADME/
Tox processes can be accomplished with the help of molecular modeling.226

FUTURE DEVELOPMENTS

The increased level of interest in computational models for ADME/Tox
is influenced by the need that multinational pharmaceutical companies now
have to lower costs396 and to increase the width of their discovery pipelines.
The risks and expenses associated with developing drugs has increased to the
point where companies have pulled forward to early development stages
screens for ADME/Tox properties. These companies have started to utilize
computational filters early on in their bid to lower costs and to improve the
efficiency of developing molecules.397

Given the growing number of computational models for ADME/Tox
properties as well as new data sets that are being published we may soon reach
a point where other algorithmic technologies could be considered to create
knowledge from those data sets. In addition to the various types of 3D-
QSAR models already described in this chapter, there are those that have
been developed using a genetic algorithm to simulate metabolic transforma-
tions.398 Also, predictive models have been generated by taking into account
the electronic properties of molecules like those with the tendency for oxi-
dation (P450 mediated hydrogen-atom abstraction). These predictive models,
based on this alternative modeling approach, have been used for both rat and
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human enzymes.51,399,400 In addition a number of rule-based tools have been
developed to predict metabolism using the same concepts implemented for
toxicity prediction.53 One approach has used a metabolic fingerprint (META-
PRINT) that uses a rule-based system (MetabolExpert) that outputs informa-
tion on 179 metabolic transformations that can then be used for similarity
searching and cassette dosing experiments.401 The study initially describing
this used a validation set of five compounds and it remains to be seen whether
this type of rule based approach will become more widely used.

High throughput docking has recently been used with CYPcam and a
homology model of CYP3A4. Using the GOLD, DOCK, PMF, and FlexX
scoring functions an attempt was made to predict known substrates and inhi-
bitors.402 Of the 345 compounds evaluated, 334 had GOLD scores less than
�100. However, this study was not able to differentiate between substrates
and inhibitors of CYP3A4.402 There have also been attempts to use an affinity
fingerprint to train a QSAR.327,403–405 The generation of protein affinity fin-
gerprint models has the potential for use with ADME/Tox-related proteins.405

The validity and utility of this method remains to be seen, however. The devel-
opment406–408 and evaluation409–411 of various knowledge-based potentials
for scoring ligand-binding within proteins combined with de novo design tools
and ADME/Tox filters represents the next level of evolution for drug discov-
ery. The simultaneous design of molecules within the target binding site along
with optimally predicted ADME/Tox properties would have a considerable
impact in molecular design.412 With considerable interest in using numerous
in vitro data sets and computational technologies for modeling and ultimately
understanding G-protein-coupled receptors that are therapeutic targets,413 we
may better comprehend the structural features and dynamics of the many
transporters and receptors that to date have eluded all efforts at crystalliza-
tion. Some techniques have been developed recently to predict the tertiary
structure of proteins from their amino acid sequence. Complementing this
are new methods for predicting the binding site and binding energy of ligands
to GPCRs.124 Some success along these lines has been shown by Shacham
et al.414 who could reproduce the crystal structure of the only known example
of a 7-transmembrane protein, rhodopsin. Such technology could be applied
elsewhere. Complexity in ligand–protein interactions should not be underesti-
mated and there is a shift toward thinking of some proteins as existing in a
population of many conformations.415 Clearly, the complexity of interactions
and kinetics noted for CYP3A4, P-gp, and PXR and perhaps other ADME/Tox
related proteins will require identifying these conformations. This may lead to
computational predictions and algorithms that can be applied elsewhere.

New visualization technologies416 and algorithms for descriptor selec-
tion for ADME/Tox models are also important in the development of the field.
The recent description of ‘‘particle swarms’’ that explore the search space
through a population of individuals that adapt and return to previously suc-
cessful regions has been used for feature selection.73 Although not yet fully
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described in the literature, particle swarms may be combined with other algo-
rithms for use in selecting appropriate (and potentially novel) ADME/Tox
descriptors before model building. The relatively recent development of sup-
port vector machines (SVM) for classification problems may add another com-
putational tool to the list available for ADME/Tox modeling. The theory
behind this approach has been well described417 and SVM has been applied
to microarray gene expression data.418,419 The use of SVM for pattern classi-
fication in QSAR has recently been described and compared with artificial
neural networks for antistamine and antibacterial data sets.420 SVM has
also been used with drug discovery data sets in which the molecules were
described with > 100,000 descriptors.421 This approach may be useful for
deriving ADME/Tox models from very large data sets although a careful eva-
luation of these approaches with well-known data sets may be necessary to
show that they are better than existing and more commonly used technologies.
This type of analysis could be facilitated by the creation of a publically avail-
able website for ADME/Tox datasets, molecular descriptors, and computa-
tional models that could be used by researchers in both academia and
industry. Although efforts by the National Cancer Institute and the Environ-
mental Protection Agency are being made to make available toxicity data sets,
there has been no effort as yet to do this for ADME models. We could envision
data sets for nonproprietary molecules with solubility, BBB, metabolism, and
related data in a single location. It may be in the interest of the companies mar-
keting computational software to sponsor these webpages as well as their
working toward a standard for display and utilization of models in much
the same way as various Markup languages have developed. As it stands
now it would take a motivated and knowledgeable individual an enormous
amount of time and many tens of thousands of dollars to start building
ADME/Tox models just from literature data. Moreover, unless collaborators
use the same software it is almost impossible to share models. If this barrier
was removed, the threshold for entry into the drug discovery business could
be dramatically lowered. At the same time we could be making all the pieces
of virtual drug discovery from library generation, virtual screening, scoring,
and selection algorithms available to the public (assuming that such tools
will be used for the common good of society). At the same time that computa-
tional biologists are working toward standards for development of models,
should not those of us in the field of computational chemistry and computa-
tional ADME/Tox be doing the same? Doing this may not be as unrealistic as
it seems.

The future of computational ADME/Tox requires integrated approaches
that automatically update computational models as data is being generated
from the various in vitro assays. This needs to be done in such a way that
the transition from data generation to data storage to computational modeling
is seamless as depicted in Figure 1. This seamless interconnection is actually
close to reality due to the database software now available. ADME/Tox model
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building consists of a pathway in which several steps have equal importance.
For successful ADME/Tox modeling, we list our ‘‘ten commandments’’ in Fig-
ure 12. This process and our commandments would be applicable to many
ADME/Tox properties as well as for bioactivity models that at present both
undergo multiple sequential screening cycles.422 At some point, a limit will
be reached in terms of the model’s predictive ability. This depends on the
structural diversity of the data set, its representation of chemistry space and
that of the molecules it is predicting. There perhaps needs to be some investi-
gation of how many molecules and what level of diversity a model should pos-
sess for maximum utility. Molecular descriptor-based models are developing
alongside pharmacophore-based models for predicting DDI.24,97–99 The latter
models will have a greater viability within a structural series while the former
models are more amenable to rapid screening of diverse chemotypes although
there have been some successes in generating models from diverse structures
and building pharmacophores with quite general predictivity. Even when there
is some complexity in the kinetics or behavior of the enzyme, receptor, chan-
nel, or transporter, models built with data from different substrate probes and
from in vitro studies may be used in combination to first score new molecules
and then to generate some degree of consensus and classification.

Two areas are in urgent need of study. First, understanding how the pre-
dictions from multiple models may be combined or related in a logical fashion
is important. There may be no single optimal way to combine the data for mul-
tiple predictions but as we have previously described there are tools available
to do this.25 How we weight the models may depend on the therapeutic
area targeted and our confidence in the biological data and the models selected

Figure 12 The 10 commandments of ADME/Tox model building.
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(Figure 2). Second, we must find a way to evaluate cutoff criteria for model
acceptability. This evaluation will depend to some extent on the biological,
ADME/Tox antitarget under study.

The next generation of scientists must be able to communicate not only
in the language of experimental biology but also that of computational biology
and medicinal chemistry. The ability to do this depends very much on the
support of academic institutions that need to introduce all of the available
technologies that are now available as well as those that will be developed
in the near future. The key skills we envision as being especially important
to computational studies in ADME/Tox are:

1. Biological knowledge as applied to computational chemistry.
2. Some basic understanding of computational chemistry and biology software

and operating systems.
3. Flexibility in switching between different modeling approaches (such as

3D-QSAR and statistical methods).
4. Awareness of the experimental implications of the ADME/Tox related

protein being studied.
5. Understanding of ADME/Tox in vitro and in vivo models.
6. An ability to communicate with scientists in both ADME, drug safety,

computational chemistry, discovery chemistry, discovery biology, biosta-
tistics, and information technology groups.

7. An understanding that the quality of data being used is key to optimal
model building.

The very existence of the pharmaceutical industry will become even more
reliant on the computational approaches that have been developed over the
past decade in addition to those that are being developed and applied
now. We will rely on computational models to help understand how key pro-
teins that determine ADME/Tox properties work and we will use that knowl-
edge for the purposes of developing drugs with better biopharmaceutical
properties.
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ABBREVIATIONS

QSAR, Quantitative structure–activity relationship; sEH, cytosolic epoxide hydrolase;
CYP, cytochrome P450; CAR, constitutive androstane receptor; PXR, pregnane X receptor;
hERG, human ether-a-gogo related gene; P-gp, P-glycoprotein; MAO, monoamine oxidase;
FMO, Flavin-containing monooxygenase.
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Böhme, M., 147

Bolado, Jr., H., 411
Boll, M., 400

Bolten, B. M., 414

Bonacic-Koutecky, V., 211

Boon, J. P., 246
Borden, W. T., 97, 99

Borgnia, M. J., 401
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Pöschl, G., 90

Poshusta, R. D., 91

Poso, A., 405
Postlind, H., 411

Pötter, T., 216

Pouilly, B., 150
Pourtois, G., 151

Poutsma, M. L., 96

Power, H., 328

Powers, J. M., 148
Prabhakar, R., 152

Prasad, P., 403

Prasad, P. D., 400

Author Index 433



Preston, R. K., 151

Preuss, H., 217
Preyer, W., 327

Pross, A., 91, 94, 95

Pudenz, S., 328
Pulay, P., 98

Puxbaum, H., 328
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