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## Preface

In recent years, number theory and arithmetic geometry have been enriched by new techniques from noncommutative geometry, operator algebras, dynamical systems, and K-Theory. Research across these fields has now reached an important turning point, as shows the increasing interest with which the mathematical community approaches these topics.

This volume collects and presents up-to-date research topics in arithmetic and noncommutative geometry and ideas from physics that point to possible new connections between the fields of number theory, algebraic geometry and noncommutative geometry.

The contributions to this volume partly reflect the two workshops "Noncommutative Geometry and Number Theory" that took place at the Max-Planck-Institut für Mathematik in Bonn, in August 2003 and June 2004. The two workshops were the first activity entirely dedicated to the interplay between these two fields of mathematics. An important part of the activities, which is also reflected in this volume, came from the hindsight of physics which often provides new perspectives on number theoretic problems that make it possible to employ the tools of noncommutative geometry, well designed to describe the quantum world.

Some contributions to the volume (Aubert-Baum-Plymen, Meyer, Nistor) center on the theory of reductive $p$-adic groups and their Hecke algebras, a promising direction where noncommutative geometry provides valuable tools for the study of objects of number theoretic and arithmetic interest. A generalization of the classical Burnside theorem using noncommutative geometry is discussed in the paper by Fel'shtyn and Troitsky. The contribution of Laca and van Frankenhuijsen represents another direction in which substantial progress was recently made in applying tools of noncommutative geometry to number theory: the construction of quantum statistical mechanical systems associated to number fields and the relation of their KMS equilibrium states to abelian class field theory. The theory of Shimura varieties is considered from the number theoretic side in the contribution of Blasius, on the Weight-Monodromy conjecture for Shimura varieties associated to quaternion algebras over totally real fields and the Ramanujan conjecture for Hilbert modular forms. An approach via noncommutative geometry to the boundaries of Shimura varieties is discussed in Paugam's paper. Modular forms can be studied using techniques from noncommutative geometry, via the Hopf algebra symmetries of the modular Hecke algebras, as discussed in the paper of Connes and Moscovici. The general underlying theory of Hopf cyclic cohomology in noncommutative geometry is presented in the paper of Khalkhali and Rangipour. Further results in arithmetic geometry include a reinterpretation of the archimedean cohomology of the fibers at archimedean primes of arithmetic varieties (Consani-Marcolli), and Kim's
paper on a noncommutative method of Chabauty. Arithmetic aspects of noncommutative tori are also discussed (Boca-Zaharescu and Polishchuk). The input from physics and its interactions with number theory and noncommutative geometry is represented by the contributions of Kreimer, Landi, Marcolli-Mathai, and Ponge.

The workshops were generously funded by the Humboldt Foundation and the ZIP Program of the German Federal Government, through the Sofja Kovalevskaya Prize awarded to Marcolli in 2001.

We are very grateful to Yuri Manin and to Alain Connes, who helped us with the organization of the workshops, and whose ideas and results contributed crucially to bring number theory in touch with noncommutative geometry.

Caterina Consani and Matilde Marcolli
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# The Hecke algebra of a reductive $p$-adic group: a geometric conjecture 

Anne-Marie Aubert, Paul Baum, and Roger Plymen


#### Abstract

Let $\mathcal{H}(G)$ be the Hecke algebra of a reductive $p$-adic group $G$. We formulate a conjecture for the ideals in the Bernstein decomposition of $\mathcal{H}(G)$. The conjecture says that each ideal is geometrically equivalent to an algebraic variety. Our conjecture is closely related to Lusztig's conjecture on the asymptotic Hecke algebra. We prove our conjecture for $\mathrm{SL}(2)$ and GL( $n$ ). We also prove part (1) of the conjecture for the Iwahori ideals of the groups $\operatorname{PGL}(n)$ and $\mathrm{SO}(5)$. The conjecture, if true, leads to a parametrization of the smooth dual of $G$ by the points in a complex affine locally algebraic variety.


## 1. Introduction

The reciprocity laws in number theory have a long development, starting from conjectures of Euler, and including contributions of Legendre, Gauss, Dirichlet, Jacobi, Eisenstein, Takagi and Artin. For the details of this development, see [Le]. The local reciprocity law for a local field $F$, which concerns the finite Galois extensions $E / F$ such that $\operatorname{Gal}(E / F)$ is commutative, is stated and proved in $[\mathbf{N}$, p. 320]. This local reciprocity law was dramatically generalized by Langlands. The local Langlands correspondence for $\mathrm{GL}(n)$ is a noncommutative generalization of the reciprocity law of local class field theory. The local Langlands conjectures, and the global Langlands conjectures, all involve, inter alia, the representations of reductive $p$-adic groups, see $[\mathbf{B G}]$.

To each reductive $p$-adic group $G$ there is associated the Hecke algebra $\mathcal{H}(G)$, which we now define. Let $K$ be a compact open subgroup of $G$, and define $\mathcal{H}(G / / K)$ as the convolution algebra of all complex-valued, compactly-supported functions on $G$ such that $f\left(k_{1} x k_{2}\right)=f(x)$ for all $k_{1}, k_{2}$ in $K$. The Hecke algebra $\mathcal{H}(G)$ is then defined as

$$
\mathcal{H}(G):=\bigcup_{K} \mathcal{H}(G / / K)
$$

The smooth representations of $G$ on a complex vector space $V$ correspond bijectively to the nondegenerate representations of $\mathcal{H}(G)$ on $V$, see $[\mathbf{B}, \mathrm{p} .2]$.

In this article, we consider $\mathcal{H}(G)$ from the point of view of noncommutative (algebraic) geometry.

We recall that the coordinate rings of affine algebraic varieties are precisely the commutative, unital, finitely generated, reduced $\mathbb{C}$-algebras, see [EH, II.1.1].

The Hecke algebra $\mathcal{H}(G)$ is a non-commutative, non-unital, non-finitely-generated, non-reduced $\mathbb{C}$-algebra, and so cannot be the coordinate ring of an affine algebraic variety.

The Hecke algebra $\mathcal{H}(G)$ is non-unital, but it admits local units, see [B, p.2].
The algebra $\mathcal{H}(G)$ admits a canonical decomposition into ideals, the Bernstein decomposition [B]:

$$
\mathcal{H}(G)=\bigoplus_{\mathfrak{s} \in \mathfrak{B}(G)} \mathcal{H}^{\mathfrak{s}}(G)
$$

Each ideal $\mathcal{H}^{\mathfrak{s}}(G)$ is a non-commutative, non-unital, non-finitely-generated, non-reduced $\mathbb{C}$-algebra, and so cannot be the coordinate ring of an affine algebraic variety.

In section 2, we define the extended centre $\widetilde{\mathfrak{Z}}(G)$ of $G$. At a crucial point in the construction of the centre $\mathcal{Z}(G)$ of the category of smooth representations of $G$, certain quotients are made: we replace each ordinary quotient by the extended quotient to create the extended centre.

In section 3 we define morita contexts, following [CDN].
In section 4 we prove that each ideal $\mathcal{H}^{\mathfrak{s}}(G)$ is Morita equivalent to a unital $k$-algebra of finite type, where $k$ is the coordinate ring of a complex affine algebraic variety. We think of the ideal $\mathcal{H}^{\mathfrak{s}}(G)$ as a noncommutative algebraic variety, and $\mathcal{H}(G)$ as a noncommutative scheme.

In section 5 we formulate our conjecture. We conjecture that each ideal $\mathcal{H}^{\mathfrak{s}}(G)$ is geometrically equivalent (in a sense which we make precise) to the coordinate ring of a complex affine algebraic variety $X^{\mathfrak{s}}$ :

$$
\mathcal{H}^{\mathfrak{s}}(G) \asymp \mathcal{O}\left(X^{\mathfrak{s}}\right)=\widetilde{\mathfrak{Z}^{\mathfrak{s}}}(G) .
$$

The ring $\widetilde{\mathfrak{Z}^{\mathfrak{s}}}(G)$ is the $\mathfrak{s}$-factor in the extended centre of $G$. The ideals $\mathcal{H}^{\mathfrak{s}}(G)$ therefore qualify as noncommutative algebraic varieties.

We have stripped away the homology and cohomology which play such a dominant role in $[\mathbf{B N}],[\mathbf{B P}]$, leaving behind three crucial moves: Morita equivalence, morphisms which are spectrum-preserving with respect to filtrations, and deformation of central character. These three moves generate the notion of geometric equivalence.

In section 6 we prove the conjecture for all generic points $\mathfrak{s} \in \mathfrak{B}(G)$.
In section 7 we prove our conjecture for SL(2).
In section 8 we discuss some general features used in proving the conjecture for certain examples.

In section 9 we review the asymptotic Hecke algebra of Lusztig.
The asymptotic Hecke algebra $J$ plays a vital role in our conjecture, as we now proceed to explain. One of the Bernstein ideals in $\mathcal{H}(G)$ corresponds to the point $\mathfrak{i} \in \mathfrak{B}(G)$, where $\mathfrak{i}$ is the quotient variety $\Psi(T) / W_{f}$. Here, $T$ is a maximal torus in $G, \Psi(T)$ is the complex torus of unramified quasicharacters of $T$, and $W_{f}$ is the finite Weyl group of $G$. Let $I$ denote an Iwahori subgroup of $G$, and define $e$ as follows:

$$
e(x)=\left\{\begin{array}{lc}
\operatorname{vol}(I)^{-1} & \text { if } x \in I \\
0 & \text { otherwise }
\end{array}\right.
$$

Then the Iwahori ideal is the two-sided ideal generated by $e$ :

$$
\mathcal{H}^{\mathfrak{i}}(G):=\mathcal{H}(G) e \mathcal{H}(G)
$$

There is a Morita equivalence $\mathcal{H}(G) e \mathcal{H}(G) \sim e \mathcal{H}(G) e$ and in fact we have

$$
\mathcal{H}^{\mathfrak{i}}(G):=\mathcal{H}(G) e \mathcal{H}(G) \asymp e \mathcal{H}(G) e \cong \mathcal{H}(G / / I) \cong \mathcal{H}\left(W, q_{F}\right) \asymp J
$$

where $\mathcal{H}\left(W, q_{F}\right)$ is an (extended) affine Hecke algebra based on the (extended) Coxeter group $W, J$ is the asymptotic Hecke algebra, and $\asymp$ denotes geometric equivalence. Now $J$ admits a decomposition into finitely many two-sided ideals

$$
J=\bigoplus_{\mathbf{c}} J_{\mathbf{c}}
$$

labelled by the two-sided cells $\mathbf{c}$ in $W$. We therefore have

$$
\mathcal{H}^{\mathrm{i}}(G) \asymp \oplus J_{\mathbf{c}} .
$$

This canonical decomposition of $J$ is well-adapted to our conjecture.
In section 10 we prove that

$$
J_{\mathbf{c}_{0}} \asymp \mathfrak{Z}^{\mathfrak{i}}(G)
$$

where $\mathbf{c}_{0}$ is the lowest two-sided cell, for any connected $F$-split adjoint simple $p$ adic group $G$. We note that $\mathfrak{Z}^{\mathfrak{i}}(G)$ is the ring of regular functions on the ordinary quotient $\Psi(T) / W_{f}$.

In section 11 we prove the conjecture for $\mathrm{GL}(n)$. We establish that for each point $\mathfrak{s} \in \mathfrak{B}(G)$, we have

$$
\mathcal{H}^{\mathfrak{s}}(\operatorname{GL}(n)) \asymp \widetilde{\mathfrak{Z}^{\mathfrak{s}}}(\mathrm{GL}(n)) .
$$

In section 12 we prove part (1) of the conjecture for the Iwahori ideal in $\mathcal{H}(\operatorname{PGL}(n))$.

In section 13 we prove part (1) of the conjecture for the Iwahori ideal in $\mathcal{H}(\mathrm{SO}(5))$. Our proofs depend crucially on Xi's affirmation, in certain special cases, of Lusztig's conjecture on the asymptotic Hecke algebra $J$ (see [L4, §10]).

In section 14 we discuss some consequences of the conjecture.
We thank the referee for his many detailed and constructive comments, which forced us thoroughly to revise the article. We also thank Nigel Higson, Ralf Meyer and Victor Nistor for valuable discussions, and Gene Abrams for an exchange of emails concerning rings with local units.

## 2. The extended centre

Let $G$ be the set of rational points of a reductive group defined over a local nonarchimedean field $F$, and let $\mathfrak{R}(G)$ denote the category of smooth $G$-modules. Let $(L, \sigma)$ denote a cuspidal pair: $L$ is a Levi subgroup of $G$ and $\sigma$ is an irreducible supercuspidal representation of $L$. The group $\Psi(L)$ of unramified quasicharacters of $L$ has the structure of a complex torus.

We write $[L, \sigma]_{G}$ for the equivalence class of $(L, \sigma)$ and $\mathfrak{B}(G)$ for the set of equivalence classes, where the equivalence relation is defined by $(L, \sigma) \sim\left(L^{\prime}, \sigma^{\prime}\right)$ if $g L g^{-1}=L^{\prime}$ and ${ }^{g} \sigma \simeq \nu^{\prime} \sigma^{\prime}$, for some $g \in G$ and some $\nu^{\prime} \in \Psi\left(L^{\prime}\right)$. For $\mathfrak{s}=[L, \sigma]_{G}$, let $\mathfrak{R}^{\mathfrak{s}}(G)$ denote the full subcategory of $\mathfrak{R}(G)$ whose objects are the representations $\Pi$ such that each irreducible subquotient of $\Pi$ is a subquotient of a parabolically induced representation $\iota_{P}^{G}(\nu \sigma)$ where $P$ is a parabolic subgroup of $G$ with Levi subgroup $L$ and $\nu \in \Psi(L)$. The action (by conjugation) of $\mathrm{N}_{G}(L)$ on $L$ induces an
action of $W(L)=\mathrm{N}_{G}(L) / L$ on $\mathfrak{B}(L)$. Let $W_{\mathfrak{t}}$ denote the stabilizer of $\mathfrak{t}=[L, \sigma]_{L}$ in $W(L)$. Thus $W_{\mathfrak{t}}=N_{\mathfrak{t}} / L$ where

$$
N_{\mathbf{t}}=\left\{n \in \mathrm{~N}_{G}(L):{ }^{n} \sigma \simeq \nu \sigma, \text { for some } \nu \in \Psi(L)\right\} .
$$

It acts (via conjugation) on $\operatorname{Irr}^{\mathrm{t}} L$, the set of isomorphism classes of irreducible objects in $\mathfrak{R}^{\mathfrak{t}}(L)$.

Let $\Omega(G)$ denote the set of $G$-conjugacy classes of cuspidal pairs $(L, \sigma)$. The groups $\Psi(L)$ create orbits in $\Omega(G)$. Each orbit is of the form $D_{\sigma} / W_{\mathfrak{t}}$ where $D_{\sigma}=$ $\operatorname{Irr}^{\mathfrak{t}} L$ is a complex torus.

We have

$$
\Omega(G)=\bigsqcup D_{\sigma} / W_{\mathrm{t}}
$$

Let $\mathfrak{Z}(G)$ denote the centre of the category $\mathfrak{R}(G)$. The centre of an abelian category (with a small skeleton) is the endomorphism ring of the identity functor. An element $z$ of the centre assigns to each object $A$ in $\mathfrak{R}(G)$ a morphism $z(A)$ such that

$$
f \cdot z(A)=z(B) \cdot f
$$

for each morphism $f \in \operatorname{Hom}(A, B)$.
According to Bernstein's theorem $[\mathbf{B}]$ we have the explicit decomposition of $\mathfrak{R}(G)$ :

$$
\mathfrak{R}(G)=\prod_{\mathfrak{s} \in \mathfrak{B}(G)} \mathfrak{R}^{\mathfrak{s}}(G)
$$

We also have

$$
\mathfrak{Z}(G) \cong \prod \mathfrak{Z}^{\mathfrak{s}}
$$

where

$$
\mathfrak{Z}^{\mathfrak{s}}(G)=\mathcal{O}\left(D_{\sigma} / W_{\mathfrak{t}}\right)
$$

is the centre of the category $\mathfrak{R}^{\mathfrak{s}}(G)$.
Let the finite group $\Gamma$ act on the space $X$. We define, as in $[\mathbf{B C}]$,

$$
\widetilde{X}:=\{(\gamma, x): \gamma x=x\} \subset \Gamma \times X
$$

and define the $\Gamma$-action on $\widetilde{X}$ as follows:

$$
\gamma_{1}(\gamma, x):=\left(\gamma_{1} \gamma \gamma_{1}^{-1}, \gamma_{1} x\right)
$$

The extended quotient of $X$ by $\Gamma$ is defined to be the ordinary quotient $\tilde{X} / \Gamma$. If $\Gamma$ acts freely, then we have

$$
\widetilde{X}=\{(1, x): x \in X\} \cong X
$$

and, in this case, $\widetilde{X} / \Gamma=X / \Gamma$.
We will write

$$
\widetilde{\mathfrak{Z}}^{\mathfrak{s}}(G):=\mathcal{O}\left(\widetilde{D_{\sigma}} / W_{\mathfrak{t}}\right) .
$$

We now form the extended centre

$$
\widetilde{\mathfrak{Z}}(G):=\prod_{\mathfrak{s} \in \mathfrak{B}(G)} \mathcal{O}\left(\widetilde{D_{\sigma}} / W_{\mathfrak{t}}\right)
$$

We will write

$$
k:=\mathcal{O}\left(D_{\sigma} / W_{\mathfrak{t}}\right)=\mathfrak{Z}^{\mathfrak{s}}(G)
$$

## 3. Morita contexts and the central character

A fundamental theorem of Morita says that the categories of modules over two rings with identity $R$ and $S$ are equivalent if and only if there exists a strict Morita context connecting $R$ and $S$.

A Morita context connecting $R$ and $S$ is a datum

$$
\left(R, S,_{R} M_{S, S} N_{R}, \phi, \psi\right)
$$

where $M$ is an $R$-S-bimodule, $N$ is an $S$ - $R$-bimodule, $\phi: M \otimes_{S} N \rightarrow R$ is a morphism of $R$ - $R$-bimodules and $\psi: N \otimes_{R} M \rightarrow S$ is a morphism of $S$ - $S$-bimodules such that

$$
\begin{aligned}
\phi(m \otimes n) m^{\prime} & =m \psi\left(n \otimes m^{\prime}\right) \\
\psi(n \otimes m) n^{\prime} & =n \psi\left(m \otimes n^{\prime}\right)
\end{aligned}
$$

for any $m, m^{\prime} \in M, n, n^{\prime} \in N$. A Morita context is strict if both maps $\phi, \psi$ are isomorphisms, see [CDN].

Let $R$ be a ring with local units, i.e. for any finite subset $X$ of $R$, there exists an idempotent element $e \in R$ such that $e x=x e=x$ for any $x \in X$. An $R$-module $M$ is unital if $R M=M$. Unital modules are called non-degenerate in [B].

Let $R$ and $S$ be two rings with local units, and $R-M O D$ and $S-M O D$ be the associated categories of unital modules. A Morita context for $R$ and $S$ is a datum $\left(R, S,_{R} M_{S}, S_{S} N_{R}, \phi, \psi\right)$ with the condition that $M$ and $N$ are unital modules to the left and to the right. If the Morita context is strict, then we obtain by [CDN, Theorem 4.3] an equivalence of categories $R-M O D$ and $S-M O D$.

If $R$ and $S$ are rings with local units which are connected by a strict Morita context, then we will say that $R$ and $S$ are Morita equivalent and write

$$
R \sim_{\text {morita }} S
$$

We will use repeatedly the following elementary lemmas.
Lemma 1. Let $R$ be a ring with local units. Let $M_{n}(R)$ denote $n \times n$ matrices over $R$. Then we have

$$
M_{n}(R) \sim_{\text {morita }} R .
$$

Proof. Let $M_{i \times j}(R)$ denote $i \times j$ matrices over $R$. Then we have a strict Morita context

$$
\left(R, M_{n \times n}(R), M_{1 \times n}(R), M_{n \times 1}(R), \phi, \psi\right)
$$

where $\phi, \psi$ denote matrix multiplication.
Lemma 2. Let $R$ be a ring with local units. Let e be an idempotent in $R$. Then we have

$$
R e R \sim_{\text {morita }} e R e .
$$

Proof. Given $r \in R$, there is an idempotent $f \in R$ such that $r=f r \in R^{2}$ so that $R \subset R^{2} \subset R$. A ring $R$ with local units is idempotent: $R=R^{2}$. This creates a strict Morita context

$$
(e R e, R e R, e R, R e, \phi, \psi)
$$

where $\phi, \psi$ are the obvious multiplication maps in $R$. We now check identities such as $(e R)(R e)=e R e,(R e)(e R)=R e R$.

Let $X$ be a complex affine algebraic variety, let $\mathcal{O}(X)$ denote the algebra of regular functions on $X$. Let

$$
k:=\mathcal{O}(X)
$$

A $k$-algebra $A$ is a $\mathbb{C}$-algebra which is also a $k$-module such that

$$
1_{k} \cdot a=a, \quad \omega\left(a_{1} a_{2}\right)=\left(\omega a_{1}\right) a_{2}=a_{1}\left(\omega a_{2}\right), \quad \omega(\lambda a)=\lambda(\omega a)=(\lambda \omega) a
$$

for all $a, a_{1}, a_{2} \in A, \omega \in k, \lambda \in \mathbb{C}$.
If $A$ has a unit then a $k$-algebra is a $\mathbb{C}$-algebra with a given unital homomorphism of $\mathbb{C}$-algebras from $k$ to the centre of $A$. If $A$ does not have a unit, then a $k$-algebra is a $\mathbb{C}$-algebra with a given unital homomorphism of $\mathbb{C}$-algebras from $k$ to the centre of the multiplier algebra $\mathcal{M}(A)$ of $A$, see $[\mathbf{B}]$.

A $k$-algebra $A$ is of finite type if, as a $k$-module, $A$ is finitely generated.
If $A, B$ are $k$-algebras, then a morphism of $k$-algebras is a morphism of $\mathbb{C}$ algebras which is also a morphism of $k$-modules.

If $A$ is a $k$-algebra and $Y$ is a unital $A$-module then the action of $A$ on $Y$ extends uniquely to an action of $\mathcal{M}(A)$ on $Y$ such that $Y$ is a unital $\mathcal{M}(A)$-module $[\mathbf{B}]$. In this way the category $A-M O D$ of unital $A$-modules is equivalent to the category $\mathcal{M}(A)-M O D$ of unital $\mathcal{M}(A)$-modules. Since the $k$-algebra structure for $A$ can be viewed as a unital homomorphism of $\mathbb{C}$-algebras from $k$ to the centre of $\mathcal{M}(A)$, it now follows that given any unital $A$-module $Y, Y$ is canonically a $k$-module with the following compatibility between the $A$-action and the $k$-action:

$$
1_{k} \cdot y=y, \quad \omega(a y)=(\omega a) y=a(\omega y), \quad \omega(\lambda y)=\lambda(\omega y)=(\lambda \omega) y
$$

for all $a \in A, y \in Y, \omega \in k, \lambda \in \mathbb{C}$.
If $A, B$ are $k$-algebras then a strict Morita context (in the sense of $k$-algebras) connecting $A$ and $B$ is a 6 -tuple

$$
(A, B, M, N, \phi, \psi)
$$

which is a strict Morita context connecting the rings $A, B$. We require, in addition, that

$$
\omega y=y \omega
$$

for all $y \in M, \omega \in k$. Similarly for $N$. When this is satisfied, we will say that the $k$-algebras $A$ and $B$ are Morita equivalent and write

$$
A \sim_{\text {morita }} B
$$

By central character or infinitesimal character we mean the following. Let $M$ be a simple $A$-module. Schur's lemma implies that each $\theta \in k$ acts on $M$ via a complex number $\lambda(\theta)$. Then $\theta \mapsto \lambda(\theta)$ is a morphism of $\mathbb{C}$-algebras $k \rightarrow \mathbb{C}$ and is therefore given by evaluation at a $\mathbb{C}$-point of $X$. The map $\operatorname{Irr}(A) \rightarrow X$ so obtained is the central character (or infinitesimal character). The notation for the infinitesimal character is as follows:

$$
\text { inf.ch. : } \operatorname{Irr}(A) \longrightarrow X
$$

If $A$ and $B$ are $k$-algebras connected by a strict Morita context then we have a commutative diagram in which the top horizontal arrow is bijective:


The algebras that occur in this paper have the property that

$$
\operatorname{Prim}(A)=\operatorname{Irr}(A)
$$

In particular, each Bernstein ideal $\mathcal{H}^{\mathfrak{s}}(G)$ has this property and any $k$-algebra of finite type has this property, see $[\mathbf{B N}]$. Here, $\operatorname{Irr}(A)$ is the set of equivalence classes of simple unital (i.e. non-degenerate) $A$-modules and $\operatorname{Prim}(A)$ is the set of primitive ideals in $A$.

## 4. A Morita equivalence

Let $\mathcal{H}=\mathcal{H}(G)$ denote the Hecke algebra of $G$. Note that $\mathcal{H}(G)$ admits a set $E$ of local units. For let $K$ be a compact open subgroup of $G$ and define

$$
e_{K}(x)=\left\{\begin{array}{lr}
\operatorname{vol}(K)^{-1} & \text { if } x \in K \\
0 & \text { otherwise }
\end{array}\right.
$$

Given a finite set $X \subset \mathcal{H}(G)$, we choose $K$ sufficiently small. Then we have $e_{K} x=x=x e_{K}$ for all $x \in X$. It follows that $\mathcal{H}$ is an idempotent algebra: $\mathcal{H}=\mathcal{H}^{2}$.

We have the Bernstein decomposition

$$
\mathcal{H}(G)=\bigoplus_{\mathfrak{s} \in \mathfrak{B}(G)} \mathcal{H}^{\mathfrak{s}}(G)
$$

of the Hecke algebra $\mathcal{H}(G)$ into two-sided ideals.
Lemma 3. Each Bernstein ideal $\mathcal{H}^{\mathfrak{s}}(G)$ admits a set of local units.
Proof. Define

$$
E^{\mathfrak{s}}:=E \cap \mathcal{H}^{\mathfrak{s}}(G) .
$$

Then $E^{\mathfrak{s}}$ is a set of local units for $\mathcal{H}^{\mathfrak{s}}(G)$.
We recall the notation from section 2 :

$$
\mathfrak{s} \in \mathfrak{B}(G), \quad \mathfrak{s}=[L, \sigma]_{G}, \quad D_{\sigma}=\Psi(L) / \mathcal{G}
$$

Theorem 1. Let $\mathfrak{s} \in \mathfrak{B}(G), k=\mathcal{O}\left(D_{\sigma}\right)$. The ideal $\mathcal{H}^{\mathfrak{s}}(G)$ is a $k$-algebra Morita equivalent to a unital $k$-algebra of finite type. If $W_{\mathfrak{t}}=\{1\}$ then $\mathcal{H}^{\mathfrak{s}}(G)$ is Morita equivalent to $k$.

Proof. Let $\mathfrak{s}=[L, \sigma]_{G}$. We will write

$$
\mathcal{H}(G)=\mathcal{H}=\mathcal{H}^{\mathfrak{s}} \oplus \mathcal{H}^{\prime}
$$

where $\mathcal{H}^{\prime}$ denotes the sum of all $\mathcal{H}^{\mathfrak{t}}$ with $\mathfrak{t} \in \mathfrak{B}(G)$ and $\mathfrak{t} \neq \mathfrak{s}$. It follows from $[\mathbf{B}$, (3.7)] that there is a compact open subgroup $K$ of $G$ with the property that $V^{K} \neq 0$ for every irreducible representation $(\pi, V)$ with $\mathfrak{I}(\pi)=\mathfrak{s}$. We will write $e_{K}=e+e^{\prime}$ with $e \in \mathcal{H}^{\mathfrak{s}}, e^{\prime} \in \mathcal{H}^{\prime}$. Both $e$ and $e^{\prime}$ are idempotent and we have $e e^{\prime}=0=e^{\prime} e$.

Given $h \in \mathcal{H}$, we will write $h=h^{\mathfrak{s}}+h^{\prime}$ with $h^{\mathfrak{s}} \in \mathcal{H}^{\mathfrak{s}}, h^{\prime} \in \mathcal{H}^{\prime}$. By [BK2, 3.1, 3.4-3.6], we have $\mathcal{H}^{\mathfrak{s}}(G) \cong \mathcal{H} e \mathcal{H}$. We note that this follows from the general considerations in [BK2, §3], and does not use the existence or construction of types. The ideal $\mathcal{H}^{\mathfrak{s}}$ is the idempotent two-sided ideal generated by $e$. By Lemma 2 we have

$$
\mathcal{H}^{\mathfrak{s}}=\mathcal{H} e \mathcal{H} \sim_{\text {morita }} \text { e } \mathcal{H e}
$$

Since $e h^{\prime}=h e^{\prime}=0, e^{\prime} h^{\mathfrak{s}}=h^{\mathfrak{s}} e^{\prime}=0$ we also have

$$
e \mathcal{H e}=e \mathcal{H}^{\mathfrak{s}} e=e_{K} \mathcal{H}^{\mathfrak{5}} e_{K} .
$$

It follows that

$$
\mathcal{H}^{\mathfrak{s}} \sim_{\text {morita }} e_{K} \mathcal{H}^{\mathfrak{s}} e_{K}
$$

Let $B$ be the unital algebra defined as follows:

$$
B:=e_{K} \mathcal{H}^{\mathfrak{s}}(G) e_{K}
$$

We will use the notation in [BR, p.80]. Let $\Omega=D_{\sigma} / W_{\mathrm{t}}$ and let $\Pi:=$ $\Pi(\Omega)^{K}, \Lambda:=$ End $\Pi$. There is a strict Morita context

$$
\left(B, \Lambda, \Pi, \Pi^{*}, \phi, \psi\right)
$$

We therefore have

$$
\mathcal{H}^{\mathfrak{s}}(G) \sim_{\text {morita }} B \sim_{\text {morita }} \Lambda
$$

The intertwining operators $A_{w}$ generate $\Lambda$ over $\Lambda\left(D_{\sigma}\right)$, see $[\mathbf{B R}$, p.81]. We also have [BR, p. 73]

$$
\Lambda\left(D_{\sigma}\right)=\mathcal{O}(\Psi(L)) \rtimes \mathcal{G}
$$

where the finite abelian group $\mathcal{G}$ is defined as follows:

$$
\mathcal{G}:=\{\psi \in \Psi(G): \psi \sigma \cong \sigma\} .
$$

Note that $\mathcal{G}$ acts freely on the complex torus $\Psi(L)$.
The $k$-algebras $\mathcal{O}(\Psi(L)) \rtimes \mathcal{G}$ and $\mathcal{O}(\Psi(L) / \mathcal{G})$ are connected by the following strict Morita context:

$$
(\mathcal{O}(\Psi(L)) \rtimes \mathcal{G}, \mathcal{O}(\Psi(L) / \mathcal{G}), \mathcal{O}(\Psi(L)), \mathcal{O}(\Psi(L)), \phi, \psi)
$$

We conclude that

$$
\Lambda\left(D_{\sigma}\right)=\mathcal{O}(\Psi(L)) \rtimes \mathcal{G} \sim_{\text {morita }} \mathcal{O}(\Psi(L) / \mathcal{G})=\mathcal{O}\left(D_{\sigma}\right)=k
$$

Therefore, $\Lambda$ is finitely generated as a $k$-module. Note that

$$
\text { Centre } \Lambda\left(D_{\sigma}\right) \cong k
$$

If $W_{\mathfrak{t}}=\{1\}$ then there are no intertwining operators, so that $\Lambda=\Lambda\left(D_{\sigma}\right)$. In that case we have

$$
\mathcal{H}^{\mathfrak{s}}(G) \sim_{\text {morita }} k
$$

## 5. The conjecture

Let $k$ be the coordinate ring of a complex affine algebraic variety $X, k=\mathcal{O}(X)$. Let $A$ be an associative $\mathbb{C}$-algebra which is also a $k$-algebra. We work with the collection of all $k$-algebras $A$ which are countably generated. As a $\mathbb{C}$-vector space, $A$ admits a finite or countable basis.

We will define an equivalence relation, called geometric equivalence, on the collection of such algebras $A$. This equivalence relation will be denoted $\asymp$.
(1) Morita equivalence of $k$-algebras with local units. Let $A$ and $B$ be $k$-algebras, each with a countable set of local units. If $A$ and $B$ are connected by a strict Morita context, then $A \asymp B$. Periodic cyclic homology is preserved, see [C, Theorem 1].
(2) Spectrum preserving morphisms with respect to filtrations of $k$-algebras of finite type, as in [BN]. Such filtrations are automatically finite, since $k$ is Noetherian.

A morphism $\phi: A \rightarrow B$ of $k$-algebras of finite type is called

- spectrum preserving if, for each primitive ideal $\mathfrak{q}$ of $B$, there exists a unique primitive ideal $\mathfrak{p}$ of $A$ containing $\phi^{-1}(\mathfrak{q})$, and the resulting map $\mathfrak{q} \mapsto \mathfrak{p}$ is a bijection from $\operatorname{Prim}(B)$ onto $\operatorname{Prim}(A)$;
- spectrum preserving with respect to filtrations if there exist increasing filtrations by ideals

$$
\begin{aligned}
& (0)=I_{0} \subset I_{1} \subset I_{2} \subset \cdots \subset I_{r-1} \subset I_{r} \subset A \\
& (0)=J_{0} \subset J_{1} \subset J_{2} \subset \cdots \subset J_{r-1} \subset J_{r} \subset B
\end{aligned}
$$

such that, for all $j$, we have $\phi\left(I_{j}\right) \subset J_{j}$ and the induced morphism

$$
\phi_{*}: I_{j} / I_{j-1} \rightarrow J_{j} / J_{j-1}
$$

is spectrum preserving. If $A, B$ are $k$-algebras of finite type such that there exists a morphism $\phi: A \rightarrow B$ of $k$-algebras which is spectrum preserving with respect to filtrations then $A \asymp B$.
(3) Deformation of central character. Let $A$ be a unital algebra over the complex numbers. Form the algebra $A\left[t, t^{-1}\right]$ of Laurent polynomials with coefficients in $A$. If $q$ is a non-zero complex number, then we have the evaluation-at- $q$ map of algebras

$$
A\left[t, t^{-1}\right] \longrightarrow A
$$

which sends a Laurent polynomial $P(t)$ to $P(q)$. Suppose now that $A\left[t, t^{-1}\right]$ has been given the structure of a $k$-algebra i.e. we are given a unital map of algebras over the complex numbers from $k$ to the centre of $A\left[t, t^{-1}\right]$. We assume that for any non-zero complex number $q$ the composed map

$$
k \longrightarrow A\left[t, t^{-1}\right] \longrightarrow A
$$

where the second arrow is the above evaluation-at- $q$ map makes $A$ into a $k$-algebra of finite type. For $q$ a non-zero complex number, denote the finite type k-algebra so obtained by $A(q)$. Then we decree that if $q_{1}$ and $q_{2}$ are any two non-zero complex numbers, $A\left(q_{1}\right)$ is equivalent to $A\left(q_{2}\right)$.

We fix $k$. The first two moves preserve the central character. This third move allows us to algebraically deform the central character.

Let $\asymp$ be the equivalence relation generated by (1), (2), (3); we say that $A$ and $B$ are geometrically equivalent if $A \asymp B$.

Since each move induces an isomorphism in periodic cyclic homology $[\mathbf{B N}][\mathbf{C}]$, we have

$$
A \asymp B \Longrightarrow H P_{*}(A) \cong H P_{*}(B)
$$

In order to formulate our conjecture, we need to review certain results and definitions.

The primitive ideal space of $\widetilde{\mathfrak{Z}^{\mathfrak{s}}}(G)$ is the set of $\mathbb{C}$-points of the variety $\widetilde{D_{\sigma}} / W_{\mathfrak{t}}$ in the Zariski topology.

We have an isomorphism

$$
H P_{*}\left(\mathcal{O}\left(\widetilde{D_{\sigma}} / W_{\mathfrak{t}}\right)\right) \cong H^{*}\left(\widetilde{D_{\sigma}} / W_{\mathbf{t}} ; \mathbb{C}\right)
$$

This is a special case of the Feigin-Tsygan theorem; for a proof of this theorem which proceeds by reduction to the case of smooth varieties, see $[\mathrm{KNS}]$.

Let $E_{\sigma}$ be the maximal compact subgroup of the complex torus $D_{\sigma}$, so that $E_{\sigma}$ is a compact torus.

Let $\operatorname{Prim}^{t} \mathcal{H}^{\mathfrak{s}}(G)$ denote the set of primitive ideals attached to tempered, simple $\mathcal{H}^{\mathfrak{s}}(G)$-modules.

Conjecture 1. Let $\mathfrak{s} \in \mathfrak{B}(G)$. Then
(1) $\mathcal{H}^{\mathfrak{s}}(G)$ is geometrically equivalent to the commutative algebra $\widetilde{\mathfrak{Z}^{\mathfrak{s}}}(G)$ :

$$
\mathcal{H}^{\mathfrak{s}}(G) \asymp \widetilde{\mathfrak{Z}^{\mathfrak{s}}}(G) .
$$

(2) The resulting bijection of primitive ideal spaces

$$
\operatorname{Prim} \mathcal{H}^{\mathfrak{s}}(G) \longleftrightarrow \widetilde{D_{\sigma}} / W_{\mathrm{t}}
$$

restricts to give a bijection

$$
\operatorname{Prim}^{t} \mathcal{H}^{\mathfrak{s}}(G) \longleftrightarrow \widetilde{E_{\sigma}} / W_{\mathrm{t}}
$$

Remark 1. The geometric equivalence of part (1) induces an isomorphism

$$
H P_{*}\left(\mathcal{H}^{\mathfrak{s}}(G)\right) \cong H^{*}\left(\widetilde{D_{\sigma}} / W_{\mathfrak{t}} ; \mathbb{C}\right)
$$

Remark 2. The referee has posed a very interesting question: if $A, B$ are geometrically equivalent, what does this imply about the categories $A-M O D$ and $B-M O D$ of unital modules?

It seems likely that for each ideal $\mathcal{H}^{\mathfrak{s}}$ the category $\mathcal{H}^{\mathfrak{s}}-M O D$ will have some resemblance to $\widetilde{\mathfrak{Z}}^{\mathfrak{s}}-M O D$. If the conjecture is true, then $\operatorname{Prim} \mathcal{H}^{\mathfrak{s}}$ is in bijection with $\widetilde{D}_{\sigma} / W_{\mathrm{t}}$. However, as the referee has indicated, there may be further resemblances between $\mathcal{H}^{\mathfrak{s}}-M O D$ and $\widetilde{\mathfrak{Z}}^{\mathfrak{s}}-M O D$.

## 6. Generic points in the Bernstein spectrum

We begin with a definition.
Definition 1. The point $\mathfrak{s} \in \mathfrak{B}(G)$ is generic if $W_{\mathfrak{t}}=\{1\}$.
For example, let $\mathfrak{s}=[G, \sigma]_{G}$ with $\sigma$ an irreducible supercuspidal representation of $G$. Then $\mathfrak{s}$ is a generic point in $\mathfrak{B}(G)$. For a second example, let $\mathfrak{s}=[\mathrm{GL}(2) \times$ $\left.\mathrm{GL}(2), \sigma_{1} \otimes \sigma_{2}\right]_{\mathrm{GL}(4)}$ with $\sigma_{1}$ not equivalent to $\sigma_{2}$ (after unramified twist). Then $\mathfrak{s}$ is a generic point in $\mathfrak{B}(\mathrm{GL}(4))$.

THEOREM 2. The conjecture is true if $\mathfrak{s}$ is a generic point in $\mathfrak{B}(G)$.
Proof. Part (1). This is immediate from Theorem 1. We conclude that

$$
\mathcal{H}^{\mathfrak{s}}(G) \asymp \mathcal{O}\left(D_{\sigma}\right)=\mathfrak{Z}^{\mathfrak{s}}(G)=\widetilde{\mathfrak{Z}}^{\mathfrak{s}}(G)
$$

Part (2). Let $\mathcal{C}(G)$ denote the Harish-Chandra Schwartz algebra of $G$, see $[\mathbf{W}]$. We choose $e, e_{K}$ as in the proof of Theorem 1. Let $\mathfrak{s} \in \mathfrak{B}(G)$ and let $\mathcal{C}^{\mathfrak{s}}(G)$ be the corresponding Bernstein ideal in $\mathcal{C}(G)$. As in the proof of Theorem $1, \mathcal{C}^{\mathfrak{s}}(G)$ is the two-sided ideal generated by $e$. We have $\mathcal{C}^{\mathfrak{s}}(G)=\mathcal{C}(G) e \mathcal{C}(G)$. By Lemma 2, we have

$$
\mathcal{C}^{\mathfrak{s}}(G)=\mathcal{C}(G) e \mathcal{C}(G) \sim_{\text {morita }} e \mathcal{C}(G) e=e_{K} \mathcal{C}(G) e_{K}
$$

According to Mischenko's theorem [Mi], the Fourier transform induces an isomorphism of unital Fréchet algebras:

$$
e_{K} \mathcal{C}(G) e_{K} \cong C^{\infty}\left(E_{\sigma}, \text { End } E^{K}\right)
$$

We also have

$$
C^{\infty}\left(E_{\sigma}, \text { End } E^{K}\right) \cong M_{n}\left(C^{\infty}\left(E_{\sigma}\right)\right)
$$

with $n=\operatorname{dim}_{\mathbb{C}}\left(E^{K}\right)$. By Lemma 1 we have

$$
\mathcal{C}^{\mathfrak{s}}(G) \sim_{\text {morita }} C^{\infty}\left(E_{\sigma}\right)
$$

We now exploit the liminality of the reductive group $G$, and take the primitive ideal space of each side. We conclude that there is a bijection

$$
\operatorname{Prim}^{t} \mathcal{H}^{\mathfrak{s}}(G) \longleftrightarrow E_{\sigma}
$$

## 7. The Hecke algebra of $\operatorname{SL}(2)$

Let $G=\mathrm{SL}(2)=\mathrm{SL}(2, F)$, a group not of adjoint type. Let $W$ be the Coxeter group with 2 generators:

$$
W=\left\langle s_{1}, s_{2}\right\rangle=\mathbb{Z} \rtimes W_{f}
$$

where $W_{f}=\mathbb{Z} / 2 \mathbb{Z}$. Then $W$ is the infinite dihedral group. It has the property (see section 8) that

$$
\mathcal{H}\left(W, q_{F}\right)=\mathcal{H}(\operatorname{SL}(2) / / I) .
$$

There is a unique isomorphism of $\mathbb{C}$-algebras between $\mathcal{H}\left(W, q_{F}\right)$ and $\mathbb{C}[W]$ such that

$$
T_{s_{1}} \mapsto \frac{q_{F}+1}{2} \cdot s_{1}+\frac{q_{F}-1}{2}, \quad T_{s_{2}} \mapsto \frac{q_{F}+1}{2} \cdot s_{2}+\frac{q_{F}-1}{2},
$$

where $T_{s_{i}}$ is the element of $\mathcal{H}\left(W, q_{F}\right)$ corresponding to $s_{i}$. We note also that

$$
\mathbb{C}[\mathbb{Z} \rtimes \mathbb{Z} / 2 \mathbb{Z}] \cong \mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}
$$

where

$$
\mathbb{M}:=\mathbb{C}\left[t, t^{-1}\right]
$$

denotes the $\mathbb{Z} / 2 \mathbb{Z}$-graded algebra of Laurent polynomials in one indeterminate $t$. Let $\alpha$ denote the generator of $\mathbb{Z} / 2 \mathbb{Z}$. The group $\mathbb{Z} / 2 \mathbb{Z}$ acts as automorphism of $\mathbb{M}$, with $\alpha(t)=t^{-1}$. We define

$$
\mathbb{L}:=\{P \in \mathbb{M}: \alpha(P)=P\}
$$

as the algebra of balanced Laurent polynomials. We will write

$$
\mathbb{L}^{*}:=\{P \in \mathbb{M}: \alpha(P)=-P\} .
$$

Then $\mathbb{L}^{*}$ is a free of rank 1 module over $\mathbb{L}$, with generator $t-t^{-1}$. We will refer to the elements of $\mathbb{L}^{*}$ as anti-balanced Laurent polynomials.

Lemma 4. We have

$$
\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z} \asymp \mathbb{C}^{2} \oplus \mathbb{L}
$$

Proof. We will realize the crossed product as follows:

$$
\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}=\left\{f \in \mathcal{O}\left(\mathbb{C}^{\times}, M_{2}(\mathbb{C})\right): f\left(z^{-1}\right)=\mathfrak{a} \cdot f(z) \cdot \mathfrak{a}^{-1}\right\}
$$

where

$$
\mathfrak{a}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

We then have

$$
\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}=\left(\begin{array}{cc}
\mathbb{L} & \mathbb{L}^{*} \\
\mathbb{L}^{*} & \mathbb{L}
\end{array}\right)
$$

There is an algebra map

$$
\left(\begin{array}{cc}
\mathbb{L} & \mathbb{L}^{*} \\
\mathbb{L}^{*} & \mathbb{L}
\end{array}\right) \rightarrow\left(\begin{array}{ll}
\mathbb{L} & \mathbb{L} \\
\mathbb{L} & \mathbb{L}
\end{array}\right)
$$

as follows:

$$
x_{11} \mapsto x_{11}, x_{22} \mapsto x_{22}, x_{12} \mapsto x_{12}\left(t-t^{-1}\right), x_{21} \mapsto x_{21}\left(t-t^{-1}\right)^{-1}
$$

This map, combined with evaluation of $x_{22}$ at $t=1, t=-1$, creates an algebra map

$$
\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z} \rightarrow M_{2}(\mathbb{L}) \oplus \mathbb{C} \oplus \mathbb{C}
$$

This map is spectrum-preserving with respect to the following filtrations:

$$
\begin{aligned}
0 \subset M_{2}(\mathbb{L}) & \subset M_{2}(\mathbb{L}) \oplus \mathbb{C} \oplus \mathbb{C} \\
0 & \subset I \subset \mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}
\end{aligned}
$$

where $I$ is the ideal of $\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}$ defined by the conditions

$$
x_{22}(1)=0=x_{22}(-1)
$$

We therefore have

$$
\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z} \asymp M_{2}(\mathbb{L}) \oplus \mathbb{C}^{2} \asymp \mathbb{L} \oplus \mathbb{C}^{2}
$$

It is worth noting that $\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}$ is not Morita equivalent to $\mathbb{L} \oplus \mathbb{C}^{2}$. For the primitive ideal space $\operatorname{Prim}(\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z})$ is connected, whereas the primitive ideal space $\operatorname{Prim}\left(\mathbb{L} \oplus \mathbb{C}^{2}\right)$ is disconnected (it has 3 connected components).

Theorem 3. The conjecture is true for $\operatorname{SL}(2, F)$.
Proof. For the Iwahori ideal $\mathcal{H}^{\mathfrak{i}}(\mathrm{SL}(2))$ we have

$$
\mathcal{H}^{\mathfrak{i}}(G) \asymp \mathcal{H}\left(W, q_{F}\right) \asymp \mathbb{C}[W] .
$$

Let $\chi$ be a unitary character of $F^{\times}$of exact order two. Let $G=\mathrm{SL}(2, F)$ and let $\mathfrak{j}=\mathfrak{j}(\lambda)=[T, \lambda]_{G} \in \mathfrak{B}(G)$ with $\lambda$ defined as follows:

$$
\lambda:\left(\begin{array}{cc}
x & 0 \\
0 & x^{-1}
\end{array}\right) \mapsto \chi(x)
$$

Let $c$ be the least integer $n \geq 1$ such that $1+\mathfrak{p}_{F}^{n} \subset \operatorname{ker}(\chi)$. We set

$$
J_{\chi}:=\left(\begin{array}{cc}
\mathfrak{o}_{F}^{\times} & \mathfrak{p}_{F}^{[c / 2]} \\
\mathfrak{p}_{F}^{[(c+1) / 2]} & \mathfrak{o}_{F}^{\times}
\end{array}\right) \cap \mathrm{SL}(2, F) .
$$

Let $\tau_{\chi}$ denote the restriction of $\lambda$ to the compact torus

$$
\left\{\left(\begin{array}{cc}
x & 0 \\
0 & x^{-1}
\end{array}\right): x \in \mathfrak{o}_{F}^{\times}\right\} .
$$

Then $\left(J_{\chi}, \tau_{\chi}\right)$ is an $\mathfrak{s}$-type in $\operatorname{SL}(2, F)$ and (for instance, as a special case of [GR, Theorem 11.1]) the Hecke algebra $\mathcal{H}\left(G, \tau_{\chi}\right)$ is isomorphic to $\mathcal{H}\left(W, q_{F}\right)$. We have

$$
\mathcal{H}^{\mathrm{j}}(G) \asymp \mathcal{H}\left(G, \tau_{\chi}\right) \cong \mathcal{H}\left(W, q_{F}\right) \asymp \mathbb{C}[W]
$$

To summarize: if $\mathfrak{s}=\mathfrak{i}$ or $\mathfrak{j}(\lambda)$ then we have

$$
\mathcal{H}^{\mathfrak{s}}(G) \asymp \mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}
$$

We have $W_{\mathfrak{t}}=W_{f}=\mathbb{Z} / 2 \mathbb{Z}$. Let $\Omega$ be the variety which corresponds to $\mathfrak{j} \in$ $\mathfrak{B}(G)$, so that $\Omega=D / W_{f}$ with $D$ a complex torus of dimension 1. Each unramified quasicharacter of the maximal torus $T \subset \mathrm{SL}(2)$ is given by

$$
\left(\begin{array}{cc}
x & 0 \\
0 & x^{-1}
\end{array}\right) \mapsto s^{\mathrm{val}(x)}
$$

with $z \in \mathbb{C}^{\times}$. Let $\mathbb{V}(z w-1)$ denote the algebraic curve in $\mathbb{C}^{2}$ defined by the equation $z w-1=0$. This algebraic curve is a hyperbola. The map $\mathbb{C}^{\times} \rightarrow \mathbb{V}(z w-1), z \mapsto$ $\left(z, z^{-1}\right)$ defines the structure of algebraic curve on $\mathbb{C}^{\times}$. The generator of $W_{f}$ sends
a point $z$ on this curve to $z^{-1}$ and there are two fixed points, 1 and -1 . The coordinate algebra of the quotient curve is given by

$$
\mathbb{C}\left[D / W_{f}\right]=\mathbb{L}
$$

and the coordinate algebra of the extended quotient is given by

$$
\mathbb{C}\left[\widetilde{D} / W_{f}\right]=\mathbb{L} \oplus \mathbb{C} \oplus \mathbb{C}
$$

Then it follows from Lemma 4 that

$$
\mathcal{H}^{\mathfrak{s}}(\mathrm{SL}(2)) \asymp \widetilde{\mathfrak{Z}}^{\mathfrak{s}}(\mathrm{SL}(2))
$$

if $\mathfrak{s}=\mathfrak{i}$ or $\mathfrak{j}(\lambda)$.
If $\mathfrak{s} \neq \mathfrak{i}, \mathfrak{j}(\lambda)$ then $\mathfrak{s}$ is a generic point in $\mathfrak{B}(\mathrm{SL}(2))$ and we apply Theorem 1. Part (1) of the conjecture is proved.

Recall that a representation of $G$ is called elliptic if its character is not identically zero on the elliptic set of $G$.

It follows from [Go, Theorem 3.4] (see also [SM, Prop. 1]) that the (normalized) induced representation $\operatorname{Ind}_{T U}^{G}(\lambda \otimes 1)$ has an elliptic constituent (and then the other constituent is also elliptic) if and only if the character $\chi$ is of order 2 .

We then have

$$
\operatorname{Ind}_{T U}^{G}(\lambda \otimes 1)=\pi^{+} \oplus \pi^{-}
$$

and we have the identity $\theta^{+}=\theta^{-}=0$, between the characters $\theta^{+}, \theta^{-}$of $\pi^{+}, \pi^{-}$.
Let $s \in \mathbb{C},|s|=1$. The corresponding (normalized) induced representation will be denoted $\pi(s)$ :

$$
\pi(s):=\operatorname{Ind}_{T U}^{G}\left(\chi_{s} \lambda \otimes 1\right)
$$

The representations $\pi(1), \pi(-1)$ are reducible, and split into irreducible components:

$$
\begin{gathered}
\pi(1)=\pi^{+}(1) \oplus \pi^{-}(1) \\
\pi(-1)=\pi^{+}(-1) \oplus \pi^{-}(-1)
\end{gathered}
$$

These are elliptic representations: their characters

$$
\theta^{+}(1), \theta^{-}(1), \theta^{+}(-1), \theta^{-}(-1)
$$

are not identically zero on the elliptic set, although we do have the identities

$$
\begin{gathered}
\theta^{+}(1)+\theta^{-}(1)=0 \\
\theta^{+}(-1)+\theta^{-}(-1)=0
\end{gathered}
$$

Concerning infinitesimal characters, we have

$$
\begin{gathered}
\text { inf.ch. } \pi^{+}(1)=\text { inf.ch. } \pi^{-}(1)=\lambda \\
\text { inf.ch. } \pi^{+}(-1)=\text { inf.ch. } \pi^{-}(-1)=(-1)^{\mathrm{val}_{F}} \otimes \lambda .
\end{gathered}
$$

Note that $E_{\sigma}=\mathbb{T}$, and recall that $\pi(s) \cong \pi\left(s^{-1}\right)$. The induced bijection

$$
\operatorname{Prim}^{t} \mathcal{H}^{\mathfrak{s}}(G) \rightarrow \widetilde{E_{\sigma}} / W_{\mathrm{t}}
$$

is as follows. With $s \in \mathbb{C},|s|=1$ :

$$
\begin{aligned}
& \pi(s) \mapsto\left\{s, s^{-1}\right\}, \quad s^{2} \neq 1 \\
& \pi^{+}(1) \mapsto 1, \quad \pi^{-}(1) \mapsto a \\
& \pi^{+}(-1) \mapsto-1, \quad \pi^{-}(-1) \mapsto b
\end{aligned}
$$

where $a, b$ are the two isolated points in the compact extended quotient of $\mathbb{T}$ by $\mathbb{Z} / 2 \mathbb{Z}$. We note that the pair $\pi^{+}(1), \pi^{-}(1)$ are L-indistinguishable. The corresponding Langlands parameter fails to distinguish them from each other. The pair $\pi^{+}(-1), \pi^{-}(-1)$ are also L-indistinguishable.

The unramified unitary principal series is defined as follows:

$$
\omega(s):=\operatorname{Ind}_{T U}^{G}\left(\chi_{s} \otimes 1\right)
$$

Recall that $\omega(s)=\omega\left(s^{-1}\right)$. The representation $\omega(-1)$ is reducible:

$$
\omega(-1)=\omega^{+}(-1) \oplus \omega^{-}(-1)
$$

For that part of the tempered spectrum which admits non-zero Iwahori-fixed vectors, the induced bijection

$$
\operatorname{Prim}^{t} \mathcal{H}^{\mathfrak{s}}(G) \rightarrow \widetilde{E_{\sigma}} / W_{\mathfrak{t}}
$$

is as follows. With $s \in \mathbb{C},|s|=1$ :

$$
\begin{gathered}
\omega(s) \mapsto\left\{s, s^{-1}\right\}, \quad s \neq-1 \\
\omega^{+}(-1) \mapsto-1, \quad \omega^{-}(-1) \mapsto c \\
\operatorname{St}(2) \mapsto d
\end{gathered}
$$

where $c, d$ are the two isolated points in the compact extended quotient of $\mathbb{T}$ by $\mathbb{Z} / 2 \mathbb{Z}$, and $\operatorname{St}(2)$ denotes the Steinberg representation of $\operatorname{SL}(2)$.

These maps are induced by the geometric equivalences and are therefore not quite canonical, because the geometric equivalences are not canonical.

If $\mathfrak{s} \neq \mathfrak{i}, \mathfrak{j}(\lambda)$ then $\mathfrak{s}$ is a generic point in $\mathfrak{B}(\mathrm{SL}(2))$ and the induced bijection is as follows:

$$
\operatorname{Prim}^{t} \mathcal{H}^{\mathfrak{s}}(G) \rightarrow \widetilde{E_{\sigma}} / W_{\mathrm{t}}
$$

takes the form of the identity map $\mathbb{T} \rightarrow \mathbb{T}$ or the identity map $p t \rightarrow p t$.
There are 2 non-generic points in $\mathfrak{B}\left(\operatorname{SL}\left(2, \mathbb{Q}_{p}\right)\right)$ with $p>3$; there are 4 nongeneric points in $\mathfrak{B}\left(\operatorname{SL}\left(2, \mathbb{Q}_{2}\right)\right)$.

## 8. Iwahori-Hecke algebras

The proof of Theorem 1 shows that $\mathcal{H}^{\mathfrak{s}}(G)$ is Morita equivalent to a unital $k$-algebra which we will denote by $\mathcal{A}_{\mathfrak{s}}$. The next step in proving the conjecture will be to relate this algebra $\mathcal{A}_{\mathfrak{s}}$ to a generalized Iwahori-Hecke algebra, as defined below.

Let $W^{\prime}$ be a Coxeter group with generators $(s)_{s \in S}$ and relations

$$
\left(s s^{\prime}\right)^{m_{s, s^{\prime}}}=1, \quad \text { for any } s, s^{\prime} \in S \text { such that } m_{s, s^{\prime}}<+\infty,
$$

and let $L$ be a weight function on $W^{\prime}$, that is, a map $L: W^{\prime} \rightarrow \mathbb{Z}$ such that $L\left(w w^{\prime}\right)=L(w)+L\left(w^{\prime}\right)$ for any $w, w^{\prime}$ in $W^{\prime}$ such that $\ell\left(w w^{\prime}\right)=\ell(w)+\ell\left(w^{\prime}\right)$, where $\ell$ is the usual length function on $W^{\prime}$. Clearly, the function $\ell$ is itself a weight function.

Let $\Omega$ be a finite group acting on the Coxeter system $\left(W^{\prime}, S\right)$. The group $W:=W^{\prime} \rtimes \Omega$ will be called an extended Coxeter group. We extend $L$ to $W$ by setting $L(w \omega):=L(w)$, for $w \in W^{\prime}, \omega \in \Omega$.

Let $A:=\mathbb{Z}\left[v, v^{-1}\right]$ where $v$ is an indeterminate. We set $u:=v^{2}$ and $v_{s}:=v^{L(s)}$ for any $s \in S$. Let ${ }^{-}: A \rightarrow A$ be the ring involution which takes $v^{n}$ to $v^{-n}$ for any $n \in \mathbb{Z}$.

Let $\mathcal{H}(W, u)=\mathcal{H}(W, L, u)$ denote the $A$-algebra defined by the generators $\left(T_{s}\right)_{s \in S}$ and the relations

$$
\begin{gathered}
\quad\left(T_{s}-v_{s}\right)\left(T_{s}+v_{s}^{-1}\right)=0 \quad \text { for } s \in S \\
\underbrace{T_{s} T_{s^{\prime}} T_{s} \cdots}_{m_{s, s^{\prime}} \text { factors }}=\underbrace{T_{s^{\prime}} T_{s} T_{s^{\prime}} \cdots}_{m_{s, s^{\prime}} \text { factors }}, \quad \text { for any } s \neq s^{\prime} \text { in } S \text { such that } m_{s, s^{\prime}}<+\infty .
\end{gathered}
$$

For $w \in W$, we define $T_{w} \in \mathcal{H}(W, u)$ by $T_{w}=T_{s_{1}} T_{s_{2}} \cdots T_{s_{m}}$, where $w=s_{1} s_{2} \cdots s_{m}$ is a reduced expression in $W$. We have $T_{1}=1$, the unit element of $\mathcal{H}(W, u)$, and $\left(T_{w}\right)_{w \in W}$ is an $A$-basis of $\mathcal{H}(W, u)$. The $v_{s}$ are called the parameters of $\mathcal{H}(W, u)$.

Let $\mathcal{H}\left(W^{\prime}, u\right)$ be the $A$-subspace of $\mathcal{H}(W, u)$ spanned by all $T_{w}$ with $w \in W^{\prime}$. For each $q \in \mathbb{C}^{\times}$, we set $\mathcal{H}(W, q):=\mathcal{H}(W, u) \otimes_{A} \mathbb{C}$, where $\mathbb{C}$ is regarded as an $A$-algebra with $u$ acting as scalar multiplication by $q$. The algebras of the form $\mathcal{H}(W, q)$ where $W$ is an extended Coxeter group and $q \in \mathbb{C}$ will be called extended Iwahori-Hecke algebras. In the case when the Coxeter group $W^{\prime}$ is an affine Weyl group, we will say that $\mathcal{H}(W, q)$ is an extended affine Iwahori-Hecke algebra.

We now observe that $W_{\mathfrak{t}}$ is a (finite) extended Coxeter group. Indeed, there exists a root system $\Phi_{\mathfrak{t}}$ with associate Weyl group denoted $W_{\mathfrak{t}}^{\prime}$ and a subset $\Phi_{\mathfrak{t}}^{+}$of positive roots in $\Phi_{\mathfrak{t}}$, such that, setting

$$
C_{\mathfrak{t}}:=\left\{w \in W_{\mathfrak{t}}: w\left(\Phi_{\mathfrak{t}}^{+}\right) \subset \Phi_{\mathfrak{t}}^{+}\right\},
$$

we have

$$
W_{\mathfrak{t}}=W_{\mathrm{t}}^{\prime} \rtimes C_{\mathrm{t}} .
$$

This follows from $[\mathbf{H e}$, Prop. 4.2] and [Ho, Lem. 2].
It is expected, and proved, using the theory of types of [BK2], for level-zero representations in [M1], [M2], for principal series representations of split groups in $[\mathbf{R 2}]$, for the group $\mathrm{GL}(n, F)$ in $[\mathbf{B K 1}]$, $[\mathbf{B K} 3]$, for the group $\mathrm{SL}(n, F)$ in $[\mathbf{G R}]$, for the group $\operatorname{Sp}(4)$ in $[\mathbf{B B}]$, and for a large class of representations of classical groups in $[\mathbf{K i 1}],[\mathbf{K i 2}]$, that there exists always an extended affine Iwahori-Hecke algebra $\mathcal{H}_{\mathfrak{s}}^{\prime}$ such that the following holds:
(1) there exists a (finite) Iwahori-Hecke algebra $H_{\mathfrak{s}}^{\prime}$ with corresponding Coxeter group $W_{\mathfrak{t}}^{\prime}$ and a Laurent polynomial algebra $\mathcal{B}_{\mathfrak{t}}$ satisfying $\mathcal{H}_{\mathfrak{s}}^{\prime}=$ $H_{\mathfrak{s}}^{\prime} \otimes \mathbb{C} \mathcal{B}_{\mathfrak{t}} ;$
(2) there exists a two-cocycle $\mu: C_{\mathfrak{t}} \times C_{\mathfrak{t}} \rightarrow \mathbb{C}^{\times}$and an injective homomorphism of groups $\iota: C_{\mathfrak{t}} \rightarrow$ Aut $_{\mathbb{C} \text {-alg }} \mathcal{H}_{\mathfrak{s}}^{\prime}$ such that $\mathcal{A}_{\mathfrak{s}}$ is Morita equivalent to the twisted tensor product algebra $\mathcal{H}_{\mathfrak{s}}^{\prime} \tilde{\otimes}_{\iota} \mathbb{C}\left[C_{\mathrm{t}}\right]_{\mu}$.
In the case of $\mathrm{GL}(n, F)$ (see $[\mathbf{B K 1}]$ ), and in the case of principal series representations of split groups with connected centre (see $[\mathbf{R 2}]$ ), we always have $C_{\mathfrak{t}}=\{1\}$. The references quoted above give examples in which $C_{\mathfrak{t}} \neq\{1\}$. The results in [GR] also show that the algebra $\mathcal{H}_{\mathfrak{s}}^{\prime} \tilde{\otimes}_{\iota} \mathbb{C}\left[C_{\mathfrak{t}}\right]_{\mu}$ is not always isomorphic to an extended Iwahori-Hecke algebra.

There are no known example in which the cocycle $\mu$ is non-trivial. In the case of unipotent level zero representations $[\mathbf{L 6}],[\mathbf{L} 1]$, of principal series representations $[\mathbf{R 2}]$, and of the group $\mathrm{Sp}_{4}[\mathbf{B B}]$, it has been proved that $\mu$ is trivial.

From now we restrict attention to the case where $C_{\mathfrak{t}}=\{1\}$, so that $\mathcal{A}_{\mathfrak{s}}$ is expected to be Morita equivalent to a generalized affine Iwahori-Hecke algebra $\mathcal{H}_{\mathfrak{s}}^{\prime}$.

In particular, if $L$ is a torus and $\mathfrak{s}=[T, 1]_{G}$, then $\mathcal{A}_{\mathfrak{s}}$ is isomorphic to the commuting algebra $\mathcal{H}(G / / I)$ in $G$ of the induced representation from the trivial representation of an Iwahori subgroup $I$ of $G$. We have

$$
\mathcal{H}(G / / I) \simeq \mathcal{H}\left(W, q_{F}\right)
$$

where $q_{F}$ is the order of the residue field of $F$ and $W$ is defined as follows (see for instance [Ca, $\S 3.2$ and 3.5$]$ ). Here the weight function is taken to be equal to the length function. In particular, we are in the equal parameters case.

Let $T$ be a maximal split torus in $G$, and let $X^{*}(T), X_{*}(T)$ denote its groups of characters and cocharacters, respectively. Let $\Phi(G, T) \subset X^{*}(T), \Phi^{\vee}(G, T) \subset$ $X_{*}(T)$ be the corresponding root and coroot systems, and $W_{f}$ the associated (finite) Weyl group. Then

$$
W=X_{*}(T) \rtimes W_{f}
$$

Now let $X_{*}^{\prime}(T)$ denote the subgroup of $X_{*}(T)$ generated by $\Phi^{\vee}(G, T)$. Then $W^{\prime}:=$ $X_{*}^{\prime}(T) \rtimes W_{f}$ is a Coxeter group (an affine Weyl group) and $W=W^{\prime} \rtimes \Omega$, where $\Omega$ is the group of elements in $W$ of length zero.

Let ${ }^{L} G^{0}$ be the Langlands dual group of $G$, and let ${ }^{L} T^{0}$ denote the Langlands dual of $T$, a maximal torus of ${ }^{L} G^{0}$. By Langlands duality, we have

$$
W=X_{*}(T) \rtimes W_{f}=X^{*}\left({ }^{L} T^{0}\right) \rtimes W_{f}
$$

The isomorphism

$$
{ }^{L} T^{0} \cong \Psi(T), \quad t \mapsto \chi_{t}
$$

is fixed by the relation

$$
\chi_{t}\left(\phi\left(\varpi_{F}\right)\right)=\phi(t)
$$

for $t \in{ }^{L} T^{0}, \phi \in X_{*}(T)=X^{*}\left({ }^{L} T^{0}\right)$, and $\varpi_{F}$ a uniformizer in $F$. This isomorphism commutes with the $W_{f}$-action, see [GS, Section I.2.3].

The group $W_{f}$ acts on ${ }^{L} T^{0}$, and we form the quotient variety ${ }^{L} T^{0} / W_{f}$.
Let $\mathfrak{i} \in \mathfrak{B}(G)$ be determined by the cuspidal pair $(T, 1)$. We have

$$
\begin{aligned}
\mathfrak{Z}^{\mathfrak{i}} & =\mathbb{C}\left[{ }^{L} T^{0} / W_{f}\right], \\
\widetilde{\mathfrak{Z}}^{\mathfrak{i}} & =\mathbb{C}\left[\widetilde{{ }^{L} T^{0}} / W_{f}\right] .
\end{aligned}
$$

## 9. The asymptotic Hecke algebra

There is a unique algebra involution $h \mapsto h^{\dagger}$ of $\mathcal{H}\left(W^{\prime}, u\right)$ such that $T_{s}^{\dagger}=-T_{s}^{-1}$ for any $s \in S$, and a unique endomorphism $h \mapsto \bar{h}$ of $\mathcal{H}\left(W^{\prime}, u\right)$ which is $A$-semilinear with respect to ${ }^{-}: A \rightarrow A$ and satisfies $\bar{T}_{s}=T_{s}^{-1}$ for any $s \in S$. Let

$$
\begin{gathered}
A_{\leq 0}:=\bigoplus_{m \leq 0} \mathbb{Z} v^{m}=\mathbb{Z}\left[v^{-1}\right], \quad A_{<0}:=\bigoplus_{m<0} \mathbb{Z} v^{m} \\
\mathcal{H}\left(W^{\prime}, u\right)_{\leq 0}:=\bigoplus_{w \in W^{\prime}} A_{\leq 0} T_{w}, \quad \mathcal{H}\left(W^{\prime}, u\right)_{<0}:=\bigoplus_{w \in W^{\prime}} A_{<0} T_{w} .
\end{gathered}
$$

Let $z \in W^{\prime}$. There is a unique $c_{z} \in \mathcal{H}\left(W^{\prime}, u\right)_{\leq 0}$ such that $\bar{c}_{z}=c_{z}$ and $c_{z}=T_{z}$ $\bmod \mathcal{H}\left(W^{\prime}, u\right)_{<0},[\mathbf{L} 7$, Theorem $5.2(\mathrm{a})]$. We write $c_{z}=\sum_{y \in W^{\prime}} p_{y, z} T_{y}$, where $p_{y, z} \in A_{\leq 0}$. For $y \in W^{\prime}, \omega, \omega^{\prime} \in \Omega$, we define $p_{y \omega, z \omega^{\prime}}$ as $p_{y, z}$ if $\omega=\omega^{\prime}$ and as 0 otherwise. For $w \in W$, we set $c_{w}:=\sum_{y \in W} p_{y, w} T_{y}$. Then it follows from $[\mathbf{L} 7$, Theorem 5.2 (b)] that $\left(c_{w}\right)_{w \in W}$ is an $A$-basis of $\mathcal{H}(W, u)$.

For $x, y, z$ in $W$, we define $f_{x, y, z} \in A$ by

$$
T_{x} T_{y}=\sum_{z \in W} f_{x, y, z} T_{z}
$$

From now on, we assume that $W^{\prime}$ is a bounded weighted Coxeter group, that is, that there exists an integer $N \in \mathbb{N}$ such that $v^{-N} f_{x, y, z} \in A_{\leq 0}$ for all $x, y, z$ in $W$.

For $x, y, z$ in $W$, we define $h_{x, y, z} \in A$ by

$$
c_{x} \cdot c_{y}=\sum_{z \in W} h_{x, y, z} c_{z}
$$

It follows from $[\mathbf{L} 7, \S 13.6]$ that, for any $z \in W$, there exists an integer $\mathbf{a}(z) \in[0, N]$ such that

$$
\begin{aligned}
h_{x, y, z} \in v^{\mathbf{a}(z)} \mathbb{Z}\left[v^{-1}\right] & \text { for all } x, y \in W, \\
h_{x, y, z} \notin v^{\mathbf{a}(z)-1} \mathbb{Z}\left[v^{-1}\right] & \text { for some } x, y \in W .
\end{aligned}
$$

Let $\gamma_{x, y, z^{-1}}$ be the coefficient of $v^{\mathbf{a}(z)}$ in $h_{x, y, z}$.
Let $\Delta(z) \geq 0$ be the integer defined by

$$
p_{1, z}=n_{z} v^{-\Delta(z)}+\text { strictly smaller powers of } v, \quad n_{z} \in \mathbb{Z}-\{0\}
$$

and let $\mathcal{D}$ denote the following (finite) subset of $W$ :

$$
\mathcal{D}:=\{z \in W: \mathbf{a}(z)=\Delta(z)\}
$$

In $\left[\mathbf{L} 7\right.$, chap. 14.2] Lusztig stated a list of 15 conjectures $P_{1}, \ldots, P_{15}$ and proved them in several cases $[\mathbf{L} 7$, chap. 15, 16, 17]. Assuming the validity of the conjectures, Lusztig was able to define in $[\mathbf{L 7}]$ partitions of $W$ into left cells, right cells and two-sided cells, which extend the theory of Kazhdan-Lusztig from the case of equal parameters (that is, $v_{s}=v_{s^{\prime}}$ for any $\left.\left(s, s^{\prime}\right) \in S^{2}\right)$ to the general case. In the case of equal parameters the conjectures mentioned above are known to be true.

From now on we shall assume the validity of these conjectures. Let us recall some of them below:

P1. For any $z \in W$ we have $\mathbf{a}(z) \leq \Delta(z)$.
P2. If $d \in \mathcal{D}$ and $x, y \in W$ satisfy $\gamma_{x, y, d} \neq 0$, then $x=y^{-1}$.
P3. If $y \in W$, there exists a unique $d \in \mathcal{D}$ such that $\gamma_{y, y^{-1}, d} \neq 0$.
P4. If $z^{\prime} \leq_{\mathcal{L} \mathcal{R}} z$ then $\mathbf{a}\left(z^{\prime}\right) \geq \mathbf{a}(z)$. Hence, if $z^{\prime} \sim_{\mathcal{L R}} z$, the $\mathbf{a}\left(z^{\prime}\right)=\mathbf{a}(z)$.
P5. If $d \in \mathcal{D}, y \in W, \gamma_{y^{-1}, y, d} \neq 0$, then $\gamma_{y^{-1}, y, d}=n_{d}= \pm 1$.
P6. If $d \in \mathcal{D}$, then $d^{2}=1$.
P7. For any $x, y, z$ in $W$ we have $\gamma_{x, y, z}=\gamma_{y, z, x}$.
P8. Let $x, y, z$ in $W$ be such that $\gamma_{x, y, z} \neq 0$. Then $x \sim_{\mathcal{L}} y^{-1}, y \sim_{\mathcal{L}} z^{-1}$, $z \sim_{\mathcal{L}} x^{-1}$.
For any $z \in W$, we set $\hat{n}_{z}:=n_{d}$ where $d$ is the unique element of $\mathcal{D}$ such that $d \sim_{\mathcal{L}} z^{-1}$.

Let $J$ denote the free Abelian group with basis $\left(t_{w}\right)_{w \in W}$. We set

$$
t_{x} \cdot t_{y}:=\sum_{z \in W} \gamma_{x, y, z^{-1}} t_{z}
$$

(This is a finite sum.) This defines an associative ring structure on $J$. The ring $J$ is called the based ring of $W$. It has a unit element $\sum_{d \in \mathcal{D}} t_{d}$ (see [L7, §18.3]).

The $\mathbb{C}$-algebra $J(W):=J \otimes_{\mathbb{Z}} \mathbb{C}$ is called the asymptotic Hecke algebra of $W$.

According to property (P8), for each two-sided cell $\mathbf{c}$ in $W$, the subspace $J_{\mathbf{c}}$ spanned by the $t_{w}, w \in \mathbf{c}$, is a two-sided ideal of $J$. The ideal $J_{\mathbf{c}}$ is in fact an associative ring with unit $\sum_{d \in \mathcal{D} \cap c} T_{d}$, which is called the based ring of the twosided cell $\mathbf{c},[\mathbf{L} 7, \S 18.3]$, and

$$
\begin{equation*}
J=\bigoplus_{\mathbf{c}} J_{\mathbf{c}} \tag{1}
\end{equation*}
$$

is a direct sum decomposition of $J$ as a ring.
Let $J(W, u):=A \otimes_{\mathbb{Z}} J$. We recall from $[\mathbf{L} 7$, Theorem 18.9] (which extends $[\mathbf{L 2}$, 2.4]) that the $A$-linear map $\phi: \mathcal{H}(W, u) \rightarrow J(W, u)$ given by

$$
\phi\left(c_{w}^{\dagger}\right):=\sum_{\substack{z \in W, d \in \mathcal{D} \\ \mathbf{a}(d)=\mathbf{a}(z)}} h_{x, d, z} \hat{n}_{z} t_{z} \quad(x \in W)
$$

is a homomorphism of $A$-algebra with unit (note that the conjecture $\left(P_{15}\right)$ is used here).

Let

$$
\begin{equation*}
\phi_{q}: \mathcal{H}(W, q) \rightarrow J \otimes_{\mathbb{Z}} \mathbb{C} \tag{2}
\end{equation*}
$$

be the $\mathbb{C}$-algebra homomorphism induced by $\phi$.
Let $\mathcal{H}(W, q)^{\geq i}$ be the $\mathbb{C}$-subspace of $\mathcal{H}(W, q)$ spanned by all the $c_{w}^{\dagger}$ with $w \in W$ and $\mathbf{a}(w) \geq i$. This a two-sided ideal of $\mathcal{H}(W, q)$, because of $[\mathbf{L} 7, \S 13.1]$ and (P7). Let

$$
\mathcal{H}(W, q)^{i}:=\mathcal{H}(W, q)^{\geq i} / \mathcal{H}(W, q)^{\geq i+1}
$$

this is an $\mathcal{H}(W, q)$-bimodule. It has as $\mathbb{C}$-basis the images $\left[c_{w}^{\dagger}\right]$ of the $c_{w}^{\dagger} \in \mathcal{H}(W, q)^{\geq i}$ such that $\mathbf{a}(w)=i$.

We may regard $\mathcal{H}(W, q)^{i}$ as a $J$-bimodule with multiplication defined by the rule:

$$
\begin{align*}
t_{x} *\left[c_{w}^{\dagger}\right] & =\sum_{\substack{z \in W \\
\mathbf{a}(z)=i}} \gamma_{x, w, z^{-1}} \hat{n}_{w} \hat{n}_{z} c_{z}^{\dagger}, \\
{\left[c_{w}^{\dagger}\right] * t_{x} } & =\sum_{\substack{z \in W \\
\mathbf{a}(z)=i}} \gamma_{w, x, z^{-1}} \hat{n}_{w} \hat{n}_{z} c_{z}^{\dagger}, \quad(w, x \in W, \mathbf{a}(w)=i) . \tag{3}
\end{align*}
$$

We have (see [L7, 18.10]):

$$
\begin{equation*}
h f=\phi_{q}(h) * f, \text { for all } f \in \mathcal{H}(W, q)^{i}, h \in \mathcal{H}(W, q) \tag{4}
\end{equation*}
$$

On the other side:

$$
\begin{equation*}
(j * f) h=j *(f h), \text { for all } f \in \mathcal{H}(W, q)^{i}, h \in \mathcal{H}(W, q), j \in J \tag{5}
\end{equation*}
$$

Let

$$
f_{i}:=\sum_{\substack{d \in \mathcal{D} \\ \mathbf{a}(d)=i}}\left[c_{d}^{\dagger}\right] \in \mathcal{H}(W, q)^{i} .
$$

Lemma 5. We have

$$
t_{x} * f_{i}=f_{i} * t_{x}=\hat{n}_{x}\left[c_{x}^{\dagger}\right]
$$

Proof. By definition of $*$, we have

$$
t_{x} * f_{i}=\sum_{\substack{d \in \mathcal{D} \\ \mathbf{a}(d)=i}} \sum_{\substack{z \in W \\ \mathbf{a}(z)=i}} \gamma_{x, d, z^{-1}} \hat{n}_{d} \hat{n}_{z} c_{z}^{\dagger} .
$$

Since (because of P7) $\gamma_{x, d, z^{-1}}=\gamma_{d, z^{-1}, x}=\gamma_{z^{-1}, x, d}$, it follows from (P2) that if $\gamma_{x, d, z^{-1}} \neq 0$ then $z=x$. Then, using (P3) and (P5), we obtain $t_{x} * f_{i}=\hat{n}_{x} c_{x}^{\dagger}$. The proof for $f_{i} * t_{x}$ is similar.

Let $k$ denote the centre of $\mathcal{H}(W, q)$. Lusztig proved the following result in $[\mathbf{L} 3$, Proposition 1.6 (i)] in the case of equal parameters. Our proof will follow the same lines.

Proposition 1. The centre of $J \otimes_{\mathbb{Z}} \mathbb{C}$ contains $\phi_{q}(k)$.
Proof. It is enough to show that $\phi_{q}(z) \cdot t_{x}=t_{x} \cdot \phi_{q}(z)$ for any $z \in k, x \in W$. Assume that $\mathbf{a}(x)=i$. Let $z \in k$. Using Lemma 5, we obtain

$$
\left(\phi_{q}(z) t_{x}\right) * f_{i}=\phi_{q}(z) * t_{x} * f_{i}=\hat{n}_{x} \phi_{q}(z) *\left[c_{x}^{\dagger}\right]=\hat{n}_{x} z\left[c_{x}^{\dagger}\right] .
$$

On the other side, using equation (4), we get

$$
\left(t_{x} \phi_{q}(z)\right) * f_{i}=t_{x} *\left(\phi_{q}(z) * f_{i}\right)=t_{x} *\left(z f_{i}\right) .
$$

Since $z f_{i}=f_{i} z$, it gives

$$
\left(t_{x} \phi_{q}(z)\right) * f_{i}=t_{x} *\left(f_{i} z\right),
$$

and then, using equation (5) and again Lemma 5 , we obtain

$$
\left(t_{x} \phi_{q}(z)\right) * f_{i}=\left(t_{x} * f_{i}\right) z=\hat{n}_{x}\left[c_{x}^{\dagger}\right] z
$$

Now, since $z \in k$, we have $z\left[c_{x}^{\dagger}\right]=\left[c_{x}^{\dagger}\right] z$. Hence

$$
\begin{equation*}
\left(\phi_{q}(z) t_{x}\right) * f_{i}=\left(t_{x} \phi_{q}(z)\right) * f_{i} . \tag{6}
\end{equation*}
$$

It follows from the combination of (P4) and (P8) that $\gamma_{x, y, z} \neq 0$ implies $\mathbf{a}(x)=$ $\mathbf{a}(y)=\mathbf{a}(z)$. Hence we have

$$
\begin{aligned}
& \phi_{q}(z) t_{x}=\sum_{\substack{x^{\prime} \in W \\
\mathbf{a}\left(x^{\prime}\right)=i}} \alpha_{x^{\prime}} t_{x^{\prime}}, \\
& t_{x} \phi_{q}(z)=\sum_{\substack{x^{\prime} \in W \\
\mathbf{a}\left(x^{\prime}\right)=i}} \beta_{x^{\prime}} t_{x^{\prime}}
\end{aligned}
$$

with $\alpha_{x^{\prime}}, \beta_{x^{\prime}}$ in $\mathbb{C}$. Then (6) implies that

$$
\sum_{\substack{x^{\prime} \in W \\ \mathbf{a}\left(x^{\prime}\right)=i}} \alpha_{x^{\prime}}\left[c_{x^{\prime}}^{\dagger}\right]=\sum_{\substack{x x^{\prime} \in W \\ \mathbf{a}\left(x^{\prime}\right)=i}} \beta_{x^{\prime}}\left[c_{x^{\prime}}^{\dagger}\right] .
$$

Hence $\alpha_{x^{\prime}}=\beta_{x^{\prime}}$ for all $x^{\prime} \in W$ such that $\mathbf{a}\left(x^{\prime}\right)=i$. It gives $\phi_{q}(z) t_{x}=t_{x} \phi_{q}(z)$, as required.

Remark 3. The above proposition provides $J \otimes_{\mathbb{Z}} \mathbb{C}$ (and also each $J_{\mathbf{c}}$ ) with a structure of $k$-algebra. This $k$-algebra structure is not canonical: it depends on $q$. Our move (3) precisely allows us to pass from one $k$-algebra structure, depending on $q_{1}$, to another $k$-algebra structure, depending on $q_{2}$.

From now on we will assume that the weight function is equal to the length function $\ell$. We will assume that $q=1$, in which case $H(W, q)$ is the group algebra of $W$; or $q$ is not a root of unity, in which case we can take for $q$ the order $q_{F}$ of the residue field of $F$.

Let $E$ be a simple $\mathcal{H}(W, q)$-module (resp. $J \otimes_{\mathbb{Z}} \mathbb{C}$-module). We attach to $E$ an integer $\mathbf{a}_{E}$ by the following two requirements:
(1) $c_{w} E=0$ (resp. $t_{w} E=0$ ) for any $w$ with $\mathbf{a}(w)>\mathbf{a}_{E}$;
(2) $c_{w} E \neq 0$ (resp. $t_{w} E \neq 0$ ) for some $w \operatorname{such} \mathbf{a}(w)=\mathbf{a}_{E}$.

Then Lusztig proved in [L3, Cor. 3.6] (see also [L5, Th. 8.1]) that there is a unique bijection $E \mapsto E^{\prime}$ between the set of isomorphism classes of simple $\mathcal{H}(W, q)$ modules and the set of isomorphism classes of simple $J \otimes_{\mathbb{Z}} \mathbb{C}$-modules such that $\mathbf{a}_{E^{\prime}}=\mathbf{a}_{E}$ and such that the restriction of $E^{\prime}$ to $\mathcal{H}(W, q)$ via $\phi_{q}$ is an $\mathcal{H}(W, q)$-module with exactly one composition factor isomorphic to $E$ and all other composition factors of the form $\bar{E}$ with $\mathbf{a}_{\bar{E}}<\mathbf{a}_{E}$.

As shown in [BN, Th. 9], it follows that $\phi_{q}$ is spectrum preserving with respect to filtrations. Hence

$$
\begin{equation*}
\mathcal{H}(W, q) \asymp J \otimes_{\mathbb{Z}} \mathbb{C} \tag{7}
\end{equation*}
$$

Let $G$ be a connected $F$-split adjoint simple $p$-adic group. By Langlands duality we have

$$
\begin{equation*}
W:=X_{*}(T) \rtimes W_{f}=X^{*}\left({ }^{L} T^{0}(\mathbb{C})\right) \rtimes W_{f} \tag{8}
\end{equation*}
$$

Lusztig proved in [L4, Theorem 4.8] that the unipotent conjugacy classes in ${ }^{L} G^{0}$ are in bijection with the two-sided cells in $W$.

Let $J$ be the based ring attached to $W$. We fix a two-sided cell $\mathbf{c}$ in $W$. Let $\mathcal{O}_{\mathbf{c}}$ be the unipotent conjugacy class in ${ }^{L} G^{0}$ corresponding to $\mathbf{c}$. Let $\varphi: \operatorname{SL}(2)(\mathbb{C}) \rightarrow$ ${ }^{L} G^{0}$ be a homomorphism of algebraic groups such that $u=\varphi\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ belongs to $\mathcal{O}_{\mathbf{c}}$ and let $F_{\mathbf{c}}$ be a maximal reductive algebraic subgroup of the centralizer $\mathrm{C}_{L_{G^{0}}}(u)$. The reductive group $F_{\mathbf{c}}$ may be disconnected: the identity component of $F_{\mathbf{c}}$ will be denoted $F_{\mathbf{c}}^{0}$.

Let $Y$ be a finite $F_{\mathbf{c}}$-set (that is, a set with an algebraic action of $F_{\mathbf{c}}$; thus, $F_{\mathbf{c}}^{0}$ acts trivially). An $F_{\mathbf{c}^{-}}$-vector bundle on $Y$ is a collection of finite dimensional $\mathbb{C}$-vector spaces $V_{y}(y \in Y)$ with a given algebraic representation of $F_{\mathbf{c}}$ on $\bigoplus_{y \in Y} V_{y}$ such that $G \cdot V_{y}=V_{g y}$ for all $g \in F_{\mathbf{c}}, y \in Y$. We now consider the finite $F_{\mathbf{c}}$-set $Y \times Y$ with diagonal action of $F_{c}$ and denote by $K_{F_{\mathrm{c}}}(Y \times Y)$ the Grothendieck group of the category of $F_{\mathrm{c}}$-vector bundles on $Y \times Y$. One can define an associative ring structure on $K_{F_{\mathbf{c}}}(Y \times Y)($ see $[\mathbf{L} 4, \S 10.2])$.

Then the conjecture of Lusztig in $[\mathbf{L} 4, \S 10.5]$ states in particular that there should exist a finite $F_{\mathbf{c}}$-set $Y$ and a bijection $\pi$ from $\mathbf{c}$ onto the set of irreducible $F_{\mathbf{c}}$-vector bundles on $Y \times Y$ (up to isomorphism) such the $\mathbb{C}$-linear map $J_{\mathbf{c}} \rightarrow$ $K_{F_{\mathbf{c}}}(Y \times Y) \otimes \mathbb{C}$ sending $t_{w}$ to $\pi(w)$ is an algebra isomorphism (preserving the unit element).

Let $|Y|$ denote the cardinality of $Y$. This number is expected to be the number of left cells contained in $\mathbf{c}$. When $F_{\mathbf{c}}$ is connected, $K_{F_{\mathbf{c}}}(Y \times Y)$ is isomorphic to the $|Y| \times|Y|$ matrix algebra $\mathrm{M}_{|Y|}\left(R_{\mathbb{C}}\left(F_{\mathbf{c}}\right)\right)$ over the (complexified) rational representation ring $R_{\mathbb{C}}\left(F_{\mathbf{c}}\right)$ of $F_{\mathbf{c}}$. It is important to note: when $F_{\mathbf{c}}$ is connected, the Lusztig conjecture asserts that $J_{\mathbf{c}}$ is Morita equivalent to a commutative algebra.

The Lusztig conjecture has been proved by Xi for any two-sided cell $\mathbf{c}$ when $G$ is one of the following groups $\mathrm{GL}(n), \mathrm{PGL}(n), \mathrm{SL}(2), \mathrm{SO}(5)$ and $G_{2}$, and for the lowest two-sided cell $\mathbf{c}_{0}$ (see next section) when $G$ is any connected $F$-split adjoint simple $p$-adic group.

## 10. The ideal $J_{\mathbf{c}_{0}}$ in $J$

As above we assume that $G$ is a connected $F$-split adjoint simple $p$-adic group. Let $J$ be the based ring attached to $W$, with $W$ as in (8). The centralizer of 1 is of course ${ }^{L} G^{0}$. Under the bijection cited above, the unipotent class 1 corresponds to the lowest two-sided cell $\mathbf{c}_{0}$, that is the subset of all the elements $w$ in $W$ such that $\mathbf{a}(w)$ equals the number of positive roots in the root system of $W_{f}$.

Xi proved the Lusztig conjecture for this ideal $J_{\mathbf{c}_{0}}$ in [X3, Theorem 1.10]. According to his result, we have a ring isomorphism

$$
J_{\mathbf{c}_{0}} \cong \mathrm{M}_{\left|W_{f}\right|}\left(R_{\mathbb{C}}\left({ }^{L} G^{0}\right)\right)
$$

The character map $C h$ creates an isomorphism

$$
R_{\mathbb{C}}\left({ }^{L} G^{0}\right) \cong\left(R_{\mathbb{C}}\left({ }^{L} T^{0}\right)\right)^{W_{f}}
$$

The $W_{f}$-invariant subring of the (complexified) representation ring of ${ }^{L} T^{0}$ is precisely the coordinate ring of the quotient torus ${ }^{L} T^{0} / W_{f}$.

Since

$$
\Psi(T)={ }^{L} T^{0}
$$

we have a Morita equivalence

$$
J_{\mathbf{c}_{0}} \sim \mathfrak{Z}^{\mathfrak{i}}(G)
$$

where $\mathfrak{i}$ is the quotient variety $\Psi(T) / W_{f}$. Therefore, we obtain the following result.
Theorem 4. Let $G$ be a connected $F$-split adjoint simple p-adic group. There is a Morita equivalence between $J_{\mathbf{c}_{0}}$ and the coordinate ring of the Bernstein variety $\Psi(T) / W_{f}$.

According to our conjecture, the other ideals $J_{\mathbf{c}}$ account (up to geometric equivalence) for the rest of the extended quotient of $\Psi(T)$ by $W_{f}$.

The classical Satake isomorphism is an isomorphism between the spherical Hecke algebra $\mathcal{H}(G / / K)$ and the ring $R_{\mathbb{C}}\left({ }^{L} G^{0}\right)$. Further, a theorem of Bernstein (see e.g. [L0, Proposition 8.6]) asserts that the centre $Z(\mathcal{H}(G / / I))$ of the IwahoriHecke algebra $\mathcal{H}(G / / I)$ is also isomorphic to $R_{\mathbb{C}}\left({ }^{L} G^{0}\right)$.

At this point, we need the map $\phi_{q_{F}, \mathbf{c}_{0}}$ defined in section 1.7 of Xi's paper [ $\mathbf{X 3}$ ]. This map is the composition of $\phi_{q_{F}}$ and of the projection of $J$ onto $J_{\mathbf{c}_{0}}$.

Xi has proved in [X3, Theorem 3.6] that the image $\phi_{q_{F}, \mathbf{c}_{0}}(Z(H)(G / / I))$ is the centre $Z\left(J_{\mathbf{c}_{0}}\right)$ of the algebra $J_{\mathbf{c}_{0}}$. This creates the following diagram:

in which the top horizontal map is the Satake isomorphism, the left vertical map is induced by the inclusion $K \subset I$, the right vertical map sends $R_{\mathbb{C}}\left({ }^{L} G^{0}\right)$ onto the centre of $J_{\mathbf{c}_{0}}$ and the bottom horizontal map is Xi's map $\phi_{q_{F}, \mathbf{c}_{0}}$. The vertical maps are injective. We expect that this diagram is commutative.

## 11. The Hecke algebra of $\mathrm{GL}(n)$

Theorem 5. The conjecture is true for $\operatorname{GL}(n)$.
Proof. In this proof, we follow [ $\mathbf{B P}$ ] rather closely; we have refined the proof at certain points. The occurrence of an extended quotient in the smooth dual of $\mathrm{GL}(n)$ was first recorded in $[\mathbf{H P}]$, in the context of Deligne-Langlands parameters.

Let $G:=\mathrm{GL}(n), \mathfrak{s}=[L, \sigma]_{G} \in \mathfrak{B}(G)$ and $\mathfrak{t}=[L, \sigma]_{L} \in \mathfrak{B}(L)$. We can think of $\mathfrak{t}$ as a vector of irreducible supercuspidal representations of smaller general linear groups. If the vector is

$$
\left(\sigma_{1}, \ldots, \sigma_{1}, \ldots, \sigma_{t}, \ldots, \sigma_{t}\right)
$$

with $\sigma_{i}$ repeated $e_{i}$ times, $1 \leq i \leq t$, and $\sigma_{1}, \ldots, \sigma_{t}$ pairwise distinct (after unramified twist) then we say that $\mathfrak{t}$ has exponents $e_{1}, \ldots, e_{t}$.

Each representation $\sigma_{i}$ of $G_{i}:=\mathrm{GL}\left(m_{i}\right)$ has a torsion number: the order of the cyclic group of all those unramified characters $\eta$ for which $\sigma_{i} \otimes \eta \cong \sigma_{i}$. The torsion number of $\sigma_{i}$ will be denoted $r_{i}$.

Hence

$$
L \simeq \prod_{i=1}^{t} G_{i}^{e_{i}} \quad \text { and } \quad \sigma \simeq \bigotimes_{i=1}^{t} \sigma_{i}^{\otimes e_{i}}
$$

Each $\sigma_{i}$ contains a maximal simple type $\left(K_{i}, \lambda_{i}\right)$ in $G_{i}[\mathbf{B K 1}]$. Let

$$
K_{L}:=\prod_{i=1}^{t} K_{i}^{e_{i}} \quad \text { and } \quad \tau_{L}:=\bigotimes_{i=1}^{t} \lambda_{i}^{\otimes e e_{i}}
$$

Then $\left(K_{L}, \tau_{L}\right)$ is a t-type in $L$. We have

$$
W_{\mathbf{t}} \simeq \prod_{i=1}^{t} S_{e_{i}}
$$

Let $W_{e_{i}}$ denote the extended affine Weyl group associated to $\operatorname{GL}\left(e_{i}, \mathbb{C}\right)$.
Let $(K, \tau)$ be a semisimple $\mathfrak{s}$-type, see [BK1, BK2, BK3]. It is worth pointing out that we do not need the type explicitly. Instead, we need certain items attached to the type: the idempotent $e_{\tau}$ and the endomorphism-valued Hecke algebra $\mathcal{H}(G, \tau)$. Let $e_{\tau}$ be the idempotent attached to the type $(K, \tau)$ as in [BK2, Definition 2.9]:

$$
e_{\tau}(x)= \begin{cases}(\operatorname{vol} K)^{-1}(\operatorname{dim} \tau) \operatorname{tr}\left(\tau\left(x^{-1}\right)\right) & \text { if } x \in K \\ 0 & \text { if } x \in G, x \notin K\end{cases}
$$

The idempotent $e_{\tau}$ is then a special idempotent in the Hecke algebra $\mathcal{H}(G)$ according to [BK2, Definition 3.11]. Let $\mathcal{H}=\mathcal{H}(G)$. It follows from [BK2, §3] that

$$
\mathcal{H}^{\mathfrak{s}}(G)=\mathcal{H} * e_{\tau} * \mathcal{H}
$$

We then have a Morita equivalence

$$
\mathcal{H} * e_{\tau} * \mathcal{H} \sim_{\text {morita }} e_{\tau} * \mathcal{H} * e_{\tau}
$$

Now let $\mathcal{H}(K, \tau)$ be the endomorphism-valued Hecke algebra attached to the semisimple type $(K, \tau)$. By [BK2, 2.12] we have a canonical isomorphism of unital $\mathbb{C}$ algebras :

$$
\mathcal{H}(G, \tau) \otimes_{\mathbb{C}} \operatorname{End}_{\mathbb{C}} W \cong e_{\tau} * \mathcal{H}(G) * e_{\tau}
$$

so that the algebra $e_{\tau} * \mathcal{H}(G) * e_{\tau}$ is Morita equivalent to the algebra $\mathcal{H}(G, \tau)$. Now we quote the main theorem for semisimple types in $\operatorname{GL}(n)[\mathbf{B K 3}, 1.5]$ : there is an isomorphism of unital $\mathbb{C}$-algebras

$$
\mathcal{H}(G, \tau) \cong \bigotimes_{i=1}^{t} \mathcal{H}\left(W_{e_{i}}, q_{F}^{r_{i}}\right)
$$

The factors $\mathcal{H}\left(W_{e_{i}}, q_{F}^{r_{i}}\right)$ are (extended) affine Hecke algebras whose structure is given explicitly in [BK1, 5.4.6, 5.6.6].

We conclude that

$$
\mathcal{H}^{\mathfrak{s}}(G) \asymp \bigotimes_{i=1}^{t} \mathcal{H}\left(W_{e_{i}}, q_{F}^{r_{i}}\right) .
$$

On the other hand, from (7), we have

$$
\bigotimes_{i=1}^{t} \mathcal{H}\left(W_{e_{i}}, q_{F}^{r_{i}}\right) \asymp \bigotimes_{i=1}^{t} J\left(W_{e_{i}}\right)
$$

Finally we will prove that that

$$
\bigotimes_{i=1}^{t} J\left(W_{e_{i}}\right) \asymp \widetilde{\mathfrak{Z}^{\mathfrak{5}}} .
$$

Let ${ }^{L} T^{0}$ be the maximal standard torus of ${ }^{L} G^{0}=\mathrm{GL}(n, \mathbb{C})$ and let $W$ be the extended affine Weyl group associated to $\operatorname{GL}(n, \mathbb{C})$. We have $W:=X^{*}\left({ }^{L} T^{0}\right) \rtimes S_{n}=$ $W_{n}$. For each two-sided cell $\mathbf{c}$ of $W$ we have a corresponding partition $\lambda$ of $n$. Let $\mu$ be the dual partition of $\lambda$. Let $u$ be a unipotent element in GL $(n, \mathbb{C})$ whose Jordan blocks are determined by the partition $\mu$. Let the distinct parts of the dual partition $\mu$ be $\mu_{1}, \ldots, \mu_{p}$ with $\mu_{r}$ repeated $n_{r}$ times, $1 \leq r \leq p$.

Let $C_{G}(u)$ be the centralizer of $u$ in $G=\mathrm{GL}(n, \mathbb{C})$. Then the maximal reductive subgroup $F_{\mathbf{c}}$ of $C_{G}(u)$ is isomorphic to $\operatorname{GL}\left(n_{1}, \mathbb{C}\right) \times \operatorname{GL}\left(n_{2}, \mathbb{C}\right) \times \cdots \times \operatorname{GL}\left(n_{p}, \mathbb{C}\right)$. For the non-trivial combinatorics which underlies this statement, see $[\mathbf{G}, \S 2.6]$.

Let $J$ be the based ring of $W$. For each two-sided cell in $W$, let $|Y|$ be the number of left cells contained in c. The Lusztig conjecture says that there is a ring isomorphism

$$
J_{\mathbf{c}} \simeq \mathrm{M}_{|Y|}\left(R_{F_{\mathbf{c}}}\right), \quad t_{w} \mapsto \pi(w)
$$

where $R_{F_{\mathbf{c}}}$ is the rational representation ring of $F_{\mathbf{c}}$. This conjecture for $\operatorname{GL}(n, \mathbb{C})$ has been proved by Xi [ $\mathbf{X 1} 1.1 .5,4.1,8.2$ ].

Since $F_{\mathbf{c}}$ is isomorphic to a direct product of the general linear groups GL $\left(n_{i}, \mathbb{C}\right)$ $(1 \leq i \leq p)$ we see that $R_{F_{\mathrm{c}}}$ is isomorphic to the tensor product over $\mathbb{Z}$ of the representation rings $R_{\mathrm{GL}\left(n_{i}, \mathbb{C}\right)}, 1 \leq i \leq p$. For the ring $R(\mathrm{GL}(n, \mathbb{C}))$ we have

$$
R(\operatorname{GL}(n, \mathbb{C}))=\mathbb{Z}\left[X^{*}(T(\mathbb{C}))\right]^{S_{n}}
$$

where $T(\mathbb{C})$ is the standard maximal torus in $\mathrm{GL}(n, \mathbb{C})$, and $X^{*}(T(\mathbb{C}))$ is the set of rational characters of $T(\mathbb{C})$, by $[\mathbf{B o}$, Chapter VIII]. Therefore we have

$$
R_{F_{\mathbf{c}}} \otimes_{\mathbb{Z}} \mathbb{C} \simeq \mathbb{C}\left[\operatorname{Sym}^{n_{1}} \mathbb{C}^{\times} \times \cdots \times \operatorname{Sym}^{n_{p}} \mathbb{C}^{\times}\right]
$$

Let $\gamma \in S_{n}$ have cycle type $\mu$, let $X=\left(\mathbb{C}^{\times}\right)^{n}$. Then

$$
\begin{aligned}
X^{\gamma} & \simeq\left(\mathbb{C}^{\times}\right)^{n_{1}} \times \cdots \times\left(\mathbb{C}^{\times}\right)^{n_{p}} \\
Z(\gamma) & \simeq\left(\mathbb{Z} / \mu_{1} \mathbb{Z}\right)\left\{S_{n_{1}} \times \cdots \times\left(\mathbb{Z}^{2} \mu_{p} \mathbb{Z}\right)\left\{S_{n_{p}}\right.\right. \\
X^{\gamma} / Z(\gamma) & \simeq \operatorname{Sym}^{n_{1}} \mathbb{C}^{\times} \times \cdots \times \operatorname{Sym}^{n_{p}} \mathbb{C}^{\times}
\end{aligned}
$$

and so

$$
R_{F_{\mathbf{c}}} \otimes_{\mathbb{Z}} \mathbb{C} \simeq \mathbb{C}\left[X^{\gamma} / Z(\gamma)\right]
$$

Then, using (1), we obtain

$$
J \otimes_{\mathbb{Z}} \mathbb{C}=\bigoplus_{\mathbf{c}}\left(J_{\mathbf{c}} \otimes_{\mathbb{Z}} \mathbb{C}\right) \sim \bigoplus_{\mathbf{c}}\left(R_{F_{\mathbf{c}}} \otimes_{\mathbb{Z}} \mathbb{C}\right) \simeq \mathbb{C}\left[\tilde{X} / S_{n}\right]
$$

The algebra $J \otimes_{\mathbb{Z}} \mathbb{C}$ is Morita equivalent to a reduced, finitely generated, commutative unital $\mathbb{C}$-algebra, namely the coordinate ring of the extended quotient $\widetilde{X} / S_{n}$. This finishes the proof of part (1) of the conjecture.

Part (2) of the conjecture for GL $(n)$ is a consequence of $[\mathbf{P}$, Theorem Theorem 5.1].

## 12. The Iwahori ideal in $\mathcal{H}(\operatorname{PGL}(n))$

Let $G=\operatorname{PGL}(n)$, let $T$ be its standard maximal torus. Let $W:=X_{*}(T) \rtimes W_{f}$. Then ${ }^{L} G^{0}=\mathrm{SL}(n, \mathbb{C})$ is the Langlands dual group. Its maximal torus will be denoted ${ }^{L} T^{0}$.

The discrete group $W$ is an extended Coxeter group:

$$
W=\left\langle s_{1}, s_{2}, \ldots, s_{n}\right\rangle \rtimes \mathbb{Z} / n \mathbb{Z}
$$

where $\mathbb{Z} / n \mathbb{Z}$ permutes cyclically the generators $s_{1}, \ldots, s_{n}$. We have

$$
\mathcal{H}\left(W, q_{F}\right)=\mathcal{H}(G / / I)
$$

The symmetric group $W_{f}=S_{n}$ acts on ${ }^{L} T^{0}$ by permuting coordinates, and we form the quotient variety ${ }^{L} T^{0} / S_{n}$.

Let $\mathfrak{i} \in \mathfrak{B}(G)$ be determined by the cuspidal pair $(T, 1)$. We have

$$
\left.\begin{array}{rl}
\mathfrak{Z}^{\mathfrak{i}} & =\mathbb{C}\left[{ }^{L} T^{0} / S_{n}\right], \\
\widetilde{\mathfrak{Z}}^{\mathfrak{i}} & =\mathbb{C}\left[\widetilde{{ }^{L} T} T^{0}\right.
\end{array} S_{n}\right] .
$$

Theorem 6. Let $\mathcal{H}^{\mathfrak{i}}(G)$ denote the Iwahori ideal in $\mathcal{H}(G)$. Then $\mathcal{H}^{\mathfrak{i}}(G)$ is geometrically equivalent to the extended quotient of ${ }^{L} T^{0}$ by the symmetric group $S_{n}$ :

$$
\mathcal{H}^{\mathfrak{i}}(G) \asymp \mathbb{C}\left[\widetilde{{ }^{L} T^{0}} / S_{n}\right]
$$

Proof. The non-unital algebra $\mathcal{H}^{\mathfrak{i}}(G)$ is Morita equivalent to the unital affine Hecke algebra $\mathcal{H}\left(W, q_{F}\right)$ :

$$
\mathcal{H}^{\mathfrak{i}}(G)=\mathcal{H} e \mathcal{H} \sim_{\text {morita }} \text { e } \mathcal{H} e \cong \mathcal{H}\left(W, q_{F}\right)
$$

From (7), we have

$$
\mathcal{H}\left(W, q_{F}\right) \asymp J \otimes_{\mathbb{Z}} \mathbb{C}
$$

The Langlands dual of $\operatorname{PGL}(n, F)$ is $\operatorname{SL}(n, \mathbb{C})$. For each two-sided cell $\mathbf{c}$ of $W$ we have a corresponding partition $\lambda$ of $n$. Let $\mu$ be the dual partition of $\lambda$. Let $u$ be a unipotent element in $\operatorname{SL}(n, \mathbb{C})$ whose Jordan blocks are determined by the partition $\mu$. Let the distinct parts of the dual partition $\mu$ be $\mu_{1}<\cdots<\mu_{p}$ with $\mu_{r}$ repeated $n_{r}$ times, $1 \leq r \leq p$.

Let $C_{G}(u)$ be the centralizer of $u$ in $G=\operatorname{SL}(n, \mathbb{C})$. Then the maximal reductive subgroup $F_{\lambda}^{\prime}$ of $C_{G}(u)$ is isomorphic to $\left(\mathrm{GL}\left(n_{1}, \mathbb{C}\right) \times \operatorname{GL}\left(n_{2}, \mathbb{C}\right) \times \cdots \times \operatorname{GL}\left(n_{p}, \mathbb{C}\right)\right) \cap$ $\mathrm{SL}(n, \mathbb{C})$. For details of the injective map

$$
\left(\mathrm{GL}\left(n_{1}, \mathbb{C}\right) \times \operatorname{GL}\left(n_{2}, \mathbb{C}\right) \times \cdots \times \operatorname{GL}\left(n_{p}, \mathbb{C}\right)\right) \cap \mathrm{SL}(n, \mathbb{C}) \longrightarrow \mathrm{SL}(n, \mathbb{C})
$$

see [G].
As a special case, let the two-sided cell $\mathbf{c}$ correspond to the partition $\lambda=$ $(1,1,1, \ldots, 1)$ of $n$. Then the dual partition $\mu=(n)$. The unipotent matrix $u$ has one Jordan block, and its centralizer $C_{G}(u)=Z$ the centre of $\operatorname{SL}(n, \mathbb{C})$. The maximal reductive subgroup $F_{\lambda}^{\prime}$ of $C_{G}(u)$ is the finite group $Z$. This is the case $p=1, \mu_{1}=n, n_{1}=1$.

By the theorem of Xi $[\mathbf{X 1}, 8.4]$ we have

$$
J_{\mathbf{c}} \otimes_{\mathbb{Z}} \mathbb{C} \sim_{\text {morita }} R_{\mathbb{C}}\left(F_{\lambda}^{\prime}\right)=R_{\mathbb{C}}(Z)=\mathbb{C}^{n}
$$

Let $\gamma$ have cycle type $(n)$. Then the fixed set $\left({ }^{L} T^{0}\right)^{\gamma}$ comprises the $n$ fixed points

$$
\operatorname{diag}\left(\omega^{j}, \ldots, \omega^{j}\right) \in^{L} T^{0}
$$

where $\omega=\exp (2 \pi i / n)$ and $0 \leq j \leq n-1$. These $n$ fixed points correspond to the $n$ generators in the commutative ring $\mathbb{C}^{n}$.

We expect that the corresponding points in $\operatorname{Irr}(\operatorname{PGL}(N))$ arise as follows. The unramified unitary twist

$$
z^{\text {valodet }} \otimes \operatorname{St}(n)
$$

of the Steinberg representation of $\mathrm{GL}(n)$ has trivial central character if and only if $z$ is an $n$th root of unity. For these values $1, \omega, \omega^{2}, \ldots, \omega^{n-1}$ of $z$, we obtain $n$ irreducible smooth representations of $\operatorname{PGL}(n)$.

From now on, we will assume that $\lambda \neq(1,1,1, \ldots, 1)$. Then $F_{\lambda}^{\prime}$ is a connected Lie group.

We will write $T_{\lambda}(\mathbb{C})$ for the standard maximal torus of $F_{\lambda}^{\prime}$. The Weyl group is then

$$
W(\lambda)=S_{n_{1}} \times \cdots \times S_{n_{p}} .
$$

According to Bourbaki [Bo, Chapter 8], the map Ch, sending each (virtual) representation to its (virtual) character, creates an isomorphism:

$$
C h: R\left(F_{\lambda}^{\prime}\right) \cong \mathbb{Z}\left[X^{*}\left(T_{\lambda}(\mathbb{C})\right]^{W(\lambda)}\right.
$$

Note that a complex linear combination of rational characters of $T_{\lambda}(\mathbb{C})$ is precisely a regular function on $T_{\lambda}(\mathbb{C})$.

For each two-sided cell $\mathbf{c}$ of $W$ the $\mathbb{Z}$-submodule $J_{\mathbf{c}}$ of $J$, spanned by all $t_{w}$, $w \in \mathbf{c}$, is a two-sided ideal of $J$. The ring $J_{\mathbf{c}}$ is the based ring of the two-sided cell c. Now apply the theorem of Xi $[\mathbf{X 1}, 8.4]$. We get

$$
J_{\mathbf{c}} \otimes_{\mathbb{Z}} \mathbb{C} \sim_{\text {morita }} R_{\mathbb{C}}\left(F_{\lambda}^{\prime}\right) \cong \mathbb{C}\left[T_{\lambda}(\mathbb{C})\right]^{W(\lambda)} \cong \mathbb{C}\left[T_{\lambda}(\mathbb{C}) / W(\lambda)\right]
$$

Let $\gamma \in S_{n}$ have cycle type $\mu$. Then the $\gamma$-centralizer is a direct product of wreath products:

$$
Z(\gamma) \simeq\left(\mathbb{Z} / \mu_{1} \mathbb{Z}\right) \backslash S_{n_{1}} \times \cdots \times\left(\mathbb{Z} / \mu_{p} \mathbb{Z}\right) \imath S_{n_{p}}
$$

The image of $T_{\lambda}(\mathbb{C})$ in the inclusion $T_{\lambda}(\mathbb{C}) \rightarrow^{L} T^{0}$ is precisely the subtorus of ${ }^{L} T^{0}$ fixed by $\mathbb{Z} / \mu_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / \mu_{p} \mathbb{Z}$. We therefore have

$$
\left({ }^{L} T^{0}\right)^{\gamma} / Z(\gamma) \simeq T_{\lambda}(\mathbb{C}) / W(\lambda)
$$

We conclude that

$$
R\left(F_{\lambda}^{\prime}\right) \otimes_{\mathbb{Z}} \mathbb{C} \simeq \mathbb{C}\left[\left({ }^{L} T^{0}\right)^{\gamma} / Z(\gamma)\right]
$$

Then

$$
J \otimes_{\mathbb{Z}} \mathbb{C}=\oplus_{\mathbf{c}}\left(J_{\mathbf{c}} \otimes_{\mathbb{Z}} \mathbb{C}\right) \sim \oplus_{\mathbf{c}}\left(R\left(F_{\lambda}^{\prime}\right) \otimes_{\mathbb{Z}} \mathbb{C}\right) \simeq \mathbb{C}\left[\widetilde{{ }^{2} T^{0}} / S_{n}\right]
$$

The algebra $J \otimes_{\mathbb{Z}} \mathbb{C}$ is Morita equivalent to a reduced, finitely generated, commutative unital $\mathbb{C}$-algebra, namely the coordinate ring of the extended quotient $\widetilde{{ }^{2} T^{0}} / S_{n}$.

## 13. The Iwahori ideal in $\mathcal{H}(\mathrm{SO}(5))$

Let $G$ denote the special orthogonal group $\mathrm{SO}(5, F)$. We view it as the group of elements of determinant 1 which stabilise the symmetric bilinear form

$$
\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

Let $T$ be the group of diagonal matrices

$$
\left(\begin{array}{ccccc}
\lambda_{1} & 0 & 0 & 0 & 0 \\
0 & \lambda_{2} & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & \lambda_{2}^{-1} & 0 \\
0 & 0 & 0 & 0 & \lambda_{1}^{-1}
\end{array}\right), \quad \lambda_{1}, \lambda_{2} \in F^{\times} .
$$

The extended affine Weyl group $W=X_{*}(T) \ltimes W_{f}$ is of type $\tilde{B}_{2}$, with $W_{f} \simeq$ $S_{2} \ltimes(\mathbb{Z} / 2)^{2}$ a finite Weyl group of type $B_{2}$.

Here ${ }^{L} G^{0}=\operatorname{Sp}(4, \mathbb{C})$, and ${ }^{L} T^{0}$ is the group of diagonal matrices

$$
\mathrm{d}\left(t_{1}, t_{2}\right):=\left(\begin{array}{cccc}
t_{1} & 0 & 0 & 0 \\
0 & t_{2} & 0 & 0 \\
0 & 0 & t_{2}^{-1} & 0 \\
0 & 0 & 0 & t_{1}^{-1}
\end{array}\right), \quad t_{1}, t_{2} \in \mathbb{C}^{\times}
$$

We have $\mathrm{N}_{L} G^{0}\left({ }^{L} T^{0}\right) /{ }^{L} T^{0} \simeq W_{f}$. The group ${ }^{L} G^{0}=\mathrm{Sp}(4, \mathbb{C})$ is simply connected. In [X2, §11.1], Xi has proved Lusztig's conjecture for the group $W$.

The extended Coxeter group $W=W^{\prime} \rtimes \Omega$ has four two-sided cells $c_{e}, c_{1}, c_{2}$ and $c_{0}($ see $[\mathbf{X 2}, \S 11.1])$ :

$$
\begin{gathered}
c_{e}=\{w \in W: \mathbf{a}(w)=0\}=\{e, \omega\}=\Omega \\
c_{1}=\{w \in W: \mathbf{a}(w)=1\} \\
c_{2}=\{w \in W: \mathbf{a}(w)=2\} \\
c_{0}=\{w \in W: \mathbf{a}(w)=4\} \quad \text { (the lowest two-sided cell). }
\end{gathered}
$$

We have

$$
J=J_{\mathbf{c}_{e}} \oplus J_{\mathbf{c}_{1}} \oplus J_{\mathbf{c}_{2}} \oplus J_{\mathbf{c}_{0}}
$$

Let $\mathfrak{i} \in \mathfrak{B}(G)$ be determined by the cuspidal pair $(T, 1)$. We have

$$
\mathfrak{Z}^{\mathfrak{i}}=\mathbb{C}\left[{ }^{L} T^{0} / W_{f}\right], \quad \widetilde{\mathfrak{Z}}^{\mathfrak{i}}=\mathbb{C}\left[\widetilde{{ }^{2} T^{0}} / W_{f}\right] .
$$

Lemma 6. Let

$$
\mathbb{L}:=\mathbb{C}\left[t, t^{-1}\right]^{\mathbb{Z} / 2 \mathbb{Z}}
$$

denote the balanced Laurent polynomials in one indeterminate $t$, where the generator $\alpha$ of $\mathbb{Z} / 2 \mathbb{Z}$ acts as follows: $\alpha(t)=t^{-1}$. Then the coordinate algebra of the extended quotient of ${ }^{L} T^{0}$ by $W_{f}$ is the $\mathbb{C}$-algebra

$$
\mathbb{C}^{5} \oplus \mathbb{L}^{3} \oplus \mathbb{C}\left[{ }^{L} T^{0} / W_{f}\right] .
$$

Proof. Let $X:={ }^{L} T^{0}$. The 8 elements $\gamma_{1}, \ldots, \gamma_{8}$ of $W_{f}$ can be described as follows:

$$
\begin{array}{lc}
\gamma_{1}\left(\mathrm{~d}\left(t_{1}, t_{2}\right)\right)=\left(\mathrm{d}\left(t_{1}, t_{2}\right)\right) & \gamma_{2}\left(\mathrm{~d}\left(t_{1}, t_{2}\right)\right)=\mathrm{d}\left(t_{2}, t_{1}\right) \\
\gamma_{3}\left(\mathrm{~d}\left(t_{1}, t_{2}\right)\right)=\mathrm{d}\left(t_{1}^{-1}, t_{2}\right) & \gamma_{4}\left(\mathrm{~d}\left(t_{1}, t_{2}\right)\right)=\mathrm{d}\left(t_{1}, t_{2}^{-1}\right) \\
\gamma_{5}\left(\mathrm{~d}\left(t_{1}, t_{2}\right)\right)=\mathrm{d}\left(t_{2}, t_{1}^{-1}\right) & \gamma_{6}\left(\mathrm{~d}\left(t_{1}, t_{2}\right)\right)=\mathrm{d}\left(t_{1}^{-1}, t_{2}^{-1}\right) . \\
\gamma_{7}\left(\mathrm{~d}\left(t_{1}, t_{2}\right)\right)=\mathrm{d}\left(t_{2}^{-1}, t_{1}\right) & \gamma_{8}\left(\mathrm{~d}\left(t_{1}, t_{2}\right)\right)=\mathrm{d}\left(t_{2}^{-1}, t_{1}^{-1}\right)
\end{array} .
$$

We have $\gamma_{5}=\gamma_{2} \gamma_{3}=\gamma_{4} \gamma_{2}, \gamma_{6}=\gamma_{5}^{2}=\gamma_{3} \gamma_{4}=\gamma_{4} \gamma_{3}, \gamma_{7}=\gamma_{5}^{3}=\gamma_{2} \gamma_{4}=\gamma_{3} \gamma_{2}$, $\gamma_{8}=\gamma_{4} \gamma_{2} \gamma_{4}=\gamma_{2} \gamma_{4} \gamma_{3}$. The elements $\gamma_{2}, \gamma_{3}, \gamma_{4}, \gamma_{6}$ and $\gamma_{8}$ are of order 2, the elements $\gamma_{5}$ and $\gamma_{7}$ are of order 4 . We obtain

$$
\begin{gathered}
X^{\gamma_{1}}=X, \quad X^{\gamma_{2}}=\left\{\mathrm{d}(t, t): t \in \mathbb{C}^{\times}\right\}, \\
X^{\gamma_{3}}=X^{\gamma_{4}}=\left\{\mathrm{d}\left(1, t_{2}\right), \mathrm{d}\left(-1, t_{2}\right): t_{2} \in \mathbb{C}^{\times}\right\}, \\
X^{\gamma_{5}}=X^{\gamma_{7}}=\{\mathrm{d}(1,1), \mathrm{d}(-1,-1)\}, \\
X^{\gamma_{6}}=\{\mathrm{d}(1,1), \mathrm{d}(1,-1), \mathrm{d}(-1,1), \mathrm{d}(-1,-1)\} .
\end{gathered}
$$

The elements $\gamma_{1}, \gamma_{6}$ are central, and we have

$$
\begin{gathered}
Z\left(\gamma_{2}\right)=\left\{\gamma_{1}, \gamma_{2}, \gamma_{6}, \gamma_{8}\right\} \\
Z\left(\gamma_{3}\right)=\left\{\gamma_{1}, \gamma_{3}, \gamma_{4}, \gamma_{6}\right\}, \quad Z\left(\gamma_{7}\right)=\left\{\gamma_{1}, \gamma_{5}, \gamma_{6}, \gamma_{7}\right\}
\end{gathered}
$$

There are five $W_{f}$-conjugacy classes:

$$
\left\{\gamma_{1}\right\},\left\{\gamma_{6}\right\},\left\{\gamma_{2}, \gamma_{8}\right\},\left\{\gamma_{3}, \gamma_{4}\right\},\left\{\gamma_{5}, \gamma_{7}\right\} .
$$

As representatives, we will take $\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{5}, \gamma_{6}$.

- We have

$$
\mathbb{C}\left[X^{\gamma_{6}} / Z\left(\gamma_{6}\right)\right]=\mathbb{C}\left[X^{\gamma_{6}} / W_{f}\right]=\mathbb{C} \oplus \mathbb{C} \oplus \mathbb{C}
$$

since there are three $W_{f}$-orbits in $X^{\gamma_{6}}$, namely

$$
\{\mathrm{d}(1,1)\},\{\mathrm{d}(1,-1), \mathrm{d}(-1,1)\},\{\mathrm{d}(-1,-1)\}
$$

- We have

$$
\mathbb{C}\left[X^{\gamma_{5}} / Z\left(\gamma_{5}\right)\right]=\mathbb{C}\left[X^{\gamma_{5}}\right]=\mathbb{C} \oplus \mathbb{C}=R_{\mathbb{C}}(Z)=\mathbb{C}[\Omega]=J_{\mathbf{c}_{e}}
$$

since $Z\left(\gamma_{5}\right)$ acts trivially on $X^{\gamma_{5}}$.

- We have

$$
X^{\gamma_{3}}=\left\{\mathrm{d}(1, t) ; t \in \mathbb{C}^{\times}\right\} \sqcup\left\{\mathrm{d}(-1, t): t \in \mathbb{C}^{\times}\right\}
$$

The $Z\left(\gamma_{3}\right)$-orbit of $\mathrm{d}(1, t)$ is the unordered pair $\left\{\mathrm{d}(1, t), \mathrm{d}\left(1, t^{-1}\right)\right\}$ and the $Z\left(\gamma_{3}\right)$-orbit of $\mathrm{d}(-1, t)$ is the unordered pair $\left\{\mathrm{d}(-1, t), \mathrm{d}\left(-1, t^{-1}\right)\right\}$. Therefore we have

$$
\mathbb{C}\left[X^{\gamma_{3}} / Z\left(\gamma_{3}\right)\right]=\mathbb{L} \oplus \mathbb{L}
$$

- We have $X^{\gamma_{2}}=\left\{\mathrm{d}(t, t): t \in \mathbb{C}^{\times}\right\} \cong\left\{t: t \in \mathbb{C}^{\times}\right\}$. The $Z\left(\gamma_{2}\right)$-orbit of the point $t$ is the unordered pair $\left\{t, t^{-1}\right\}$. So we have

$$
X^{\gamma_{2}} / Z\left(\gamma_{2}\right) \cong \mathbb{C}^{\times} / \mathbb{Z} / 2
$$

and $\mathbb{C}\left[X^{\gamma_{2}} / Z\left(\gamma_{2}\right)\right]=\mathbb{L}$.

- We have $\mathbb{C}\left[X^{\gamma_{1}} / Z\left(\gamma_{1}\right)\right]=\mathbb{C}\left[{ }^{L} T^{0} / W_{f}\right]$.

The reductive group $F_{\mathbf{c}_{e}}$ is the center of ${ }^{L} G^{0}, F_{\mathbf{c}_{1}}=(\mathbb{Z} / 2 \mathbb{Z}) \ltimes \mathbb{C}^{\times}$where $\mathbb{Z} / 2 \mathbb{Z}$ acts on $\mathbb{C}^{\times}$by $z \mapsto z^{-1}$, and $F_{\mathbf{c}_{2}}=(\mathbb{Z} / 2 \mathbb{Z}) \times \operatorname{SL}(2, \mathbb{C})$ and there is a ring isomorphism $J_{\mathbf{c}_{2}} \simeq \mathrm{M}_{4}\left(R_{F_{\mathbf{c}_{2}}}\right)$, where $R_{F_{\mathrm{c}_{2}}}$ is the rational representation ring of $F_{\mathbf{c}_{2}}$, [X2, Theorem 11.2].

We have $F_{\mathbf{c}_{1}}=\langle\alpha\rangle \ltimes \mathbb{C}^{\times}$where $\alpha$ generates $\mathbb{Z} / 2 \mathbb{Z}$. Note the crucial relation

$$
\alpha z=z^{-1} \alpha
$$

with $z \in \mathbb{C}^{\times}$. The (semisimple) conjugacy classes in $F_{\mathbf{c}_{1}}$ are:

$$
\{1\}, \quad\{-1\}, \quad\left\{\left\{z, z^{-1}\right\}: z \in \mathbb{C}^{\times}, z^{2} \neq 1\right\}, \quad \alpha \cdot \mathbb{C}^{\times}
$$

Lemma 7. Let $\mathbb{M}:=\mathbb{C}\left[t, t^{-1}\right]$ denote the Laurent polynomials in one indeterminate $t$. We have

$$
J_{\mathbf{c}_{1}} \asymp \mathbb{C} \oplus(\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z})
$$

where the generator $\alpha$ of $\mathbb{Z} / 2 \mathbb{Z}$ acts as follows: $\alpha(t)=t^{-1}$.
Proof. Let $F=F_{\mathbf{c}_{1}}, F=\langle\alpha\rangle \ltimes \mathbb{C}^{\times}$. We have to construct the simple $J_{\mathbf{c}_{1}}-$ modules explicitly, following Xi [X2, p. 51, 107]. We will use Xi's explicit proof of the Lusztig conjecture for $B_{2}$. Let $Y=\{1,2,3,4\}$ be the $F$-set such that as $F$-sets we have $\{1\} \cong\{2\} \cong F / F$ and $\{3,4\} \cong F / F^{0}$. The simple $J_{\mathbf{c}_{1}}$-modules are given by

$$
E_{s, \rho}:=\operatorname{Hom}_{A(s)}\left(\rho, H_{*}\left(Y^{s}\right)\right)
$$

where $A(s)$ denotes the component group $C_{F}(s) / C_{F}(s)^{0}$ and $\rho$ is a simple $A(s)$ module which appears in the homology group $H_{*}\left(Y^{s}\right)$. The set $Y^{s}$ denotes the $s$-fixed set: $Y^{s}=\{y \in Y: s y=y\}$. The pair $(s, \rho)$ is chosen up to $F$-conjugacy.
(A). $s=1, \rho=1$. Then $Y^{s}=\{1,2,3,4\}$. Also $H_{*}\left(Y^{s}\right)$ is the free $\mathbb{C}$-vector space $V:=\mathbb{C}^{4}$ on $\{1,2,3,4\}$ : we will denote its basis by $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\} . A(s)=$ $\mathbb{Z} / 2 \mathbb{Z}$. The generator of $A(s)$ permutes $e_{3}, e_{4}$. Let $V_{1}$ denote the span of $e_{1}, e_{2}, e_{3}+$ $e_{4}$, let $V_{2}$ denote the span of $e_{3}-e_{4}$. Then

$$
E_{1,1}:=\operatorname{Hom}_{A(s)}(\rho, V)=V_{1}=\mathbb{C}^{3} .
$$

(B). $s=1, \rho=\epsilon$ where $\epsilon$ is the sign representation of $\mathbb{Z} / 2 \mathbb{Z}$. We have

$$
E_{1, \epsilon}:=\operatorname{Hom}_{A(s)}(\rho, V)=V_{2}=\mathbb{C}
$$

Note that we have

$$
E_{1,1} \oplus E_{1, \epsilon}=V=\mathbb{C}^{4}
$$

as $A(s)$-modules.
(C). $s=-1, \rho=1$. We have $Y^{s}=Y, A(s)=\mathbb{Z} / 2 \mathbb{Z}$ and

$$
E_{-1,1}:=\operatorname{Hom}_{A(s)}(\rho, V)=V_{1}=\mathbb{C}^{3}
$$

(D). $s=-1, \rho=\epsilon$. We have $Y^{s}=Y, A(s)=\mathbb{Z} / 2 \mathbb{Z}$ and

$$
E_{-1, \epsilon}:=\operatorname{Hom}_{A(s)}(\rho, V)=V_{2}=\mathbb{C}
$$

Note that we have

$$
E_{-1,1} \oplus E_{-1, \epsilon}=V=\mathbb{C}^{4}
$$

as $A(s)$-modules.
(E) $s=z, \rho=1$ where $z \in \mathbb{C}^{\times}, z^{2} \neq 1$. We have $Y^{s}=Y, A(s)=\{1\}$ and

$$
E_{z, 1}:=\operatorname{Hom}(\mathbb{C}, V)=V=\mathbb{C}^{4}
$$

(F). $s=\alpha, \rho=1$. We have $Y^{s}=\{1,2\}, H_{*}\left(Y^{s}\right)=\mathbb{C}^{2}, A(s)=\{1,-1, \alpha,-\alpha\}=$ $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$. We have

$$
E_{\alpha, 1}:=\operatorname{Hom}_{A(s)}\left(\mathbb{C}, \mathbb{C}^{2}\right)=\mathbb{C}^{2} .
$$

This concludes the list of simple $J_{\mathbf{c}_{1}}$-modules. We now turn to the Lusztig-Xi isomorphism of unital algebras:

$$
J_{\mathbf{c}_{1}} \cong K_{F}(Y \times Y) \otimes_{\mathbb{Z}} \mathbb{C}
$$

The equivariant $K$-theory $K_{F}(Y \times Y) \otimes_{\mathbb{Z}} \mathbb{C}$ is equipped with the convolution product. The action of $F$ on the set $Y$ leads to the following description. We identify $K_{F}(Y \times Y) \otimes_{\mathbb{Z}} \mathbb{C}$ with the $\mathbb{C}$-algebra of $4 \times 4$ matrices $\left(a_{i j}\right)$ where $a_{11}, a_{12}, a_{21}, a_{22} \in$ $R(F) \otimes_{\mathbb{Z}} \mathbb{C}$ and all other entries are in $R\left(\mathbb{C}^{\times}\right) \otimes_{\mathbb{Z}} \mathbb{C}$, subject to the following conditions:

$$
a_{14}=\overline{a_{13}}, a_{24}=\overline{a_{23}}, a_{41}=\overline{a_{31}}, a_{42}=\overline{a_{32}}, a_{44}=\overline{a_{33}}, a_{43}=\overline{a_{34}}
$$

where, for all $z \in \mathbb{C}^{\times}$,

$$
\overline{a_{i j}}(z)=a_{i j}\left(z^{-1}\right) .
$$

Let

$$
\mathbb{M}:=\mathbb{C}\left[t, t^{-1}\right]
$$

denote the Laurent polynomials in one indeterminate $t$. We have an injective homomorphism of unital $\mathbb{C}$-algebras:

$$
\begin{aligned}
& \psi: \mathbb{C} \oplus(\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}) \longrightarrow K_{F}(Y \times Y) \otimes_{\mathbb{Z}} \mathbb{C} \\
&(\lambda, p+\alpha \cdot q) \mapsto\left(\begin{array}{cccc}
\lambda & 0 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & p & \bar{q} \\
0 & 0 & q & \bar{p}
\end{array}\right)
\end{aligned}
$$

We claim that this map is a spectrum-preserving morphism of unital finite-type $k$-algebras. We view each entry in $K_{F}(Y \times Y)$ as a virtual character of $F$ or $\mathbb{C}^{\times}$. We can then evaluate each matrix entry at $z \in \mathbb{C}^{\times}$. Evaluation at $z \in \mathbb{C}^{\times}$determines an algebra homomorphism

$$
K_{F}(Y \times Y) \otimes_{\mathbb{Z}} \mathbb{C} \longrightarrow M_{4}(\mathbb{C}) .
$$

This homomorphism gives $\mathbb{C}^{4}$ the structure of $J_{\mathbf{c}_{1}}$-module.

- When $z^{2} \neq 1$, this homomorphism gives $\mathbb{C}^{4}$ the structure of a simple $J_{\mathbf{c}_{1}}$-module, namely $E_{z, 1}$.
- When $z=1$, the module $\mathbb{C}^{4}$ splits into simple $J_{\mathbf{c}_{1}}$-modules of dimensions 3 and 1 , namely $E_{1,1}$ and $E_{1, \epsilon}$.
- When $z=-1$, the module $\mathbb{C}^{4}$ splits into simple $J_{\mathbf{c}_{1}}$-modules of dimensions 3 and 1 , namely $E_{-1,1}$ and $E_{-1, \epsilon}$.

When restricted to the lower right $2 \times 2$ block of the $4 \times 4$ matrix algebra $\left(a_{i j}\right)$, each simple 4-dimensional module splits into the direct sum of a 2 -dimensional 0 module and a 2 -dimensional simple module over the crossed product $\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z}$. At 1 and -1 , the module $\mathbb{C}^{4}$ restricts to a 2-dimensional 0 -module and two 1 dimensional simple modules. It now follows that $\operatorname{Prim}\left(J_{\mathbf{c}_{1}}\right)$ with one deleted point is in bijection (via our morphism of algebras) with $\operatorname{Prim}(\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z})$. There is one remaining point in $\operatorname{Prim}\left(J_{\mathbf{c}_{1}}\right)$, namely $E_{\alpha, 1}$. This point in $\operatorname{Prim}\left(J_{\mathbf{c}_{1}}\right)$ maps, via our morphism of algebras, to the one remaining primitive ideal $0 \oplus(\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z})$.

We conclude from this that

$$
J_{\mathbf{c}_{1}} \asymp \mathbb{C} \oplus(\mathbb{M} \rtimes \mathbb{Z} / 2 \mathbb{Z})
$$

Theorem 7. Let $\mathcal{H}^{\mathfrak{i}}(\mathrm{SO}(5))$ denote the Iwahori ideal in $\mathrm{SO}(5)$. We have

$$
\mathcal{H}^{\mathfrak{i}}(\mathrm{SO}(5)) \asymp \widetilde{\mathfrak{Z}}^{\mathfrak{i}}(\mathrm{SO}(5))
$$

Proof. We note that

- $J_{\mathbf{c}_{e}}=\mathbb{C}[\Omega]=\mathbb{C}^{2}$
- $J_{\mathbf{c}_{2}} \asymp R_{\mathbb{C}}\left(F_{\mathbf{c}_{2}}\right)=\mathbb{L}^{2}$ since

$$
R_{\mathbb{C}}\left(F_{\mathbf{c}_{2}}\right)=R_{\mathbb{C}}(\mathbb{Z} / 2 \mathbb{Z} \times \operatorname{SL}(2, \mathbb{C}))=R_{\mathbb{C}}(\mathbb{Z} / 2 \mathbb{Z}) \otimes R_{\mathbb{C}}(\mathrm{SL}(2, \mathbb{C}))=\mathbb{L} \oplus \mathbb{L}
$$

By Lemmas 4 and 7, we have

$$
J=J_{\mathbf{c}_{e}} \oplus J_{\mathbf{c}_{1}} \oplus J_{\mathbf{c}_{2}} \oplus J_{\mathbf{c}_{0}} \asymp \mathbb{C}^{2} \oplus\left(\mathbb{C}^{3} \oplus \mathbb{L}\right) \oplus \mathbb{L}^{2} \oplus J_{\mathbf{c}_{0}}
$$

By Lemma 6, we have

$$
\left.\mathbb{C}\left[\widetilde{{ }^{L} T^{0}} / W_{f}\right]=\mathbb{C}^{5} \oplus \mathbb{L}^{3} \oplus \mathbb{C}{ }^{L} T^{0} / W_{f}\right]
$$

We conclude, by Theorem 4, that

$$
\mathcal{H}^{\mathfrak{i}}(\mathrm{SO}(5)) \asymp J \asymp \mathbb{C}\left[\tilde{X} / W_{f}\right]=\widetilde{\mathfrak{Z}}^{\mathfrak{i}}(\mathrm{SO}(5))
$$

as required. This confirms part (1) of our conjecture for the Iwahori ideal of $\mathcal{H}(\mathrm{SO}(5))$.

It is worth noting that, in this example, there are 4 two sided cells and 5 $W_{f}$-conjugacy classes.

## 14. Consequences of the conjecture

Parametrization of the smooth dual. In this section we will suppose that the conjecture is true for the Iwahori ideal $\mathcal{H}^{\mathfrak{i}}(G)$. We then have

$$
\mathcal{H}^{\mathfrak{i}}(G) \asymp \mathcal{O}\left(\widetilde{{ }^{L} T^{0}} / W_{f}\right)
$$

We now take the primitive ideal space of each side. We obtain a bijection

$$
\operatorname{Prim} \mathcal{H}^{\mathrm{i}}(G) \longleftrightarrow \widetilde{{ }^{L} T^{0}} / W_{f}
$$

Now $\operatorname{Prim} \mathcal{H}^{\mathfrak{i}}(G)$ may be identified with the subset $\operatorname{Irr}_{I}(G)$ of the smooth dual $\operatorname{Irr}(G)$ which admits nonzero Iwahori-fixed vectors. This leads to a parametrization of $\operatorname{Irr}_{I}(G)$ :

$$
\operatorname{Irr}_{I}(G) \longleftrightarrow \widetilde{L_{T}} / W_{f}
$$

This is a parametrization of $\operatorname{Irr}_{I}(G)$ by the $\mathbb{C}$-points in a complex affine algebraic variety (with several components). This parametrization is not quite canonical: it depends on the specific finite sequence of elementary steps (and filtrations) connecting $\mathcal{H}^{\mathfrak{i}}(G)$ to $\mathcal{O}\left(\widetilde{{ }^{L} T^{0}} / W_{f}\right)$.

This parametrization will assign to each $\omega \in \operatorname{Irr}_{I}(G)$ a pair

$$
(s, \gamma)
$$

with $s \in^{L} T^{0}, \gamma$ a $W_{f}$-conjugacy class.
More generally, the conjecture leads to a parametrization of $\operatorname{Irr}(G)$ by the $\mathbb{C}$-points in a complex affine locally algebraic variety (with countably many components). The dimensions of the components are less than or equal to the rank of $G$.

Langlands parameters. We wish to make a comparison with Langlands parameters. We first recall some background material.

Let $\mathcal{W}_{F}$ denote the Weil group of $F$, and let $\mathcal{I}_{F} \subset \mathcal{W}_{F}$ be the inertia subgroup so that $\mathcal{W}_{F} / \mathcal{I}_{F} \simeq \mathbb{Z}$. Denote the Frobenius generator by Frob in order that $\mathcal{W}_{F}=$ $\mathcal{I}_{F} \rtimes\langle$ Frob $\rangle$.

By Langlands parameter we mean a continuous homomorphism

$$
\varphi: W_{F} \times \mathrm{SL}(2, \mathbb{C}) \rightarrow{ }^{L} G^{0}
$$

which is rational on $\operatorname{SL}(2, \mathbb{C})$ and such that $\varphi$ (Frob) is semisimple.
Call $\varphi$ unramified if it has trivial restriction to $\mathcal{I}_{F}$. The unramified Langlands parameters are parameterized by pairs $(s, u)$ with $s \in{ }^{L} G^{0}$ semisimple, $u \in{ }^{L} G^{0}$ unipotent with sus ${ }^{-1}=u^{q_{F}}$.

To each Langlands parameter $\varphi$ should correspond a finite packet $\Pi_{\varphi}$ of irreducible smooth representations of $G$. According to the Langlands philosophy, the unramified Langlands parameters should be those for which the representations in $\Pi_{\varphi}$ are unipotent in the sense of $[\mathbf{L 6}]$. This has been proved by Lusztig [L6] when $G$ is the group of $F$-points of a split adjoint simple algebraic group.

More precisely, let $Z$ be the centre of ${ }^{L} G^{0}$, let $C(g)$ denote the centralizer in ${ }^{L} G^{0}$ of $g \in{ }^{L} G^{0}$, and $C(s, u):=C(s) \cap C(u)$. We denote by $C(s, u)^{0}$ the connected component of $C(s, u)$ and set $A(s, u):=C(s, u) / Z \cdot C(s, u)^{0}$. It is proved in [L6] that the isomorphism classes of unipotent representations of $G$ are naturally in one-to-one correspondence with the set of triples $(s, u, \rho)$ (modulo the natural action of ${ }^{L} G^{0}$ ) where $s, u$ as above and $\rho$ an irreducible representation (up to isomorphism) of $A(s, u)$.

In the case when we restrict ourselves to representations in $\operatorname{Irr}_{I}(G)$ the above classification specializes to the Kazhdan-Lusztig classification, which provides a proof of a refined form of a conjecture of Deligne and Langlands: if $G$ is the group of $F$-points of any split reductive group over $F$, the set $\operatorname{Irr}_{I}(G)$ is naturally in bijection with the set of triples $(s, u, \rho)$ as above (modulo the natural action of ${ }^{L} G^{0}$ ) such that $\rho$ appears in the homology of the variety $\mathcal{B}_{u}^{s}$ of the Borel subgroups of ${ }^{L} G^{0}$ containing both $s$ and $u$ (see $[\mathbf{K L}],[\mathbf{R e}]$ ).

For $\mathrm{GL}(n)$, the simultaneous centralizer $C(s, u)$ is connected, and so each Deligne-Langlands parameter is a pair $(s, u)$. There is a bijection between unipotent classes in GL $(n, \mathbb{C})$ and partitions of $n$ (via Jordan canonical form). There is a second bijection between partitions of $n$ and conjugacy classes in $W_{f}=S_{n}$ the
symmetric group. In this way we obtain a perfect match

$$
(s, u) \longleftrightarrow(s, \gamma)
$$

The Deligne-Langlands parameters can be arranged to form an extended quotient of the complex torus $\mathbb{C}^{\times}$by the symmetric group $S_{n}$. The details of this correspondence were recorded in $[\mathbf{H P}]$.

Irreducibility of induced representations. If $W_{\mathfrak{t}}$ acts freely then $\widetilde{D_{\sigma}} / W_{\mathfrak{t}} \cong$ $D_{\sigma} / W_{\mathrm{t}}$ and the conjecture in this case predicts irreducibility of the induced representations $\iota_{P}^{G}(\sigma \otimes \chi)$. This situation is discussed in $[\mathbf{R 1}]$, with any maximal Levi subgroup of $G$, and also with the following (non maximal) Levi subgroup

$$
L=(\mathrm{GL}(2) \times \mathrm{GL}(2) \times \mathrm{GL}(4)) \cap \mathrm{SL}(8)
$$

of $\operatorname{SL}(8)$ and $\sigma$ defined as in [R1, p.127].
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# Hilbert modular forms and the Ramanujan conjecture 

Don Blasius


#### Abstract

This paper completes the proof, at all finite places, of the Ramanujan Conjecture for motivic holomorphic Hilbert modular forms which belong to the discrete series at the infinite places. In addition, the WeightMonodromy Conjecture of Deligne is proven for the Shimura varieties attached to $G L(2)$ and its inner forms, and the conjecture of Langlands, often today called the local-global compatibility, is established at all places for these varieties. This latter conjecture gives, for a finite place $v$ of the field of definition $F$, an automorphic description of the action of decomposition group $\Gamma_{v}$ of the Galois group $\operatorname{Gal}(\bar{F} / F)$ on the $l$-adic cohomology of the the variety, at least if $l$ is distinct from the residue characteristic of $v$. In particular, the Hasse-Weil zeta functions of these varieties are computed at all places.


Let F be a totally real field. In this paper we study the Ramanujan Conjecture for Hilbert modular forms and the Weight-Monodromy Conjecture for the Shimura varieties attached to quaternion algebras over $F$. As a consequence, we deduce, at all finite places of the field of definition, the full automorphic description conjectured by Langlands of the zeta functions of these varieties. Concerning the first problem, our main result is the following:

Theorem 1. The Ramanujan conjecture holds at all finite places for any cuspidal holomorphic automorphic representation $\pi$ of $G L\left(2, \mathbf{A}_{F}\right)$ having weights all congruent modulo 2 and at least 2 at each infinite place of $F$.

See below (2.2) for a more precise statement. For background, we note that the above result has been known for any such $\pi$ at all but finitely many places, and without the congruence restriction, since $1984([\mathbf{B r L a}])$, as a consequence of the direct local computation of the trace of Frobenius on the intersection cohomology of a Hilbert modular variety. Additionally, the local method of [Ca] is easily seen to yield the result at all finite places, for the forms $\pi$ which satisfy the restrictive hypothesis that either $[F: \mathbf{Q}]$ is odd or the local component $\pi_{v}$ is discrete series at some finite place $v$. Hence, the novel cases in Theorem 1 are essentially those of the forms $\pi$ attached to $F$ of even degree, and which belong to the principal series at all finite $v$.

To prove Theorem 1, we here proceed globally, using the fact ([ $\mathbf{C a}],[\mathbf{O h}]$, $[\mathbf{T} 1]$, $[\mathbf{W}]$ ) that there exist two dimensional irreducible ([BR1], [T2]) $l$-adic representations $\rho_{l}^{T}(\pi)$ of the Galois group of $\bar{F}$ over $F$ attached to such forms $\pi$. Crucial to us is the fact that these representations satisfy the Global Langlands Correspondence, i.e. that at every finite place $v$ whose residue characteristic is different from $l$,
the representations of the Weil-Deligne group defined by $\pi_{v}$ and $\rho_{l}^{T}(\pi)([\mathbf{C a}],[\mathbf{T} 1]$, [BR1], [T2], [W]) are isomorphic. Thus we get information about $\pi_{v}$ from that about the local Galois representation $\rho_{l}^{T}(\pi) \mid D_{v}$ whenever we realize $\rho_{l}^{T}(\pi)$, or a closely related representation $\rho_{l}^{\prime}(\pi)$, in some $l$-adic cohomology. Many such realizations are provided by the Shimura varieties attached to inner forms of $G L(2) / F$, and to the unitary groups $G U(2) / K$ and $G U(3) / K$ where $K$ is a totally real solvable extension of $F$. Actually, to go beyond the case of lowest discrete series at $\infty$, in order to obtain cohomological realizations of these Galois representations $\rho_{l}^{T}(\pi)$ it is necessary to consider fiber systems of abelian varieties over these unitary Shimura varieties. However, we need no explicit treatment of them here since the result is contained in $[\mathbf{B R} 1]$. The fact that these are realizations of $\rho_{l}^{T}$ follows from suitable local Hasse-Weil zeta function computations at all but finitely many good places; it is important to note that in this paper no new such computations at bad places are done.
To actually get the results, there are several overlapping methods:
A. If one of the weights is greater than 2 , or if either (a) $[F: \mathbf{Q}]$ is odd or (b) there is a finite place at which $\pi$ is discrete series, the result follows easily from a basic theorem of De Jong ([DJ]), the Local Langlands Correspondence, and the classification of unitary representations of $G L(2)$ over a local field. In all these cases there is a direct realization of $\rho_{l}^{T}(\pi)$ as a subquotient of an $l$-adic cohomology group of a variety.
B. If all the weights are 2, we proceed, using a known case of Langlands functoriality, by finding a geometric realization of a Galois representation $\rho_{l}^{\prime}(\pi)$, made using $\rho_{l}^{T}(\pi)$, and from which we can deduce crucial constraints on the Frobenius eigenvalues of $\rho_{l}^{T}(\pi)$ at an unramified place under study. While several approaches are possible, we here use one for which the L-function of $\rho_{l}^{\prime}(\pi)$ is, after a formal base change to a field $L$, a Rankin product L- function defined by $\left.\pi\right|_{L}$ and a Galois twist $\left.{ }^{\tau} \pi\right|_{L}$. Unlike case (A) above, to conclude Ramanujan by an extension of that method we use a stronger, global Ramanujan estimate ([Sha]) for $G L(2)$ which the local analytic theory cannot provide. Although several alternative constructions of $\rho_{l}^{\prime}(\pi)$ are possible, the present method has the merit that, further developed, it enables progress on the $p$-adic analogue of the Langlands correspondence for these forms. Nevertheless, in order not to obscure the simple formal structure of the paper, we defer $p$-adic questions to a sequel.
C. If all the weights are 2 , we can give (See 4.2 ) prove Theorem 1 by a geometric argument (found after that of B.) using the fact that the Weight-Monodromy Conjecture is a theorem for surfaces. We give both arguments since, the method of B., although a little longer, has a chance to be applicable to other cases, such as regular algbraic forms on $G L(N)$ where $N>2$.
In this paper, we have restricted our study to the case of forms having weights all congruent modulo 2. However, the method may extend to all holomorphic forms whose weights are all at least 2 at the infinite places. A key fact, already present in [BR1], is that a suitable twist $\pi^{\prime}=\pi_{K} \otimes \chi$ of a CM quadratic base change $\pi_{K}$ of $\pi$ defines motivic forms on appropriate unitary groups $G U(2)$ and $G U(3)$. Once the Global Langlands Correspondence (See below, Section 2.3)is known for these forms, the Ramanujan Conjecture will follow by the methods of this paper. One natural approach is to generalize, in the setting of those $G U(2)$ which define
curves, the results of Carayol $([\mathbf{C a}])$, and then to extend by congruences $([\mathbf{T} 1])$, to the general case.
The second main goal of the paper is to provide new examples, of arbitrary dimension, and with $N$ (See the text for definitions) of many different, often highly decomposable, types, of the Weight-Monodromy Conjecture (WMC) ([D1]).

Theorem 2. Let $S h_{B}$ be the Shimura variety attached to a quaternion algebra $B$ over a totally real field $F$. Then WMC holds for the l-adic cohomology of $S h_{B}$ at all finite places $v$ whose residue characteristic is different from $l$.

## Remarks.

1. $S h_{B}$ is a projective limit of varieties $S h_{B, W}$, where $W$ is an open compact subgroup of the finite adele group of the reductive $\mathbf{Q}$-group $G=G_{B}=\operatorname{Res}_{F / \mathbf{Q}}(B *)$ associated to the multiplicative group of $B$. Each $S h_{B, W}$ is defined over the canonically defined number field $F^{\prime}$, named by Shimura the reflex field; the definition is recalled below in Section 3. We say that WMC holds for $S h_{B}$ if it holds for each smooth variety $S h_{B, W}$.
2. The Shimura variety is not proper exactly when $B=M_{2}(F)$, in which case the connected components of the $S h_{B, W}$ are the classical Hilbert modular varieties. In this case, the theorem is understood to refer to the $l$-adic intersection cohomologies of the Baily-Borel compactification of $S h_{B, W}$.
3. Several authors have recently made significant progress on cases of WMC involving Shimura varieties. In [It2], instances of WMC are shown for certain Shimura varieties $S h$ associated to unitary groups. In fact, WMC is shown at places $v$ at which $S h$ admit $p$-adic uniformization. In [DS], the $p$-adic extension of WMC is shown for a similar class of varieties: here $v$ divides $p$. As already noted, this is a case not treated at all in this paper. Finally, in [TY] Taylor and Yoshida establish WMC, by careful study of the Rapoport-Zink spectral sequence, for all Shimura varieties associated to the unitary groups defined by division algebras over a CM field which are definite at all but one infinite place. This is the key class studied in $[\mathbf{H T}]$, and is a vast generalization of the Shimura curves studied in $[\mathbf{C a}]$. As a consequence, WMC is true for the $l$-adic representations attached to the class of essentially self-dual regular automorphic cusp forms on $G L\left(N, \mathbf{A}_{F}\right)$. This result implies Theorem 1 for $\pi$ which are discrete series at some finite place, in which case the result is due to Carayol ([Ca]).
As a corollary of the above result, we achieve easily the third main goal of the paper: the proof of Langlands' conjecture ( $[\mathbf{L} 1]$ ) which describes, in automorphic terms, the Frobenius semisimplification of the action of a decomposition group $D_{v}$ for $v$ on the $l$-adic Galois cohomology of the quaternionic Shimura varieties. Here $v$ is any finite place of the reflex field, and $l$ is a prime different from the residue characteristic of $v$. . This result completes the zeta function computations of Langlands ([L1]), Brylinksi-Labesse ( $[\mathbf{B r L a}])$ and Reimann $([\mathbf{R e} \mathbf{2}])$ ).

Theorem 3. Let $B$ be a quaternion algebra over a totally real field $F$ having $B_{v} \cong M_{2}(\mathbf{R})$ for $r>0$ infinite places $v$ of $F$. Let $F^{\prime}$ be the canonical field of definition of the r-fold $S h_{B}$ attached to $B$. Let $\pi^{\prime}$ be a cuspidal holomorphic representation of $G)=\left(B \otimes \mathbf{A}_{F}\right)^{*}$ such that
(1) $\pi_{v}^{\prime}$ has weight 2 at each split infinite place,
(2) $\pi_{v}^{\prime}$ is one-dimensional at each ramified infinite place,
(3) the central character $\omega$ of $\pi^{\prime}$ has the form $\omega=|\cdot|^{-1} \Psi$, with a character of finite order $\Psi$.
Let l be a rational prime. Then for each finite place $v$ of $F^{\prime}$ whose residue characteristic is different from $l$, the isomorphism class of the Frobenius semisimple parameter $\left(\rho_{W, v}^{*}, N_{W, v}\right)$ of the Weil-Deligne group $W D_{v}$ of $F_{v}^{\prime}$ defined by the restriction to a decomposition group for $v$ of the action of $\operatorname{Gal}\left(\overline{\mathbf{Q}} / F^{\prime}\right)$ on

$$
H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}^{\prime}\right)
$$

coincides with the class of

$$
m\left(\pi_{f}^{\prime}, W\right) r_{B}\left(\left.\sigma\left(J L\left(\pi^{\prime}\right)_{p}\right)\right|_{W D_{F_{v}^{\prime}}}\right)
$$

where $m\left(\pi_{f}^{\prime}, W\right)$ is defined by

$$
\operatorname{dim}\left(H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}^{\prime}\right)\right)=2^{r} m\left(\pi_{f}^{\prime}, W\right)
$$

Here, for $p$ the place of $\mathbf{Q}$ lying under $v$,
(1) $J L\left(\pi^{\prime}\right)_{p}$ is the $p$-component of the cuspidal representation of $G L\left(2, \mathbf{A}_{F}\right)$, obtained from $\pi^{\prime}$ via the Jacquet-Langlands correspondence JL.
(2) $\sigma\left(J L\left(\pi^{\prime}\right)_{p}\right)$ is the homomorphism of $W D_{p}$ into the L-group ${ }^{L} G$ which is, as usual, identified with the L-group of the $\mathbf{Q}$-group $R_{F / \mathbf{Q}}(G L(2))$.
(3) $r_{B}$ is the complex representation of dimension $2^{r}$ defined by Langlands.
(4) Let $\mathcal{H}_{W}$ be the level $W$ Hecke algebra of $G$ which consists of the convolution algebra of left and right $W$ invariant compactly supported functions on $G\left(\mathbf{A}_{f}\right)$. Then $\pi_{f, W}^{\prime}$ is the representation of $\mathcal{H}_{W}$ on the subspace $\left(\pi_{f}^{\prime}\right)^{W}$ of $\pi_{f}^{\prime}$ consisting of the vectors fixed by all of $W$.
For an exposition of (2), see [BR2], 3.5, and [Ku]. For an exposition of (3), defined by Langlands $([\mathbf{L} 1])$, see $[\mathbf{B R 2}]$ esp. 5.1, 7.2. Definitions are briefly recalled as needed in the paper. Note that we are computing the L-functions as Euler products over the primes of $F^{\prime}$, not as Euler products over primes of $\mathbf{Q}$.
This result may be the first verification, for some Shimura varieties of dimension greater than one, at all places and levels, of Langlands' general conjecture. Nevertheless, for the last two theorems, the proofs are rather formal and do not involve new direct local verifications of difficult facts. On the contrary, one key principle is that the semisimplification of the global, i.e. $\operatorname{Gal}\left(\overline{\mathbf{Q}} / F^{\prime}\right)$, Galois action on the $l$-adic cohomology of any variety in Theorem 2 is computable in simple ways from globally irreducible l-adic representations which satisfy WMC and the Global Langlands correspondence at each place. Of course this type of fact does not hold locally: the WMC concerns, for each place $v$ of $F^{\prime}$, the nature of the associated indecomposable, and in general non-irreducible, Frobenius semisimple representations of the Weil-Deligne group.

## 1. Background

1.1. Weil Numbers. Let $q$ be power of a rational prime $p$. An integral $q$-Weil number of weight $j \in \mathbf{Z}$ is an algebraic integer $\alpha$ having the property that, for each automorphism $\sigma$ of $\overline{\mathbf{Q}}$, we have

$$
|\sigma(\alpha)|=q^{j / 2}
$$

with a fixed $j$ independent of $\sigma$. We omit reference to $q$ or the weight $j$ when convenient. An algebraic number of the form $\beta=\alpha q^{n}$, for some $n \in \mathbf{Z}$ and an integral $q$-Weil Number $\alpha$ is called a $q$-Weil number, or simply a Weil number, if the q is clear from context. Obvious facts about Weil numbers include: (i) the $q$-Weil numbers form a group under multiplication;(ii) if $q=q_{0}^{f}$, then $\alpha$ is a $q$-Weil number of weight $j$ if and only if $\sqrt[f]{\alpha}$ is a $q_{0}$-Weil number of weight $j$; (iii) all roots of unity are $q$-Weil numbers of weight 0 for all $q$.
1.2. l-adic Representations. Let $K$ be a field and let $\Gamma_{K}=\operatorname{Gal}(\bar{K} / K)$ be the group of $K$-linear automorphisms of its algebraic closure $\bar{K}$, endowed with the usual topology. For a prime $l$, let $V$ be a finite dimensional vector space over $\overline{\mathbf{Q}_{l}}$, and let $\rho: \Gamma_{K} \rightarrow G L(V)$ be a homomorphism. We say that $\rho$ is an $l$-adic representation if there exists a finite extension $T$ of $\mathbf{Q}_{l}$, a $T$ vector space $V_{0}$, and a continuous homomorphism $\rho_{0}: \Gamma_{K} \rightarrow G L\left(V_{0}\right)$ which becomes isomorphic to $\rho$ after extension of scalars on $V_{0}$ from $T$ to $\overline{\mathbf{Q}_{l}}$. We use the notation $\rho, V$, and $(V, \rho)$ at will to denote such a representation. An l-adic representation $(V, \rho)$ is called motivic if there is a smooth projective variety $X$ over $K \operatorname{such}$ that $(V, \rho)$ is isomorphic to a Tate twist of a subquotient of the $\Gamma_{K}$-module $H^{*}\left(\bar{X}, \overline{\mathbf{Q}_{l}}\right)$ where $\bar{X}$ is the scalar extension of $X$ to the algebraic closure $\bar{K}$ of $K$. Here, for a $\Gamma_{K}$-module $(V, \rho)$, and $m \in \mathbf{Z}$, the Tate twisted module is the pair $(V(m), \rho(m))$ where $V(m)=V$, $\rho(m)=\rho \otimes \chi_{l}^{m}$, and $\chi_{l}$ is the usual $l$-adic cyclotomic character.
1.3. Local Weil group. For the rest of this paper, $K$ will denote a local field of characteristic 0 and residue characteristic $p$. We denote by $q$ the number of the residue field. Of course, $q$ is a power of $p$. We let $l$ be any rational prime different from $p$. We recall some basics about the Weil group $W_{K} \subset \Gamma_{K}$ of $K$. Let $I$ be the inertia subgroup of $W_{K}$. Then $W_{K} / I$ is isomorphic to the subgroup $q^{\mathbf{Z}}$ of $\mathbf{Q}^{*}$; the isomorphism is that induced by the homomorphism that sends an element $w$ of $W_{K}$ to the power $|w|$ of $q$ to which it raises the prime-to- $p$ roots of unity in the maximal unramified extension of K . Any element $\Phi$ of $W_{K}$ for which $|\Phi|=q^{-1}$ is called a Frobenius. Let $I_{w}$ be the subgroup of wild inertia, i.e. the maximal pro- $p$ subgroup of $I$. Let $I_{t}$ denote the quotient $I / I_{w}$ and let $W_{K, t}$ denote $W_{K} / I_{w}$. We call these groups the tame inertia group and the tame Weil group, respectively. Then $I_{t}$ is non-canonically isomorphic to the product

$$
\prod_{t \neq p} z_{i,}
$$

and $W_{K, t}$ is isomorphic to the semidirect product of $\mathbf{Z}$ and $I_{t}$; the action of $W_{K}$ on $I_{t}$ is given by

$$
w x w^{-1}=|w| x
$$

for all $x \in I_{t}$ and all $w \in W_{K}$. Choose, once and for all, an isomorphism $t=\left(t_{l}\right)_{l \neq p}$ of $I_{t}$ with

$$
\prod_{l \neq p} \mathbf{Z}_{l} .
$$

Let $(V, \rho)$ be an $l$-adic representation of $\Gamma_{K}$. We extend, replacing $\Gamma_{K}$ by $W_{K}$, the definition of an $l$-adic representation to $W_{K}$, and thus each $l$-adic representation $\rho$ of $\Gamma_{K}$ gives rise, by restriction, to an $l$-adic representation of $W_{K}$ which we also denote by $(V, \rho)$.
1.4. Grothendieck's Theorem. According to a basic result of Grothendieck ([ST], Appendix), there is a subgroup $J$ of finite index in $I$ such that, for $\sigma \in J$,

$$
\rho(\sigma)=\exp \left(t_{l}(\sigma) N\right)
$$

where $N \in \operatorname{End}(V)$ is a uniquely determined nilpotent endomorphism.
If we can take $J=I$ in this theorem, $(V, \rho)$ is said to be semistable. It is well-known that there exists a finite extension $L$ of $K$ such that $\left(\left.\rho\right|_{L}, V\right)$ is semistable.

### 1.5. Weil-Deligne parametrization of $l$-adic representations.

Fix a choice $\Phi$ of a Frobenius in $W_{K}$. Define, for this $\Phi$, and any $\sigma$ in $W_{K}$, an automorphism

$$
\rho_{W D}(\sigma)=\rho(\sigma) \exp \left(-t_{l}\left(\Phi^{-\log _{q}(|\sigma|)} \sigma\right) N\right)
$$

of $V$. Then $\sigma \rightarrow \rho_{W D}(\sigma)$ is a continuous representation of $W_{K}$ whose restriction to $I$ has finite image. The triple $\left(V, \rho_{W D}, N\right)$ depends on the choice of $t_{l}$ and $\Phi$. Such a triple $\left(V^{\prime}, \rho_{W D}^{\prime}, N^{\prime}\right)$ arises from an $l$-adic representation on $V$ of $\Gamma_{K}$ if and only if the relation

$$
\rho_{W D}^{\prime}(\sigma) N^{\prime} \rho_{W D}^{\prime}(\sigma)^{-1}=|\sigma| N^{\prime}
$$

holds for all $\sigma \in W_{K}$. Note that $(V, \rho)$ is semistable if and only if $\rho_{W D}$ is unramified, i.e. trivial on $I$.
1.6. Frobenius semisimplification. Following Deligne ([D3], 8.5), let

$$
\rho_{W D}(\Phi)=\rho_{W D}(\Phi)^{s s} u
$$

be the Jordan decomposition of $\rho_{W D}(\Phi)$ as the product of a diagonalizable matrix $\rho_{W D}(\Phi)^{s s}$ and a unipotent matrix $u$. Define, for $\sigma \in W_{K}$,

$$
\rho_{W D}^{s s}(\sigma)=\rho_{W D}(\sigma) u^{\log _{q}(|\sigma|)}
$$

Then $\rho_{W D}^{s s}$ is a semisimple representation of $W_{K}$ and, for all $\sigma, \rho_{W D}^{s s}(\sigma)$ is semisimple. The representation $\left(V, \rho_{W D}^{s s}\right)$ is called the $\Phi$-semisimplification of $\left(V, \rho_{W D}\right)$ and the triple $\left(V, \rho_{W D}^{s s}, N\right)$ is called the $\Phi$-semisimplification of $\left(V, \rho_{W D}, N\right)$.
Let now $\iota_{l}$ be an isomorphism of $\overline{\mathbf{Q}_{l}}$ with the complex numbers $\mathbf{C}$. This will be fixed in any discussion, and, to avoid a cumbersome notation, we will identify $\overline{\mathbf{Q}_{l}}$ with $\mathbf{C}$, suppressing explicit reference to $\iota_{l}$. We will use $\iota_{l}$ to define complex representations of the Weil-Deligne group (c.f. [D3], 8.3, [Ta], 4.1, or $[\mathbf{R o h}]$ ), via the triples $\left(V, \rho_{W D}^{s s}, N\right)$.
1.7. $W D_{K}$. The Weil-Deligne group $W D_{K}$ of $K$ is the semidirect product of $W_{K}$ with $\mathbf{C}$ defined by the relation

$$
\sigma z \sigma^{-1}=|\sigma| z
$$

for all $\sigma \in W_{K}$ and $z \in \mathbf{C}$. Using $\iota_{l}$ we regard $V$ as a finite dimensional complex vector space (i.e. if $z \in \mathbf{C}$ and $v \in V$, we put $\left.z v=\iota_{l}^{-1}(z) v\right)$. Then $\rho_{W D}^{s s}$ is a continuous representation of $W_{K}$ on $V$, and $N$ is a nilpotent endomorphism of V. The complex triple $\left(V, \rho_{W D}^{s s}, N\right)$ defines, in view of (1.5), a representation $\rho^{*}$ of $W D_{K}$ by the rule

$$
\rho^{*}((z, \sigma))=\exp (z N) \rho_{W D}^{s s}(\sigma)
$$

for all $(z, \sigma) \in W D_{K}$. Then $\rho^{*}$ satisfies
(i) the restriction to $W_{K}$ is semisimple, and
(ii) the restriction to $\mathbf{C}=\mathbf{G}_{a}(\mathbf{C})$ is algebraic.

We denote the family of all complex representations satisfying (i) and (ii) by $R e p^{s}\left(W D_{K}\right)$ and denote members by pairs $\left(V, \rho^{\prime}\right)$; a triple giving rise to ( $V, \rho^{\prime}$ ) by the construction above is given by

$$
\left(V,\left.\rho^{\prime}\right|_{W_{K}}, N_{\rho^{\prime}}\right)
$$

where $\log$ of a unipotent matrix $M$ is the standard polynomial in $M-1$ inverting exponentiation on nilpotents and

$$
N_{\rho^{\prime}}=\log \left(\rho^{\prime}((1,1))\right)
$$

Henceforth an element of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ is identified with the triple it defines. Note that a member of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ is actually a semisimple representation of $W D_{K}$ if and only if it factors through the quotient $W_{K}$. A member of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ is called semistable if it is trivial on $I$. We denote by $\operatorname{Rep}^{s s}\left(W D_{K}\right)$ the subfamily of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ consisting of semistable representations. Of course, if $(V, \rho)$ is a semistable $l$-adic representation if and only if the associated element $\left(V, \rho^{\prime}\right)$ of $R e p^{s}\left(W D_{K}\right)$ belongs to $\operatorname{Rep}^{s s}\left(W D_{K}\right)$.
As shown in [D3], the isomorphism class of the $\left(V, \rho^{\prime}\right) \in \operatorname{Rep}{ }^{s}\left(W D_{K}\right)$ gotten from an $l$-adic representation of $\Gamma_{K}$ is independent of the choices of $\Phi$ and $t_{l}$. The class of $\left(V, \rho^{\prime}\right)$ does depend on the choice of $\iota_{l}$, but, since any $\iota_{l}^{\prime}$ has the form $\iota_{l}^{\prime}=\eta \iota_{l}$ for an automorphism $\eta$ of $\mathbf{C}$, we see that, after such a change, $\rho^{\prime}$ is just replaced by the conjugate $\eta \rho^{\prime}$.
1.8. Structure of semistable modules. Recall that a $W D_{K}$-module is indecomposable if it cannot be written as the direct sum two proper submodules. We have the following basic structure results ([Roh]) for the members of $\operatorname{Rep}{ }^{s s}\left(W D_{K}\right)$ :
(i) Any member of $\operatorname{Rep}^{s s}\left(W D_{K}\right)$ is isomorphic to a direct sum of indecomposable modules, hence of $V_{\alpha, t}$ 's. As such the decomposition is unique up to re-ordering the factors, and replacing factors by isomorphic factors.(ii) Any indecomposable member of $\operatorname{Rep}^{s s}\left(W D_{K}\right)$ is isomorphic to exactly one of the form $V_{\alpha, t}=\left(\mathbf{C}^{t+1}, \rho_{\alpha, t}, N_{t}\right)$, where $\alpha$ is a non-zero complex number, $t$ is a non-negative integer, and $\rho_{\alpha, t}$ is the unramified representation of $W_{K}$ defined by the rule:

$$
\rho_{\alpha, t}(\Phi)=\operatorname{Diag}\left(\alpha, q^{-1} \alpha, \ldots, q^{-t} \alpha\right)
$$

where Diag denote diagonal matrix, and $N=\left(n_{i j}\right)$, where $n_{i j}=0$ unless $i=j+1$, in which case $n_{i j}=1$.

### 1.9. Structure of Frobenius semisimple modules. We have:

(i) Any member of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ is a direct sum of indecomposable submodules. As such the decomposition is unique up to re-ordering the factors, and replacing factors by isomorphic factors.
(ii) Any indecomposable representation is isomorphic to one of the form $V_{\Lambda, t} \stackrel{\text { def }}{=}$ $\Lambda \otimes V_{q^{t / 2}, t}$ where $\Lambda$ (and hence t) is a uniquely determined irreducible representation of $W_{K}$, and any such representation is indecomposable. Such a representation is irreducible iff $t=0$.
(iii) if $\Lambda$ is an irreducible representation of $W_{K}$ and $\Phi$ is any Frobenius element in $W_{K}$, and $\alpha$ is an eigenvalue of $\Phi$ in $\Lambda$, then $|\alpha|$ is independent of $\alpha$.

To see the last claim, note that we can find a Galois extension $L$ of $K$ such that the restriction to $W D_{L} \subseteq W D_{K}$ of $\Lambda$ is unramified, hence a direct sum of unramified characters $\chi_{k}$. Since $\Lambda$ is irreducible, the $\chi_{k}$ are permuted transitively by the natural action of $\Gamma(L / K)$. Regarding them, via local class field theory, as characters of $L^{*}$, and letting $\tau$ be an element of $\Gamma(L / K)$, the action is just that sending $\chi_{k}$ to $\chi_{k} \circ \tau=\chi_{k}$. Hence all $\chi_{k}$ are the same character $\chi$. Now let $\chi_{0}$ be an unramified character of $W_{K}$ such that $\chi_{0} \circ N_{L / K}=\chi$, and consider the irreducible representation $\Lambda_{0}=\Lambda \otimes \chi_{0}^{-1}$. Then the restriction to $L$ of $\Lambda_{0}$ is trivial, and hence $\Lambda_{0}$ has finite image. In particular, $\Lambda(\Phi)=\Lambda_{0}(\Phi) \chi_{0}(\Phi)$, and so each eigenvalue $\alpha$ of $\Phi$ in $\Lambda$ is of the form $\alpha=\zeta \chi_{0}(\Phi)$ with a root of unity $\zeta$. This proves (iii).
Let $\Lambda$ be an irreducible representation of $W D_{K}$. We call the real number $w(\Lambda)=$ $2 \log _{q}(|\alpha|)$, where $\alpha$ is any eigenvalue of any $\Phi$, the weight of $\Lambda$. It is independent of the choices.
1.10. Pure modules. Fix an integer $j$. An indecomposable module $V_{\Lambda, t}$ for $K$ as above is $q$-pure of weight $j$, or simply pure, if
(i) the eigenvalues of $\Phi$ in $V_{\Lambda, t}$ are $q$-Weil numbers, and
(ii) $w(\Lambda)=t+j$.

By the argument at the end of the previous subsection, changing $\Phi$ will change the eigenvalues of $\Lambda(\Phi)$ only by roots of unity, and hence both conditions are independent of the choice of $\Phi$. Also, an indecomposable $V_{\Lambda, t}$ is $q_{K}$-pure of weight $j$ if and only if, for each finite extension $L$ of $K$, the restriction $\left.V_{\Lambda, t}\right|_{L}$ of $V_{\Lambda, t}$ to $W D_{L} \subseteq W D_{K}$ is $q_{L}$-pure of (the same) weight $j$. To see this, note since the condition is obviously stable under passage from $K$ to $L$, it is enough to show the descent statement from an $L$, as above, such that $\Lambda \mid L$ is unramified. In this case, if $f=f(L / K)$ is the degree of the residue field extension, then $\Phi^{f}$ is a Frobenius element for $W_{L}$, and, in the above notation, $\chi\left(\Phi^{f}\right)=\chi_{0}(\Phi)^{f}$. Hence $\alpha=\left(\chi\left(\Phi^{f}\right)\right)^{1 / f} \zeta$, for some $f$-th root of $\chi\left(\Phi^{f}\right)$. Suppose now that $\chi\left(\Phi^{f}\right)$ is a $q_{L^{-}}$ Weil number of weight j . Then, since $q_{L}=q_{K}^{f}, \alpha$ is a $q_{K}$-Weil number of weight j also. This shows (i) holds over $K$ if it holds over $L$. To see (ii), just note that $w(\Lambda)$ is unchanged when $q_{L}=q_{K}^{f}$ is replaced by $q_{K}$ and $\left|\chi\left(\Phi^{f}\right)\right|$ is replaced by $\left|\left(\chi\left(\Phi^{f}\right)\right)^{1 / f}\right|$. This proves the claim.
We say that a general member $V$ of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ is pure of weight $w(w \in \mathbf{R})$ if each indecomposable constituent is pure of weight $w$. Of course, if the module $V$ is pure of weight $w$, then $w$ is uniquely determined. Furthermore, if $V$ is pure of weight $w$, then any conjugate $\eta V$, for $\eta \in \operatorname{Aut}(\mathbf{C})$ is also pure of weight $w$.
Finally, we say that an $l$-adic representation $V$ of $\Gamma_{K}$ is
(i) $q$-pure of weight $w$ if one, and hence any, associated member of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ is $q$-pure of weight w, and
(ii) pure if it is $q$-pure of weight w for some w .

Here are summarized some basic facts about elements of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ :

## Proposition 1

Let $V_{1}, \ldots, V_{n}$ be $l$-adic representations of $\Gamma_{K}$.
(i) Let $V$ be the direct sum of the $V_{i}$. Then $V$ is $q$-pure of weight $j$ if and only if each $V_{i}$ is $q$-pure of weight $j$.
(ii) $V$ is $q$-pure of weight $j$ if and only if its contragredient $V^{*}$ is $q$-pure of weight $-j$.
(iii) if $V$ is $q$-pure of weight $j$, then the Tate twisted module $V(m)=V \otimes \chi_{l}^{m}$, where $\chi_{l}$ is the usual $l$-adic cyclotomic character, and $m \in \mathbf{Z}$, is $q$-pure of weight $j-2 m$.
(iv) If $V$ and $W$ are $q$-pure of weights $k$ and $l$, their tensor product $V \otimes W$ is $q$-pure of weight $k+l$.
1.11. Weight-Monodromy Conjecture. This is the following statement ([II]):

Let $X$ be a projective smooth variety defined over the local field $K$. Let, as usual, for a rational prime $l$ which is different from the residue characteristic of $K, H^{j}\left(\bar{X}, \mathbf{Q}_{l}\right)$ be the $l$-adic étale cohomology of $\bar{X}$, regarded as a $\Gamma_{K}$-module. Then the $\Gamma_{K}$-module $H^{j}\left(\bar{X}, \mathbf{Q}_{l}\right)$ is $q$-pure of weight $j$, where $q$ is the cardinality of the residue field of $K$.
Remark. Since $X$ is projective, its cohomology is polarizable, and so $\Phi$ acts on $\operatorname{det}\left(H^{j}\left(\bar{X}, \mathbf{Q}_{l}\right)\right)$ as $q^{j b_{j} / 2}$ where $b_{j}$ is the dimension of $H^{j}\left(\bar{X}, \mathbf{Q}_{l}\right)$. On the other hand, if $H^{j}\left(\bar{X}, \mathbf{Q}_{l}\right)$ is $q$-pure of some weight $k$, we have also that $\Phi$ acts on this space as $q^{k b_{j} / 2}$. Hence, we say simply that $H^{j}\left(\bar{X}, \mathbf{Q}_{l}\right)$ satisfies WMC if it is $q$-pure.

If, contrary to the convention of this paper, K and its residue field both have characteristic p, then WMC is a theorem of Deligne ([D4], Theorem 1.8.4). In mixed characteristic, WMC is known for curves and abelian varieties ([SGA7-I]), for surfaces ([RZ], Theorem 2.13, [DJ], and see below, (4.3)), certain threefolds ([It1]) and, as mentioned in the introduction, a class of Shimura varieties associated to division algebras over CM fields ([It2], [TY]).
As De Jong remarks in the Introduction to [DJ], it follows from his theory of alterations that condition (i) of the definition of purity is always satisfied for ladic representations that are subquotients of the $l$-adic étale cohomology of a quasiprojective-variety $X$ over a non-archimedian local field $K$. We sketch this result, for the case that $X$ is smooth and projective, since it is basic.
Proposition 2.(De Jong). Let $X$ be a smooth projective variety defined over the local field $K$. Let $\Phi \in \Gamma_{K}$ be a Frobenius. Then the eigenvalues of $\Phi$ on $H^{j}\left(\bar{X}, \overline{\mathbf{Q}_{l}}\right)$ are integral Weil numbers.

Proof. Let $L$ be a finite extension of $K$ over which there exists an $L$-alteration $a: X^{\prime} \rightarrow X_{L}$ such that $X^{\prime}$ is the generic fiber of a strictly semistable scheme $\mathcal{X}^{\prime}$ defined over the ring of integers $\mathcal{O}_{L}$ of $L$. Since an alteration is surjective and generically finite, we may regard $H^{j}\left(\bar{X}, \overline{\mathbf{Q}_{l}}\right)$ as a submodule of $H^{j}\left(\overline{X^{\prime}}, \overline{\mathbf{Q}_{l}}\right)$ via $a^{*}$. Let $\underline{\mathcal{X}^{\prime}}$ be the geometric special fiber of $\mathcal{X}^{\prime}$. Since $\mathcal{X}^{\prime}$ is strictly semistable, its cohomology is computable via the $\Gamma_{L}$-equivariant weight spectral sequence of Rapoport and Zink (c.f. $[\mathbf{R Z}]$, Section 2, and $[\mathbf{I l}], 3.8$ ). In the notation of $[\mathbf{I l}]$, we have

$$
{ }_{W} E_{1}^{i j}=H^{i+j}\left(\underline{\mathcal{X}^{\prime}}, g r_{-i}^{W} R \Psi\left(\overline{\mathbf{Q}_{l}}\right) \Longrightarrow H^{i+j}\left(\overline{X^{\prime}}, \overline{\mathbf{Q}_{l}}\right)\right.
$$

Thus, it suffices to show that the eigenvalues of $\Phi$ on each ${ }_{W} E_{1}^{i j}$ are integral Weil numbers. But each ${ }_{W} E_{1}^{i, j}$ is a direct sum of cohomology groups of the form

$$
H^{j+i-2 l}\left(\underline{\mathcal{X}}^{(2 l-i+1)}, \overline{\mathbf{Q}_{l}}\right)(i-l)
$$

where $l \geq \max (0, i)$, and $\underline{\mathcal{X}}^{(2 l-i+1)}$ is the disjoint union of smooth proper subvarieties of $\underline{\mathcal{X}^{\prime}}$ defined by taking $(2 l-i+1)$ - fold intersections of the irreducible divisors provided in the definition of the strict semistability of $\mathcal{X}^{\prime}$. The result now follows from the Weil conjectures.
1.12. Weight-Monodromy: Background Facts. Let $W$ be a finite set of $q$-Weil numbers and $m: W \rightarrow \mathbf{Z}_{\geq 0}$ be a function. For us, $m(\alpha)$ is the multiplicity of $\alpha$ in the spectrum of a Frobenius in a semistable module. The pair ( $W, m$ ) is said to be wm-q-pure of weight $j$ if ,
(i) whenever $|\alpha|>q^{j / 2}, m\left(q^{-1} \alpha\right) \geq m(\alpha)$, and,
(ii) for all $\alpha, m(\alpha)=m\left(q^{-s_{\alpha}} \alpha\right)$, where $s_{\alpha}=2 \log _{q}\left(|\alpha| q^{-j / 2}\right)$.

Let, for $\alpha \in W,|\alpha| \geq q^{j / 2}$,

$$
\delta(\alpha)=m(\alpha)-m(q \alpha) .
$$

Let $W^{+}$be the subset of $W$ of all $\alpha$ such that $|\alpha| \geq q^{j / 2}$.
If $(V, \rho)$ is a $q$-pure of weight j semistable representation of $W D_{K}$, let $b(V)$ denote the number of indecomposable factors in any representation of $V$ as a direct sum of such so that $b(V)=\operatorname{dim}\left(\operatorname{ker}\left(N_{\rho}\right)\right)$. More generally, for any nilpotent endomorphism $N$ of $V$, let $b(N)=\operatorname{dim}(\operatorname{ker}(N))$ denote the number of indecomposable Jordan blocks in the representation of $N$ as a direct sum of such. Evidently, if $V$ is a $q$-pure of weight j semistable representation of $W D_{K}$, the associated pair $\left(W_{V}, m_{V}\right)$ is wm- $q$-pure of weight j . Conversely, if $(W, m)$ is wm- $q$-pure of weight j , then

$$
\bigoplus_{\alpha \in W^{+}} V_{\alpha, s_{\alpha}}^{\delta(\alpha)}
$$

belongs to the unique isomorphism class of $q$-pure of weight $j$ semistable representations $\left(V_{(W, m)}, \rho_{(W, m)}\right)$ of $W D_{K}$ that give rise to ( $W, m$ ).
In this case let

$$
b(W, m)=b\left(V_{W}\right)=\Sigma_{\alpha \in W^{+}} \delta(\alpha)
$$

The following elementary result is key to our work in this paper.
Proposition 3. Let $K$ be a local field and let $V$ be a finite dimensional representation in $\operatorname{Rep}^{s}\left(W D_{K}\right)$. Let $F \cdot V$ be a filtration of $V$ by $W D_{K}$-stable submodules. Suppose that the graded Galois module $G r_{F}(V)$ is $q$-pure of weight $j$. Then $V$ is $q$-pure of weight $j$.

Proof. Restricting from $K$ to a suitable extension $L$, we can assume that $V$ is semistable.
Let $E_{V}$ be an endomorphism of a vector space $V$, and suppose that we have an $E_{V}$ stable short exact sequence

$$
0 \rightarrow S \rightarrow V \rightarrow Q \rightarrow 0
$$

with induced endomorphisms $E_{S}$ and $E_{Q}$ on $S$ and $Q$. Let $K_{S}, K_{V}$, and $K_{Q}$ be the kernels of these operators. Then

$$
\operatorname{dim}\left(K_{S}\right)+\operatorname{dim}\left(K_{Q}\right) \geq \operatorname{dim}\left(K_{V}\right) .
$$

This is evident since we have a short exact sequence

$$
0 \rightarrow K_{V} \cap S \rightarrow K_{V} \rightarrow \frac{K_{V}+S}{S} \rightarrow 0
$$

and $K_{V} \cap S=K_{S}$ and $\frac{K_{V}+S}{S}$ is a subspace of $K_{Q}$.
Hence, by induction, if $E_{V}$ is a filtered endomorphism of $F \cdot V$, inducing $G r_{F}\left(E_{V}\right)$ on $G r_{F}(V)$, then

$$
\operatorname{dim}\left(\operatorname{ker}\left(\operatorname{Gr}_{F}\left(E_{V}\right)\right)\right) \geq \operatorname{dim}\left(\operatorname{ker}\left(E_{V}\right)\right)
$$

We apply this to the case $E_{V}=N$.
Lemma. Let $(W, m)$ be wm- $q$-pure of weight j. Let $(V, \rho)$ be a semistable representation of $W_{K}$ such that $\left(W_{V}, m_{V}\right)=(W, m)$. Then

$$
b(V) \geq b(W, m)
$$

Further,

$$
b(V)=b(W, m)
$$

if and only if $(V, \rho)$ is $q$-pure of weight $j$.
Proof. Obvious.
To conclude the proof of the Proposition, we note that $\operatorname{Gr}_{F}(V)$ defines the same pair $(W, m)$ as $V$. Since we assume $G r_{F}(V)$ is pure, we have $b(W, m)=b\left(G r_{F}(V)\right)$. By the remarks just above, we always have $b\left(G r_{F}(V)\right) \geq b(V)$ and $b(V) \geq b(W, m)$. Hence $b(V)=b(W, m)$ and so $V$ is $q$-pure of weight j.

### 1.13. A problem on abelian varieties. Proposition 4.

Let $A$ be an abelian variety defined over a number field $J$. Let $M$ be an irreducible motive, defined over $J$ in the category of motives for absolute Hodge cycles generated by $A([\mathbf{D M}])$. Then for each prime $l$ and each finite place $v$ of $J$, the $l$-adic cohomology $M_{l}$ of $M$ satisfies the WMC.

Proof. This is, of course, trivial: any irreducible $M$ is of then form $M_{0}(n)$ where $M_{0}$ is a submotive of the motive $\otimes^{k} H^{1}(A, \bar{Q}), k$ is a non-negative integer, and $n$ is the $n$-fold Tate twist. The $l$-adic cohomology $M_{0, l}$ of $M_{0}$ is a $\operatorname{Gal}(\bar{J} / J)$ direct summand of $\otimes^{k} H^{1}\left(A, \bar{Q}_{l}\right)$ and hence everywhere locally satisfies WMC since $H^{1}\left(A, \bar{Q}_{l}\right)$ does.

Problem: Is the conjugacy class of $N_{l}\left(\right.$ in $\left.G L\left(M_{l}\right)\right)$ independent of $l$ ? Evidently, this amounts to asking whether the Frobenius eigenvalues on the semisimplification of $M_{l}$ is independent of $l$. Of course, these statements are consequences of the standard l-independence conjecture of Serre and Tate which asserts that, for any motive $M$ over $J$, and any non-archimedian completion $J_{v}=K$, the isomorphism classes of the elements of $\operatorname{Rep}^{s}\left(W D_{K}\right)$ gotten from the $l$-adic étale cohomology groups of $M$ are all the same.

## 2. Automorphic Forms.

2.1. Basic Conventions. Let $F$ be a number field with adele ring $\mathbf{A}_{F}$. Let $A_{0}(F, n)$ be the set of irreducible cuspidal unitary summands of the space

$$
L^{2}\left(G L\left(n, \mathbf{A}_{F}\right) / G L(n, F)\right)
$$

Each constituent $\pi$ of such a space is isomorphic to a restricted tensor product $\pi=\otimes_{v} \pi_{v}$ where $\pi_{v}$ is an infinite dimensional irreducible unitary representation. If $v$ is finite, each $\pi_{v}$ is classified up to isomorphism by an associated isomorphism class $\sigma\left(\pi_{v}\right)$ of n - dimensional members of $\operatorname{Rep}^{s}\left(W D_{v}\right)$, where we denote by $W D_{v}$ the Weil- Deligne group of $F_{v}([\mathbf{H T}],[\mathbf{K u}])$. As is customary, we denote also by $\sigma\left(\pi_{v}\right)$ any member of its class. Let $W_{v}$ be the Weil group of $F_{v}$. Then $\sigma\left(\pi_{v}\right)$ is isomorphic, as in 1.9, to a direct sum of indecomposable modules of the form $V_{\Lambda_{i}, t}=\Lambda_{i} \otimes V_{q^{t / 2}, t}, 1 \leq i \leq n_{v}$, with irreducible representations $\Lambda_{i}$ of $W_{v}$.
2.2. Ramanujan Conjecture. This is the assertion:

Let $\pi \in A_{0}(F, n)$. Let $v$ be a finite place of $F$ and define, as above, the set of representations $\Lambda_{i}$ of $W_{v}$ for $\pi_{v}$. Then the image of each $\Lambda_{i}$ is bounded.
Remark: This form of the conjecture is equivalent to the more elementary statement, independent of the Local Langlands Correspondence, which asserts that each $\pi_{v}$ is tempered. However, we work exclusively with the formulation via Weil-Deligne groups in this paper.
Suppose now that $n=2$. Then, at non-archimedian $v$, the local components $\pi_{v}$ of a cuspidal $\pi$ are classified into several types:
(i) $\pi_{v}$ is supercuspidal,
(ii) $\pi_{v}$ is a twist of the Steinberg representation: $\pi_{v}=S t_{v} \otimes \psi(\operatorname{det})$, so that $\sigma\left(\pi_{v}\right)=\psi \otimes V_{q^{1 / 2}, 1}$ with a character $\psi$ of $F_{v}^{*}=W_{v}^{a b}$.
(iii) $\pi_{v}$ is principal series.

In cases (i) and (ii), $\sigma\left(\pi_{v}\right)$ is indecomposable and if $\pi$ is unitary, $\Lambda=\Lambda_{1}$ is bounded. (In case (i), $\Lambda$ is irreducible, $t=0$, and $\operatorname{det}(\Lambda)$ is the unitary central character of $\pi$, so $\Lambda$ is bounded; in case (ii), $t=1$, so $\Lambda=\psi$ is one-dimensional, and $\Lambda^{2}$ is the unitary central character of $\pi$, so $\Lambda$ has bounded image.
For case (iii), $\sigma\left(\pi_{v}\right)$ is a direct sum of 2 quasicharacters $\psi_{1}$ and $\psi_{2}$ of $F_{v}^{*}$ whose product is the central character of $\pi$, hence unitary. The classification of unitary representations shows that either (a) $\left|\psi_{1}\right|=\left|\psi_{2}\right|=1$ or (b) there are quasicharacters $\mu=|\cdot|{ }^{t}$ where $0<t<1 / 2$ and $\psi$ of $F_{v}^{*}$ such that $\sigma\left(\pi_{v}\right)$ is the sum of quasicharacters $\mu \psi$ and $\mu^{-1} \psi$. Hence, the Ramanujan Conjecture amounts to the assertion that representations of this type (complementary series) don't occur as local components of cusp forms. Note that at such a place, the local central character $\omega_{\pi, v}$ of $\pi$ is $\psi^{2}$. For the forms of interest in this paper, $F$ is totally real, and the infinity type $\pi_{\infty}$ of $\pi$ is discrete series and has the property that the idele class character $\omega_{\pi}$ takes the form $\omega_{\pi}=\nu_{F}^{j} \otimes \phi$, where $\nu_{F}$ is the norm, $j$ is an integer, and $\phi$ is a character of finite order. Hence, $\psi^{2}=\phi_{v}$ and so $\psi$ has finite order. Invoking the Gruenwald-Hasse-Wang theorem, we see that there is an idele class character of finite order $\eta$ such that the local identity $\eta_{v}=\psi$ holds. Thus, replacing $\pi$ by a form of the same infinity type $\pi^{\prime}=\pi \otimes \eta^{-1}$, we see that to establish the conjecture for all local components of all cusp forms $\pi^{\prime}$ of the given discrete series infinity type,
it is enough to prove it for all $\pi$ of the given type at all $v$ that are unramified for $\pi$. Although this easy argument is special to $G L(2)$, it may be worth noting that solvable base change for $G L(n)$ should provide a reduction of Ramanujan to the case of semistable representations (i.e. to those whose local components $\sigma\left(\pi_{v}\right)$ are semistable.)
2.3. Global Langlands Correspondence. Let $F$ be a number field and let $\left(V_{l}, \rho_{l}\right)$ be an irreducible n-dimensional $l$-adic representation of $\Gamma_{F}$. Fix, for the rest of the paper, an isomorphism $\iota_{l}: \overline{\mathbf{Q}_{l}} \rightarrow \mathbf{C}$. For each finite place $v$ of $F$, whose residue characteristic is different from $l$, choose $t_{l}$ and $\Phi_{l}$, as before. Let $\rho_{l, v}^{*}$ be the associated member of $R e p^{s}\left(W D_{v}\right)$ so defined.
Global Langlands Correspondence(GLC). This is the assertion:
Suppose that the irreducible $l$-adic representation $\left(V_{l}, \rho_{l}\right)$ is motivic. Then there are cuspidal representations $\pi \in A_{0}(F, n)$ and $\chi \in A_{0}(F, 1)$ such that, for all $v$ whose residue characteristic is different from $l, \sigma\left(\pi_{v}\right) \otimes \chi_{v}$ is the class of $\rho_{l, v}^{*}$.
Remark 1. Since the statement of the GLC presupposes the existence of the Local Langlands Correspondence and an $l$-adic representation of the absolute Galois group of a global field, the GLC is often called the problem of Local-Global Compatibility.
Remark 2. If the residue characteristic of $v$ is $l$ the classes $\sigma\left(\pi_{v}\right) \otimes \chi_{v}$ can be predicted using methods of $p$-adic cohomology ([Fo]). This done, the above conjecture is extended to all finite places.
Remark 3. It is usual, especially to treat compatibility questions as 1 and $\iota_{l}$ vary, to formulate the conjecture in terms of a motive M and its Galois representations. However, as we do not treat compatibility questions in any essential way in this paper, there is no benefit to this viewpoint.
Remark 4. There is a converse conjecture: if $\pi_{\infty}$ is algebraic ([C1]) then there should exist a $\left(V_{l}, \rho_{l}\right)$ corresponding to $\pi$ as above.

### 2.4. GLC and WMC. Proposition 5

Suppose that the GLC holds for the motivic $l$-adic representation $\left(V_{l}, \rho_{l}\right)$ over $F$. Then WMC holds for $\left(V_{l}, \rho_{l}\right)$.

Proof. The conjecture is invariant under Tate twist, so we may assume that $\left(V_{l}, \rho_{l}\right)$ is isomorphic to a subquotient of $H^{i}\left(X, \overline{\mathbf{Q}}_{l}\right)$ for some smooth projective $X$ over $F$. For almost all places $v, \pi_{v}$ is unramified. At such a place, the parameter $\sigma\left(\pi_{v}\right)$ consists of $n=\operatorname{dim}\left(V_{l}\right)$ unramified quasicharacters of $F_{v}^{*}$, whose values on a prime element of $F_{v}$ determine the unordered n-tuple $\left\{\alpha_{j} \mid j=1, \ldots, n\right\}$. Each $\alpha_{j}$ is a Weil number, and, if we further restrict $v$ to be a place of good reduction of $X$, then we have $\left|\alpha_{j}\right|=q^{i / 2}$ for all $j$, for some $i$ which is independent of $j$. Consider the cuspidal representation $\pi^{\prime}=\pi \otimes|\cdot|^{i / 2}$. Then $\pi^{\prime}$ is unitary because its central character is unitary; this holds at all unramified places $v$ and hence everywhere. Let $v_{0}$ be finite place which we wish to study. The classification ([Tad], see $[\mathbf{K u}])$ of unitary representations of $G L\left(n, F_{v_{0}}\right)$ shows that $\sigma\left(\pi_{v_{0}}^{\prime}\right)$ is a direct sum of indecomposables $\Lambda \otimes V_{q^{t / 2}, t}$ where

$$
-1 / 2<w(\Lambda)<1 / 2
$$

Hence

$$
(i-1) / 2<w\left(\Lambda \otimes|\cdot|^{-i / 2}\right)<(i+1) / 2
$$

Since $\left(V_{l}, \rho_{l}\right)$ is motivic, Proposition 1 shows that $w\left(\Lambda \otimes|\cdot|^{-i / 2}\right)$ is an integer in this interval. Hence $w\left(\Lambda \otimes|\cdot|^{-i / 2}\right)=i$, which means $w(\Lambda)=0$, as was to be shown.

Remark. The proof of Proposition 5 uses only the fact that the weight of $\Lambda$ is an integer, not the fact that the eigenvalues of Frobenius are algebraic numbers.

## 3. Zeta functions of quaternionic Shimura varieties.

Assume henceforth that $F$ is totally real and let $G$ be an inner form of $G L(2) / F$, so that $G(F)=B^{*}$ with a quaternion algebra $B$ over $F$. Let $J_{F, n c}=\left\{\tau_{1}, \ldots, \tau_{r}\right\}$ be the set of real embeddings (= infinite places) of $F$ where $B$ is indefinite; assume that $J_{F, n c}$ is non-empty and contains $\tau_{1}=1_{F}$. To $B$ is attached a Shimura variety $S h_{B}$ defined over $F^{\prime}$, the smallest extension of $\mathbf{Q}$ containing all elements $\tau_{1}(f)+\ldots+\tau_{r}(f)$ for all $f \in F$. See ([Shi], [D2]) for constructions of $S h_{B}$. It is the projective limit of quasi-projective r-folds $S h_{B, W}$, where $W$ is an open compact subgroup of $G\left(\mathbf{A}_{F, f}\right)=\left(B \otimes \mathbf{A}_{F, f}\right)^{*}$. Each $S h_{B, W}$ is defined over $F^{\prime}$, and is a finite disjoint union of connected r-folds. These components are proper if $G$ is not $G L(2) / F$ and smooth if $W$ is small enough. Any such Shimura variety is called a quaternionic Shimura variety. The Hasse-Weil zeta function, at almost all places, of the $l$-adic étale cohomology of such Shimura varieties has been computed by Reimann (See [Re1], Theorem 11.6), in the case $B \neq G L(2) / F$, and Brylinski and Labesse in the case $G=G L(2) / F$. In the latter case, it is the zeta function of an intersection cohomology which has been computed, and it is this cohomology that we consider in the following, using the same notation as the other cases. The zeta functions of the $l$-adic cohomology groups of $S h_{B, W}$ have, at almost all places of $F^{\prime}$, the form conjectured by Langlands $([\mathbf{L} 1])$ and proved by him in the case $r=[F: \mathbf{Q}]([\mathbf{L} 1])$. See ([BR2], Sections 3.5, 5.1, and 7.2) for an expository treatment of the result but not the proof.
For our purposes, it is sufficient to give a global description of the result over a Galois extension $L$ of $\mathbf{Q}$ which contains $F$. Thus, for each $j \in\{1, \ldots, r\}$, let $\overline{\tau_{j}}$ be an extension of $\tau_{j}$ to $\bar{L}$. Let $\pi$ be a cuspidal automorphic representation of weight $(2, \ldots, 2)$ of $G L\left(2, \mathbf{A}_{F}\right)$ which is discrete series at any finite place of $F$ at which $B$ is ramified. Choose $\pi$ so that its central character $\omega_{\pi}$ satisfies $\omega_{\pi}=\Psi|\cdot|^{-1}$ with a character $\Psi$ of finite order. Let $T$ be the number field generated by the traces $\operatorname{tr}\left(\sigma\left(\pi_{v}\right)(\Phi)\right)$ for all $v$ which are unramified for $\pi$. As shown by Taylor ([T1], [T2]), there is an irreducible two-dimensional $l$-adic representation $\rho_{l}^{T}$, depending only on $\pi$ and $\iota_{l}$, which satisfies GLC relative to $\pi$. Let $\rho_{l, L}^{T}$ be the restriction to $\Gamma_{L}$ of $\rho_{l}^{T}$. Let ${ }^{\left[\bar{\tau}_{\bar{j}}\right]} \rho_{l, L}^{T}$ be the representation defined, for $\eta \in \Gamma_{L}$, by

$$
{ }^{\left[\overline{\tau_{j}}\right]} \rho_{l, L}^{T}(\eta)=\rho_{l, L}^{T}\left({\overline{\tau_{j}}} \eta{\overline{\tau_{j}}}^{-1}\right)
$$

Let

$$
R_{l}(\pi)=R_{l, J_{F, n c}}(\pi)=\otimes_{j=1, \ldots, r}{ }^{\left[\bar{\tau}_{j}\right]} \rho_{l, L}^{T}
$$

Then $R_{l}(\pi)$ is a semisimple $l$-adic representation of $\Gamma_{L}$ of dimension $2^{r}$.
3.1. Semisimple cohomology of $S h_{B}$. Let, if it exists, $\pi^{\prime}$ be an automorphic representation of $G\left(\mathbf{A}_{F}\right)$ such that $\pi_{v}^{\prime}$ is isomorphic to $\pi_{v}$ at all places $v$ of $F$ which are unramified for $B$. Thus $\pi=J L\left(\pi^{\prime}\right)$, where JL denotes the Jacquet-Langlands correspondence. Choose an open compact subgroup $W$ as above so that $S h_{B, W}$ is smooth and $\pi_{f}^{\prime}$ has a non-zero space of $W$-invariants. Let $\pi^{\prime}{ }_{f, W}$ denote the representation of the level $W$ Hecke algebra $\mathcal{H}_{W}$ gotten from $\pi_{f}^{\prime}$. Let

$$
H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}^{\prime}\right)
$$

be the $\pi^{\prime}{ }_{f, W}$-isotypic component of $H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)$.

## Proposition 6

The irreducible subquotients of the action of $\Gamma_{L}$ on $H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi^{\prime}{ }_{f, W}\right) \mid L$ are exactly the irreducible subquotients of $R_{l}\left(J L\left(\pi^{\prime}\right)\right)$.

Proof. By the $l$-adic Cebotarev Theorem ([Se]), it suffices to show that the semisimplification of the Galois action on $H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi^{\prime}{ }_{f, W}\right) \mid L$ is a multiple of $R_{l}\left(J L\left(\pi^{\prime}\right)\right)$. But, up to notation and the base change to $L$, this is given by Theorem 11.6 of $[\mathbf{R e} 1]$, and by the main theorem of $[\mathbf{B r L a}]$ in the non-compact case. See Section 5.3 for some explicit review of the zeta function.

## 4. Ramanujan and Weight-Monodromy for Hilbert modular forms

Let $F$ be a totally real field and let $\pi=\pi_{\infty} \otimes \pi_{f}$ be a holomorphic cuspidal automorphic representation of $G L\left(2, \mathbf{A}_{F}\right)$. Up to twist, the isomorphism class of $\pi$ at the infinite places of $F$ is specified, as usual, by a tuple of positive integral weights $k=(k(\tau))$, where the variable $\tau$ runs over the real embeddings of $F$. We normalize $\pi$ by assuming that its central character $\omega_{\pi}$ satisfies $\left|\omega_{\pi}\right|=|\cdot|^{1-k}$ where $k$ is the maximum of the $k(\tau)$ 's. It is natural to classify the holomorphic cuspidal $\pi$ 's into several types, depending on $\pi_{\infty}$, i.e. on the classical weights at each infinite place:
(i) type G: all the weights are 1.
(ii) type MC: all the weights are at least 2 and they are all congruent modulo 2 ;
(iii) type NMC: all the weights are at least 2 and they are not all congruent modulo 2;
(iv) type NC: at least one, but not all, of the weights are 1.

Types G and MC are well-studied. RC is known at all places for type G ( $[\mathbf{W}]$, $[\mathbf{R T}])$; there is a 2-dimensional Artin representation $\rho$ of $\Gamma_{F}$ that satisfies the GLC. In this paper we prove RC at all places for the class of forms MC. As mentioned in the Introduction, the method of this paper should apply to type NMC but we do not consider this case in the paper. Type NC, except for the case of CM forms of this type, is completely open. Even in the case where the weights are all congruent $\bmod 2$, we do not know any motivic realization of associated Galois representations ([J]).
4.1. Proof of Theorem 1. We must show that the Ramanujan Conjecture (RC) holds for all Hilbert modular forms of type MC.
Let $\pi$ be a representation of type MC of classical weight $k=(k(\tau))$. Let $T$ be the field generated by almost all Hecke eigenvalues of $\pi$. Let $\rho_{l}^{T}$ be one of the $[T: \mathbf{Q}]$ two dimensional $l$-adic representations attached to $\pi$ which satisfy GLC. As shown in [BR1], these representations are motivic except possibly in the case where $[F: \mathbf{Q}]$ is even, $k(\tau)=2$ for all $\tau$, and $\pi_{v}$ belongs to the principal series for all finite $v$. Hence, except in this case, RC follows from Proposition 5.
Let $v$ be a finite place at which we will prove that $\pi_{v}$ satisfies RC. Changing $l$, if necessary, we assume that $v$ does not lie above $l$. Replacing $\pi$ by a twist $\pi \otimes \Psi$, we may assume that $\pi$ is unramified at all finite places of $F$ which lie above the rational prime $p$ under $v$. Let $\tau_{1}$ be the tautological infinite place of $F$ and let $\tau_{2}$ be another infinite place. Let $B$ be the quaternion algebra over $F$ which is unramified at $\tau_{1}, \tau_{2}$, and at all finite places, and which is ramified at the remaining infinite places. Let $G$ be the inner form of $G L(2)$ over $F$ such that $G(F)=B^{*}$. Let $L$ be a Galois extension of $\mathbf{Q}$ which contains $F$. By Proposition 6, the 4-dimensional l- adic representation $R_{l}(\pi)$ of $\Gamma_{L}$, made using $\left.\rho_{l}^{T}\right|_{L}$ with $J_{F, n c}=\left\{\tau_{1}, \tau_{2}\right\}$, is isomorphic to the sum of irreducible subquotients of the cohomology $H^{2}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)$ of the quaterionic Shimura surface $S h_{B, W}$, for small enough open compact subgroup $W$ of the finite adele group $\left(B \otimes \mathbf{A}_{F, f}\right)^{*}$.
Now we need to make explicit the action on $R_{l}(\pi)$ of a decomposition group of a place $w$ of $L$ dividing $v$. Choose a decomposition group $D_{\bar{w}} \subset \Gamma_{F}$ for $w$, and denote by $R_{l, w}(\pi)$ the restriction of $\left.\rho_{l}^{T}\right|_{L}$ to $D_{\bar{w}} \cap \Gamma_{L}$. Let $\tau_{2} v$ be the place of $F$ lying below $\overline{\tau_{2}} w$. Let $f_{1}$ and $f_{2}$ be degrees of the residue field extensions associated to $L_{w} / F_{v}$, and $L_{\overline{\tau_{2}} w} / F_{\tau_{2} v}$, respectively. For each place $v^{\prime}$ of $F$ above $p$, the restriction of $\rho_{l}^{T} \mid L$ to $D_{v^{\prime}}$ is unramified. Denote the eigenvalues of $\Phi_{v}$ by $\alpha_{v}$ and $\beta_{v}$. Denote the eigenvalues of $\Phi_{\tau_{2} v}$ by $\gamma_{\tau_{2} v}$ and $\delta_{\tau_{2} v}$. Over $L, \Phi_{w}$ acts via $\rho_{l}^{T} \mid L$ with eigenvalues $\alpha_{v}^{f_{1}}=\alpha_{w}$ and $\beta_{v}^{f_{1}}=\beta_{w}$. Likewise, $\Phi_{\overline{\tau_{2}} w}$ acts with eigenvalues $\gamma_{\tau_{2} v}^{f_{2}}=\gamma_{\overline{T_{2}} w}$ and $\delta_{\tau_{2} w}^{f_{2}}=\delta_{\overline{\tau_{2}} w}$. Hence $\Phi_{w}$ acts via ${ }^{\left[\overline{\tau_{2}}\right]} \rho_{l}^{T} \mid L$ with eigenvalues $\gamma_{\overline{\tau_{2}} w}$ and $\delta_{\overline{\tau_{2}} w}$. Note the product relation $\gamma_{\overline{\tau_{2}} w} \delta_{\overline{\tau_{2}} w}=\zeta q_{\overline{\tau_{2}} w}=\zeta q_{w}$, where $\zeta$ is a root of unity, which is obvious since, by the global Langlands correspondence, $\operatorname{det}\left(\rho_{l}^{T}\left(\Phi_{v}\right)\right)=\mu q_{v}$ with a root of unity $\mu$, where $q_{v}, q_{w}$, and $q_{\bar{\tau}_{2} w}$ are the numbers of elements of the residue fields associated to $v, w$, and $\bar{\tau}_{2} w$.
By definition of $R_{l}(\pi), \Phi_{w}$ acts via $R_{l}(\pi)$ with eigenvalues $a=\alpha_{w} \gamma_{\overline{\tau_{2}} w}, b=\alpha_{w} \delta_{\overline{\tau_{2}} w}$, $c=\beta_{w} \gamma_{\overline{\tau_{2}} w}$, and $d=\beta_{w} \delta_{\overline{\tau_{2}} w}$.
By Proposition 2, $a, b, c$ and $d$ are $q_{w}$-Weil numbers. Hence $a b=\alpha_{w}^{2} \zeta q_{w}$, and so $\alpha_{w}^{2}$ is a $q_{w}$-Weil number. Since $\alpha_{w}^{2}=\left(\alpha_{v}^{2}\right)^{f_{1}}$, we see that $\alpha_{v}^{2}$ is a $q_{v}$-Weil number. Likewise, $\beta_{v}^{2}$ is a $q_{v}$-Weil number. If we let $\left|\alpha_{v}^{2}\right|=q_{v}^{l / 2}$ and $\left|\beta_{v}^{2}\right|=q_{v}^{m / 2}$ then $\left|\alpha_{v}\right|=q_{v}^{l / 4}$ and $\left|\beta_{v}\right|=q_{v}^{m / 4}$, for integers $l$ and $m$.
Recall now the following ([Sha]) Ramanujan estimate:

$$
q_{v}^{-1 / 5}<\left|\alpha_{v}\right|,\left|\beta_{v}\right|<q_{v}^{1 / 5}
$$

which applies to all unitary cusp forms $\pi^{\prime}$ for $G L(2)$ over any number field, at an unramified place $v$ for $\pi^{\prime}$. Since in our case $\pi \otimes|\cdot|^{1 / 2}$ is unitary, we see that the exponents $q v^{\frac{l-2}{4}}$ and $q_{v}^{\frac{m-2}{4}}$ must be compatible with this estimate. Evidently this happens if and only if $l=m=2$, which is precisely what we needed.

Of course, this result about $\pi$ implies something about $\rho_{l}^{T}$ :
Corollary 7. Let $\pi$ be a Hilbert modular form of type MC. Then any l- adic representation $\rho_{l}^{T}$ which satisfies the GLC satsifies WMC at all places $v$ prime to 1.

Remark. An easy extension of the above method shows RC at all places for all $F$, at least under the congruence condition on the weights. To prove RC at the place $v$, it is enough to choose any totally real quadratic extension $K$ of $F$. Then, defining B over $K$ as above, one proves RC, by the method here, at each place of $K$ for the base change $\pi_{K}$ of $\pi$ from $F$ to $K$. But it is easy to see that RC holds for $\pi_{K}$ at a place $w$ of $K$ iff it holds for $\pi$ at the place of $F$ under $w$. Thus, RC may be proved for all Hilbert modular forms which satisfy the congruence condition at infinity by a uniform method which reduces the problem to the calculation of $[\mathbf{R e} \mathbf{1}]$ and Shahidi's estimate.
Proof of the Corollary. Indeed, it only remained, in view of the work of Carayol ([Ca]), to establish the result at the unramified places of $\pi$, and this is precisely the RC.
4.2. Geometric Proof of Theorem 1. There exists a finite extension $\bar{L}_{\bar{u}}$ of $L_{w}$ over which the generic fiber $\overline{S h_{B, W}}$ of a semistable alteration of $S h_{B, W}$ is defined. Then $H^{2}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)$ is direct summand, as $D_{\bar{u}}$ module of $H^{2}\left(\overline{S h_{B, W}}, \overline{\mathbf{Q}_{l}}\right)$. This latter group satisfies WMC by $[\mathbf{R Z}]$. Now $R_{l}(\pi)$ is, after some base change, a tensor product, and its associated Weil-Deligne parameter is thus a tensor product as well. We now note the following simple result whose proof is left to the reader:
Lemma. Let $V_{1}$ and $V_{2}$ be 2-dimensional representations of a Weil-Deligne group $W D$. Suppose that $V_{1} \otimes V_{2}$ satisfies WMC, and suppose that the modules $\Lambda^{2}\left(V_{i}\right)$ are pure of weight 2 . Then each $V_{i}$ is pure of weight 1.
Applying this with $V_{1}=\rho_{l}^{T}$, we conclude that $\left.\rho_{l}^{T}\right|_{D_{\bar{u}}}$ is pure of weight 1 at $u$, and hence $\rho_{l}^{T}$ is pure of weight 1 at $v$. Hence, since Local-Global Compatibility is known ([T1]), $\pi_{v}$ satisfies RC.

## 5. Weight-Monodromy Conjecture for Quaternionic Shimura Varieties.

5.1. Proposition 8. Let F be a number field and let V be a variety defined over $F$. Let l be a rational prime with $(v, l)=1$. Let $v$ be a finite place of $F$. Then if the WMC holds at the place $v$ for the semisimplification of $H^{j}\left(X, \overline{\mathbf{Q}_{l}}\right)$ as a $\Gamma_{F}$-module, then the WMC holds for $H^{j}\left(X, \overline{\mathbf{Q}_{l}}\right)$ at $v$.

Proof. This is just a geometric restatement of a special case of Proposition 3.


#### Abstract

5.2. Proof of Theorem 2:WMC for Quaternionic Shimura varieties. Let, with notations as above, $S h_{B, W}$ be a quaternionic Shimura variety of dimension r . The Hecke algebra at level W acts semisimply, and $H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)$ is thus a direct sum of isotypic components $H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}^{\prime}\right)$. It is sufficient, in view of Proposition 1, to show that WMC holds for each of these components. If $\pi_{f}$ is one-dimensional, the result of Reimann ([Re1], Theorem 11.6) shows that after a finite base change to a number field $L$, the character of the Galois action on $H^{*}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}\right)$ is a sum of powers of the cyclotomic character at almost all, and hence, by Cebotarev, all, finite places. Since $H^{j}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}\right)$ is pure of


weight $j$ at almost all finite places $v$, the Galois action on it over $L$ is a multiple of $\chi_{l}^{-j}$ where $\chi_{l}$ is the $l$-adic cyclotomic character. Hence $H^{j}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}\right)$ is pure of weight $j$ at all places. (We note that this fact is much less deep: it is not hard to see that all of $H^{j}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}\right)$ for $j \neq r$ is algebraic, generated on a single geometrically connected component by the $j$-fold products of the $r$ Chern classes of the $r$ line bundles defined by the factors of automorphy attached to the non-compact archimedian places. ) Thus, to prove Theorem 3, we need only consider $H^{j}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}\right)$ where $\pi_{f}$ is infinite dimensional. In this case, $\pi_{\infty}$ is discrete series and $H^{j}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}\right) \neq 0$ iff $j=r$. Let $C$ be an irreducible subquotient of $H^{j}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}\right)$. Then, by Proposition $6, C$ is a direct summand of $R_{l}\left(J L\left(\pi^{\prime}\right)\right)$ for some $\pi^{\prime}$. Note that each ${ }^{\left[\bar{\tau}_{j}\right]} \rho_{l, L}^{T}$ is semisimple and satisfies the WMC at each finite place, since $\rho_{l}^{T}$ has these properties. Since, for $L$ as before, $R_{l}\left(\left.J L\left(\pi^{\prime}\right)\right|_{L}\right.$ is a tensor product of such representations, it also satisfies WMC at each finite place. Hence the summand $C$ satisfies WMC and consequently the semisimplification of $H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)$ as $\Gamma_{L}$-module also satisfies WMC at each finite place. By Proposition 3, this means $H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)$ itself satisfies WMC.
5.3. Proof of Theorem 3: Langlands' Conjecture. We recall the statement. Let $\pi^{\prime}$ be a cuspidal holomorphic automorphic representation of $G\left(\mathbf{A}_{F}\right)$ having weight 2 at each unramified infinite place and with central character $|\cdot|^{-1} \Psi$ where $\Psi$ is a character of finite order. Let $F^{\prime}$ be the canonical field of definition of $S h_{B, W}$. Then, for each finite place $v$ of $F^{\prime}$, the element

$$
\left(\rho_{W, v}^{*}, N_{W, v}\right)
$$

of $\operatorname{Rep}{ }^{s}\left(W D_{F_{v}}\right)$ defined by the restriction of the $\Gamma_{F^{\prime}}$ action on $H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f}^{\prime}\right)$ to a decomposition group for $v$, coincides with the class

$$
m\left(\pi_{f}^{\prime}, W\right) r_{B}\left(\left.\sigma\left(J L\left(\pi^{\prime}\right)_{p}\right)\right|_{W D_{F_{v}^{\prime}}}\right)
$$

where
(1) the non-negative integer $m\left(\pi_{f}^{\prime}, W\right)$ is defined by

$$
\operatorname{dim}\left(H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}^{\prime}\right)\right)=2^{r} m\left(\pi_{f}^{\prime}, W\right)
$$

(2) $p$ is the rational prime under $v$ and $J L\left(\pi^{\prime}\right)$ is regarded as antomorphic representation of the $\mathbf{Q}$-group $\operatorname{Res}_{F / \mathbf{Q}}(G L(2))$ whose Langlands parameter at $p$ is

$$
\sigma\left(J L\left(\pi^{\prime}\right)\right)_{p}: W D_{p} \rightarrow^{L} \operatorname{Res}_{F / \mathbf{Q}}(G L(2))
$$

([BR2], 3.5), and

$$
\begin{equation*}
r:\left.^{L} \operatorname{Res}_{F / \mathbf{Q}}(G L(2))\right|_{F^{\prime}} \rightarrow G L\left(2^{r}, \mathbf{C}\right) \tag{3}
\end{equation*}
$$

is the representation defined by Langlands (c.f. [BR2], 5.1, 7.2).
Proof. As before, although the statement is local, for each $v$, the proof proceeds via the global Galois representations. In order to see clearly what is being claimed, we review the key definitions.

$$
R_{l}^{T}=r_{B}\left(\left.\operatorname{Ind} d_{\mathbf{Q}}^{F}\left(\rho_{l}^{T}\left(J L\left(\pi^{\prime}\right)\right)\right)\right|_{\Gamma_{F^{\prime}}}\right)
$$

Here, for any two dimensional $l$-adic representation $\rho$ of $\Gamma_{F}$,

$$
\operatorname{Ind}_{\mathbf{Q}}^{F}(\rho): \Gamma_{\mathbf{Q}} \rightarrow^{L} \operatorname{Res}_{F / \mathbf{Q}}(G L(2))_{l}
$$

is a representation of $\Gamma_{\mathbf{Q}}$ into the $l$-adic L-group

$$
{ }^{L} \operatorname{Res}_{F / \mathbf{Q}}(G L(2))_{l} .
$$

This latter group is defined in general as in [BR2], 3.5 using groups $\hat{G}_{l}=G L\left(2, \overline{\mathbf{Q}_{l}}\right)$ in lieu of the complex groups $\hat{G}=G L(2, \mathbf{C})$. Thus, in this case,

$$
{ }^{L} \operatorname{Res}_{F / \mathbf{Q}}(G L(2))_{l}=G L\left(2, \overline{\mathbf{Q}_{l}}\right)^{H o m(F, \mathbf{R})} \times \Gamma_{\mathbf{Q}}
$$

is the semidirect product defined via the action: if $g=\left(g_{\tau}\right)_{\tau \in H o m(F, \mathbf{R})}$ and $\eta \in \Gamma_{\mathbf{Q}}$, then $\eta(g)_{\tau}=g_{\eta^{-1} \tau}$. The homomorphism

$$
I=\operatorname{Ind}{\underset{\mathbf{Q}}{ }}_{F}^{\left(\rho_{l}^{T}(R)\right)}
$$

is defined as

$$
I(\eta)=\left(\left(\rho_{l}^{T}\left(\eta_{\bar{\tau}}\right)_{\tau \in \operatorname{Hom}(F, \mathbf{R})}\right), \eta\right)
$$

where the $\bar{\tau}$ are a set of representatives in $\Gamma_{\mathbf{Q}}$ for the $\tau$, and $\eta_{\bar{\tau}}$ is defined by the identity

$$
\overline{\eta \eta^{-1} \tau}=\bar{\tau} \eta_{\bar{\tau}}
$$

for all $\eta$ and all $\tau$.
Of course, if $\eta$ fixes the Galois closure of $F$, then

$$
\eta_{\bar{\tau}}=\bar{\tau}^{-1} \eta \bar{\tau}
$$

so $I$ is expressed in terms of the conjugates ${ }^{\bar{\tau}} \rho_{l}^{T}$ of $\rho_{l}^{T}$.
We denote the inverse image of $\Gamma_{F^{\prime}} \subseteq \Gamma_{\mathbf{Q}}$ in ${ }^{L} \operatorname{Res}_{F / \mathbf{Q}}(G L(2))_{l}$ by

$$
\left.{ }^{L} \operatorname{Res}_{F / \mathbf{Q}}(G L(2))_{l}\right|_{\Gamma_{F^{\prime}}}
$$

On this latter group is defined the irreducible representation $r_{B}$ on ${\overline{\mathbf{Q}_{l}}}^{2^{r}}$. We review its construction. Recall that $J_{F, n c}=\left\{\tau_{1}, \ldots, \tau_{r}\right\}$ is an ordering of the set of real embeddings $J_{F, \mathbf{R}} \subseteq \operatorname{Hom}(F, \mathbf{R})$ of $F$ where $B$ is split. Then on the connected component $G L\left(2, \overline{\mathbf{Q}_{l}}\right)^{\operatorname{Hom}(F, \mathbf{R})}$, and for $g=\left(g_{\tau}\right)_{\tau \in \operatorname{Hom}(F, \mathbf{R})}$,

$$
r_{B}(g)=\otimes_{i=1}^{i=r} g_{\tau_{i}} .
$$

By definition of $F^{\prime}$, an $\eta \in \Gamma_{F^{\prime}}$ on $\operatorname{Hom}(F, \mathbf{R})$ defines a permutation of $J_{F, n c}$. If we define $r_{B}^{\eta}$ by the rule,

$$
r_{B}^{\eta}(g)=r_{B}(\eta(g)),
$$

then $r_{B}^{\eta}$ is isomorphic to $r_{B}$. Let

$$
P \subset G L\left(2, \overline{\mathbf{Q}_{l}}\right)^{\operatorname{Hom}(F, \mathbf{R})}
$$

be product of the groups of upper triangular matrices in each factor. Then (i) $\eta(P)=P$ and (ii) $r_{B}(P)$ fixes a unique line $\Lambda$ in $\overline{\mathbf{Q}}^{2}$. If $i(\eta)$ is an isomorphism satisfying, for all $g$,

$$
i(\eta) r_{B}(g)=r_{B}^{\eta}(g) i(\eta)
$$

then $i(\eta)(\Lambda)=\Lambda$. The choice of $i(\eta)$ is, by Schur's Lemma, unique up to a scalar, and we define $r_{B}(\eta)$ to be the unique choice which leave $L$ pointwise fixed. The rule $r_{B}((g, \eta))=r_{B}(g) r_{B}(\eta)$ gives the sought representation.
Note that the restriction of $R_{l}^{T}$ to the Galois closure $L$ of $F$ is just the representation $R_{l}(\pi)$ defined in Section 3. Hence $R_{l}^{T}$ is semisimple and satisfies WMC at each finite place $v$ of $F^{\prime}$ where $(v, l)=1$. Furthermore, for such $v$, the representations ( $\rho_{v}, N_{v}$ ) of $W D_{v}$ defined by the $\Phi$ - semisimplification of the restriction of $R_{l}^{T}$ to a decomposition group $D_{\bar{v}}$ at $v$ coincide, since $\rho_{l}^{T}$ satisfies the Langlands correspondence, with

$$
r_{B}\left(\left.\sigma\left(J L\left(\pi^{\prime}\right)_{p}\right)\right|_{W D_{F_{v}^{\prime}}}\right) .
$$

Now, at this point we know that, for all $v$ prime to $l$, the representations

$$
\left(\rho_{W, v}^{*}, N_{W, v}\right)
$$

of $W D_{v}$, defined by the restriction to $D_{\bar{v}}$ of the $\Gamma_{F^{\prime}}$ module

$$
H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}^{\prime}\right)
$$

satisfy-whatever they may be- WMC. Thus (see 1.12), for each $v$, the nilpotent data $N_{v}$ and $N_{W, v}$ are uniquely determined by the semisimple representations $\rho_{v}$ and $\rho_{W, v}^{*}$. Hence it will suffice to show that

$$
m\left(\pi_{f}^{\prime}, W\right) \rho_{v}=\rho_{W, v}^{*}
$$

Now, for almost all $v$, (i) $N_{v}=0$ and $N_{W, v}=0$, (ii) $\rho_{v}$ and $\rho_{W, v}^{*}$ are unramified, and (iii) the computation ( $[\mathbf{R e} \mathbf{1}],[\mathbf{L} \mathbf{1}],[\mathbf{B r L a}])$ of the unramified zeta function shows exactly that this formula holds. Using the $l$-adic Cebotarev theorem again, we see that the semisimplified $\Gamma_{F^{\prime}}$-module

$$
H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}^{\prime}\right)^{s s}
$$

is isomorphic to

$$
m\left(\pi_{f}^{\prime}, W\right) R_{l}^{T}
$$

Now let $v$ be any place of $F^{\prime}$ which is prime to $l$. Then evidently,

$$
\left(H^{r}\left(S h_{B, W}, \overline{\mathbf{Q}_{l}}\right)\left(\pi_{f, W}^{\prime}\right) \mid D_{\bar{v}}\right)^{s s}
$$

is isomorphic to

$$
m\left(\pi_{f}^{\prime}, W\right)\left(\left(R_{l}^{T}\right) \mid D_{\bar{v}}\right)^{s s} .
$$

Since the former gives rise to the parameter $\rho_{W, v}^{*}$ and the latter gives rise to $m\left(\pi_{f}^{\prime}, W\right) \rho_{v}$, we are done.
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# Farey fractions and two-dimensional tori 

Florin P. Boca and Alexandru Zaharescu


#### Abstract

The Farey sequence gives a natural filtration with finite subsets of the set of rational numbers in $[0,1]$. It is elementary to define this sequence and to prove that it is uniformly distributed on the interval $[0,1]$. However, other aspects regarding its distribution appear to be quite intricate and are related with a number of important open problems in mathematics.

This survey paper revolves around three main themes. The first one is concerned with their spacing statistics, especially the existence and computation of consecutive level spacing measures. The second theme is the connection with some problems in geometric probability concerning the statistics of the linear flow in a punctured flat two-torus when the diameter of the puncture tends to zero. Finally some results and open problems about noncommutative two-tori, some of their subalgebras, and the spectral theory of almost Mathieu operators are reviewed. In particular, a connection between Farey fractions and the structure of gaps in the Hofstadter butterfly is discussed.


## 1. Farey fractions. Elementary properties

The Farey sequence of order $n$ is the set $\mathcal{F}_{n}$ of fractions $\gamma=\frac{a}{q}$ with $1 \leq q \leq n$ in the interval $(0,1]$, written in lowest terms and arranged in increasing order of magnitude. The number of elements of $\mathcal{F}_{n}$ is

$$
N_{n}=\sum_{q=1}^{n} \varphi(q)=\frac{3 n^{2}}{\pi^{2}}+O(n \log n)
$$

Two reduced rational numbers $\gamma=\frac{a}{q}$ and $\gamma^{\prime}=\frac{a^{\prime}}{q^{\prime}}$ are adjacent in $\mathcal{F}_{n}$ if and only if the following conditions hold:

$$
\left\{\begin{array}{l}
0<a \leq q \leq n \\
0<a^{\prime} \leq q^{\prime} \leq n \\
q+q^{\prime}>n \\
a^{\prime} q-a q^{\prime}=1
\end{array}\right.
$$

Three Farey fractions of order $n, \gamma_{j}=\frac{a_{j}}{q_{j}}<\gamma_{j+1}=\frac{a_{j+1}}{q_{j+1}}<\gamma_{j+2}=\frac{a_{j+2}}{q_{j+2}}$, are adjacent in $\mathcal{F}_{n}$ if and only if

$$
\begin{equation*}
q_{j+2}=\left[\frac{n+q_{j}}{q_{j+1}}\right] q_{j+1}-q_{j} \tag{1.1}
\end{equation*}
$$

The condition (1.1) is actually equivalent to

$$
\left(\frac{q_{j+1}}{n}, \frac{q_{j+2}}{n}\right)=T^{j}\left(\frac{q_{1}}{n}, \frac{q_{2}}{n}\right),
$$

where $\frac{a_{j}}{q_{j}}$ denote the elements of $\mathcal{F}_{n}$ written in increasing order of magnitude, and $T$ is the bijective area-preserving transformation of the Farey triangle

$$
\mathcal{T}=\left\{(x, y) \in \mathbb{R}^{2}: 0<x \leq y \leq 1, x+y>1\right\}
$$

defined ([12]) by

$$
\begin{equation*}
T(x, y)=\left(y,\left[\frac{1+x}{y}\right] y-x\right), \quad(x, y) \in \mathcal{T} \tag{1.2}
\end{equation*}
$$

The sets $\mathcal{T}_{k}=\left\{(x, y) \in \mathcal{T}:\left[\frac{1+x}{y}\right]=k\right\}, k=1,2, \ldots$, give a partition of $\mathcal{T}$. On each set $\mathcal{T}_{k}$ the map $T$ is linear and $T(x, y)=(y, k y-x)$, but $\mathcal{T}_{k}$ is not $T$-invariant (see Figure 1). The pair $(T, \mathcal{T})$ is a fibred system in the sense of [53]. In spite of its apparent resemblance with the Gauss and Jacobi-Perron maps, the transformation $T$ seems to have a different type of behaviour.


Figure 1. The decomposition $\mathcal{T}=\cup_{k=1}^{\infty} \mathcal{T}_{k}$.

REmark 1.1. 1) The $T$-orbit of any rational point in $\mathcal{T}$ is finite and

$$
\#\left\{T^{j}\left(\frac{r}{n}, \frac{s}{n}\right): j \in \mathbb{N}\right\} \leq \frac{N_{n}}{\operatorname{gcd}(r, s)}
$$

2) The map $T$ can be used to generate the Farey fractions of any order: if $\gamma_{1}=\frac{1}{n}<\gamma_{2}=\frac{1}{n-1}<\cdots<\gamma_{N_{n}}=1$ denote the elements of $\mathcal{F}_{n}, \gamma_{0}=\overline{\gamma_{N_{n}}}=1$ and
$\gamma_{j}=\frac{a_{j}}{q_{j}}$ with $\operatorname{gcd}\left(a_{j}, q_{j}\right)=1$, then $q_{0}=1, q_{1}=n, q_{2}=n-1$, and

$$
n T^{j}\left(\frac{1}{n}, 1\right)=\left(q_{j}, q_{j+1}\right), \quad 1 \leq j \leq N_{n}
$$

The fractions $\gamma_{j}$ can be retrieved from the pair $\left(q_{j}, q_{j+1}\right)$ by solving for each $j$ the equation $q_{j} a_{j+1}-q_{j+1} a_{j}=1$, with $0<a_{j} \leq q_{j}$ and $0<a_{j+1} \leq q_{j+1}$.

## 2. Some statistical aspects

2.1. Uniform distribution. Denote by $\tau(n)$ the number of positive divisors of an integer $n$ and by $\mu$ the Möbius function. The Landau symbols 'big oh' and 'little oh' will be denoted by $O$ and $o$. The meaning of $f(x) \ll g(x)$ will be that $f(x)=O(g(x))$.

For each interval $I \subseteq(0,1]$, consider the set $\mathcal{F}_{n}(I)$ of Farey fractions of order $n$ from $I$. The number of elements of $\mathcal{F}_{n}(I)$ can in an elementary way be estimated as

$$
\begin{aligned}
N_{n}(I) & =\sum_{q=1}^{n} \#\{a \in q I ; \operatorname{gcd}(a, q)=1\}=\sum_{q=1}^{n}\left(\frac{\varphi(q)}{q} \cdot q|I|+O(\tau(q))\right) \\
& =|I| \sum_{q=1}^{n} \varphi(q)+O_{\varepsilon}\left(n^{1+\varepsilon}\right)=\frac{3|I| n^{2}}{\pi^{2}}\left(1+\frac{\log n}{n}\right)+O_{\varepsilon}\left(n^{1+\varepsilon}\right)
\end{aligned}
$$

In particular we have

$$
\frac{N_{n}(I)}{N_{n}}=|I|\left(1+O\left(\frac{\log n}{n}\right)\right)+O_{\varepsilon}\left(n^{-1+\varepsilon}\right) \quad \text { as } n \rightarrow \infty
$$

which shows that Farey fractions are uniformly distributed on the unit interval.
The distribution of Farey fractions is closely related to the growth of the function

$$
M(x):=\sum_{j \leq x} \mu(j)
$$

as one can see from the equality

$$
\begin{equation*}
\sum_{\gamma \in \mathcal{F}_{n}} f(\gamma)=\sum_{k=1}^{\infty} \sum_{j=1}^{k} f\left(\frac{j}{k}\right) M\left(\frac{n}{k}\right) \tag{2.1}
\end{equation*}
$$

Taking $f_{h}(x)=\mathrm{e}^{2 \pi \mathrm{i} h x}$ in (2.1) we find for every integer $h \geq 1$ that

$$
\sum_{\gamma \in \mathcal{F}_{n}} \mathrm{e}^{2 \pi \mathrm{i} h \gamma}=\sum_{d \mid h} d M\left(\frac{n}{d}\right)
$$

and in particular that

$$
\sum_{\gamma \in \mathcal{F}_{n}} \mathrm{e}^{2 \pi \mathrm{i} \gamma}=M(n)
$$

From the very definition of $M$ we have $|M(n)| \leq n$. The precise order of growth of $M(n)$ as $n \rightarrow \infty$ is very important. Recall that $M(n)=\mathrm{o}(n)$ implies the prime
number theorem, and also that (see [28])
Riemann hypothesis
§(Littlewood 1912)

$$
M(n)=O_{\varepsilon}\left(n^{\frac{1}{2}+\varepsilon}\right) \quad \forall \varepsilon>0
$$

§ (Franel 1924)

$$
\sum_{j=1}^{N_{n}}\left(\gamma_{j}-\frac{j}{N_{n}}\right)^{2}=O_{\varepsilon}\left(n^{-1+\varepsilon}\right) \quad \forall \varepsilon>0
$$

I (Landau 1924)

$$
\sum_{j=1}^{N_{n}}\left|\gamma_{j}-\frac{j}{N_{n}}\right|=O_{\varepsilon}\left(n^{\frac{1}{2}+\varepsilon}\right) \quad \forall \varepsilon>0
$$

Farey fraction partitions of the unit interval also played an important role in various applications of the circle method.
2.2. The definition of the consecutive level spacing measures. The spacing statistics measure the distribution of sequences of real numbers in a more subtle way than the classical Weyl uniform distribution. They are conveniently expressed in the convergence of certain measures, called level correlations and respectively level spacings, associated with the sequence.

Definition 2.1. Let $A=\left(x_{j}\right)_{j=1}^{N}$ be a finite sequence of real numbers, arranged in increasing order of magnitude. This sequence is scaled to $\tilde{x}_{j}=\frac{N x_{j}}{x_{N}-x_{1}}$ whose mean spacing is $\frac{\tilde{x}_{N}-\tilde{x}_{1}}{N}=1$. For each positive integer $h \geq 1$, consider the probability measure with finite support on $[0, \infty)^{h}$ defined by

$$
\nu_{A}^{(h)}:=\frac{1}{N-h} \sum_{j=1}^{N-h} \delta_{\tilde{x}_{j+1}-\tilde{x}_{j}} \otimes \delta_{\tilde{x}_{j+2}-\tilde{x}_{j+1}} \otimes \cdots \otimes \delta_{\tilde{x}_{j+h}-\tilde{x}_{j+h-1}}
$$

where $\delta_{x}$ denotes the Dirac measure of mass one concentrated at $x$.
Equivalently, for any continuous function $f$ with compact support on $[0, \infty)^{h}$,

$$
\int_{[0, \infty)^{h}} f d \nu_{A}^{(h)}=\frac{1}{N-h} \sum_{j=1}^{N-h} f\left(\tilde{x}_{j+1}-\tilde{x}_{j}, \tilde{x}_{j+2}-\tilde{x}_{j+1}, \ldots, \tilde{x}_{j+h}-\tilde{x}_{j+h-1}\right)
$$

Definition 2.2. Suppose that $\left(A_{n}\right)_{n}$ is an increasing sequence of finite sets of real numbers such that the sequence of probability measures $\left(\nu_{A_{n}}^{(h)}\right)_{n}$ is weakly convergent; that is, there exists a probability measure $\nu^{(h)}$ on $[0, \infty)^{h}$ such that, for every continuous function $f$ with compact support on $[0, \infty)^{h}$,

$$
\int_{[0, \infty)^{h}} f d \nu_{A_{n}}^{(h)} \xrightarrow{n} \int_{[0, \infty)^{h}} f d \nu^{(h)} .
$$

The measure $\nu^{(h)}$ is called the $h$-level consecutive spacing measure of $\left(A_{n}\right)_{n}$.
For example, the $h$-level consecutive spacing measure of the sequence of sets $A_{n}=\left\{\frac{j}{n}: j=1, \ldots, n\right\}$ is the Dirac measure concentrated at $(1, \ldots, 1) \in[0, \infty)^{h}$.
2.3. The consecutive level spacing measures of the Farey sequence. We are interested in the situation where $A_{n}=\mathcal{F}_{n}$ is the set of Farey fractions of order $n$. The first level spacings were computed by R. R. Hall.

Theorem 2.1. ([37]) The first consecutive spacing distribution exists and the limit measure $\nu^{(1)}$ is given for every $0<\alpha<\beta$ by

$$
\int_{\alpha}^{\beta} d \nu^{(1)}=2 \operatorname{Area}\left\{(x, y) \in \mathcal{T}: \frac{3}{\pi^{2} \beta}<x y<\frac{3}{\pi^{2} \alpha}\right\}
$$

The density $g_{1}$ of $\nu^{(1)}$ is given by

$$
g_{1}(t)= \begin{cases}0 & \text { if } t \in\left[0, \frac{3}{\pi^{2}}\right] \\ \frac{6}{\pi^{2} t^{2}} \log \frac{\pi^{2} t}{3} & \text { if } t \in\left[\frac{3}{\pi^{2}}, \frac{12}{\pi^{2}}\right] \\ \frac{12}{\pi^{2} t^{2}} \log \frac{\pi^{2} t}{6}\left(1-\sqrt{1-\frac{12}{\pi^{2} t}}\right) & \text { if } t \in\left[\frac{12}{\pi^{2}}, \infty\right)\end{cases}
$$



Figure 2. The distribution and density functions of $\nu^{(1)}$.

For the study of higher level consecutive spacings, it is advantageous to consider the iterates

$$
T^{i}(x, y)=\left(L_{i}(x, y), L_{i+1}(x, y)\right), \quad i \geq 0
$$

of the area-preserving bijective transformation $T$ of the triangle $\mathcal{T}$ defined by (1.2), and also the $\operatorname{map} \Phi_{h}: \mathcal{T} \rightarrow(0, \infty)^{h}$ defined by

$$
\Phi_{h}(x, y)=\frac{3}{\pi^{2}}\left(\frac{1}{L_{0}(x, y) L_{1}(x, y)}, \frac{1}{L_{1}(x, y) L_{2}(x, y)}, \cdots, \frac{1}{L_{h-1}(x, y) L_{h}(x, y)}\right)
$$

The higher level consecutive spacing measures are shown to exist and computed in
Theorem 2.2. ([3]) For every $h \geq 2$, the $h$-level consecutive spacing measure $\nu^{(h)}$ of $\left(\mathcal{F}_{n}\right)_{n}$ exists and is given, for any box $\mathcal{B} \subset(0, \infty)^{h}$, by

$$
\nu^{(h)}(\mathcal{B})=2 \operatorname{Area} \Phi_{h}^{-1}(\mathcal{B})
$$



Figure 3. The support of the measure $\nu^{(2)}$.
2.4. Other results on the statistics of Farey fractions. Denote by $\left(\gamma_{j}\right)_{j=1}^{N_{n}}$ the elements of $\mathcal{F}_{n}$ arranged in increasing order of magnitude, and consider the sum

$$
S_{h}(n)=\sum_{j=1}^{N_{n}-h}\left(\gamma_{j+h}-\gamma_{j}\right)^{2}
$$

The problem of estimating the first two terms in the asymptotic of these sums as $n \rightarrow \infty$ was considered and solved in the cases $h=1$ and $h=2$ by R. R. Hall.

Theorem 2.3. ([37],[38])
(i) $\quad S_{1}(n)=\frac{12 \log n}{\pi^{2} n^{2}}+\frac{12\left(\gamma-\frac{\zeta^{\prime}(2)}{\zeta(2)}+\frac{1}{2}\right)}{\pi^{2} n^{2}}+O_{\varepsilon}\left(\frac{\log ^{\frac{5}{3}} n(\log \log n)^{1+\varepsilon}}{n^{3}}\right)$,
(ii) $\quad S_{2}(n)=\frac{36 \log n}{\pi^{2} n^{2}}+\frac{12\left(3 \gamma-\frac{\zeta^{\prime}(2)}{\zeta(2)}+1+B\right)}{\pi^{2} n^{2}}+O\left(\frac{\log n}{n^{\frac{5}{2}}}\right)$,
where

$$
B=\frac{1}{2}+\log 2+2 \sum_{k=1}^{\infty} \frac{\zeta(2 k)-1}{2 k-1}=2.546277 \ldots
$$

Based on this result, Hall conjectured ([38]) that an asymptotic formula of type

$$
S_{h}(n)=\frac{12(2 h-1) \log n}{\pi^{2} n^{2}}+\frac{B(h)}{n^{2}}+o\left(\frac{1}{n^{2}}\right) \quad \text { as } n \rightarrow \infty
$$

should be valid for any $h \geq 1$. An answer to this problem is given by
Theorem 2.4. ([12]) For any $h \geq 3$,

$$
S_{h}(n)=\frac{12(2 h-1) \log n}{\pi^{2} n^{2}}+\frac{B(h)}{n^{2}}+O_{h}\left(\frac{\log ^{\frac{1}{n+2}} n}{n^{2+\frac{1}{h+2}}}\right)
$$

where

$$
B(h)=\frac{12}{\pi^{2}}\left((2 h-1)\left(\gamma-\frac{\zeta^{\prime}(2)}{\zeta(2)}\right)+\frac{h}{2}+(h-1) B+\sum_{r=2}^{h-1}(h-r) I_{r}\right)
$$

and for $r \geq 2$ we take

$$
I_{r}=\iint_{\mathcal{T}} \frac{d x d y}{x y L_{r}(x, y) L_{r+1}(x, y)}<\infty
$$

Other aspects of the distribution of the Farey sequence that were recently investigated include, for example, the distribution of the integers $\nu_{n}(\gamma)=\left[\frac{n+q}{q^{\prime}}\right]$ $([\mathbf{3 9}],[\mathbf{1 4}])$, the distribution of consecutive Farey fractions with odd denominators $([\mathbf{4 0}],[\mathbf{1 3}])$, and the distribution of visible lattice points in $n$-homotheties of a bounded region in $\mathbb{R}^{2}$ as $n \rightarrow \infty([\mathbf{1 1}])$.

In many of these problems the iterates of the area-preserving, piecewise linear transformation $T$ of the triangle $\mathcal{T}$ do play a prominent role, both in proofs and statements of results. It is therefore natural to raise the following

Problem. Is $T$ ergodic? weakly mixing? What is the entropy of $T$ ?

## 3. A technical device: estimates of Kloosterman sums

In these kinds of problems one can also study short interval versions, considering the set $\mathcal{F}_{n}(I)$ of Farey fractions of order $n$ in an interval $I \subseteq(0,1]$. For applications, situations when $|I| \rightarrow 0$ and $n \rightarrow \infty$ in a prescribed way are important to consider.

In the short interval situations the main terms in the asymptotic expansions tend to reflect the uniform distribution of Farey fractions. However, it is more difficult to control the error terms because one also has to take into account the distribution of multiplicative inverses $(\bmod q)$. The equality $a^{\prime} q-a q^{\prime}=1$ says that $a$ is the unique integer between 0 and $q$ for which $a q^{\prime}=-1(\bmod q)$. This is achieved by using Weil type bounds on Kloosterman sums

$$
K(r, s ; q):=\sum_{x(\bmod q)} \exp \frac{2 \pi \mathrm{i}(r x+s \bar{x})}{q}
$$

where $\bar{x}$ denotes the multiplicative inverse of $x(\bmod q)$. For $q$ prime and $\operatorname{gcd}(r, s, q)=$ 1, Weil proved ([58]) that

$$
|K(r, s ; q)| \leq 2 q^{\frac{1}{2}}
$$

For a modulus $q \geq 2$ which is not necessarily prime, one has ([32],[44]) that

$$
\begin{equation*}
|K(r, s ; q)| \ll \operatorname{gcd}(r, s, q)^{\frac{1}{2}} \tau(q)^{\frac{1}{2}} q^{\frac{1}{2}} \tag{3.1}
\end{equation*}
$$

Using a standard argument one can derive upper bounds for incomplete Kloosterman sums

$$
S_{\mathcal{I}}(r, s ; q):=\sum_{\substack{x \in \mathcal{I} \\ \operatorname{gcd}(x, q)=1}} \exp \frac{2 \pi \mathrm{i}(r x+s \bar{x})}{q}
$$

One shows ([11]) for any integer $q \geq 2$ and any interval $\mathcal{I} \subseteq[1, q]$, that

$$
\begin{equation*}
\left|S_{\mathcal{I}}(r, s ; q)\right| \ll \tau(q) \operatorname{gcd}(s, q)^{\frac{1}{2}} q^{\frac{1}{2}}(2+\log q) . \tag{3.2}
\end{equation*}
$$

The estimate (3.2) can be used to evaluate the asymptotic behaviour of the counting function for multiplicative inverses, defined by

$$
N_{q}\left(\mathcal{I}_{1}, \mathcal{I}_{2}\right):=\#\left\{(x, y) \in \mathcal{I}_{1} \times \mathcal{I}_{2}: x y=1(\bmod q)\right\}
$$

Lemma 3.1. ([11]) Suppose that $q$ is a large integer and $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ are intervals with $\left|\mathcal{I}_{1}\right|,\left|\mathcal{I}_{2}\right|<q$. Then

$$
N_{q}\left(\mathcal{I}_{1}, \mathcal{I}_{2}\right)=\frac{\varphi(q)}{q^{2}} \cdot\left|\mathcal{I}_{1}\right| \cdot\left|\mathcal{I}_{2}\right|+O\left(\tau^{2}(q) q^{\frac{1}{2}} \log ^{2} q\right)
$$

Given an interval $I \subseteq(0,1]$, a domain $\Omega \subset \mathcal{T}$, and a function $f$, we need to estimate sums of type

$$
S_{f, \Omega, I}(n):=\sum_{\substack{\gamma \in \mathcal{F}_{\mathcal{F}^{\prime}}(I) \\\left(q, q^{\prime}\right) \in n \Omega}} f\left(q, q^{\prime}, a\right)
$$

for large values of $n$. In many cases of interest we get an estimate of the form

$$
\frac{6}{\pi^{2}} \iiint_{n \Omega \times I} f(v, w, v \gamma) d v d w d \gamma+\text { error }
$$

where the order of magnitude of the error is smaller than that of the main term. The error term can be accurately estimated by using the following two lemmas.

Lemma 3.2. ([15]) Assume that $q \geq 1$ is an integer, $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ are intervals with $\left|\mathcal{I}_{1}\right|,\left|\mathcal{I}_{2}\right|<q$, and $g: \mathcal{I}_{1} \times \mathcal{I}_{2} \rightarrow \mathbb{R}$ is a $C^{1}$ function. Write $D g=\left|\frac{\partial g}{\partial x}\right|+\left|\frac{\partial g}{\partial y}\right|$ and let $\|\cdot\|_{\infty}$ denote the $L^{\infty}$ norm on $\mathcal{I}_{1} \times \mathcal{I}_{2}$. Then for any integer $T>1$ one has

$$
\sum_{\substack{a \in \mathcal{I}_{1}, b \in \mathcal{I}_{2} \\ a b=1(\bmod q)}} g(a, b)=\frac{\varphi(q)}{q^{2}} \iint_{\mathcal{I}_{1} \times \mathcal{I}_{2}} g(x, y) d x d y+E_{q, \mathcal{I}_{1}, \mathcal{I}_{2}, g, T}
$$

where, for all $\delta>0$,

$$
E_{q, \mathcal{I}_{1}, \mathcal{I}_{2}, g, T} \ll \delta T^{2} q^{\frac{1}{2}+\delta}\|g\|_{\infty}+T q^{\frac{3}{2}+\delta}\|D g\|_{\infty}+\frac{\left|\mathcal{I}_{1}\right|\left|\mathcal{I}_{2}\right|\|D g\|_{\infty}}{T}
$$

Lemma 3.3. ([11]) Suppose that $0<a<b$ are real numbers and that $f$ is a $C^{1}$ function on $[a, b]$. Then

$$
\sum_{a<k \leq b} \frac{\varphi(k)}{k} f(k)=\frac{6}{\pi^{2}} \int_{a}^{b} f+O\left(\log b\left(\|f\|_{\infty}+\int_{a}^{b}\left|f^{\prime}\right|\right)\right)
$$

The proof of Lemma 3.2 uses an 'infinitesimal' application of Lemma 3.1. The proof of Lemma 3.3 is elementary and only uses elementary properties of the Möbius function.

## 4. Some applications to statistical mechanics

4.1. The two-dimensional periodic Lorentz gas and the free path length. A periodic two-dimensional Lorentz gas (Sinai billiard) is a billiard system on the two-dimensional torus with one or more circular regions (scatterers) removed ([54], [21], [34], [8], [24]). Such systems were introduced by Lorentz in 1905 to study the dynamics of electrons in metals ([47]). The problem, which belongs to classical geometric probability, is to understand the statistics of the linear flow on a punctured flat two-dimensional torus.

Consider scatterers of small radius $\varepsilon>0$ centered at all integer lattice points in the plane. By removing these discs, one gets the region

$$
Z_{\varepsilon}=\left\{x \in \mathbb{R}^{2}: \operatorname{dist}\left(x, \mathbb{Z}^{2}\right)>\varepsilon\right\}
$$

and the punctured disc

$$
Y_{\varepsilon}=Z_{\varepsilon} / \mathbb{Z}^{2}
$$

Consider a point-like particle with initial position $x \in Z_{\varepsilon}$ and initial velocity $\omega \in$ $\mathbb{T}=[0,2 \pi)$, which moves along the linear trajectory $t \mapsto x+\omega t$. In this situation the phase space - comprising the initial position and velocity - is the probability space $\left(Y_{\varepsilon} \times \mathbb{T}, \mu_{\varepsilon}\right)$, where $\mu_{\varepsilon}$ denotes the normalized Lebesgue measure of total mass one on $Y_{\varepsilon} \times \mathbb{T}$. The free path length (first exit time)

$$
\tau_{\varepsilon}(x, \omega)=\inf \left\{\tau>0: x+\tau \omega \in \partial Z_{\varepsilon}\right\} \in(0, \infty]
$$

measures the length of the path from the initial position to the first scatterer. When the trajectory does not reach any scatterer (which may well happen when the slope of $\omega$ is rational) we take $\tau_{\varepsilon}(x, \omega)=\infty$. In this way one defines a Borel $\operatorname{map}(x, \omega) \mapsto \tau_{\varepsilon}(x, \omega)$ on $Y_{\varepsilon} \times \mathbb{T}$. The problem of estimating the distribution of $\tau_{\varepsilon}$ is of compelling interest; it consists in finding the probability that the free path length is, say, larger than a given $t>0$. For very small values of $\varepsilon$, the average value of $\tau_{\varepsilon}(x, \omega)$ is of order of magnitude $\frac{1}{\varepsilon}$. It is therefore appropriate to study the probability that $\varepsilon \tau_{\varepsilon}>t$, or perhaps $2 \varepsilon \tau_{\varepsilon}>t$. This probability is defined by

$$
\mathbb{P}_{\varepsilon}(t)=\int_{Y_{\varepsilon} \times \mathbb{T}} e_{(t, \infty)}\left(2 \varepsilon \tau_{\varepsilon}\right) d \mu_{\varepsilon}=\mu_{\varepsilon}\left\{(x, \omega) \in Y_{\varepsilon} \times \mathbb{T}: 2 \varepsilon \tau_{\varepsilon}(x, \omega)>t\right\}
$$



Figure 4. The free path length $\tau_{\varepsilon}(x, \omega),(x, \omega) \in Y_{\varepsilon} \times \mathbb{T}$.
There is another possible choice for the phase space, motivated by the connection with dynamical systems and billiards: consider the probability space ( $\Sigma_{\varepsilon}^{+}, \nu_{\varepsilon}$ ), where $\Sigma_{\varepsilon}^{+}:=\left\{(x, \omega) \in \partial Y_{\varepsilon} \times \mathbb{T}: \omega \cdot n_{x}>0\right\}$ with $n_{x}$ being the inward unit normal to $Y_{\varepsilon}$ at the point $x$, and where $\nu_{\varepsilon}$ denotes the probability measure obtained by normalizing the Liouville measure $\omega \cdot n_{x} d x d \omega$ on $\Sigma_{\varepsilon}^{+}$. The Liouville measure is invariant under the billiard map $T_{\varepsilon}: \Sigma_{\varepsilon}^{+} \rightarrow \Sigma_{\varepsilon}^{+}$, which is defined as the return map on $\Sigma_{\varepsilon}^{+}$of the billiard flow. In this case the free path is sometimes called the geometric free path. The probability that $2 \varepsilon \tau_{\varepsilon}>t$ is this time given by

$$
\mathbb{G}_{\varepsilon}(t)=\int_{\Sigma_{\varepsilon}^{+}} e_{(t, \infty)}\left(2 \varepsilon \tau_{\varepsilon}\right) d \nu_{\varepsilon}=\nu_{\varepsilon}\left\{(x, \omega) \in \Sigma_{\varepsilon}^{+}: 2 \varepsilon \tau_{\varepsilon}(x, \omega)>t\right\} .
$$

Another related quantity of interest is

$$
C_{\varepsilon}:=\log \int_{\Sigma_{\varepsilon}^{+}} \tau_{\varepsilon} d \nu_{\varepsilon}-\int_{\Sigma_{\varepsilon}^{+}} \log \tau_{\varepsilon} d \nu_{\varepsilon}
$$

4.2. The free path lengths in the small-scatterer limit. The distribution $\mathbb{P}_{\varepsilon}$ of the free path length was studied by Bourgain, Golse, and Wennberg ([20]), and by Caglioti and Golse $([\mathbf{2 2}])$. In $[\mathbf{2 0}]$ the existence of two universal constants $c_{1}, c_{2}>0$ such that

$$
\frac{c_{1}}{t}<\mathbb{P}_{\varepsilon}(t)<\frac{c_{2}}{t} \quad \text { for all } t>2
$$

was proved. In [22] the Cesaro lim sup and lim inf means were proved to exist and have the same asymptotic form for large $t$ :

$$
\limsup _{\delta \rightarrow 0^{+}} \frac{1}{|\log \delta|} \int_{\delta}^{1 / 4} \mathbb{P}_{\varepsilon}(t) d \varepsilon=\frac{2}{\pi^{2} t}+O\left(\frac{1}{t^{2}}\right)=\liminf _{\delta \rightarrow 0^{+}} \frac{1}{|\log \delta|} \int_{\delta}^{1 / 4} \mathbb{P}_{\varepsilon}(t) d \varepsilon
$$

The free path length on the probability space $\left(\Sigma_{\varepsilon}^{+}, \nu_{\varepsilon}\right)$ was studied by Chernov, who proved relying on a formula of Santaló from integral geometry ( $[\mathbf{2 3} \mathbf{3})$ that the first moment of $\tau_{\varepsilon}$ on this space is given (in closed form), for any $\varepsilon \in\left(0, \frac{1}{2}\right)$, by

$$
\int_{\Sigma_{\varepsilon}^{+}} \tau_{\varepsilon} d \nu_{\varepsilon}=\frac{1-\pi \varepsilon^{2}}{2 \varepsilon}
$$

He also proved that the quantity $C_{\varepsilon}$ is bounded as $\varepsilon \rightarrow 0^{+}$.
A comprehensive discussion of the connection with the Kolmogorov-Sinai entropy $\mathrm{h}\left(T_{\varepsilon}\right)$ of the billiard map $T_{\varepsilon}$ on $\Sigma_{\varepsilon}^{+}$is contained in [24]. Relations of recent results with the kinetic theory are discussed in [35].

A close connection between the quantities $C_{\varepsilon}$ and $\mathrm{h}\left(T_{\varepsilon}\right)$ was shown by Friedman, Kubo, and Oono ([33]). They proved that if $C=\lim _{\varepsilon \rightarrow 0^{+}} C_{\varepsilon}$ exists, then

$$
\mathrm{h}\left(T_{\varepsilon}\right)=-2 \log \varepsilon+2-C+o(1)
$$

and also conjectured that $C=0.44 \pm 0.01$.
The distribution $\mathbb{G}_{\varepsilon}(t)$ was studied by Dahlqvist $([\mathbf{2 7}])$ using the Farey tree. He exhibited the remarkable formula

$$
-\mathbb{G}^{\prime}(t)=\frac{6}{\pi^{2}} \cdot \begin{cases}1 & \text { if } t \in[0,1] \\ \frac{1}{t}+2\left(1-\frac{1}{t}\right)^{2} \log \left(1-\frac{1}{t}\right)-\frac{1}{2}\left(1-\frac{2}{t}\right)^{2} \log \left|1-\frac{2}{t}\right| \quad \text { if } t \in[1, \infty]\end{cases}
$$

for the density of the limit $\mathbb{G}(t)$ of $\mathbb{G}_{\varepsilon}(t)$ as $\varepsilon \rightarrow 0^{+}$. His approach however stopped short of providing a rigorous proof for the fact that the error term is smaller than the main term. Based on this formula for the limit distribution of the geometric free path, he found that one should expect $\mathrm{h}\left(T_{\varepsilon}\right)$ to be of the form $-2 \log \varepsilon+1-$ $4 \log 2+\frac{27 \zeta(3)}{2 \pi^{2}}+o(1)$ as $\varepsilon \rightarrow 0^{+}$.

Building upon the technique described in Section 3 and employing a certain partition of the torus $\mathbb{T}^{2}$ introduced by Blank and Krikorian ( $[\mathbf{7}]$ ), and used in conjunction with the free path length in [22], we proved the following result which provides complete answers to a number of open questions about the asymptotic behaviour of the free path lengths in the small-scatterer limit.

Theorem 4.1. ([18]) For all $t>0$ and $\delta>0$,

$$
\mathbb{P}_{\varepsilon}(t)=\mathbb{P}(t)+O_{\delta}\left(\varepsilon^{\frac{1}{8}-\delta}\right) \quad \text { and } \quad \mathbb{G}_{\varepsilon}(t)=\mathbb{G}(t)+O_{\delta}\left(\varepsilon^{\frac{1}{8}-\delta}\right) \quad \text { as } \quad \varepsilon \rightarrow 0^{+}
$$

where

$$
\mathbb{P}(t)= \begin{cases}1-t+\frac{3 t^{2}}{\pi^{2}} & \text { if } t \in[0,1] \\ \frac{6}{\pi^{2}} \int_{0}^{t-1} \psi(x, t) d x+\frac{6}{\pi^{2}} \int_{t-1}^{1} \phi(x, t) d x & \text { if } t \in[1,2] \\ \frac{6}{\pi^{2}} \int_{0}^{1} \psi(x, t) d x & \text { if } t \in[2, \infty)\end{cases}
$$

and

$$
\begin{aligned}
\psi(x, t)= & \frac{(1-x)^{2}}{x}\left(2 \log \frac{t-x}{t-2 x}-\frac{t}{x} \cdot \log \frac{(t-x)^{2}}{t(t-2 x)}\right), \\
\phi(x, t)= & \frac{(1-x)^{2}}{x}\left(2 \log \frac{t-x}{1-x}-\frac{t}{x} \cdot \log \frac{t-x}{t(1-x)}\right) \\
& \quad+\frac{1-t}{x} \cdot \log \frac{1}{t-x}+\frac{(t-x)(x-t+1)}{x}
\end{aligned}
$$

We also have

$$
\mathbb{G}(t)=-\mathbb{P}^{\prime}(t)
$$

We notice that our formula for $g(t)=-\mathbb{G}^{\prime}(t)$ coincides with that given by Dahlqvist, and that for $t \geq 2$ we have

$$
\begin{aligned}
\mathbb{P}(t) & =\frac{24}{\pi^{2}} \sum_{n=1}^{\infty} \frac{2^{n}-1}{n^{2}(n+1)^{2}(n+2) t^{n}} \\
\mathbb{G}(t) & =\frac{24}{\pi^{2} t} \sum_{n=1}^{\infty} \frac{2^{n}-1}{n(n+1)^{2}(n+2) t^{n}} \\
g(t) & =\frac{24}{\pi^{2} t^{2}} \sum_{n=1}^{\infty} \frac{2^{n}-1}{n(n+1)(n+2) t^{n}}
\end{aligned}
$$



Figure 5. The graphs of $\mathbb{P}(t), \mathbb{G}(t)$, and $g(t)$.
We also obtain the following corollary which answers the open problem raised in $[\mathbf{2 4}]$ concerning the existence of the second term in the asymptotic of the KS entropy $\mathrm{h}\left(T_{\varepsilon}\right)$. Our answer is close to the prediction of Dahlqvist ([27]) (which seems to be off by a factor of two somewhere).

Corollary 4.2. ([18]) The following two estimates hold as $\varepsilon \rightarrow 0^{+}$:
(i) $\quad C_{\varepsilon}=3 \log 2-\frac{9 \zeta(3)}{4 \zeta(2)}+o(1)$,
(ii) $\mathrm{h}\left(T_{\varepsilon}\right)=-2 \log \varepsilon+2-3 \log 2+\frac{9 \zeta(3)}{4 \zeta(2)}+o(1)$.

Remark 4.3. (i) Note that $3 \log 2-\frac{9 \zeta(3)}{4 \zeta(2)}=0.43522513609 \ldots$ is indeed within 0.01 of 0.44 , as predicted in [33].
(ii) No conjectures on the distribution of $\mathbb{P}_{\varepsilon}$ in the small-scatterer limit were available before [18].
4.3. The case when the initial position is at the origin. It is natural to try to estimate the length of the free path when the initial position $x$ is fixed and the phase space is the range of the velocity $\omega$. This is certainly a very difficult problem in general. The case that the trajectory starts at the origin is already nontrivial. The problem of estimating the moments of the average over $\omega$ of $\tilde{\tau}_{\varepsilon}(\omega)=\tau_{\varepsilon}(O, \omega)$ was raised by Ya. G. Sinai. An answer was given by Gologan and the authors.

Theorem 4.4. ([15]) For any interval $I \subseteq[0,2 \pi)$, any $r>0$ and any $\delta>0$,

$$
\int_{I}\left(\varepsilon \tilde{\tau}_{\varepsilon}\right)^{r}(\omega) d \omega=c_{r}|I|+\left\{\begin{array}{ll}
O_{r, \delta}\left(\varepsilon^{\frac{1}{8}-\delta}\right) & \text { if } r \neq 2 \\
O_{r, \delta}\left(\varepsilon^{\frac{1}{4}-\delta}\right) & \text { if } r=2
\end{array} \quad \text { as } \varepsilon \rightarrow 0^{+}\right.
$$

where ${ }^{1}$

$$
c_{r}=\frac{12}{\pi^{2}} \int_{0}^{1 / 2}\left(x\left(x^{r-1}+(1-x)^{r-1}\right)+\frac{1-(1-x)^{r}}{r x(1-x)}-\frac{1-(1-x)^{r+1}}{(r+1) x(1-x)}\right) d x .
$$

This result shows in particular that the sequence of probability measures $\left(\tilde{\mu}_{\varepsilon}\right)_{\varepsilon}$ defined by

$$
\tilde{\mu}_{\varepsilon}(f)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(\varepsilon \tilde{\tau}_{\varepsilon}(\omega)\right) d \omega, \quad f \in C_{c}([0, \infty))
$$

converges weakly, as $\varepsilon \rightarrow 0^{+}$, to a probability measure with compact support $\tilde{\mu}$ on $[0, \infty)$ and with moments of order $n$ given by $c_{n}$. The distribution

$$
H(t):=\tilde{\mu}([t, \infty))
$$

was shown $([\mathbf{1 6}])$ to be given by

$$
H(t)= \begin{cases}1-\frac{12 t}{\pi^{2}} & \text { if } t \in\left[0, \frac{1}{2}\right]  \tag{4.1}\\ \frac{12}{\pi^{2}} \int_{t}^{1} \frac{1-x}{x}\left(1+\log \frac{x}{1-x}\right) d x & \text { if } t \in\left[\frac{1}{2}, 1\right] \\ 0 & \text { if } t \in[1, \infty)\end{cases}
$$

$$
{ }^{1} \text { Note that } \lim _{r \rightarrow 0^{+}} c_{r}=-\frac{12}{\pi^{2}} \int_{0}^{1 / 2} \frac{\log (1-x)}{x(1-x)} d x=1
$$




Figure 6. The graphs of $H(t)$, and respectively of $h(t)=-H^{\prime}(t)$.

Equality (4.1) also implies that the limit measure $\tilde{\mu}$ is absolutely continuous with respect to the Lebesgue measure and its density is

$$
h(t)=-H^{\prime}(t)=\frac{12}{\pi^{2}} \cdot \begin{cases}1 & \text { if } t \in\left[0, \frac{1}{2}\right] \\ \frac{1-t}{t}\left(1+\log \frac{t}{1-t}\right) & \text { if } t \in\left[\frac{1}{2}, 1\right] \\ 0 & \text { if } t \in[1, \infty)\end{cases}
$$

## 5. Gap labelling for almost Mathieu operators

In this final section we discuss some spectral properties of almost Mathieu operators and how Farey fractions are related to the gap labelling of these operators.
5.1. Almost Mathieu operators and rotation $C^{*}$-algebras. For each number $\theta \in[0,1]$, consider the rotation $C^{*}$-algebra (or noncommutative two-torus)

$$
A_{\theta}=C^{*}\left(u_{1}, u_{2} \text { unitaries }: u_{1} u_{2}=\mathrm{e}^{2 \pi \mathrm{i} \theta} u_{2} u_{1}\right),
$$

the almost Mathieu operator $(\lambda \in \mathbb{R})$

$$
H_{\theta, \mu}=u_{1}+u_{1}^{*}+\mu\left(u_{2}+u_{2}^{*}\right) \in A_{\theta}
$$

and the Harper operator

$$
H_{\theta}=H_{\theta, 1}=u_{1}+u_{1}^{*}+u_{2}+u_{2}^{*} .
$$

The mapping

$$
\left(u_{1}, u_{2}\right) \mapsto\left(\sigma\left(u_{1}\right), \sigma\left(u_{2}\right)\right)=\left(u_{2}, u_{1}^{*}\right)
$$

extends to an order four automorphism $\sigma$ of $A_{\theta}$ which is called the Fourier automorphism of $A_{\theta}$. An automorphism of a $C^{*}$-algebra preserves the spectrum and thus $\sigma$ maps $H_{\theta, \mu}$ to $\mu H_{\theta, \frac{1}{\mu}}$, thus one gets the Aubry duality

$$
\operatorname{spec}\left(H_{\theta, \mu}\right)=\mu \operatorname{spec}\left(H_{\theta, \frac{1}{\mu}}\right)
$$

When $\theta=\frac{p}{q}$ is a (positive) rational number in lowest terms, one can exploit the fact that all irreducible representations have dimension $q$ and are explicitly known,
to prove that $\operatorname{spec}\left(H_{\frac{p}{q}, \mu}\right)$ coincides with the set

$$
\underset{t_{1}, t_{2} \in\left[0, \frac{2 \pi}{q}\right)}{\cup} \operatorname{spec}\left(\begin{array}{ccccc}
2 \cos t_{1} & \mu \mathrm{e}^{\mathrm{i} t_{2}} & 0 & \cdots & \mu \mathrm{e}^{-\mathrm{i} t_{2}} \\
\mu \mathrm{e}^{-\mathrm{i} t_{2}} & 2 \cos \left(t_{1}+\frac{2 \pi p}{q}\right) & \mu \mathrm{e}^{\mathrm{i} t_{2}} & \cdots & 0 \\
0 & \mu \mathrm{e}^{-\mathrm{i} t_{2}} & 2 \cos \left(t_{1}+\frac{4 \pi p}{q}\right) & \cdots & 0 \\
0 & 0 & \mu \mathrm{e}^{-\mathrm{i} t_{2}} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu \mathrm{e}^{\mathrm{i} t_{2}} & 0 & 0 & \cdots & 2 \cos \left(t_{1}+\frac{2 \pi(q-1) p}{q}\right)
\end{array}\right) .
$$

This set is contained in $[-2-2|\mu|, 2+2|\mu|]$, is symmetric about the origin, and consists in

- the union of $q$ disjoint bands if $q$ is odd,
- the union of $q-1$ bands if $q$ even.

The tower of graphs of the Harper operators $H_{\frac{p}{q}}$ produces the Hofstadter butterfly ([43]).


Figure 7. The Hofstadter butterfly.
The spectral continuity of the spectrum of almost Mathieu operators with respect to $\theta$ has been thoroughly investigated. The following theorem features the best quantitative results on the continuity of the maps $\theta \mapsto \operatorname{spec}\left(H_{\theta, \mu}\right)$, and respectively $\theta \mapsto\left\|H_{\theta, \mu}\right\|$.

Theorem 5.1. (i) ([36]) For any $\theta \in[0,1]$ there exists a faithful representation $\pi_{\theta}: A_{\theta} \rightarrow \mathcal{B}(\mathcal{H})$ of the $C^{*}$-algebra $A_{\theta}$ on the same separable Hilbert space $\mathcal{H}$ such that, for all $\theta, \theta^{\prime} \in[0,1]$,

$$
\left\|\pi_{\theta}\left(u_{j}\right)-\pi_{\theta^{\prime}}\left(u_{j}\right)\right\| \ll\left|\theta-\theta^{\prime}\right|^{\frac{1}{2}}, \quad j=1,2 .
$$

In particular, the Hausdorff distance between the spectra of $H_{\theta, \mu}$ and $H_{\theta^{\prime}, \mu}$ is at most $c\left|\theta-\theta^{\prime}\right|^{\frac{1}{2}}$, for some universal constant $c$.
(ii) $([\mathbf{5}]) \quad\left|\left\|H_{\theta, \mu}\right\|-\left\|H_{\theta^{\prime}, \mu}\right\|\right| \ll{ }_{\mu}\left|\theta-\theta^{\prime}\right|$.

The proofs of these two results make essential use of the unique irreducible unitary representation $\pi$ of the real Heisenberg group on a separable Hilbert space $\mathcal{H}$ such that $\pi_{\lambda}=\lambda I_{\mathcal{H}}, \lambda \in \mathbb{T}$.

The $C^{*}$-algebra $A_{\theta}$ is endowed with the tracial state defined by $\tau\left(u_{1}^{m} u_{2}^{n}\right)=$ $\delta_{m, 0} \delta_{n, 0}$. An explicit method of constructing nontrivial projections in $A_{\theta}$ was exhibited by Rieffel ([52]), who proved the inclusion $\{\{n \theta\}: n \in \mathbb{Z}\} \subseteq \tau\left(\mathcal{P}\left(A_{\theta}\right)\right)$, where $\mathcal{P}\left(A_{\theta}\right)$ denotes the set of (self-adjoint) projections in $A_{\theta}$. The converse inclusion $\tau\left(\mathcal{P}\left(A_{\theta}\right)\right) \subseteq\{\{n \theta\}: n \in \mathbb{Z}\} \cup\{1\}$ was proved by Pimsner and Voiculescu ([50]), by embedding an irrational rotation $C^{*}$-algebra $A_{\theta}$ into the Effros-Shen AFalgebra (see [29]) associated with the continued fraction decomposition of $\theta$. If $\theta=\left[a_{1}, a_{2}, a_{3}, \ldots\right]$ is the continued fraction decomposition of the irrational number $\theta$, this AF-algebra is defined by the Bratteli diagram from Figure 8.


Figure 8. The Bratteli diagram of the Effros-Shen AF-algebra.
The equality $\tau\left(\mathcal{P}\left(A_{\theta}\right)\right)=\{\{n \theta\}: n \in \mathbb{Z}\} \cup\{1\}$ also follows from the following fundamental theorem of Elliott and Evans concerning the structure of irrational rotation $C^{*}$-algebras.

Theorem 5.2. ([30], see also [31] and [10]) The irrational rotation $C^{*}$-algebra $A_{\theta}$ can be realized as an inductive limit

$$
A_{\theta}=\lim _{\rightarrow}\left(M_{q}(\mathbb{C}) \otimes C(\mathbb{T})\right) \oplus\left(M_{q^{\prime}}(\mathbb{C}) \otimes C(\mathbb{T})\right)
$$

of type I algebras, where $\frac{p}{q}<\theta<\frac{p^{\prime}}{q^{\prime}}$ are consecutive terms in the continued fraction decomposition of $\theta$.

Since $H_{\theta, \mu}$ is a self-adjoint element in $A_{\theta}$, it follows that if $g$ is a gap in $\operatorname{spec}\left(H_{\theta, \mu}\right), t \in g$, and $e=e_{(-\infty, t)}\left(H_{\theta, \mu}\right)$ is the corresponding spectral projection, then

$$
\tau(e)=\{n \theta\} \quad \text { for some } n \in \mathbb{Z}^{*}
$$

If $e \in \mathcal{P}\left(A_{\theta}\right)$ and $\tau(e)=\{n \theta\}$, then $n$ coincides with Connes's first Chern class $c_{1}(e)$ when $\theta$ is irrational, but we only have $n=c_{1}(e)(\bmod q)$ when $\theta=\frac{p}{q}$ is a rational number in lowest terms (see [26]).

Open problem. (M. Kac's 'Ten Martini problem') Are all gaps open for irrational $\theta$ ? That is, is it true, for irrational $\theta$, that

$$
\forall n \in \mathbb{Z}^{*}, \exists e \in \mathcal{P}\left(H_{\theta}\right) \text { such that } \tau(e)=\{n \theta\} ?
$$

The answer was shown to be affirmative if $\theta$ is a Liouville number (cf. [25]). Various weaker conjectures and results on the Cantoriality and on the Lebesgue measure of the spectrum were proved in $[\mathbf{2}],[6],[41],[\mathbf{4 2}],[45],[46],[56]$, and most recently in [1] and [51].

There are some very interesting fixed point subalgebras of $A_{\theta}$ which are related to almost Mathieu or Harper operators. The square $\sigma_{0}$ of the Fourier automorphism $\sigma$ maps $u_{1}$ to $u_{1}^{*}$ and $u_{2}$ to $u_{2}^{*}$, and is called the flip automorphism. Consider the $C^{*}$-subalgebras

$$
A_{\theta}^{\sigma}=\left\{a \in A_{\theta}: \sigma(a)=a\right\} \subset A_{\theta}^{\sigma_{0}}=\left\{a \in A_{\theta}: \sigma_{0}(a)=a\right\} \subset A_{\theta}
$$

of fixed points of $\sigma$, and respectively of $\sigma_{0}$. It is easily seen that $A_{\theta}^{\sigma_{0}}$ contains all almost Mathieu operators $H_{\theta, \mu}, \mu \in \mathbb{R}$, and that $H_{\theta} \in A_{\theta}^{\sigma}$. Moreover, when $\theta$ is irrational, $A_{\theta}^{\sigma}$ is generated by the Harper operators $u_{1}+u_{1}^{*}+u_{2}+u_{2}^{*}$ and $u_{1}^{2}+u_{1}^{* 2}+$ $u_{2}^{2}+u_{2}^{* 2}$. Although each of the consecutive inclusions above has Jones index 2, the study of these fixed point $C^{*}$-algebras turned out to be quite challenging. By a result of Bratteli and Kishimoto ( $[\mathbf{1 9}]$ ) the $C^{*}$-algebra $A_{\theta}^{\sigma_{0}}$ is AF for any irrational $\theta$. Manifest symmetry shows that Rieffel projections can be chosen to be invariant under the flip; thus $\tau\left(\mathcal{P}\left(A_{\theta}^{\sigma_{0}}\right)\right)$ contains all numbers $\{n \theta\}, n \in \mathbb{Z}$.

However, Rieffel projections are no longer invariant under $\sigma$ which makes the task of constructing projections in $A_{\theta}^{\sigma}$ and of describing $\tau\left(\mathcal{P}\left(A_{\theta}^{\sigma}\right)\right)$ more complicated. Although it is known that $\theta \in \tau\left(\mathcal{P}\left(A_{\theta}^{\sigma}\right)\right)([\mathbf{9}])$, the question whether $\tau\left(\mathcal{P}\left(A_{\theta}^{\sigma}\right)\right)$ contains $\{n \theta\}$ for any integer $n$ seems to be open and does not appear to be easy. A negative answer for a particular $\theta$ would also provide a negative answer to the ten Martini problem. Recent progress on the structure of $A_{\theta}^{\sigma}$ was achieved by Walters $([57])$ and Phillips $([49])$, who proved that this $C^{*}$-algebra is AF for a $G_{\delta}$ dense set of parameters $\theta$.
5.2. Gap labelling and Farey fractions. For each $\mu>0$ consider the compact set

$$
\mathcal{B}_{\mu}=\bigcup_{\theta \in[0,1]}\left\{(E, \theta): E \in \operatorname{spec}\left(H_{\theta, \mu}\right)\right\} \subset[-2-2 \mu, 2+2 \mu] \times[0,1] .
$$

To each connected component $g$ of the complement of $\mathcal{B}_{\mu}$ one associates the first Chern class $c_{1}(g)$ of the spectral projection in $A_{\theta}$ of some operator $H_{\theta, \mu}$ which has a gap at the $\theta$-section of $g$. This integer is independent of $\theta$; thus $g \mapsto c_{1}(g)$ defines a integral-valued map on the connected components of the complement of $\mathcal{B}_{\mu}$.

It was noticed in [48] that

$$
\#\left\{g: c_{1}(g)=n\right\} \geq \# \mathcal{F}_{2|n|} \quad \text { for all } n \in \mathbb{Z}^{*}
$$

Equality would hold if the Ten Martini problem had a positive answer.
The butterflies $\mathcal{B}_{\mu}$ have a common shape, which is captured in their stylized form, obtained by letting $\mu \rightarrow 0^{+}$. This set $\mathcal{C}$ can be defined as the complement in the unit square $\{0 \leq E, \theta<1\}$ of the 1-dimensional infinite simplex

$$
\mathfrak{S}=\bigcup_{Q=1}^{\infty} \mathfrak{S}_{Q}
$$

where we set

$$
\begin{aligned}
\mathfrak{S}_{Q} & =\bigcup_{n=1}^{Q}\left(S_{n}^{+} \cup S_{n}^{-}\right), \\
S_{n}^{+} & =\{(\{n \theta\}, \theta): \theta \in[0,1)\} \\
& =\left\{\left(E, \frac{E+k}{n}\right): E \in[0,1), k=0,1, \ldots, n-1\right\}, \\
S_{n}^{-} & =\{(\{-n \theta\}, \theta): \theta \in[0,1)\}=\{(\{n(1-\theta)\}, \theta): \theta \in[0,1)\} \\
& =\left\{\left(E, 1-\frac{E+k}{n}\right): E \in[0,1), k=0,1, \ldots, n-1\right\} .
\end{aligned}
$$

Each set $S_{n}^{ \pm}$is the union of $n$ parallel segments of slope $\frac{1}{n}$. For each positive integer $Q$, consider the set $K_{Q}$ of points where two distinct segments from $S_{n}^{ \pm} \cap S_{m}^{ \pm}$or from $S_{n}^{ \pm} \cap S_{m}^{\mp}$ cross, $1 \leq n \neq m \leq Q .{ }^{2}$ An easy computation shows that

$$
\left\{\theta: \exists E \text { such that }(E, \theta) \in K_{Q}\right\}=\mathcal{F}_{2 Q}
$$

The case $Q=4$ is illustrated in Figure 9 .


Figure 9. The sets $\mathfrak{S}_{4}$ and $\mathcal{F}_{8}$.
Note that for irrational $\theta$, the $\theta$-section of $\mathcal{C}$ is the Cantor set

$$
\mathcal{C}_{\theta}=\{E: \exists \theta \text { such that }(E, \theta) \in \mathcal{C}\}=[0,1) \backslash\{\{n \theta\} ; n \in \mathbb{Z}\}
$$

The first Chern class can be handily read on $\mathcal{C}$ :

[^0]- Fix a positive integer $Q$ and a rational number in lowest terms $\theta=\frac{a}{q} \in$ $\mathcal{F}_{2 Q}$.
- Draw the horizontal segment of ordinate $\theta$ which joins the vertical axis $E=0$ with a point on one of the segments from $\mathfrak{S}_{Q}$. Let $c$ be the smallest positive integer $n$ with the property that the right endpoint belongs to $S_{n}^{+} \cup S_{n}^{-}$.
- Then the first Chern class of the corresponding spectral projection in $A_{\theta}$ should be $c$ or $-c$ according to whether the right endpoint belongs to $S_{c}^{+}$ or to $S_{c}^{-}$. In particular, $c$ is a nonzero integer such that $-\frac{Q}{2}<c<\frac{Q}{2}$.
It would be interesting to find a closer connection between the simplex $\mathfrak{S}$, which contains a good deal of number-theoretical information and can be used for instance to find the multiplicative inverse of a unit in the finite $\operatorname{ring} \mathbb{Z} / q \mathbb{Z}$, and the continuous field of $C^{*}$-algebras $\left(A_{\theta}\right)_{\theta \in[0,1)}$.
5.3. The label $n=0$. Estimates for the norm. The label $n=0$ corresponds to the external boundary of the butterfly. As a consequence of Theorem 5.1 (ii) this curve, which corresponds to the graph of the function $\theta \mapsto\left\|H_{\theta, \mu}\right\|$, is continuous and almost everywhere differentiable. The estimate $\left\|H_{\theta}\right\|<4$ is nontrivial for $0<\theta<1$, and means that the gap $n=0$ is always open. Lower bound estimates can be derived by using approximate eigenvectors. Exploiting cancellations in certain trigonometric sums one can also find an explicit upper bound for the norm and prove:

Theorem 5.3. ([17]) (i) For any $\theta \in\left[0, \frac{1}{2}\right]$ and any $\mu>0$,

$$
\left\|H_{\theta, \mu}\right\| \leq M_{\mu}(\theta)
$$

where

$$
M_{\mu}(\theta)= \begin{cases}2 \sqrt{1+\mu^{2}+|\mu|(\cos \pi \theta-\sin \pi \theta) \cos \pi \theta} & \text { if } \theta \in\left[0, \frac{1}{4}\right] \\ 2 \sqrt{1+\mu^{2}-\left(1-\frac{1}{\tan \pi \theta}\right)\left(1-\sqrt{\frac{1+\cos ^{2} 4 \pi \theta}{2}}\right) \min \left\{1, \mu^{2}\right\}} & \text { if } \theta \in\left[\frac{1}{4}, \frac{1}{2}\right]\end{cases}
$$

(ii) There exists an elementary function $\theta \mapsto m(\theta)$ such that

$$
m(\theta) \leq\left\|H_{\theta}\right\| \quad \text { for all } \theta \in[0,1] .
$$



Figure 10. The graphs of the functions $\left[0, \frac{1}{2}\right] \ni \theta \mapsto M_{1}(\theta),\left\|H_{\theta}\right\|, m(\theta)$.

REmark 5.4. For lack of space we do not give here the explicit form of the function $m$. We note however that in particular

$$
\min _{\theta \in[0,0.5]}\left\|H_{\theta}\right\| \geq \min _{\theta \in[0,0.5]} m(\theta) \approx \sqrt{6.59303} \approx 2.56769
$$

This is a satisfactory estimate for $\min _{0.25 \leq \theta \leq 0.5}\left\|H_{\theta}\right\|$, which appears to be, by numerical computations, just fractionally larger than 2.59.

Remark 5.5. The upper bound estimates in Theorem 5.3 significantly improve upon previous estimates obtained in [4] and in [55].

It would be interesting to prove or disprove the validity of the inequality

$$
\min _{\theta \in[0,0.25]}\left\|H_{\theta}\right\| \geq 2 \sqrt{2}
$$
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# Transgressions of the Godbillon-Vey Class and Rademacher functions 

Alain Connes and Henri Moscovici


#### Abstract

We construct, out of modular symbols, 1-traces that are invariant with respect to the actions of the Hopf algebra $\mathcal{H}_{1}$ on the crossed product $\mathcal{A}_{\mathbb{Q}}$ of the algebra of modular forms of all levels by $\mathrm{GL}^{+}(2, \mathbb{Q})$ investigated in earlier work. This provides a conceptual explanation for the construction of the Euler cocycle representing the image of the universal Godbillon-Vey class under the characteristic map of noncommutative Chern-Weil theory which we developed in our earlier work. We then refine the construction to produce secondary data by transgression. For the action determined by the Ramanujan connection the transgression takes place within the Euler class and the resulting cocycle coincides with the classical Rademacher function. The actions associated to cusp forms of higher weight produce transgressed cocycles that implement the Eichler-Shimura isomorphism. Finally, the actions corresponding to Eisenstein series give rise by transgression to the Eisenstein cocycle, expressed in terms of higher Dedekind sums and generalized Rademacher functions.


## Introduction

In earlier work $[\mathbf{8}, \mathbf{9}]$ we investigated a surprising interconnection between the transverse geometry of codimension 1 foliations and modular forms. At the core of this interplay lies the Hopf algebra $\mathcal{H}_{1}$, the first in a series of Hopf algebras $\mathcal{H}_{n}$ that were found [6] to determine the affine transverse geometry of codimension $n$ foliations. The periodic Hopf-cyclic cohomology of $\mathcal{H}_{1}$ is generated by two classes, $\left[\delta_{1}\right]$ for the odd component and $\left[R C_{1}\right]$ for the even component. The tautological action of $\mathcal{H}_{1}$ on the étale groupoid algebra $\mathcal{A}_{\mathcal{G}}$ associated to the frame bundle of a codimension 1 foliation preserves (up to a character) the canonical trace on $\mathcal{A}_{\mathcal{G}}$, and thus gives rise to a characteristic homomorphism in cyclic cohomology. This homomorphism maps $\left[\delta_{1}\right]$ to the Godbillon-Vey class and $\left[R C_{1}\right]$ to the transverse fundamental class.

The starting point of the investigation in [8] was the realization that the Hopf algebra $\mathcal{H}_{1}$ can be made to act on the crossed product $\mathcal{A}_{\mathbb{Q}}$ of the algebra of modular forms of all levels by $\mathrm{GL}^{+}(2, \mathbb{Q})$, via a natural connection provided by the Ramanujan operator on modular forms, thus conferring a symmetry structure to the space of lattices modulo the action of the Hecke correspondences. Although the algebra $\mathcal{A}_{\mathbb{Q}}$ no longer has an invariant trace, we used an ad hoc pairing with modular symbols to convert the Godbillon-Vey class $\left[\delta_{1}\right] \in H C^{1}\left(\mathcal{H}_{1}\right)$ into the Euler class of $\mathrm{GL}^{+}(2, \mathbb{Q})$.

In this paper we provide a completely conceptual explanation for the above pairing and at the same time extend it to the higher weight case. This is achieved by constructing out of modular symbols $\mathcal{H}_{1}$-invariant 1 -traces that support characteristic maps for certain actions of $\mathcal{H}_{1}$ on $\mathcal{A}_{\mathbb{Q}}$, canonically associated to modular forms. Moreover, we show that the image of the Godbillon-Vey class through these characteristic homomorphisms, obtained by the cup product between $\left[\delta_{1}\right]$ and the invariant 1-traces, transgresses to secondary data. For the projective action determined by the Ramanujan connection the transgression takes place within the Euler class, in a manner that ressembles the $K$-homological transgression in the context of $S U_{q}(2)$ [5], and leads to the classical Rademacher function [23]. For the actions associated to cusp forms of higher weight the transgressed classes implement the Eichler-Shimura isomorphism. The actions corresponding to Eisenstein series give rise by transgression to higher Dedekind sums and generalized Rademacher functions $([\mathbf{2 8}, \mathbf{2 0}])$, or equivalently to the Eisenstein cocycle of $[\mathbf{2 8}]$.

Generalized Dedekind sums have been related to special values of $L$-functions in the work of C. Meyer on the class-number formula $[\mathbf{1 8}, \mathbf{1 9}]$, and higher Dedekind sums appear in the work of Siegel $[\mathbf{2 5}, \mathbf{2 6}]$ and Zagier $[\mathbf{2 9}]$ on the values at non-positive integers of partial zeta functions over real quadratic fields. Eisenstein cocycles were employed by Stevens [28] and by Sczech [24] in order to compute these values more efficiently. The fact that these notions can be interpreted as secondary invariants is reminiscent of the secondary nature of the regulator invariants (cf. e.g. [10]) that are involved in the expression of the special values at non-critical points of $L$-functions associated to number fields (see e.g. [16], [30]).

## 1. The standard modular Hopf action

In this preliminary section, we briefly review the basic facts ([6], [8]) concerning the Hopf algebra $\mathcal{H}_{1}$ and its standard Hopf action on the crossed product $\mathcal{A}_{\mathbb{Q}}$ of the algebra of modular forms of all levels by $\mathrm{GL}^{+}(2, \mathbb{Q})$, associated to the Ramanujan connection.
1.1. The Hopf algebra $\mathcal{H}_{1}$ and its cyclic classes. We start by recalling the definition of the Hopf algebra $\mathcal{H}_{1}$. As an algebra, it coincides with the universal enveloping algebra of the Lie algebra with basis $\left\{X, Y, \delta_{n} ; n \geq 1\right\}$ and brackets

$$
[Y, X]=X,\left[Y, \delta_{n}\right]=n \delta_{n},\left[X, \delta_{n}\right]=\delta_{n+1},\left[\delta_{k}, \delta_{\ell}\right]=0, \quad n, k, \ell \geq 1
$$

As a Hopf algebra, the coproduct $\Delta: \mathcal{H}_{1} \rightarrow \mathcal{H}_{1} \otimes \mathcal{H}_{1}$ is determined by

$$
\begin{aligned}
& \Delta Y=Y \otimes 1+1 \otimes Y, \quad \Delta \delta_{1}=\delta_{1} \otimes 1+1 \otimes \delta_{1} \\
& \Delta X=X \otimes 1+1 \otimes X+\delta_{1} \otimes Y
\end{aligned}
$$

and the multiplicativity property

$$
\Delta\left(h^{1} h^{2}\right)=\Delta h^{1} \cdot \Delta h^{2}, \quad h^{1}, h^{2} \in \mathcal{H}_{1}
$$

the antipode is determined by

$$
S(Y)=-Y, \quad S(X)=-X+\delta_{1} Y, \quad S\left(\delta_{1}\right)=-\delta_{1}
$$

and the anti-isomorphism property

$$
S\left(h^{1} h^{2}\right)=S\left(h^{2}\right) S\left(h^{1}\right), \quad h^{1}, h^{2} \in \mathcal{H}_{1}
$$

finally, the counit is

$$
\varepsilon(h)=\text { constant term of } \quad h \in \mathcal{H}_{1} .
$$

The modular character $\delta \in \mathcal{H}_{1}^{*}$, determined by

$$
\delta(Y)=1, \quad \delta(X)=0, \quad \delta\left(\delta_{n}\right)=0,
$$

together with the unit of $1 \in \mathcal{H}_{1}$ forms a modular pair in involution $(\delta, 1)$, and thus the Hopf-cyclic cohomology $H C_{(\delta, 1)}^{1}\left(\mathcal{H}_{1}\right)$ is well-defined (for definitions, see [6, 7]). The element $\delta_{1} \in \mathcal{H}_{1}$ is a Hopf-cyclic cocycle, which gives a nontrivial class

$$
\left[\delta_{1}\right] \in H C_{(\delta, 1)}^{1}\left(\mathcal{H}_{1}\right)
$$

in the Hopf-cyclic cohomology of $\mathcal{H}_{1}$ with respect to the modular pair $(\delta, 1)$. Its periodic image generates the periodic group $H P^{1}\left(\mathcal{H}_{1} ; \delta, 1\right)$, and represents the universal Godbillon-Vey class (cf. [8, Prop. 3]).
The even component of the periodic cyclic cohomology group $\operatorname{HP}^{0}\left(\mathcal{H}_{1} ; \delta, 1\right)$ is generated by the "transverse fundamental class", represented by the Hopf-cyclic 2cocycle

$$
R C_{1}:=X \otimes Y-Y \otimes X-\delta_{1} Y \otimes Y
$$

(See [9] for the explanation of the notation.)
There is one other Hopf-cyclic 1-cocycle, intimately related to the classical Schwarzian, which plays a prominent role in the transverse geometry of modular Hecke algebras $([8,9])$. It is given by the primitive element

$$
\delta_{2}^{\prime}:=\delta_{2}-\frac{1}{2} \delta_{1}^{2} \in \mathcal{H}_{1}
$$

Its periodic class vanishes because $\delta_{2}^{\prime}=B(c)$, where $c$ is the following Hochschild 2-cocycle:

$$
c:=\delta_{1} \otimes X+\frac{1}{2} \delta_{1}^{2} \otimes Y
$$

1.2. Standard modular action of $\mathcal{H}_{1}$. The notation being as in $[8, \S 1]$, we form the crossed product algebra

$$
\mathcal{A}_{G^{+}(\mathbb{Q})}=\mathcal{M} \ltimes \mathrm{GL}^{+}(2, \mathbb{Q}),
$$

where $\mathcal{M}$ is the algebra of (holomorphic) modular forms of all levels. The product of two elements in $\mathcal{A}_{G^{+}(\mathbb{Q})}$,

$$
a^{0}=\sum_{\alpha} f_{\alpha}^{0} U_{\alpha} \quad \text { and } \quad a^{1}=\sum_{\beta} f_{\beta}^{1} U_{\beta},
$$

is given by the convolution rule

$$
a^{0} a^{1}=\sum_{\alpha, \beta} f_{\alpha}^{0} f_{\beta}^{1} \mid \alpha^{-1} U_{\alpha \beta} .
$$

We recall (see [8, Prop. 7]) that there is a unique Hopf action of the Hopf algebra $\mathcal{H}_{1}$ on $\mathcal{A}_{G^{+}(\mathbb{Q})}$ determined by letting the generators $\left\{Y, X, \delta_{1}\right\}$ of $\mathcal{H}_{1}$ act on monomials $f U_{\gamma}^{*} \in \mathcal{A}_{G^{+}(\mathbb{Q})}$ as follows:

$$
\begin{align*}
& Y\left(f U_{\gamma}^{*}\right)=Y(f) U_{\gamma}^{*}, \quad \text { where } \quad Y(f)=\frac{w(f)}{2} f, \quad w(f)=\operatorname{weight}(f)  \tag{1.1}\\
& X\left(f U_{\gamma}^{*}\right)=X(f) U_{\gamma}^{*}, \quad \text { where } \quad X=\frac{1}{2 \pi i} \frac{d}{d z}-\frac{1}{2 \pi i} \frac{d}{d z}\left(\log \eta^{4}\right) Y \tag{1.2}
\end{align*}
$$

and $\eta$ stands for the Dedekind $\eta$-function,

$$
\eta^{24}(z)=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{24}, \quad q=e^{2 \pi i z}
$$

lastly,

$$
\begin{equation*}
\delta_{1}\left(f U_{\gamma}^{*}\right)=\mu_{\gamma} f U_{\gamma}^{*}, \tag{1.3}
\end{equation*}
$$

with the factor $\mu_{\gamma}$ given by the expression

$$
\begin{equation*}
\mu_{\gamma}(z)=\frac{1}{12 \pi i} \frac{d}{d z} \log \frac{\Delta \mid \gamma}{\Delta}=\frac{1}{2 \pi i} \frac{d}{d z} \log \frac{\eta^{4} \mid \gamma}{\eta^{4}} ; \tag{1.4}
\end{equation*}
$$

equivalently,

$$
\begin{equation*}
\mu_{\gamma}(z)=\frac{1}{2 \pi^{2}}\left(G_{2} \left\lvert\, \gamma(z)-G_{2}(z)+\frac{2 \pi i c}{c z+d}\right.\right) \tag{1.5}
\end{equation*}
$$

where

$$
G_{2}(z)=2 \zeta(2)+2 \sum_{m \geq 1} \sum_{n \in \mathbb{Z}} \frac{1}{(m z+n)^{2}}=\frac{\pi^{2}}{3}-8 \pi^{2} \sum_{m, n \geq 1} m e^{2 \pi i m n z}
$$

is the quasimodular holomorphic Eisenstein series of weight 2. The factor $\mu_{\gamma}$ can further be expressed as the difference

$$
\begin{equation*}
\mu_{\gamma}=2\left(\phi_{\mathbf{0}} \mid \gamma-\phi_{\mathbf{0}}\right), \quad \phi_{\mathbf{0}}=\frac{1}{4 \pi^{2}} G_{\mathbf{0}} \tag{1.6}
\end{equation*}
$$

where $G_{0}$ is the modular (but nonholomorphic) weight 2 Eisenstein series

$$
G_{0}(z)=G_{0}(z, 0)
$$

obtained by taking the value at $s=0$ of the analytic continuation of the series

$$
\begin{aligned}
G_{0}(z, s) & =\sum_{(m, n) \in \mathbb{Z}^{2} \backslash 0}(m z+n)^{-2}|m z+n|^{-s} \\
& =2 \zeta(2+s)+2 \sum_{m \geq 1} \sum_{n \in \mathbb{Z}}(m z+n)^{-2}|m z+n|^{-s}, \quad \operatorname{Re} s>0
\end{aligned}
$$

It is related to $G_{2}$ by the identity

$$
G_{2}(z)=G_{0}(z)+\frac{2 \pi i}{z-\bar{z}}
$$

The equation (1.6) shows that the range of $\mu$ is contained in the space $\mathcal{E}_{2}(\mathbb{Q})$ of weight 2 Eisenstein series whose constant term in the $q$-expansion at each cusp is rational. We recall (following $[\mathbf{2 7}, \S 2.4]$ ) Hecke's construction $[\mathbf{1 4}]$ of a lattice of generators for the $\mathbb{Q}$-vector space $\mathcal{E}_{2}(\mathbb{Q})$.

For $\mathbf{a}=\left(a_{1}, a_{2}\right) \in(\mathbb{Q} / \mathbb{Z})^{2}$ and $z \in \mathbb{H}$ fixed, the series

$$
G_{\mathbf{a}}(z, s):=\sum_{\mathbf{m} \in \mathbb{Q}^{2} \backslash \mathbf{0}, \mathbf{m} \equiv \mathbf{a}(\bmod 1)}\left(m_{1} z+m_{2}\right)^{-2}\left|m_{1} z+m_{2}\right|^{-s}, \quad \operatorname{Re} s>0 ;
$$

defines a function that can be analytically continued beyond $\operatorname{Re} s=0$, which allows to define

$$
G_{\mathbf{a}}(z):=G_{\mathbf{a}}(z, 0) .
$$

Furthermore, one has

$$
G_{\mathbf{a}} \mid \gamma=G_{\mathbf{a} \cdot \gamma}, \quad \forall \gamma \in \Gamma(1),
$$

which shows that $G_{\mathbf{a}}(z)$ behaves like a weight 2 modular form of some level $N$. In fact the difference

$$
\wp_{\mathbf{a}}(z)=G_{\mathbf{a}}(z)-G_{\mathbf{0}}(z)
$$

is the $\mathbf{a}$-division value of the Weierstrass $\wp$-function. The collection of functions

$$
\left\{\wp_{\mathbf{a}} ; \mathbf{a} \in\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2} \backslash \mathbf{0}\right\}
$$

generates the space of weight 2 Eisenstein series of level $N$.
In order to obtain a set of generators for $\mathcal{E}_{2}(\mathbb{Q})$, one considers the additive characters $\chi_{\mathbf{x}}:\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2} \rightarrow \mathbb{C}^{\times}$defined by

$$
\begin{equation*}
\chi_{\mathbf{x}}\left(\frac{\mathbf{a}}{N}\right):=e^{2 \pi i\left(a_{2} x_{1}-a_{1} x_{2}\right)} \tag{1.7}
\end{equation*}
$$

for each $\mathbf{x}=\left(x_{1}, x_{2}\right) \in\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2}$, and one forms the series

$$
\begin{equation*}
\phi_{\mathbf{x}}(z):=(2 \pi N)^{-2} \sum_{\mathbf{a} \in\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2}} \chi_{\mathbf{x}}(\mathbf{a}) \cdot G_{\mathbf{a}}(z) \tag{1.8}
\end{equation*}
$$

The definition is independent of $N$ and, for each $\mathbf{x}=\left(x_{1}, x_{2}\right) \in\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2} \backslash \mathbf{0}$ then $\phi_{\mathbf{x}}$, gives a weight 2 Eisenstein series of level $N$.
To account for the special case when $\mathbf{x}=\mathbf{0}$, one adjoins the non-holomorphic but modular function $\phi_{0}$ defined in (1.6).
All the linear relations among the functions $\phi_{\mathbf{x}}, \mathbf{x} \in(\mathbb{Q} / \mathbb{Z})^{2}$ are encoded in the distribution property

$$
\begin{equation*}
\phi_{\mathbf{x}}=\sum_{\mathbf{y} \cdot \check{\gamma}=\mathbf{x}} \phi_{\mathbf{y}} \mid \gamma . \tag{1.9}
\end{equation*}
$$

where

$$
\check{\gamma}=\operatorname{det} \gamma \cdot \gamma^{-1}
$$

This allows to equip the extended Eisenstein space

$$
\mathcal{E}_{2}^{*}(\mathbb{Q})=\mathcal{E}_{2}(\mathbb{Q}) \oplus \mathbb{Q} \cdot \phi_{0},
$$

with a linear $\mathrm{PGL}^{+}(2, \mathbb{Q})$-action, as follows. Denoting

$$
\mathcal{S}:=(\mathbb{Q} / \mathbb{Z})^{2}, \quad \text { resp. } \quad \mathcal{S}^{\prime}:=\mathcal{S} \backslash \mathbf{0}
$$

and identifying in the obvious way

$$
\operatorname{PGL}^{+}(2, \mathbb{Q}) \cong M_{2}^{+}(\mathbb{Z}) /\{\text { scalars }\},
$$

where $M_{2}^{+}(\mathbb{Z})$ stands for the set of integral $2 \times 2$-matrices of determinant $>0$, one defines the action of $\gamma \in M_{2}^{+}(\mathbb{Z})$ by:

$$
\mathbf{x} \mid \gamma:=\sum_{\mathbf{y} \cdot \tilde{\gamma}=\mathbf{x}} \mathbf{y} \in \mathbb{Q}[\mathcal{S}] .
$$

With this definition one has

$$
\phi_{\mathbf{x}} \mid \gamma=\phi_{\mathbf{x} \mid \gamma}, \quad \gamma \in M_{2}^{+}(\mathbb{Z})
$$

Modulo the subspace of 'distribution relations'

$$
\mathcal{R}:=\mathbb{Q}-\text { span of } \quad\left\{\mathbf{x}-\mathbf{x} \left\lvert\,\left(\begin{array}{cc}
n & 0 \\
0 & n
\end{array}\right)\right. ; \mathbf{x} \in \mathcal{S}, n \in \mathbb{Z} \backslash 0\right\}
$$

the assignment $\mathbf{x} \in \mathcal{S} \longmapsto \phi_{\mathbf{x}}$ induces an isomorphism of $\mathrm{PGL}_{2}^{+}(2, \mathbb{Q})$-modules

$$
\mathbb{Q}[\mathcal{S}] / \mathcal{R} \cong \mathcal{E}_{2}^{*}(\mathbb{Q})
$$

In view of the above the identity (1.6) can be completed as follows:

$$
\begin{equation*}
\mu_{\gamma}=2\left(\phi_{\mathbf{0}} \mid \gamma-\phi_{\mathbf{0}}\right)=2\left(\sum_{\mathbf{y} \cdot \check{\gamma}=\mathbf{0}} \phi_{\mathbf{y}}-\phi_{\mathbf{0}}\right), \quad \forall \gamma \in M_{2}^{+}(\mathbb{Z}) \tag{1.10}
\end{equation*}
$$

## 2. Characteristic map for the standard action

In this section we provide the conceptual explanation for the period pairing which was employed in $[\mathbf{8}]$ to obtain the Euler class out of the universal Godbillon-Vey class $\left[\delta_{1}\right] \in H C_{(\delta, 1)}^{1}\left(\mathcal{H}_{1}\right)$, by showing that it is in fact the by-product of a characteristic map associated to a 1-trace which is invariant with respect to the standard action of $\mathcal{H}_{1}$ on $\mathcal{A}$.
Extending a classical 'splitting formula' for the restriction to $\mathrm{SL}(2, \mathbb{Z})$ of the 2cocycle that gives the universal cover of $\operatorname{SL}(2, \mathbb{R})$, we shall then obtain a new formula for the rational 2-cocycle representing the Euler class found in [8], showing that it differs from the Petersson cocycle ( $[\mathbf{1}],[\mathbf{2 1}]$ ) by precisely the coboundary of the classical Rademacher function.
2.1. Characteristic map and cup products. In [6] (see also [7]) we defined a characteristic map associated to a Hopf module algebra with invariant trace. The construction has been subsequently extended to higher traces [11] and turned into a cup product in Hopf-cyclic cohomology, [15]. A predecessor of these constructions is the contraction of a cyclic $n$-cocycle by the generator of a 1-parameter group of automorphisms that fixes the cocycle, $[\mathbf{4}$, Chap.III. 6. $\beta]$. We shall apply the latter to a specific 1-trace $\tau_{0} \in Z C^{1}(\mathcal{A})$, which will be described in details in the next subsection. Further on, it will also be applied in the context of cyclic cohomology with coefficients, to 1-traces $\tau_{W} \in Z C^{1}(\mathcal{A}, W)$, where $W$ denotes an algebraically irreducible GL( $2, \mathbb{Q}$ )-module.

Let us assume that $\tau \in C^{1}(\mathcal{A})$ is a cyclic cocycle which satisfies, with respect to a given Hopf action of $\mathcal{H}_{1}$ on $\mathcal{A}$, the invariance property

$$
\begin{equation*}
\tau\left(h_{(1)}\left(a^{0}\right), h_{(2)}\left(a^{1}\right)\right)=\delta(h) \tau\left(a^{0}, a^{1}\right), \quad \forall h \in \mathcal{H}_{1}, a^{0}, a^{1} \in \mathcal{A} \tag{2.1}
\end{equation*}
$$

The simplest expression for the cup product

$$
g v=\delta_{1} \# \tau \in Z C^{2}(\mathcal{A})
$$

is given by the contraction formula in [4, Chap.III.6. $\beta$ ] mentioned above, which (in the non-normalized form, $[\mathbf{1 1}, \S 3]$ ) takes the expression:

$$
\begin{equation*}
g v\left(a^{0}, a^{1}, a^{2}\right)=\tau\left(a^{0} \delta_{1}\left(a^{1}\right), a^{2}\right), \quad a^{0}, a^{1}, a^{2} \in \mathcal{A} . \tag{2.2}
\end{equation*}
$$

For the convenience of the reader, let us check directly that this formula gives a cocycle in the $(b, B)$-bicomplex of the algebra $\mathcal{A}$.

Lemma 1. Let $\tau \in Z C^{1}(\mathcal{A})$ be a cyclic cocycle satisfying the $\mathcal{H}_{1}$-invariance property (2.1). Then $b(g v)=0$ and $B(g v)=0$.

Proof. Using the fact that $\delta_{1}$ acts as a derivation, one has

$$
\begin{aligned}
& b(g v)\left(a^{0}, a^{1}, a^{2}, a^{3}\right)=\tau\left(a^{0} a^{1} \delta_{1}\left(a^{2}\right), a^{3}\right)-\tau\left(a^{0} \delta_{1}\left(a^{1} a^{2}\right), a^{3}\right) \\
+ & \tau\left(a^{0} \delta_{1}\left(a^{1}\right), a^{2} a^{3}\right)-\tau\left(a^{3} a^{0} \delta_{1}\left(a^{1}\right), a^{2}\right) \\
= & -\tau\left(a^{0} \delta_{1}\left(a^{1}\right) a^{2}, a^{3}\right)+\tau\left(a^{0} \delta_{1}\left(a^{1}\right), a^{2} a^{3}\right) \\
- & \tau\left(a^{3} a^{0} \delta_{1}\left(a^{1}\right), a^{2}\right)=-b \tau\left(a^{0} \delta_{1}\left(a^{1}\right), a^{2}, a^{3}\right)=0 .
\end{aligned}
$$

Passing to $B$, since $\tau(a, 1)=0$ for any $a \in \mathcal{A}$, one has

$$
\begin{aligned}
& B(g v)\left(a^{0}, a^{1}\right)=g v\left(1, a^{0}, a^{1}\right)-g v\left(1, a^{1}, a^{0}\right) \\
= & \tau\left(\delta_{1}\left(a^{0}\right), a^{1}\right)-\tau\left(\delta_{1}\left(a^{1}\right), a^{0}\right)=\tau\left(\delta_{1}\left(a^{0}\right), a^{1}\right)+\tau\left(a^{0}, \delta_{1}\left(a^{1}\right)\right)=0,
\end{aligned}
$$

the vanishing taking place because $\tau \in Z C^{1}(\mathcal{A})$ is $\mathcal{H}_{1}$-invariant.
2.2. The basic invariant 1-cocycles. The modular symbol cocycle of weight 2 associated to a base point $z_{0} \in \mathbb{H}, \tau_{0} \in Z C^{1}(\mathcal{A})$, is defined as follows. For monomials $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}} \in \mathcal{A}, \tau_{0}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)=0$, unless they satisfy the condition

$$
\begin{equation*}
w\left(f^{0}\right)+w\left(f^{1}\right)=2 \quad \text { and } \quad \gamma_{0} \gamma_{1}=1 \tag{2.3}
\end{equation*}
$$

in which case it is given by the integral

$$
\begin{equation*}
\tau_{0}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)=\int_{z_{0}}^{\gamma_{0} z_{0}} f^{0} f^{1} \mid \gamma_{1} d z \tag{2.4}
\end{equation*}
$$

The fact that $\tau_{0} \in C^{1}(\mathcal{A})$ is indeed an $\mathcal{H}_{1}$-invariant cyclic cocycle is the content of the following result.

Proposition 2. The cochain $\tau_{0} \in C^{1}(\mathcal{A})$ is a cyclic cocycle which satisfies the $\mathcal{H}_{1}$-invariance property (2.1) with respect to the standard action.

Proof. Let $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}, f^{2} U_{\gamma_{2}} \in \mathcal{A}$ be such that

$$
\begin{equation*}
w\left(f^{0}\right)+w\left(f^{1}\right)+w\left(f^{2}\right)=2 \quad \text { and } \quad \gamma_{0} \gamma_{1} \gamma_{2}=1 \tag{2.5}
\end{equation*}
$$

One has

$$
\begin{aligned}
& b \tau_{0}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}, f^{2} U_{\gamma_{2}}\right)= \\
= & \tau_{0}\left(f^{0} f^{1} \mid \gamma_{0}{ }^{-1} U_{\gamma_{0} \gamma_{1}}, f^{2} U_{\gamma_{2}}\right)-\tau_{0}\left(f^{0} U_{\gamma_{0}}, f^{1} f^{2} \mid \gamma_{1}{ }^{-1} U_{\gamma_{1} \gamma_{2}}\right) \\
+ & \tau_{0}\left(f^{2} f^{0} \mid \gamma_{2}{ }^{-1} U_{\gamma_{2} \gamma_{0}}, f^{1} U_{\gamma_{1}}\right) \\
= & \int_{z_{0}}^{\gamma_{0} \gamma_{1} z_{0}} f^{0} f^{1}\left|\gamma_{0}{ }^{-1} f^{2}\right| \gamma_{1}{ }^{-1} \gamma_{0}{ }^{-1} d z-\int_{z_{0}}^{\gamma_{0} z_{0}} f^{0} f^{1}\left|\gamma_{0}{ }^{-1} f^{2}\right| \gamma_{1}{ }^{-1} \gamma_{0}{ }^{-1} d z \\
+ & \int_{z_{0}}^{\gamma_{2} \gamma_{0} z_{0}} f^{2} f^{0}\left|\gamma_{2}^{-1} f^{1}\right| \gamma_{0}{ }^{-1} \gamma_{2}^{-1} d z \\
= & \int_{\gamma_{0} z_{0}}^{\gamma_{0} \gamma_{1} z_{0}} f^{0} f^{1}\left|\gamma_{0}^{-1} f^{2}\right| \gamma_{2} d z+\int_{z_{0}}^{\gamma_{2} \gamma_{0} z_{0}} f^{2} f^{0}\left|\gamma_{2}^{-1} f^{1}\right| \gamma_{0}^{-1} \gamma_{2}^{-1} d z \\
= & \int_{\gamma_{0} z_{0}}^{\gamma_{2}{ }^{-1} z_{0}} f^{0} f^{1}\left|\gamma_{0}{ }^{-1} f^{2}\right| \gamma_{2} d z+\int_{\gamma_{2}-1}^{\gamma_{0} z_{0}} f^{2}\left|\gamma_{2} f^{0} f^{1}\right| \gamma_{0}^{-1} d z=0,
\end{aligned}
$$

and so $\tau_{0}$ is a Hochschild cocycle.
It is also cyclic, because for $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}} \in \mathcal{A}$ satisfying (2.3) one has

$$
\begin{aligned}
\lambda_{1} \tau_{0}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right) & =-\tau_{0}\left(f^{1} U_{\gamma_{1}}, f^{0} U_{\gamma_{0}}\right)=-\int_{z_{0}}^{\gamma_{1} z_{0}} f^{1} f^{0} \mid \gamma_{1}{ }^{-1} d z \\
& =\int_{z_{0}}^{\gamma_{0} z_{0}} f^{1} \mid \gamma_{1} f^{0} d z=\tau_{0}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)
\end{aligned}
$$

In view of its multiplicative nature, it suffices to check the $\mathcal{H}_{1}$-invariance property (2.1) on the algebra generators $\left\{Y, X, \delta_{1}\right\}$. Starting with $Y$, and with $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}$ satisfying (2.3), one has

$$
\begin{aligned}
& \tau_{0}\left(Y\left(f^{0} U_{\gamma_{0}}\right), f^{1} U_{\gamma_{1}}\right)+\tau_{0}\left(f^{0} U_{\gamma_{0}}, Y\left(f^{1} U_{\gamma_{1}}\right)\right)= \\
= & \left.\int_{z_{0}}^{\gamma_{0} z_{0}} Y\left(f^{0} f^{1} \mid \gamma_{0}{ }^{-1}\right) d z=\frac{w\left(f^{0}\right)+w\left(f^{1}\right)}{2} \int_{z_{0}}^{\gamma_{0} z_{0}} f^{0} f^{1} \right\rvert\, \gamma_{0}{ }^{-1} d z \\
= & \int_{z_{0}}^{\gamma_{0} z_{0}} f^{0} f^{1} \mid \gamma_{0}{ }^{-1} d z=\delta(Y) \tau_{0}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right) .
\end{aligned}
$$

Passing to $X$, the identity (2.1) is nontrivial only if $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}} \in \mathcal{A}$ satisfy

$$
\begin{equation*}
w\left(f^{0}\right)+w\left(f^{1}\right)=0 \quad \text { and } \quad \gamma_{0} \gamma_{1}=1 \tag{2.6}
\end{equation*}
$$

which actually implies that $f^{0}$ and $f^{1}$ are constants. One gets

$$
\tau\left(X\left(f^{0}\right) U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)+\tau\left(f^{0} U_{\gamma_{0}}, X\left(f^{1}\right) U_{\gamma_{1}}\right)+\tau\left(\delta_{1}\left(f^{0} U_{\gamma_{0}}\right), Y\left(f^{1}\right) U_{\gamma_{1}}\right)=0
$$

since $X\left(f^{j}\right)=0$ and $Y\left(f^{1}\right)=0$.
Finally, with $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}$ as above, one has

$$
\begin{aligned}
& \tau\left(\delta_{1}\left(f^{0} U_{\gamma_{0}}\right), f^{1} U_{\gamma_{1}}\right)+\tau\left(f^{0} U_{\gamma_{0}}, \delta_{1}\left(f^{1} U_{\gamma_{1}}\right)\right)= \\
= & \int_{z_{0}}^{\gamma_{0} z_{0}}\left(\mu_{\gamma_{1}}+\mu_{\gamma_{0}} \mid \gamma_{1}\right) f^{0} f^{1} \mid \gamma_{1} d z=0,
\end{aligned}
$$

because of the cocycle property of $\mu$.

Allowing the base point $z_{0}$ to belong to the 'arithmetic' boundary of the upper half plane $P^{1}(\mathbb{Q})$ requires some regularization of the integral. This can be achieved by the standard procedure of removing the poles of Eisenstein series, [27]. In the case at hand, it amounts to a coboundary modification which we proceed now to describe.
To obtain it, we start from the observation that the derivative of $\tau_{0}$ with respect to the base point $z_{0} \in \mathbb{H}$ is a coboundary:

$$
\frac{d}{d z_{0}} \tau_{0}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)=\left(f^{0} \mid \gamma_{0} f^{1}\right)\left(z_{0}\right)-\left(f^{0} f^{1} \mid \gamma_{1}\right)\left(z_{0}\right)=-b \epsilon\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)
$$

where $\epsilon$ is the evaluation map at $z_{0}$ :

$$
\epsilon\left(f U_{\gamma}\right)=\left\{\begin{array}{rc}
f\left(z_{0}\right) & \text { if } \\
0 & \gamma=1, f \in \mathcal{M}_{2} \\
0 & \text { otherwise } .
\end{array}\right.
$$

Taking the base point at the cusp $\infty$, we split the evaluation functional $\epsilon$ into two other functionals, the constant term at $\infty$

$$
\mathbf{a}_{0}\left(f U_{\gamma}\right)=\left\{\begin{array}{rc}
a_{0} & \text { if } \\
0 & \gamma=1, f \in \mathcal{M}_{2} \\
0 & \text { otherwise }
\end{array}\right.
$$

and the evaluation of the remainder

$$
\widetilde{\epsilon}\left(f U_{\gamma}\right)=\left\{\begin{array}{rc}
\widetilde{f}\left(z_{0}\right) & \text { if } \\
0 & \gamma=1, f \in \mathcal{M}_{2} \\
0 & \text { otherwise },
\end{array}\right.
$$

where for $f \in \mathcal{M}_{2}$ of level $N$,

$$
f(z)=\sum_{n=0}^{\infty} a_{n} e^{\frac{2 \pi i n z}{N}}
$$

represents its Fourier expansion at $\infty$, and

$$
\widetilde{f}(z):=f(z)-\mathbf{a}_{0}(f) .
$$

Both functionals are well-defined, because $a_{0}$ is independent of the level. To obtain a cohomologous cocycle independent of $z_{0}$, it suffices to add to $\tau_{0}$ the sum of coboundaries of suitable anti-derivatives for the two components. We therefore define

$$
\widetilde{\tau_{0}}=\tau_{0}+z_{0} b \mathbf{a}_{0}-\int_{z_{0}}^{i \infty} b \widetilde{\epsilon} d z
$$

that is, for $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}} \in \mathcal{A}$ as in (2.3)

$$
\begin{align*}
\widetilde{\tau_{0}}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right) & =\int_{z_{0}}^{\gamma_{0} z_{0}} f^{0} f^{1} \mid \gamma_{1} d z+z_{0} \mathbf{a}_{0}\left(f^{0} f^{1}\left|\gamma_{1}-f^{0}\right| \gamma_{0} f^{1}\right) \\
& -\int_{z_{0}}^{i \infty} \widetilde{\epsilon}\left(f^{0} f^{1}\left|\gamma_{1}-f^{0}\right| \gamma_{0} f^{1}\right) d z \tag{2.7}
\end{align*}
$$

The fact that $\widetilde{\tau_{0}} \in C^{1}(\mathcal{A})$ still satisfies Proposition 2 can be checked by an obvious adaptation of its proof.
2.3. Euler class and the transgression formula. As a first example, we now specialize the construction of the cup product to the invariant cocycle $\tau_{0} \in$ $Z C^{1}(\mathcal{A})$. Let $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}, f^{2} U_{\gamma_{2}} \in \mathcal{A}$ be such that $\gamma_{0} \gamma_{1} \gamma_{2}=1$. Then

$$
\begin{aligned}
& g v\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}, f^{2} U_{\gamma_{2}}\right)=\tau_{0}\left(f^{0} U_{\gamma_{0}} \mu_{\gamma_{1}-1} f^{1} U_{\gamma_{1}}, f^{2} U_{\gamma_{2}}\right)= \\
= & \tau_{0}\left(f^{0} f^{1}\left|\gamma_{0}{ }^{-1} \mu_{\gamma_{1}-1}\right| \gamma_{0}^{-1} U_{\gamma_{0} \gamma_{1}}, f^{2} U_{\gamma_{2}}\right) \\
= & \int_{z_{0}}^{\gamma_{0} \gamma_{1} z_{0}} f^{0} f^{1}\left|\gamma_{0}{ }^{-1} \mu_{\gamma_{1}-1}\right| \gamma_{0}{ }^{-1} f^{2} \mid \gamma_{1}{ }^{-1} \gamma_{0}{ }^{-1} d z \\
= & \int_{\gamma_{0}-1 z_{0}}^{\gamma_{1} z_{0}} f^{0}\left|\gamma_{0} f^{1} \mu_{\gamma_{1}-1} f^{2}\right| \gamma_{1}{ }^{-1} d z=\int_{\gamma_{2} z_{0}}^{z_{0}} f^{0}\left|\gamma_{0} \gamma_{1} f^{1}\right| \gamma_{1} \mu_{\gamma_{1}-1} \mid \gamma_{1} f^{2} d z \\
(2.8)= & \int_{z_{0}}^{\gamma_{2} z_{0}} f^{0}\left|\gamma_{0} \gamma_{1} f^{1}\right| \gamma_{1} f^{2} \mu_{\gamma_{1}} d z .
\end{aligned}
$$

In particular, the restriction to $\mathcal{A}_{0}=\mathbb{C}\left[\mathrm{GL}^{+}(2, \mathbb{Q})\right]$ is the group cocycle

$$
\begin{equation*}
G V\left(\gamma_{1}, \gamma_{2}\right):=g v\left(U_{\gamma_{0}}, U_{\gamma_{1}}, U_{\gamma_{2}}\right)=\int_{z_{0}}^{\gamma_{2} z_{0}} \mu_{\gamma_{1}} d z \tag{2.9}
\end{equation*}
$$

whose real part

$$
\begin{equation*}
\operatorname{Re} G V\left(\gamma_{1}, \gamma_{2}\right):=\operatorname{Re} \int_{z_{0}}^{\gamma_{2} z_{0}} \mu_{\gamma_{1}} d z, \quad \gamma_{1}, \gamma_{2} \in \operatorname{GL}^{+}(2, \mathbb{Q}) \tag{2.10}
\end{equation*}
$$

represents a generator of $H^{2}(\mathrm{SL}(2, \mathbb{Q}), \mathbb{R})$, hence a multiple of the Euler class (cf. [8, Thm. 16]).
For a more precise identification, we shall be very specific about the choice of the Euler class. Namely, we take it as the class $\mathbf{e} \in H_{\text {bor }}^{2}(\mathbb{T}, \mathbb{Z})$ defined by the extension

$$
0 \rightarrow \mathbb{Z} \rightarrow \mathbb{R} \rightarrow \mathbb{T} \rightarrow 1
$$

via the canonical isomorphisms

$$
H_{\mathrm{bor}}^{2}(\mathbb{T}, \mathbb{Z}) \simeq H^{2}(B \mathbb{T}, \mathbb{Z}) \simeq H^{2}(B \mathrm{SL}(2, \mathbb{R}), \mathbb{Z}) \simeq H_{\mathrm{bor}}^{2}(\mathrm{SL}(2, \mathbb{R}), \mathbb{Z})
$$

followed by the succession of natural map

$$
H_{\mathrm{bor}}^{2}(\mathrm{SL}(2, \mathbb{R}), \mathbb{Z}) \rightarrow H^{2}(\mathrm{SL}(2, \mathbb{Q}), \mathbb{Z}) \rightarrow H^{2}(\mathrm{SL}(2, \mathbb{Q}), \mathbb{R})
$$

we regard it as a class $\mathbf{e} \in H^{2}(\operatorname{SL}(2, \mathbb{Q}), \mathbb{R})$.
Proposition 3. The 2 -cocycle $\operatorname{Re} G V \in Z^{2}(\mathrm{SL}(2, \mathbb{Q}), \mathbb{R})$ represents the class $-2 \mathbf{e} \in$ $H^{2}(\mathrm{SL}(2, \mathbb{Q}), \mathbb{R})$, while $\operatorname{Im} G V$ is a coboundary.

Proof. In view of the definition (2.9) and using (1.4), one has for $\gamma_{1}, \gamma_{2} \in$ $\mathrm{GL}^{+}(2, \mathbb{Q})$,

$$
\begin{align*}
12 \pi i G V\left(\gamma_{1}, \gamma_{2}\right) & =12 \pi i \int_{z_{0}}^{\gamma_{2} z_{0}} \mu_{\gamma_{1}}(z) d z=\int_{z_{0}}^{\gamma_{2} z_{0}} \frac{d}{d z} \log \frac{\Delta \mid \gamma_{1}}{\Delta} d z \\
& =\int_{z_{0}}^{\gamma_{2} z_{0}}\left(d \log \Delta \mid \gamma_{1}-d \log \Delta\right) \\
& =\log \Delta\left|\gamma_{1}\left(\gamma_{2} z_{0}\right)-\log \Delta\right| \gamma_{1}\left(z_{0}\right) \\
& -\left(\log \Delta\left(\gamma_{2} z_{0}\right)-\log \Delta\left(z_{0}\right)\right) \tag{2.11}
\end{align*}
$$

where, since both $\Delta$ and $\Delta \mid \gamma_{1}$ don't have zeros in $\mathbb{H}$ one lets $\log \Delta$ and $\log \Delta \mid \gamma_{1}$ be holomorphic determinations of the logarithm whose choice is unimportant at this stage, since the additive constant which depends only on $\gamma_{1}$ cancels out. Let

$$
j(\gamma, z)=c z+d, \quad \gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{GL}^{+}(2, \mathbb{Q})
$$

be the automorphy factor. Since it has no zero in $\mathbb{H}$ one can choose for each $\gamma$ a holomorphic determination $\log j^{2}(\gamma, z)$ of its logarithm (for instance using the principal branch for $\mathbb{C} \backslash[0, \infty)$ of the logarithm when $c \neq 0$ and taking $\log d^{2}$ when $c=0$ ). One then has,

$$
\log \Delta \mid \gamma(z)=\log \Delta(\gamma z)-6 \log j^{2}(\gamma, z)+2 \pi i k(\gamma), \quad \forall z \in \mathbb{H}
$$

for some $k(\gamma) \in \mathbb{Z}$. Thus (2.11) can be continued as follows:

$$
\begin{align*}
12 \pi i G V\left(\gamma_{1}, \gamma_{2}\right) & =\log \Delta\left(\gamma_{1} \gamma_{2} z_{0}\right)-\log \Delta\left(\gamma_{1} z_{0}\right)-\log \Delta\left(\gamma_{2} z_{0}\right) \\
& +\log \Delta\left(z_{0}\right)-6\left(\log j^{2}\left(\gamma_{1}, \gamma_{2} z_{0}\right)-\log j^{2}\left(\gamma_{1}, z_{0}\right)\right) \tag{2.12}
\end{align*}
$$

again after the cancelation of the additive constants. The equality

$$
\begin{equation*}
\log j^{2}\left(\gamma_{1} \gamma_{2}, z_{0}\right)=\log j^{2}\left(\gamma_{1}, \gamma_{2} z_{0}\right)+\log j^{2}\left(\gamma_{2}, z_{0}\right)-2 \pi i c\left(\gamma_{1}, \gamma_{2}\right) \tag{2.13}
\end{equation*}
$$

determines a cocycle $c \in Z^{2}(\operatorname{PSL}(2, \mathbb{R}), \mathbb{Z})$ (which is precisely the cocycle discussed in $[\mathbf{2}, \S \mathrm{B}-2]$, and whose cohomology class is independent of the choices of the branches $\log j^{2}(\gamma, z)$ of the logarithm). Inserting (2.13) into (2.12) one obtains

$$
\begin{align*}
12 \pi i G V\left(\gamma_{1}, \gamma_{2}\right) & =\log \Delta\left(z_{0}\right)+\log \Delta\left(\gamma_{1} \gamma_{2} z_{0}\right)-\log \Delta\left(\gamma_{1} z_{0}\right)-\log \Delta\left(\gamma_{2} z_{0}\right) \\
& -6\left(\log j^{2}\left(\gamma_{1} \gamma_{2}, z_{0}\right)-\log j^{2}\left(\gamma_{2}, z_{0}\right)-\log j^{2}\left(\gamma_{1}, z_{0}\right)\right) \\
& -12 \pi i c\left(\gamma_{1}, \gamma_{2}\right) . \tag{2.14}
\end{align*}
$$

This identity shows that the cocycles $\operatorname{Re} G V$ and $-c$ are cohomologous in $Z^{2}(\operatorname{PSL}(2, \mathbb{Q}), \mathbb{R})$, and also that $\operatorname{Im} G V$ is a coboundary.
On the other hand, the restriction of $c \in Z_{\text {bor }}^{2}(\mathrm{SL}(2, \mathbb{R}), \mathbb{Z})$ to $\mathbb{T}=S O(2)$,

$$
\begin{aligned}
c\left(\gamma\left(\theta_{1}\right), \gamma\left(\theta_{2}\right)\right) & =\frac{1}{2 \pi i}\left(\log e^{2 i \theta_{1}}+\log e^{2 i \theta_{2}}-\log e^{2 i\left(\theta_{1}+\theta_{2}\right)}\right), \\
\text { where } \gamma(\theta) & =\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right), \quad \theta \in[0,2 \pi) .
\end{aligned}
$$

evidently represents the class $2 \mathbf{e} \in H_{\text {bor }}^{2}(\mathbb{T}, \mathbb{Z})$, which concludes the proof.
The Euler class $\mathbf{e} \in H^{2}(\mathrm{SL}(2, \mathbb{Q}), \mathbb{Z})$ occurs naturally in the context of the Chern character in K-homology [3], as the Chern character of a natural Fredholm module given by the "dual Dirac" operator relative to a base point $z_{0} \in \mathbb{H}$. When moving the base point to the cusp $i \infty \in P^{1}(\mathbb{Q})$, it coincides with the restriction of the 2-cocycle $e \in Z^{2}(\mathrm{SL}(2, \mathbb{R}), \mathbb{Z})$ introduced by Petersson, $[\mathbf{2 1}]$, and investigated in detail by Asai, [1], where it is denoted $w$ ). It is defined, for $g_{1}, g_{2} \in \operatorname{SL}(2, \mathbb{R})$, by the formula

$$
\begin{equation*}
e\left(g_{1}, g_{2}\right)=\frac{1}{2 \pi i}\left(\log j\left(g_{2}, z\right)+\log j\left(g_{1}, g_{2} z\right)-\log j\left(g_{1} g_{2}, z\right)\right) \tag{2.15}
\end{equation*}
$$

with the logarithm chosen so that $\operatorname{Im} \log \in[-\pi, \pi)$; the above definition is independent of $z \in \mathbb{H}$.

Asai $[\mathbf{1}, \S 1-4]$ has shown that it can be given a simple expression, analogous to Kubota's cocycles [17] for coverings over local fields, which is as follows:

$$
\begin{equation*}
e\left(g_{1}, g_{2}\right)=-\left(x\left(g_{1}\right) \mid x\left(g_{2}\right)\right)+\left(-x\left(g_{1}\right) x\left(g_{2}\right) \mid x\left(g_{1} g_{2}\right)\right) \tag{2.16}
\end{equation*}
$$

where

$$
x(g)=\left\{\begin{array}{lll}
c & \text { if } & c>0, \\
d & \text { if } & c=0,
\end{array} \quad \forall g=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \operatorname{SL}(2, \mathbb{R})\right.
$$

and for any two numbers $x_{1}, x_{2} \in \mathbb{R}$, the (Hilbert-like) symbol $\left(x_{1} \mid x_{2}\right)$ is defined as

$$
\left(x_{1} \mid x_{2}\right)=\left\{\begin{array}{cc}
1 & \text { iff } \quad x_{1}<0 \text { and } x_{2}<0 \\
0 & \text { otherwise }
\end{array}\right.
$$

Replacing $\tau_{0}$ by $\widetilde{\tau}_{0}$ one obtains, as in (2.8) and (2.9), the cohomologous group 2 -cocycle on $\mathrm{GL}^{+}(2, \mathbb{Q})$

$$
\widetilde{G V}\left(\gamma_{1}, \gamma_{2}\right)=\widetilde{\tau}_{0}\left(U_{\gamma_{0}} \delta_{1}\left(U_{\gamma_{1}}\right), U_{\gamma_{2}}\right)=\widetilde{\tau}_{0}\left(\mu_{\gamma_{1}-1} \mid \gamma_{0}^{-1} U_{\gamma_{0} \gamma_{1}}, U_{\gamma_{2}}\right)
$$

(2.17)

$$
\left.\int_{z_{0}}^{\gamma_{2} z_{0}} \mu_{\gamma_{1}} d z+z_{0} \mathbf{a}_{0}\left(\mu_{\gamma_{1}}-\mu_{\gamma_{1}} \mid \gamma_{2}\right)+\int_{z_{0}}^{i \infty} \widetilde{\left(\mu_{\gamma_{1}} \mid \gamma_{2}\right.}-\widetilde{\mu_{\gamma_{1}}}\right) d z
$$

In $[\mathbf{8}, \S 4]$ we found an explicit rational formula for $\operatorname{Re} \widetilde{G V}$, in terms of Rademacher-
Dedekind sums, which we proceed now to recall.
Since by its very definition $\operatorname{Re} \widetilde{G V}$ descends to a 2-cocycle on $\mathrm{PGL}^{+}(2, \mathbb{Q})$, it suffices to express it for pairs of matrices with integer entries

$$
\gamma_{1}=\left(\begin{array}{ll}
a_{1} & b_{1}  \tag{2.18}\\
c_{1} & d_{1}
\end{array}\right), \quad \gamma_{2}=\left(\begin{array}{ll}
a_{2} & b_{2} \\
c_{2} & d_{2}
\end{array}\right) \in M_{2}^{+}(\mathbb{Z})
$$

When $\gamma_{2} \in B^{+}(\mathbb{Z})$, that is $c_{2}=0$, then

$$
\begin{equation*}
\operatorname{Re} \widetilde{G V}\left(\gamma_{1}, \gamma_{2}\right)=\frac{b_{2}}{d_{2}} \sum_{\mathbf{x} \cdot \gamma_{1}=\mathbf{0}, \mathbf{x} \neq \mathbf{0}} \mathbf{B}_{2}\left(x_{1}\right) \tag{2.19}
\end{equation*}
$$

where $\mathbf{B}_{2}(x):=(x-[x])^{2}-(x-[x])+\frac{1}{6}$, with $[x]=$ greatest integer $\leq x$.
When $c_{2}>0$, then

$$
\begin{array}{r}
\operatorname{Re} \widetilde{G V}\left(\gamma_{1}, \gamma_{2}\right)=\frac{a_{2}}{c_{2}} \sum_{\mathbf{x} \cdot \check{\gamma_{1}}=\mathbf{0}, \mathbf{x} \neq \mathbf{0}} \mathbf{B}_{2}\left(x_{1}\right)+\frac{d_{2}}{c_{2}} \sum_{\mathbf{x} \cdot \check{\gamma}_{2} \check{\gamma_{1}}=\mathbf{0}, \mathbf{x} \neq \mathbf{0}} \mathbf{B}_{2}\left(x_{1}\right) \\
(2.20)-2 \sum_{\mathbf{x} \cdot \check{\gamma_{1}}=\mathbf{0}, \mathbf{x} \neq \mathbf{0}} \sum_{j=0}^{c_{2}^{\prime}-1} \mathbf{B}_{1}\left(\frac{x_{1}+j}{c_{2}^{\prime}}\right) \mathbf{B}_{1}\left(\frac{a_{2}^{\prime}\left(x_{1}+j\right)}{c_{2}^{\prime}}+x_{2}\right)
\end{array}
$$

where $\frac{a_{2}^{\prime}}{c_{2}^{\prime}}=\frac{a_{2}}{c_{2}},\left(a_{2}^{\prime}, c_{2}^{\prime}\right)=1$, and $\mathbf{B}_{1}(x):=x-[x]-\frac{1}{2}$, for any $x \in \mathbb{R}$.
We shall obtain below a simpler expression for $\operatorname{Re} \widetilde{G V} \in Z^{2}(\operatorname{SL}(2, \mathbb{Q}), \mathbb{Q})$, through a transgression formula which involves only the classical Dedekind sums, through the

Rademacher function. Let us recall that, for a pair of integers $m, n$ with $(m, n)=1$ and $n \geq 1$, the Dedekind sum is given by the formula

$$
\begin{equation*}
s\left(\frac{m}{n}\right)=\sum_{j=1}^{n-1} \mathbf{B}_{1}\left(\frac{j}{n}\right) \mathbf{B}_{1}\left(\frac{m j}{n}\right) . \tag{2.21}
\end{equation*}
$$

The Rademacher function $\Phi: \mathrm{SL}(2, \mathbb{Z}) \rightarrow \mathbb{Z}$ is uniquely characterized [23] by the coboundary relation

$$
\begin{equation*}
\Phi\left(\sigma_{1} \sigma_{2}\right)=\Phi\left(\sigma_{1}\right)-\Phi\left(\sigma_{2}\right)-3 \operatorname{sign}\left(c_{1} c_{2} c_{3}\right), \quad \sigma_{1}, \sigma_{2} \in \mathrm{SL}(2, \mathbb{Q}) \tag{2.22}
\end{equation*}
$$

where $\sigma_{3}=\sigma_{1} \sigma_{2}, \quad \sigma_{i}=\left(\begin{array}{ll}a_{i} & b_{i} \\ c_{i} & d_{i}\end{array}\right) \in \mathrm{SL}(2, \mathbb{Z}), i=1,2,3$, and is explicitly given by the following formula, $[\mathbf{2 2}]$ :

$$
\Phi(\sigma)=\left\{\begin{array}{cl}
\frac{b}{d} & \text { if } \quad c=0  \tag{2.23}\\
\frac{a+d}{c}-12 \operatorname{sign}(c) s\left(\frac{a}{|c|}\right) & \text { if } \quad c \neq 0
\end{array}\right.
$$

for any $\sigma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{SL}(2, \mathbb{Z})$.
We extend it, in a slightly modified version, to a function $\widetilde{\Phi}: \mathrm{GL}^{+}(2, \mathbb{Q}) \rightarrow \mathbb{Q}$, as follows. First, for any $\sigma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{SL}(2, \mathbb{Z})$, we define

$$
\widetilde{\Phi}(\sigma)= \begin{cases}\frac{b}{12 d}+\frac{1-\operatorname{sign}(d)}{4} & \text { if } c=0,  \tag{2.24}\\ \frac{a+d}{12 c}-\operatorname{sign}(c)\left(\frac{1}{4}+s\left(\frac{a}{|c|}\right)\right) & \text { if } \quad c \neq 0,\end{cases}
$$

while for any $\beta \in B(\mathbb{Q})$, where $B(\mathbb{Q})=\left\{\beta=\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right) \in \mathrm{GL}^{+}(2, \mathbb{Q})\right\}$, we set

$$
\begin{equation*}
\widetilde{\Phi}(\beta)=\frac{b}{12 d}+\frac{1-\operatorname{sign}(d)}{4} \tag{2.25}
\end{equation*}
$$

Now given $\gamma \in \mathrm{GL}^{+}(2, \mathbb{Q})$, after factoring it in the form

$$
\gamma=\sigma \cdot \beta \quad \text { with } \quad \sigma \in \mathrm{SL}(2, \mathbb{Z}) \quad \text { and } \quad \beta \in B(\mathbb{Q}),
$$

we define

$$
\begin{equation*}
\widetilde{\Phi}(\gamma)=\widetilde{\Phi}(\sigma)+\widetilde{\Phi}(\beta) ; \tag{2.26}
\end{equation*}
$$

one easily checks, by elementary calculations, that the definition is consistent.
The transgression formula within the Euler class can now be stated as follows.
Theorem 4. The function $\widetilde{\Phi}: \operatorname{SL}(2, \mathbb{Q}) \rightarrow \mathbb{Q}$ is uniquely characterized by the identity

$$
\begin{equation*}
\frac{1}{2} \operatorname{Re} \widetilde{G V}\left(\gamma_{1}, \gamma_{2}\right)+e\left(\gamma_{1}, \gamma_{2}\right)=\widetilde{\Phi}\left(\gamma_{1} \gamma_{2}\right)-\widetilde{\Phi}\left(\gamma_{1}\right)-\widetilde{\Phi}\left(\gamma_{2}\right) \tag{2.27}
\end{equation*}
$$

for any $\gamma_{1}, \gamma_{2} \in \operatorname{SL}(2, \mathbb{Q})$.

Proof. By Proposition 3, $\left[\frac{1}{2} \operatorname{Re} \widetilde{G V}+e\right]=0$ in $H^{2}(\mathrm{SL}(2, \mathbb{Q}), \mathbb{R})$. Since

$$
H^{1}(\mathrm{SL}(2, \mathbb{Q}), \mathbb{R})=0,
$$

there exists a unique function $\Psi: \mathrm{SL}(2, \mathbb{Q}) \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\frac{1}{2} \operatorname{Re} \widetilde{G V}\left(\gamma_{1}, \gamma_{2}\right)+e\left(\gamma_{1}, \gamma_{2}\right)=\Psi\left(\gamma_{1} \gamma_{2}\right)-\Psi\left(\gamma_{1}\right)-\Psi\left(\gamma_{2}\right) \tag{2.28}
\end{equation*}
$$

Restricting to $\mathrm{SL}(2, \mathbb{Z})$, and taking into account that $\mu_{\sigma}=0$ for all $\sigma \in \operatorname{SL}(2, \mathbb{Z})$, one obtains

$$
e\left(\sigma_{1}, \sigma_{2}\right)=\Psi\left(\sigma_{1} \sigma_{2}\right)-\Psi\left(\sigma_{1}\right)-\Psi\left(\sigma_{2}\right), \quad \sigma_{1}, \sigma_{2} \in \mathrm{SL}(2, \mathbb{Z})
$$

This is the splitting formula (2.22) which uniquely characterizes the restriction $(2.24)$ of $\widetilde{\Phi}$ to $\operatorname{SL}(2, \mathbb{Z})$ (see $[\mathbf{1}$, Thm. 3$])$, so that

$$
\begin{equation*}
\Psi(\sigma)=\widetilde{\Phi}(\sigma), \quad \forall \sigma \in \mathrm{SL}(2, \mathbb{Z}) \tag{2.29}
\end{equation*}
$$

Furthermore, taking in (2.28) $\gamma_{1}=\sigma \in \operatorname{SL}(2, \mathbb{Z})$ and

$$
\gamma_{2}=\beta \in B_{1}^{+}(\mathbb{Q})=\left\{\beta=\left(\begin{array}{ll}
a & b \\
0 & d
\end{array}\right) \in B(\mathbb{Q}) ; a>0, a d=1\right\}
$$

one obtains

$$
\begin{equation*}
\Psi(\sigma \beta)=\widetilde{\Phi}(\sigma)+\Psi(\beta), \quad \forall \sigma \in \mathrm{SL}(2, \mathbb{Z}), \beta \in B_{1}^{+}(\mathbb{Q}) \tag{2.30}
\end{equation*}
$$

because $e(\sigma, \beta)=0$, by [1, Lemma 3]. In particular, for $\sigma=-I$, one has

$$
\begin{equation*}
\Psi(-\beta)=\widetilde{\Phi}(-I)+\Psi(\beta)=\Psi(\beta)+\frac{1}{2}, \quad \forall \beta \in B_{1}^{+}(\mathbb{Q}) \tag{2.31}
\end{equation*}
$$

since $\widetilde{\Phi}(-I)=\frac{1}{2}$, cf. $[\mathbf{1}$, Lemma 4$]$.
It remains to prove that $\Psi(\beta)=\widetilde{\Phi}(\beta)$ for any $\beta \in B_{1}^{+}(\mathbb{Q})$. Specializing (2.28) to $B_{1}^{+}(\mathbb{Q})$, and recalling that $e$ vanishes on $B_{1}^{+}(\mathbb{Q})$, one obtains

$$
\Psi\left(\beta_{1} \beta_{2}\right)-\Psi\left(\beta_{1}\right)-\Psi\left(\beta_{2}\right)=\frac{1}{2} \operatorname{Re} \widetilde{G V}\left(\beta_{1}, \beta_{2}\right)
$$

and by (2.17) and (1.6) this can be computed as the real part of

$$
\begin{aligned}
& \int_{z_{0}}^{\beta_{2} z_{0}}\left(\phi_{0} \mid \beta_{1}-\phi_{0}\right) d z+z_{0} \mathbf{a}_{0}\left(\phi_{0}\left|\beta_{1}-\phi_{0}-\phi_{0}\right| \beta_{1} \beta_{2}+\phi_{0} \mid \beta_{2}\right) \\
+ & \int_{z_{0}}^{i \infty}\left(\widetilde{\phi_{0} \mid \beta_{1} \beta_{2}}-\widetilde{\phi_{0} \mid \beta_{2}}-\widetilde{\phi_{0} \mid \beta_{1}}+\widetilde{\phi_{0}}\right) d z \\
= & \left.\int_{z_{0}}^{\beta_{2} z_{0}} \widetilde{\left(\phi_{0} \mid \beta_{1}\right.}-\widetilde{\phi_{0}}\right) d z+\left(\beta_{2} z_{0}-z_{0}\right) \mathbf{a}_{0}\left(\phi_{0} \mid \beta_{1}-\phi_{0}\right) \\
+ & z_{0} \mathbf{a}_{0}\left(\phi_{0}\left|\beta_{1}-\phi_{0}-\phi_{0}\right| \beta_{1} \beta_{2}+\phi_{0} \mid \beta_{2}\right) \\
+ & \int_{z_{0}}^{i \infty}\left(\widetilde{\phi_{0} \mid \beta_{1} \beta_{2}}-\widetilde{\phi_{0} \mid \beta_{2}}-\widetilde{\phi_{0} \mid \beta_{1}}+\widetilde{\phi_{0}}\right) d z \\
= & \left.\int_{z_{0}}^{\beta_{2} z_{0}} \widetilde{\left(\phi_{0} \mid \beta_{1}\right.}-\widetilde{\phi_{0}}\right) d z+\int_{z_{0}}^{i \infty}\left(\widetilde{\phi_{0} \mid \beta_{1} \beta_{2}}-\widetilde{\phi_{0} \mid \beta_{2}}-\widetilde{\phi_{0} \mid \beta_{1}}+\widetilde{\phi_{0}}\right) d z \\
+ & \beta_{2} z_{0} \mathbf{a}_{0}\left(\phi_{0} \mid \beta_{1}-\phi_{0}\right)-z_{0} \mathbf{a}_{0}\left(\left(\phi_{0} \mid \beta_{1}-\phi_{0}\right) \mid \beta_{2}\right) .
\end{aligned}
$$

Since obviously

$$
\mathbf{a}_{0}(f \mid \beta)=\frac{a}{d} \mathbf{a}_{0}(f), \quad \text { for } \quad \beta=\left(\begin{array}{ll}
a & b  \tag{2.32}\\
0 & d
\end{array}\right) \in B(\mathbb{Q}),
$$

the last line contributes

$$
\left(\frac{a_{2} z_{0}+b_{2}}{d_{2}}-\frac{a_{2}}{d_{2}} z_{0}\right) \mathbf{a}_{0}\left(\phi_{0} \mid \beta_{1}-\phi_{0}\right)=\frac{b_{2}}{d_{2}} \mathbf{a}_{0}\left(\phi_{0} \mid \beta_{1}-\phi_{0}\right)
$$

which can be further computed as

$$
=\frac{1}{12} \frac{b_{2}}{d_{2}}\left(\frac{a_{1}}{d_{1}}-1\right)
$$

by using (2.19) or more directly the Fourier expansion of $\phi_{0}$ (cf. e.g. [27, Prop. 2.4.2]). On the other hand, when $z_{0} \rightarrow i \infty$ then $\beta_{2} z_{0} \rightarrow i \infty$ too, so that both integrals converge to 0 . We conclude that

$$
\begin{equation*}
\Psi\left(\beta_{1} \beta_{2}\right)-\Psi\left(\beta_{1}\right)-\Psi\left(\beta_{2}\right)=\frac{1}{2} \operatorname{Re} \widetilde{G V}\left(\beta_{1}, \beta_{2}\right)=\frac{1}{12} \frac{b_{2}}{d_{2}}\left(\frac{a_{1}}{d_{1}}-1\right) \tag{2.33}
\end{equation*}
$$

Using (2.25) it is elementary to check that, for $\beta_{1}, \beta_{2} \in B_{1}^{+}(\mathbb{Q})$,

$$
\widetilde{\Phi}\left(\beta_{1} \beta_{2}\right)-\widetilde{\Phi}\left(\beta_{1}\right)-\widetilde{\Phi}\left(\beta_{2}\right)=\frac{1}{12} \frac{b_{2}}{d_{2}}\left(\frac{a_{1}}{d_{1}}-1\right)
$$

Thus, $\Psi \mid B_{1}^{+}(\mathbb{Q})$ and $\widetilde{\Phi} \mid B_{1}^{+}(\mathbb{Q})$ can only differ by a character of $B_{1}^{+}(\mathbb{Q})$.
To show that they coincide, it suffices to prove that $\Psi$ vanishes on the torus

$$
T=\left\{\delta=\left(\begin{array}{ll}
a & 0 \\
0 & d
\end{array}\right) ; \delta \in B_{1}^{+}(\mathbb{Q})\right\} .
$$

For any $\delta \in T$, one has

$$
\sigma_{0} \delta=\delta^{-1} \sigma_{0}, \quad \text { where } \quad \sigma_{0}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

hence

$$
\Psi\left(\sigma_{0} \delta\right)=\Psi\left(\delta^{-1} \sigma_{0}\right)
$$

From (2.28) it follows that

$$
\Psi\left(\sigma_{0}\right)+\Psi(\delta)+\frac{1}{2} \operatorname{Re} \widetilde{G V}\left(\sigma_{0}, \delta\right)=\Psi\left(\delta^{-1}\right)+\Psi\left(\sigma_{0}\right)+\frac{1}{2} \operatorname{Re} \widetilde{G V}\left(\delta^{-1}, \sigma_{0}\right)
$$

therefore, since $\operatorname{Re} \widetilde{G V}\left(\sigma_{0}, \delta\right)=0$,

$$
\Psi(\delta)-\Psi\left(\delta^{-1}\right)=\frac{1}{2} \operatorname{Re} \widetilde{G V}\left(\delta^{-1}, \sigma_{0}\right)
$$

On the other hand, by (2.33)

$$
\Psi(\delta)+\Psi\left(\delta^{-1}\right)=0
$$

Hence

$$
\Psi(\delta)=\frac{1}{4} \operatorname{Re} \widetilde{G V}\left(\delta^{-1}, \sigma_{0}\right),
$$

and it remains to show that the right hand side vanishes. We shall apply formula (2.20), which allows us to replace $\delta^{-1}$, after multiplication by a scalar, with a
diagonal matrix with positive integer entries $\rho=\left(\begin{array}{cc}m & 0 \\ 0 & n\end{array}\right) \in M_{2}^{+}(\mathbb{Z})$. In this case, it simply gives

$$
\begin{aligned}
\frac{1}{2} \operatorname{Re} \widetilde{G V}\left(\rho, \sigma_{0}\right) & =-\sum_{\mathbf{x} \cdot \tilde{\rho}=\mathbf{0}} \mathbf{B}_{1}\left(x_{1}\right) \mathbf{B}_{1}\left(x_{2}\right)+\mathbf{B}_{1}(0)^{2} \\
& =-\sum_{j=0}^{m-1} \mathbf{B}_{1}\left(\frac{j}{m}\right) \sum_{k=0}^{n-1} \mathbf{B}_{1}\left(\frac{k}{n}\right)+\mathbf{B}_{1}(0)^{2}=0
\end{aligned}
$$

because of the distribution property of the first Bernoulli function.

REmark 5. Note that while the cocycle $e$ admits a $K$-homological interpretation as a Chern character, the cohomologous cocycle $\frac{1}{2} \operatorname{Re} \widetilde{G V}$ obviously should also have such an interpretation. This in turn would allow to put the above transgression on the same $K$-homological footing as in [5].

## 3. Modular symbol cyclic cocycles of higher weight

We begin in this section to extend the above results to the case of higher weight modular symbols. This will involve introducing the cyclic cohomology with coefficients $H C^{*}(\mathcal{A}, W)$ and describing the higher weight analogues of the basic invariant cocycles. They will be used in the next section to define the characteristic maps corresponding to the degenerate actions of weight $m \geq 2$ of $\mathcal{H}_{1}$ on $\mathcal{A}=\mathcal{A}_{G^{+}(\mathbb{Q})}$.
3.1. Cyclic cohomology with coefficients. We need to introduce the cyclic cohomology with coefficients $H C^{*}(\mathcal{A}, W)$, where $\mathcal{A}$ is the crossed product algebra $\mathcal{A}_{G^{+}(\mathbb{Q})}$ and $W$ is a $\mathrm{GL}^{+}(2, \mathbb{Q})$-module. It is a special case of the Hopf-cyclic cohomology with coefficients, cf. [12, §3], in which the 'gauge' Hopf algebra is the group ring

$$
\mathcal{G}=\mathbb{C}\left[G^{+}(\mathbb{Q})\right], \quad G^{+}(\mathbb{Q}):=\mathrm{GL}^{+}(2, \mathbb{Q})
$$

equipped with its usual Hopf algebra structure; $W$ is viewed as a left $\mathcal{G}$-module and as a trivial $\mathcal{G}$-comodule, and $\mathcal{A}$ is regarded as a left $\mathcal{G}$-comodule algebra with respect to the intrinsic coaction

$$
a=f U_{\gamma} \longmapsto a_{(-1)} \otimes a_{(0)}:=U_{\gamma} \otimes f U_{\gamma} \in \mathcal{G} \otimes \mathcal{A}
$$

Thus, by definition, $H C^{*}(\mathcal{A}, W)$ is the cohomology associated to the cyclic module

$$
\begin{equation*}
C^{*}(\mathcal{A}, W):=\operatorname{Hom}^{\mathcal{G}}\left(\mathcal{A}^{*+1}, W\right) \tag{3.1}
\end{equation*}
$$

whose cyclic structure is defined by the operators

$$
\begin{aligned}
\partial_{i} \phi\left(a^{0} \otimes \cdots \otimes a^{n}\right) & =\phi\left(a^{0} \otimes \cdots a^{i} a^{i+1} \otimes \cdots \otimes a^{n}\right), 0 \leq i<n \\
\partial_{n} \phi\left(a^{0} \otimes \cdots \otimes a^{n}\right) & =S\left(a_{(-1)}^{n}\right) \phi\left(a_{(0)}^{n} a^{0} \otimes \cdots \otimes a^{n-1}\right), \\
\sigma_{i} \phi\left(a^{0} \otimes \cdots \otimes a^{n}\right) & =\phi\left(a^{0} \otimes \cdots a^{i} \otimes a^{i+1} \otimes \cdots \otimes a^{n}\right), 0 \leq i<n, \\
\tau_{n} \phi\left(a^{0} \otimes \cdots \otimes a^{n}\right) & =S\left(a_{(-1)}^{n}\right) \phi\left(a_{(0)}^{n} \otimes a^{0} \otimes \cdots \otimes a^{n-1}\right) .
\end{aligned}
$$

For each $m \in \mathbb{N}$ we denote by $W_{m}$ the simple $\operatorname{SL}(2, \mathbb{C})$-module of dimension $m+1$, realized as the the space

$$
W_{m}=\left\{P\left(T_{1}, T_{2}\right) \in \mathbb{C}\left[T_{1}, T_{2}\right] ; P \text { is homogeneous of degree } m\right\}
$$

and we let $\mathrm{GL}^{+}(2, \mathbb{R})$ act on $W_{m}$ by

$$
(g \cdot P)\left(T_{1}, T_{2}\right)=\operatorname{det}(g)^{-\frac{m}{2}} P\left(a T_{1}+c T_{2}, b T_{1}+d T_{2}\right), \quad g=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) .
$$

Note that as a $\mathrm{GL}^{+}(2, \mathbb{R})$-module, $W_{m}$ is the complexification of

$$
W_{m}(\mathbb{R})=\left\{P\left(T_{1}, T_{2}\right) \in \mathbb{R}\left[T_{1}, T_{2}\right] ; P \text { is homogeneous of degree } m\right\}
$$

and we denote by Re $: W_{m} \rightarrow W_{m}(\mathbb{R})$ the projection obtained by taking the real parts of the coefficients. We also note that as a $\mathrm{GL}^{+}(2, \mathbb{Q})$-module $W_{m}(\mathbb{R})$ has an obvious rational structure

$$
W_{m}(\mathbb{Q})=\left\{P\left(T_{1}, T_{2}\right) \in \mathbb{Q}\left[T_{1}, T_{2}\right] ; P \text { is homogeneous of degree } m\right\}
$$

We denote by $F_{m}: \mathbb{H} \rightarrow W_{m}$ the polynomial function

$$
\begin{equation*}
F_{m}(z)=\left(z T_{1}+T_{2}\right)^{m} \tag{3.2}
\end{equation*}
$$

and note that it satisfies, for any $g \in G L^{+}(2, \mathbb{R})$, the covariance property

$$
\begin{equation*}
F_{m} \left\lvert\, g(z) \equiv \operatorname{det}(g)^{-\frac{m}{2}}(c z+d)^{m} F_{m}(g z)=g \cdot F_{m}(z) .\right. \tag{3.3}
\end{equation*}
$$

3.2. Cyclic 1-cocycles with coefficients: base point in $\mathbb{H}$. With these ingredients at hand, and after making the additional choice of a 'base point' $z_{0} \in \mathbb{H}$, we proceed to define the invariant cocycles which will support characteristic maps associated to Hopf actions in the degenerate case.
Regarding $\operatorname{Hom}_{\mathcal{G}}\left(\mathcal{A} \otimes \mathcal{A}, W_{m}\right)$ as a graded linear space with respect to the weight filtration inherited from $\mathcal{A}$, we define the weight 2 element $\tau_{m} \in \operatorname{Hom}_{\mathcal{G}}\left(\mathcal{A} \otimes \mathcal{A}, W_{m}\right)$ as follows. Let

$$
a^{0}=\sum_{\alpha} f_{\alpha}^{0} U_{\alpha} \in \mathcal{A}_{w\left(a^{0}\right)} \quad \text { and } \quad a^{1}=\sum_{\beta} f_{\beta}^{1} U_{\beta} \in \mathcal{A}_{w\left(a^{1}\right)},
$$

be two homogeneous elements in $\mathcal{A}$; by definition,

$$
\tau_{m}\left(a^{0}, a^{1}\right)=\left\{\begin{array}{ccc}
\sum_{\alpha} \int_{z_{0}}^{\alpha z_{0}} F_{m} f_{\alpha}^{0} f_{\alpha^{-1}}^{1} \mid \alpha^{-1} d z & \text { if } & w\left(a^{0}\right)+w\left(a^{1}\right)=m+2 \\
0 & \text { otherwise }
\end{array}\right.
$$

Lemma 6. For each $m \geq 2, \tau_{m-2} \in C^{1}\left(\mathcal{A}, W_{m-2}\right)$ is a cyclic cocycle.

Proof. For notational convenience, we shall omit the subscript $m-2$ in the ensuing calculations, which are of course similar to those in the proof of Proposition 2.

Let $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}, f^{2} U_{\gamma_{2}} \in \mathcal{A}$ be such that

$$
w\left(f^{0}\right)+w\left(f^{1}\right)+w\left(f^{2}\right)=m \quad \text { and } \quad \gamma_{0} \gamma_{1} \gamma_{2}=1
$$

Then

$$
b \tau\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}, f^{2} U_{\gamma_{2}}\right)=
$$

$$
\begin{aligned}
& =\tau\left(f^{0} f^{1} \mid \gamma_{0}{ }^{-1} U_{\gamma_{0} \gamma_{1}}, f^{2} U_{\gamma_{2}}\right)-\tau\left(f^{0} U_{\gamma_{0}}, f^{1} f^{2} \mid \gamma_{1}{ }^{-1} U_{\gamma_{1} \gamma_{2}}\right) \\
& +\gamma_{2}{ }^{-1} \tau\left(f^{2} f^{0} \mid \gamma_{2}{ }^{-1} U_{\gamma_{2} \gamma_{0}}, f^{1} U_{\gamma_{1}}\right) \\
& =\int_{z_{0}}^{\gamma_{0} \gamma_{1} z_{0}} F f^{0} f^{1}\left|\gamma_{0}{ }^{-1} f^{2}\right| \gamma_{1}{ }^{-1} \gamma_{0}{ }^{-1} d z-\int_{z_{0}}^{\gamma_{0} z_{0}} F f^{0} f^{1}\left|\gamma_{0}{ }^{-1} f^{2}\right| \gamma_{1}{ }^{-1} \gamma_{0}{ }^{-1} d z \\
& +\gamma_{2}^{-1} \int_{z_{0}}^{\gamma_{2} \gamma_{0} z_{0}} F f^{2} f^{0}\left|\gamma_{2}{ }^{-1} f^{1}\right| \gamma_{0}{ }^{-1} \gamma_{2}{ }^{-1} d z \\
& =\int_{\gamma_{0} z_{0}}^{\gamma_{0} \gamma_{1} z_{0}} F f^{0} f^{1}\left|\gamma_{0}{ }^{-1} f^{2}\right| \gamma_{2} d z+\int_{z_{0}}^{\gamma_{2} \gamma_{0} z_{0}} F\left|\gamma_{2}^{-1} f^{2} f^{0}\right| \gamma_{2}^{-1} f^{1} \mid \gamma_{0}{ }^{-1} \gamma_{2}^{-1} d z \\
& =\int_{\gamma_{0} z_{0}}^{\gamma_{2}{ }^{-1} z_{0}} F f^{0} f^{1}\left|\gamma_{0}{ }^{-1} f^{2}\right| \gamma_{2} d z+\int_{\gamma_{2}-1}^{\gamma_{0} z_{0}} F f^{2}\left|\gamma_{2} f^{0} f^{1}\right| \gamma_{0}{ }^{-1} d z=0,
\end{aligned}
$$

and so $b \tau=0$. It is also cyclic, because for $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}} \in \mathcal{A}$ such that

$$
\begin{equation*}
w\left(f^{0}\right)+w\left(f^{1}\right)=m \quad \text { and } \quad \gamma_{0} \gamma_{1}=1 \tag{3.4}
\end{equation*}
$$

one has

$$
\begin{aligned}
& \lambda_{1} \tau\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)=-\gamma_{1}{ }^{-1} \tau\left(f^{1} U_{\gamma_{1}}, f^{0} U_{\gamma_{0}}\right)= \\
= & -\gamma_{1}{ }^{-1} \int_{z_{0}}^{\gamma_{1} z_{0}} F f^{1} f^{0}\left|\gamma_{1}{ }^{-1} d z=-\int_{z_{0}}^{\gamma_{1} z_{0}} F\right| \gamma_{1}^{-1} f^{1} f^{0} \mid \gamma_{1}{ }^{-1} d z \\
= & \int_{z_{0}}^{\gamma_{0} z_{0}} F f^{1} \mid \gamma_{1} f^{0} d z=\tau\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right) .
\end{aligned}
$$

3.3. Cyclic 1-cocycles with coefficients: base point at cusps. We now extend the construction of subsection 2.2 , allowing the base point $z_{0}$ to belong to the 'arithmetic' boundary of the upper half plane $P^{1}(\mathbb{Q})$, to the general case of weight $m \geq 2$. To this end we shall just apply the same procedure to the cocycle $\tau=\tau_{m-2}$. For $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}} \in \mathcal{A}$ such that

$$
\begin{equation*}
w\left(f^{0}\right)+w\left(f^{1}\right)=m \quad \text { and } \quad \gamma_{0} \gamma_{1}=1 \tag{3.5}
\end{equation*}
$$

it is given by the integral

$$
\tau\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)=\int_{z_{0}}^{\gamma_{0} z_{0}} F f^{0} f^{1} \mid \gamma_{1} d z
$$

where $F=F_{m-2}$. Taking its derivative with respect to $z_{0} \in \mathbb{H}$ gives

$$
\begin{aligned}
\frac{d}{d z_{0}} \tau\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right) & =F \mid \gamma_{0}\left(z_{0}\right)\left(f^{0} \mid \gamma_{0} f^{1}\right)\left(z_{0}\right)-F\left(z_{0}\right)\left(f^{0} f^{1} \mid \gamma_{1}\right)\left(z_{0}\right) \\
& =\gamma_{0} \cdot F\left(z_{0}\right)\left(f^{0} \mid \gamma_{0} f^{1}\right)\left(z_{0}\right)-F\left(z_{0}\right)\left(f^{0} f^{1} \mid \gamma_{1}\right)\left(z_{0}\right) \\
& =-b \epsilon_{F}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)
\end{aligned}
$$

where

$$
\epsilon_{F}=F\left(z_{0}\right) \epsilon .
$$

As above, we split it into two functionals

$$
\epsilon_{F}=F\left(z_{0}\right) \mathbf{a}_{0}+F\left(z_{0}\right) \tilde{\epsilon}
$$

and regularize the cocycle $\tau$ by adding the coboundaries of suitable anti-derivatives of the two components:

$$
\widetilde{\tau}=\tau+b\left(\check{F}\left(z_{0}\right) \mathbf{a}_{0}\right)-\int_{z_{0}}^{i \infty} b(F(z) \widetilde{\epsilon}) d z
$$

where

$$
\begin{equation*}
\check{F}_{m-2}\left(z_{0}\right)=\int_{0}^{z_{0}} F(z) d z=\sum_{k=0}^{m-2} \frac{(m-2)!}{(k+1)!(m-k-2)!} z_{0}^{k+1} T_{1}^{k} T_{2}^{m-k-2} \tag{3.6}
\end{equation*}
$$

Explicitly, for $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}} \in \mathcal{A}$ satisfying (3.5),

$$
\begin{align*}
& \widetilde{\tau}_{m-2}\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)= \\
= & \int_{z_{0}}^{\gamma_{0} z_{0}} F f^{0} f^{1} \mid \gamma_{1} d z+\check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(f^{0} f^{1} \mid \gamma_{1}\right)-\gamma_{0} \cdot \check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(f^{0} \mid \gamma_{0} f^{1}\right) \\
- & \int_{z_{0}}^{i \infty} F \widetilde{\epsilon}\left(f^{0} f^{1} \mid \gamma_{1}\right) d z+\int_{z_{0}}^{i \infty} \gamma_{0} \cdot F \widetilde{\epsilon}\left(f^{0} \mid \gamma_{0} f^{1}\right) d z \tag{3.7}
\end{align*}
$$

Since by its very definition $\widetilde{\tau}_{m-2} \in C^{1}\left(\mathcal{A}, W_{m-2}\right)$ differs from the cocycle $\tau_{m-2} \in$ $Z C^{1}\left(\mathcal{A}, W_{m-2}\right)$ by a coboundary, it is itself a cyclic cocycle.

## 4. Transgression for degenerate actions

The higher weight counterparts of the above results involve cyclic cocycles with coefficients that are invariant under 'degenerate' actions of $\mathcal{H}_{1}$, associated to modular forms of arbitrary weight. In the case of cusp forms, the corresponding cup products by the universal Godbillon-Vey cocycle $\delta_{1} \in Z C^{1}\left(\mathcal{H}_{1} ; \delta, 1\right)$ transgress to 1dimensional cohomology classes of congruence subgroups, implementing the EichlerShimura isomorphism, while the degenerate actions corresponding to Eisenstein series give rise to generalized functions of Rademacher type, [20], as well as to the Eisenstein cocycle of Stevens [28].
4.1. Degenerate actions of $\mathcal{H}_{1}$ of higher weight. We recall a few basic facts about cocycle perturbations of Hopf actions. Given a Hopf algebra $\mathcal{H}$ and an algebra $\mathcal{A}$ endowed with a Hopf action of $\mathcal{H}$, a 1-cocycle $u \in Z^{1}(\mathcal{H}, \mathcal{A})$ is an invertible element of the convolution algebra $\mathcal{L}(\mathcal{H}, \mathcal{A})$ of linear maps from $\mathcal{H}$ to $\mathcal{A}$, satisfying

$$
\begin{equation*}
u\left(h h^{\prime}\right)=\sum u\left(h_{(1)}\right) h_{(2)}\left(u\left(h^{\prime}\right)\right), \quad \forall h \in \mathcal{H} . \tag{4.1}
\end{equation*}
$$

The conjugate under $u \in Z^{1}(\mathcal{H}, \mathcal{A})$ of the original action of $\mathcal{H}$ on $\mathcal{A}$ is given by

$$
\begin{equation*}
\tilde{h}(a):=\sum u\left(h_{(1)}\right) h_{(2)}(a) u^{-1}\left(h_{(3)}\right) \tag{4.2}
\end{equation*}
$$

The standard action of $\mathcal{H}_{1}$ commutes with the natural coaction of $G^{+}(\mathbb{Q})$ on $\mathcal{A}_{G^{+}(\mathbb{Q})}$. It is natural to only consider cocycles $u$ with the same property. The values of such a 1-cocycle $u$ on generators must belong to the subalgebra $\mathcal{M} \subset \mathcal{A}_{G^{+}(\mathbb{Q})}$, and have to be of the following form:

$$
u(X)=\theta \in \mathcal{M}_{2}, u(Y)=\lambda \in \mathbb{C}, u\left(\delta_{1}\right)=\omega \in \mathcal{M}_{2}
$$

By [8, Prop. 11], for each such data $\theta \in \mathcal{M}_{2}, \lambda \in \mathbb{C}, \omega \in \mathcal{M}_{2}$,
$1^{0}$ there exists a unique 1-cocycle $u \in \mathcal{L}\left(\mathcal{H}_{1}, \mathcal{A}_{G^{+}(\mathbb{Q})}\right)$ such that

$$
u(X)=\theta, u(Y)=\lambda, u\left(\delta_{1}\right)=\omega ;
$$

$2^{0}$ the conjugate under $u$ of the action of $\mathcal{H}_{1}$ is given on generators as follows:

$$
\begin{array}{ll}
\tilde{Y}=Y, & \tilde{X}(a)=X(a)+[(\theta-\lambda \omega), a]-\lambda \delta_{1}(a)+\omega Y(a), \\
& \tilde{\delta_{1}}(a)=\delta_{1}(a)+[\omega, a], \quad a \in \mathcal{A}_{G^{+}(\mathbb{Q})} ;
\end{array}
$$

$3^{0}$ The conjugate under $u$ of $\delta_{2}^{\prime}$ is given by the operator

$$
\tilde{\delta_{2}^{\prime}}(a)=\left[X(\omega)+\frac{\omega^{2}}{2}-\Omega_{4}, a\right], \quad a \in \mathcal{A}_{G^{+}(\mathbb{Q})}
$$

and there is no choice of $u$ for which $\tilde{\delta_{2}^{\prime}}=0$.
The actions described above were called projective because $\tilde{\delta}_{2}^{\prime}$ acts by an inner transformation.

For our purposes, it is the difference $\widetilde{\delta}_{1}-\delta_{1}$ which matters. In view of (4.3), we may as well start from the trivial action and may also assume $\theta=0, \lambda=0$.

We call the trivial action of weight $m$ of $\mathcal{H}_{1}$ on $\mathcal{A}_{G^{+}(\mathbb{Q})}$ the action defined by

$$
\begin{equation*}
Y(a)=\frac{w(f)}{m} a, \quad X(a)=0, \quad \delta_{n}(a)=0, \quad n \geq 1 \tag{4.4}
\end{equation*}
$$

To any modular form $\omega \in \mathcal{M}_{m}$ we shall now associate a 'degenerate' action of the Hopf algebra $\mathcal{H}_{1}$ on the crossed product algebra $\mathcal{A}_{G^{+}(\mathbb{Q})}$ as follows.

Proposition 7. Let $\omega \in \mathcal{M}$ be a modular of weight $w(\omega)=m$.
$1^{0}$. There exists a unique 1-cocycle $u=u_{\omega} \in Z^{1}\left(\mathcal{H}_{1}, \mathcal{A}_{G^{+}(\mathbb{Q})}\right)$ such that

$$
u(Y)=0, \quad u(X)=0, \quad u\left(\delta_{1}\right)=\omega
$$

$2^{0}$. The conjugate under $u_{\omega}$ of the trivial action of weight $m$ of $\mathcal{H}_{1}$ on $\mathcal{A}=$ $\mathcal{A}_{G^{+}(\mathbb{Q})}$ is determined by

$$
\begin{equation*}
\tilde{Y}(a)=\frac{w(a)}{m} a, \quad \tilde{X}(a)=\omega \tilde{Y}(a), \quad \tilde{\delta}_{1}(a)=[\omega, a], \quad \forall a \in \mathcal{A} \tag{4.5}
\end{equation*}
$$

Under this action, one has, for any $n \geq 1$,

$$
\begin{align*}
\tilde{\delta_{n}}(a) & =(n-1)!\omega^{n-1}[\omega, a], & & \forall a \in \mathcal{A},  \tag{4.6}\\
\text { resp. } \quad \tilde{\delta_{n}}\left(f U_{\gamma}^{*}\right) & =X^{n-1}(\omega-\omega \mid \gamma) f U_{\gamma}^{*}, & & \forall f U_{\gamma}^{*} \in \mathcal{A} . \tag{4.7}
\end{align*}
$$

Proof. The first statement is a variant of $\left[8\right.$, Proposition 11, $\left.1^{0}\right]$. Its proof gives the following explicit description of the 1-cocycle $u \in Z^{1}\left(\mathcal{H}_{1}, \mathcal{A}_{G^{+}(\mathbb{Q})}\right)$. First, recall that any element of $\mathcal{H}_{1}$ can be uniquely written as a linear combination of monomials of the form $P\left(\delta_{1}, \delta_{2}, \ldots, \delta_{\ell}\right) X^{n} Y^{m}$. We then let $\omega^{(k)}$ be defined by induction by

$$
\omega^{(1)}:=\omega, \quad \omega^{(k+1)}:=\omega Y\left(\omega^{(k)}\right)=k!\omega^{k+1}, \quad \forall k \geq 1 .
$$

Then

$$
u\left(P\left(\delta_{1}, \delta_{2}, \ldots, \delta_{\ell}\right) X^{n} Y^{m}\right)= \begin{cases}P\left(\omega^{(1)}, \omega^{(2)}, \ldots, \omega^{(\ell)}\right) & \text { if } n=m=0 \\ 0 & \text { otherwise }\end{cases}
$$

while its inverse $u^{-1}$ is given by

$$
u^{-1}\left(P\left(\delta_{1}, \delta_{2}, \ldots, \delta_{\ell}\right) X^{n} Y^{m}\right)= \begin{cases}P(-\omega, 0, \ldots, 0) & \text { if } n=m=0 \\ 0 & \text { otherwise }\end{cases}
$$

The formulae (4.5) are obtained from $1^{0}$ above and the definitions (4.2), (4.4) (cf. also [8, Proposition 11, $\left.2^{0}\right]$ ). Finally (4.6), and hence (4.7), follows by straightforward computation.

The actions as in $2^{0}$ above are degenerate, in the sense that $\tilde{\delta}_{1}$ acts by an inner transformation.

Lemma 8. With respect to the degenerate action of weight m, one has

$$
\begin{equation*}
\tau\left(h_{(1)}\left(a^{0}\right), h_{(2)}\left(a^{1}\right)\right)=\delta(h) \tau\left(a^{0}, a^{1}\right), \quad \forall h \in \mathcal{H}_{1}, a^{0}, a^{1} \in \mathcal{A} \tag{4.8}
\end{equation*}
$$

for $\tau=\tau_{m-2}$ or $\tau=\widetilde{\tau}_{m-2}$.

Proof. We shall check the $\mathcal{H}_{1}$-invariance property (4.8) for $\tau=\tau_{m-2}$. As in the proof of Proposition 2, it suffices to verify it on the generators.
Starting with $\widetilde{Y}$, for $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}$ satisfying (3.4) one has

$$
\begin{aligned}
& \tau\left(\tilde{Y}\left(f^{0} U_{\gamma_{0}}\right), f^{1} U_{\gamma_{1}}\right)+\tau\left(f^{0} U_{\gamma_{0}}, \widetilde{Y}\left(f^{1} U_{\gamma_{1}}\right)\right)= \\
= & \left.\int_{z_{0}}^{\gamma_{0} z_{0}} F \widetilde{Y}\left(f^{0} f^{1} \mid \gamma_{0}{ }^{-1}\right) d z=\frac{w\left(f^{0}\right)+w\left(f^{1}\right)}{m} \int_{z_{0}}^{\gamma_{0} z_{0}} F f^{0} f^{1} \right\rvert\, \gamma_{0}{ }^{-1} d z \\
= & \int_{z_{0}}^{\gamma_{0} z_{0}} F f^{0} f^{1} \mid \gamma_{0}{ }^{-1} d z=\delta(Y) \tau\left(f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right) .
\end{aligned}
$$

Passing to $\widetilde{X}$, the identity (4.8) is nontrivial only if $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}} \in \mathcal{A}$ satisfy

$$
\begin{equation*}
w\left(f^{0}\right)+w\left(f^{1}\right)=0 \quad \text { and } \quad \gamma_{0} \gamma_{1}=1 \tag{4.9}
\end{equation*}
$$

One then has

$$
\begin{aligned}
& \tau\left(\widetilde{X}\left(f^{0}\right) U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}\right)+\tau\left(f^{0} U_{\gamma_{0}}, \widetilde{X}\left(f^{1}\right) U_{\gamma_{1}}\right)+\tau\left(\delta_{1}\left(f^{0} U_{\gamma_{0}}\right), \widetilde{Y}\left(f^{1}\right) U_{\gamma_{1}}\right)= \\
= & \int_{z_{0}}^{\gamma_{0} z_{0}} F \omega \widetilde{Y}\left(f^{0}\right) f^{1}\left|\gamma_{0}{ }^{-1} d z+\int_{z_{0}}^{\gamma_{0} z_{0}} F f^{0} \omega\right| \gamma_{0}{ }^{-1} \widetilde{Y}\left(f^{1}\right) \mid \gamma_{0}{ }^{-1} d z \\
+ & \int_{z_{0}}^{\gamma_{0} z_{0}} F\left(\omega-\omega \mid \gamma_{0}{ }^{-1}\right) f^{0} \widetilde{Y}\left(f^{1}\right) \mid \gamma_{0}{ }^{-1} d z=\int_{z_{0}}^{\gamma_{0} z_{0}} F \omega \widetilde{Y}\left(f^{0} f^{1} \mid \gamma_{0}{ }^{-1}\right) d z
\end{aligned}
$$

$$
\left.=\frac{w\left(f^{0}\right)+w\left(f^{1}\right)}{m} \int_{z_{0}}^{\gamma_{0} z_{0}} F f^{0} f^{1} \right\rvert\, \gamma_{0}^{-1} d z=0
$$

the vanishing being a consequence of (4.9).
Finally, in the case of $\widetilde{\delta}_{1}$ and with $f^{0} U_{\gamma_{0}}, f^{1} U_{\gamma_{1}}$ as in (4.9), if the action is degenerate, one has

$$
\begin{aligned}
& \tau\left(\widetilde{\delta}_{1}\left(f^{0} U_{\gamma_{0}}\right), f^{1} U_{\gamma_{1}}\right)+\tau\left(f^{0} U_{\gamma_{0}}, \widetilde{\delta}_{1}\left(f^{1} U_{\gamma_{1}}\right)\right)= \\
= & \int_{z_{0}}^{\gamma_{0} z_{0}} F\left(\omega-\omega \mid \gamma_{1}\right) f^{0} f^{1}\left|\gamma_{1} d z+\int_{z_{0}}^{\gamma_{0} z_{0}} F f^{0}\left(\omega-\omega \mid \gamma_{0}\right)\right| \gamma_{1} f^{1} \mid \gamma_{1} d z=0 .
\end{aligned}
$$

4.2. Transgression in the higher weight case. We now consider the degenerate action associated to a modular form $\omega \in \mathcal{M}_{m}$ with $m \geq 2$ and define the cup product of $\delta_{1}$ with the invariant 1-trace $\tau$ as in Lemma 8 by the formula

$$
g v_{\omega}\left(a^{0}, a^{1}, a^{2}\right)=\tau\left(a^{0} \widetilde{\delta_{1}}\left(a^{1}\right), a^{2}\right)=\tau\left(a^{0} \omega a^{1}-a^{1} \omega, a^{2}\right), \quad a^{0}, a^{1}, a^{2} \in \mathcal{A}
$$

Lemma 9. One has $g v_{\omega} \in Z C^{2}\left(\mathcal{A}, W_{m-2}\right)$, that is

$$
b\left(g v_{\omega}\right)=0 \quad \text { and } \quad B\left(g v_{\omega}\right)=0
$$

Proof. As in the proof of Lemma 1, using the primitivity of $\delta_{1}$, one has

$$
\begin{aligned}
& b\left(g v_{\omega}\right)\left(a^{0}, a^{1}, a^{2}, a^{3}\right)=\tau\left(a^{0} a^{1} \delta_{1}\left(a^{2}\right), a^{3}\right)-\tau\left(a^{0} \delta_{1}\left(a^{1} a^{2}\right), a^{3}\right) \\
+ & \tau\left(a^{0} \delta_{1}\left(a^{1}\right), a^{2} a^{3}\right)-S\left(a_{(-1)}^{3}\right) \tau\left(a_{(0)}^{3} a^{0} \delta_{1}\left(a^{1}\right), a^{2}\right) \\
= & -\tau\left(a^{0} \delta_{1}\left(a^{1}\right) a^{2}, a^{3}\right)+\tau\left(a^{0} \delta_{1}\left(a^{1}\right), a^{2} a^{3}\right) \\
- & S\left(a_{(-1)}^{3}\right) \tau\left(a_{(0)}^{3} a^{0} \delta_{1}\left(a^{1}\right), a^{2}\right)=-b \tau\left(a^{0} \delta_{1}\left(a^{1}\right), a^{2}, a^{3}\right)=0 .
\end{aligned}
$$

Next, since $\tau(a, 1)=0$ for any $a \in \mathcal{A}$, one has

$$
\begin{aligned}
B\left(g v_{\omega}\right)\left(a^{0}, a^{1}\right) & =g_{\omega} v\left(1, a^{0}, a^{1}\right)-S\left(a_{(-1)}^{1}\right) g v_{\omega}\left(1, a_{(0)}^{1}, a^{0}\right) \\
& =\tau\left(\delta_{1}\left(a^{0}\right), a^{1}\right)-S\left(a_{(-1)}^{1}\right) \tau\left(\delta_{1}\left(a_{(0)}^{1}\right), a^{0}\right)
\end{aligned}
$$

We now use the fact that the action of $\delta_{1}$ commutes with the coaction of $\mathrm{GL}^{+}(2, \mathbb{Q})$, to continue

$$
\begin{aligned}
B\left(g v_{\omega}\right)\left(a^{0}, a^{1}\right) & =\tau\left(\delta_{1}\left(a^{0}\right), a^{1}\right)-S\left(\delta_{1}\left(a^{1}\right)_{(-1)}\right) \tau\left(\delta_{1}\left(a^{1}\right)_{(0)}, a^{0}\right) \\
& =\tau\left(\delta_{1}\left(a^{0}\right), a^{1}\right)+\tau\left(a^{0}, \delta_{1}\left(a^{1}\right)\right)=0
\end{aligned}
$$

the vanishing being a consequence of the $\mathcal{H}_{1}$-invariance property of $\tau \in Z C^{1}\left(\mathcal{A}, W_{m-2}\right)$.

Because degenerate actions are perturbations of the trivial action of weight $m$, one expects the cup product

$$
\left[g v_{\omega}\right]=\left[\delta_{1}\right] \#\left[\tau_{m-2}\right]
$$

to vanish. This is indeed the case, the vanishing being a consequence of a general transgression formula for degenerate actions. To state it, we introduce the cochain $t g v_{\omega} \in C^{1}\left(\mathcal{A}, W_{m-2}\right)$,

$$
\begin{equation*}
\operatorname{tgv}_{\omega}\left(a^{0}, a^{1}\right)=-\tau\left(a^{0}, \omega a^{1}\right), \quad a^{0}, a^{1} \in \mathcal{A} \tag{4.10}
\end{equation*}
$$

Proposition 10. For any $\omega \in \mathcal{M}_{m}$,

$$
g v_{\omega}=b\left(t g v_{\omega}\right) \quad \text { and } \quad B\left(t g v_{\omega}\right)=0
$$

Proof. One has

$$
b\left(\operatorname{tgv}_{\omega}\right)\left(a^{0}, a^{1}, a^{2}\right)=-\tau\left(a^{0} a^{1}, \omega a^{2}\right)+\tau\left(a^{0}, \omega a^{1} a^{2}\right)-a_{(-1)}^{2} \tau\left(a^{2} a^{0}, \omega a^{1}\right) ;
$$

after replacing the first term in the right hand side using

$$
\begin{aligned}
0 & =b \tau\left(a^{0}, a^{1}, \omega a^{2}\right)= \\
& =\tau\left(a^{0} a^{1}, \omega a^{2}\right)-\tau\left(a^{0}, a^{1} \omega a^{2}\right)+a_{(-1)}^{2} \tau\left(\omega a^{2} a^{0}, a^{1}\right),
\end{aligned}
$$

one obtains

$$
\begin{aligned}
& b\left(\operatorname{tg}_{\omega}\right)\left(a^{0}, a^{1}, a^{2}\right)=\tau\left(a^{0}, \omega a^{1} a^{2}\right)-\tau\left(a^{0}, a^{1} \omega a^{2}\right)+ \\
+ & a_{(-1)}^{2}\left(\tau\left(\omega a^{2} a^{0}, a^{1}\right)-\tau\left(a^{2} a^{0}, \omega a^{1}\right)\right) \\
= & \tau\left(a^{0}, \widetilde{\delta_{1}}\left(a^{1}\right) a^{2}\right)+a_{(-1)}^{2}\left(\tau\left(\omega a^{2} a^{0}, a^{1}\right)-\tau\left(a^{2} a^{0}, \omega a^{1}\right)\right) .
\end{aligned}
$$

We now use the identity

$$
0=b \tau\left(a^{0}, \widetilde{\delta_{1}}\left(a^{1}\right), a^{2}\right)=\tau\left(a^{0} \widetilde{\delta_{1}}\left(a^{1}\right), a^{2}\right)-\tau\left(a^{0}, \widetilde{\delta_{1}}\left(a^{1}\right) a^{2}\right)+a_{(-1)}^{2} \tau\left(a^{2} a^{0}, \widetilde{\delta_{1}}\left(a^{1}\right)\right)
$$

to replace the term $\tau\left(a^{0}, \widetilde{\delta_{1}}\left(a^{1}\right) a^{2}\right)$, thus obtaining

$$
\begin{align*}
& b\left(\operatorname{tg} v_{\omega}\right)\left(a^{0}, a^{1}, a^{2}\right)=\tau\left(a^{0} \widetilde{\delta_{1}}\left(a^{1}\right), a^{2}\right)+ \\
+ & a_{(-1)}^{2}\left(\tau\left(a^{2} a^{0}, \widetilde{\delta_{1}}\left(a^{1}\right)\right)+\tau\left(\omega a^{2} a^{0}, a^{1}\right)-\tau\left(a^{2} a^{0}, \omega a^{1}\right)\right) \\
= & \tau\left(a^{0} \widetilde{\delta_{1}}\left(a^{1}\right), a^{2}\right)+a_{(-1)}^{2}\left(-\tau\left(a^{2} a^{0}, a^{1} \omega\right)+\tau\left(\omega a^{2} a^{0}, a^{1}\right)\right) . \tag{4.11}
\end{align*}
$$

Next, using

$$
\begin{aligned}
0=b \tau\left(c^{0}, c^{1}, \omega\right) & =\tau\left(c^{0} c^{1}, \omega\right)-\tau\left(c^{0}, c^{1} \omega\right)+\tau\left(\omega c^{0}, c^{1}\right) \\
& =-\tau\left(c^{0}, c^{1} \omega\right)+\tau\left(\omega c^{0}, c^{1}\right),
\end{aligned}
$$

for $c^{0}=a^{2} a^{0}$ and $c^{1}=a^{1}$, one sees that the term in paranthesis vanishes, and therefore (4.11) reduces to

$$
b\left(t g v_{\omega}\right)\left(a^{0}, a^{1}, a^{2}\right)=\tau\left(a^{0} \widetilde{\delta}_{1}\left(a^{1}\right), a^{2}\right)=g v_{\omega}\left(a^{0}, a^{1}, a^{2}\right) .
$$

On the other hand, by the very definition of $\tau=\tau_{m-2}$, one has

$$
B\left(\operatorname{tg} v_{\omega}\right)\left(a^{0}\right)=-\tau\left(1, \omega a^{0}\right)-\tau\left(a^{0}, \omega\right)=0 .
$$

Let $\omega \in \mathcal{M}_{m}(\Gamma)$, for some congruence subgroup $\Gamma \subset \mathrm{SL}(2, \mathbb{Z})$. The transgression proper occurs when $g v_{\omega}$ is restricted to the subalgebra

$$
\mathcal{A}^{\Gamma}=\mathcal{M} \ltimes \Gamma,
$$

on which $\widetilde{\delta}_{1}$ vanishes. Then $\operatorname{tg} v_{\omega}$ becomes a cocycle in $Z C^{2}\left(\mathcal{A}^{\Gamma}, W_{m-2}\right)$ and its restriction to $\mathcal{A}_{0}^{\Gamma}=\mathbb{C}[\Gamma]$

$$
\operatorname{tg} v_{\omega}\left(U_{\gamma_{0}}, U_{\gamma_{1}}\right)=-\tau\left(U_{\gamma_{0}}, \omega U_{\gamma_{1}}\right)=-\int_{z_{0}}^{\gamma_{0} z_{0}} F \omega d z, \quad \gamma_{0} \gamma_{1}=1
$$

gives a group cocycle in $Z^{1}\left(\Gamma, W_{m-2}\right)$. After a change of sign, we denote this cocycle

$$
\begin{equation*}
T G V_{\omega}(\gamma):=\int_{z_{0}}^{\gamma z_{0}} F \omega d z, \quad \forall \gamma \in \Gamma \tag{4.12}
\end{equation*}
$$

Taking its real part, one obtains the linear map

$$
\begin{equation*}
\omega \in \mathcal{M}_{m}(\Gamma) \longmapsto E S(\omega):=\left[\operatorname{Re} T G V_{\omega}\right] \in H^{1}\left(\Gamma, W_{m-2}(\mathbb{R})\right) \tag{4.13}
\end{equation*}
$$

whose restriction to the cuspidal subspace $\mathcal{M}_{m}^{0}(\Gamma)$ gives the Eichler-Shimura embedding of $\mathcal{M}_{m}^{0}(\Gamma)$ into $H^{1}\left(\Gamma, W_{m-2}(\mathbb{R})\right)$.

In the remainder of this section we shall look closer at the restriction of the assignment (4.13) to the Eisenstein subspace $\mathcal{E}_{m}(\Gamma) \subset \mathcal{M}_{m}(\Gamma)$. To this end, we proceed to recall the construction of the Hecke lattice for higher weight Eisenstein series. For $\mathbf{a}=\left(a_{1}, a_{2}\right) \in(\mathbb{Q} / \mathbb{Z})^{2}$, the holomorphic Eisenstein series $G_{\mathbf{a}}^{(m)}$ of weight $m>2$ is defined by the absolutely convergent series

$$
G_{\mathbf{a}}^{(m)}(z):=\sum_{\mathbf{k} \in \mathbb{Q}^{2} \backslash \mathbf{0}, \mathbf{k} \equiv \mathbf{a}(\bmod 1)}\left(k_{1} z+k_{2}\right)^{-m}
$$

averaging over $\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2}$, and using as weights the additive characters (see (1.7)) $\left\{\chi_{\mathbf{x}} ; \mathbf{x} \in\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2}\right\}$, gives rise to the series

$$
\begin{equation*}
\phi_{\mathbf{x}}^{(m)}(z):=\frac{(m-1)!}{(2 \pi i N)^{m}} \sum_{\mathbf{a} \in\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2}} \chi_{\mathbf{x}}(\mathbf{a}) \cdot G_{\mathbf{a}}^{(m)}(z) \tag{4.14}
\end{equation*}
$$

We now apply Proposition 10 for the case of the degenerate action defined by an Eisenstein series $\phi_{\mathbf{x}}^{(m)}, \mathbf{x} \in\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2}$, and with respect to the $\mathcal{H}_{1}$-invariant cocycle $\widetilde{\tau}=\widetilde{\tau}_{m-2}$ (see (3.7)). Restricting to $\mathbb{C}[\Gamma(N)]$ one obtains the transgressed group cocycle $\widetilde{T G V}_{\phi_{\mathbf{x}}} \in Z^{1}\left(\Gamma(N), W_{m-2}\right)$. We then take its real part $\Phi_{\mathbf{x}}^{(m)}:=$ $\operatorname{Re} \widetilde{T G V}_{\phi_{\mathbf{x}}} \in Z^{1}\left(\Gamma(N), W_{m-2}(\mathbb{R})\right)$, which still satisfies the cocycle relation

$$
\begin{equation*}
\Phi_{\mathbf{x}}^{(m)}(\alpha \beta)=\Phi_{\mathbf{x}}^{(m)}(\alpha)+\alpha \cdot \Phi_{\mathbf{x}}^{(m)}(\beta), \quad \alpha, \beta \in \Gamma(N) \tag{4.15}
\end{equation*}
$$

We shall show that $\Phi_{\mathbf{x}}^{(m)}$ coincides with the generalized Rademacher function of $[\mathbf{2 0}, \S 2]$, and in particular $\Phi_{\mathbf{x}}^{(m)} \in Z^{1}\left(\Gamma(N), W_{m-2}(\mathbb{Q})\right)$. As a matter of fact, we shall explicitly compute its extension to $\mathrm{GL}^{+}(2, \mathbb{Q})$,

$$
\Phi_{\mathbf{x}}^{(m)}=\operatorname{Re} \Psi_{\mathbf{x}}^{(m)}
$$

In turn,

$$
\Psi_{\mathbf{x}}^{(m)}(\gamma)=\widetilde{T G V}_{\phi_{\mathbf{x}}}, \quad \gamma \in \mathrm{GL}^{+}(2, \mathbb{Q})
$$

is obtained by specializing the formula (3.7) to $f^{0}=\phi_{\mathbf{x}}^{(m)}, f^{1}=1$ and thus is given by the expression

$$
\begin{align*}
\Psi_{\mathbf{x}}^{(m)}(\gamma) & =\int_{z_{0}}^{\gamma z_{0}} F(z) \phi_{\mathbf{x}}^{(m)}(z) d z+\check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right)-\gamma \cdot \check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)} \mid \gamma\right) \\
& -\int_{z_{0}}^{i \infty} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) d z+\int_{z_{0}}^{i \infty} \gamma \cdot F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)} \mid \gamma\right)(z) d z, \tag{4.16}
\end{align*}
$$

which is independent of $z_{0} \in \mathbb{H}$. The coboundary relation in Proposition 10 is equivalent with the following cocycle property

$$
\begin{equation*}
\Psi_{\mathbf{x}}^{(m)}(\alpha \beta)=\Psi_{\mathbf{x}}^{(m)}(\alpha)+\alpha \cdot \Psi_{\mathbf{x} \mid \alpha}^{(m)}(\beta), \quad \alpha, \beta \in \mathrm{GL}^{+}(2, \mathbb{Q}), \tag{4.17}
\end{equation*}
$$

and the collection $\left\{\Phi_{\mathbf{x}}^{(m)} ; \mathbf{x} \in \mathbb{Q}^{2} / \mathbb{Z}^{2}\right\}$ is equivalent to the distribution valued Eisenstein cocycle of Stevens [28].

To state the precise result, we need to recall one more definition, that of a generalized higher Rademacher-Dedekind sum ([23, 13, 28, 20]); given $a, c \in \mathbb{Z}$ with $(a, c)=1$ and $c \geq 1,0<k<m \in \mathbb{N}$ and $\mathbf{x} \in\left(\frac{1}{N} \mathbb{Z} / \mathbb{Z}\right)^{2}$, it is defined by the expression

$$
\begin{equation*}
S_{\mathbf{x}}^{(m-k, k)}\left(\frac{a}{c}\right)=\sum_{r=0}^{c-1} \frac{\mathbf{B}_{m-k}\left(\frac{x_{1}+r}{c}\right)}{m-k} \frac{\mathbf{B}_{k}\left(x_{2}+a \frac{x_{1}+r}{c}\right)}{k}, \tag{4.18}
\end{equation*}
$$

where $\mathbf{B}_{j}: \mathbb{R} \rightarrow \mathbb{R}$ is the $j$-th periodic Bernoulli function

$$
\mathbf{B}_{j}(x)=B_{j}(x-[x]), \quad x \in \mathbb{R}
$$

Theorem 11. Let $m \geq 2$ and let $\mathbf{x} \in \mathbb{Q}^{2} / \mathbb{Z}^{2}$, with $\mathbf{x} \neq 0$ if $m=2$. $1^{0}$. For $\beta=\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right) \in B(\mathbb{Q})$,

$$
\Phi_{\mathbf{x}}^{(m)}(\beta)=-\frac{\mathbf{B}_{m}\left(x_{1}\right)}{m} \int_{0}^{\frac{b}{d}}\left(t T_{1}+T_{2}\right)^{m-2} d t
$$

$2^{0}$. For $\sigma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{SL}(2, \mathbb{Z})$, with $c>0$,

$$
\Phi_{\mathbf{x}}^{(m)}(\sigma)=\left\{\begin{array}{l}
-\frac{\mathbf{B}_{m}\left(x_{1}\right)}{m} \int_{0}^{\frac{a}{c}}\left(t T_{1}+T_{2}\right)^{m-2} d t \\
-\frac{\mathbf{B}_{m}\left(a x_{1}+c x_{2}\right)}{m} \int_{-\frac{d}{c}}^{0}\left(t\left(a T_{1}+c T_{2}\right)+b T_{1}+d T_{2}\right)^{m-2} d t \\
\quad+\sum_{k=0}^{m-2}(-1)^{k}\binom{m-2}{k} S_{\mathbf{x}}^{(m-k-1, k+1)}\left(\frac{a}{c}\right) T_{1}^{k}\left(a T_{1}+c T_{2}\right)^{m-k-2} .
\end{array}\right.
$$

Proof. $1^{0}$. Restricting $\Psi_{\mathbf{x}}^{(m)}$ to $B(\mathbb{Q})$, one has

$$
\Psi_{\mathbf{x}}^{(m)}(\beta)=\int_{z_{0}}^{\beta z_{0}} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) d z+\mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right) \int_{z_{0}}^{\beta z_{0}} F(z) d z
$$

$$
\begin{aligned}
& +\quad \check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right)-\beta \cdot \check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)} \mid \beta\right) \\
& -\int_{z_{0}}^{i \infty} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) d z+\int_{z_{0}}^{i \infty} \beta \cdot F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)} \mid \beta\right)(z) d z \\
& =\int_{z_{0}}^{\beta z_{0}} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) d z+\mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right)\left(\check{F}\left(\beta z_{0}\right)-\check{F}\left(z_{0}\right)\right) \\
& +\quad \check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right)-\beta \cdot \check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)} \mid \beta\right) \\
& -\int_{z_{0}}^{i \infty} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) d z+\int_{z_{0}}^{i \infty} \beta \cdot F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)} \mid \beta\right)(z) d z \\
& =\int_{z_{0}}^{\beta z_{0}} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) d z+\mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right) \check{F}\left(\beta z_{0}\right)-\beta \cdot \check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)} \mid \beta\right) \\
& -\int_{z_{0}}^{i \infty} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) d z+\int_{z_{0}}^{i \infty} \beta \cdot F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)} \mid \beta\right)(z) d z .
\end{aligned}
$$

When $z_{0} \rightarrow i \infty$ all three integrals vanish. For the remaining terms we note that, using the weight $m$ analogue of (2.32), one has

$$
\mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right) \check{F}\left(\beta z_{0}\right)-\beta \cdot \check{F}\left(z_{0}\right) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)} \mid \beta\right)=\mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right)\left(\check{F}\left(\beta z_{0}\right)-\left(\frac{a}{d}\right)^{\frac{m}{2}} \beta \cdot \check{F}\left(z_{0}\right)\right)
$$

Since

$$
\frac{d}{d z_{0}}\left(\check{F}\left(\beta z_{0}\right)-\left(\frac{a}{d}\right)^{\frac{m}{2}} \beta \cdot \check{F}\left(z_{0}\right)\right)=0
$$

as one can easily check employing (3.3), the expression is constant in $z_{0}$, hence equal to its value at $z_{0}=0$

$$
\check{F}\left(\beta z_{0}\right)-\left(\frac{a}{d}\right)^{\frac{m}{2}} \beta \cdot \check{F}\left(z_{0}\right)=\check{F}\left(\frac{b}{d}\right)
$$

From the known Fourier transform of $\phi_{\mathbf{x}}^{(m)}([\mathbf{2 0}]$, formula (2.1)), one reads that

$$
\begin{equation*}
\mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right)=-\frac{\mathbf{B}_{m}\left(x_{1}\right)}{m} \tag{4.19}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\Phi_{\mathbf{x}}^{(m)}(\beta)=-\frac{\mathbf{B}_{m}\left(x_{1}\right)}{m} \int_{0}^{\frac{b}{d}}\left(t T_{1}+T_{2}\right)^{m-2} d t \tag{4.20}
\end{equation*}
$$

which proves the first statement.
$2^{0}$. Let us now compute the value of $\Psi_{\mathbf{x}}^{(m)}$ at $\sigma_{0}=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$ by choosing in (4.16) $z_{0}=i$, which is a fixed point of $\sigma_{0}$. One has

$$
\begin{aligned}
\Psi_{\mathbf{x}}^{(m)}\left(\sigma_{0}\right) & =\mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)}\right) \check{F}(i)-\sigma_{0} \cdot \check{F}(i) \mathbf{a}_{0}\left(\phi_{\mathbf{x}}^{(m)} \mid \sigma_{0}\right) \\
& -\int_{i}^{i \infty} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) d z+\int_{i}^{i \infty} \sigma_{0} \cdot F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)} \mid \sigma_{0}\right)(z) d z
\end{aligned}
$$

This can be related to the Mellin transform of $F \phi_{\mathbf{x}}^{(m)}$,

$$
D\left(F \phi_{\mathbf{x}}^{(m)}, s\right)=\int_{0}^{i \infty} F(z) \widetilde{\epsilon}\left(\phi_{\mathbf{x}}^{(m)}\right)(z) y^{s-1} d z, \quad z=x+i y
$$

More precisely, as in the proof of [27, Prop. 2.3.3], one shows that

$$
\Psi_{\mathbf{x}}^{(m)}\left(\sigma_{0}\right)=-D\left(F \phi_{\mathbf{x}}^{(m)}, 1\right)
$$

which in turn can be computed, as in [27, Prop. 2.2.1], from the Fourier transform of $\mathrm{f} \phi_{\mathbf{x}}^{(m)}$. Taking the real part one obtains, $[\mathbf{2 8}$, Thm. 6.9 (a)],

$$
\begin{equation*}
\Phi_{\mathbf{x}}^{(m)}\left(\sigma_{0}\right)=\sum_{k=0}^{m-2}(-1)^{k}\binom{m-2}{k} \frac{\mathbf{B}_{m-k-1}\left(x_{1}\right)}{m-k-1} \frac{\mathbf{B}_{k+1}\left(x_{2}\right)}{k+1} T_{1}^{k} T_{2}^{m-k-2} \tag{4.21}
\end{equation*}
$$

In view of the Bruhat decomposition $\mathrm{GL}^{+}(2, \mathbb{Q})=B(\mathbb{Q}) \cup B(\mathbb{Q}) \sigma_{0} B(\mathbb{Q})$, the expressions (4.20) and (4.21), together with the cocycle relation (4.17), uniquely determine $\Phi_{\mathbf{x}}^{(m)}$ and allow its explicit calculation (comp. [27, Ch. 2], [28, §5], where the weight 2 case is treated in detail). This calculation has in fact been done by Nakamura [20], for a cocycle defined in a similar manner but using an alternate construction of the Eichler-Shimura period integrals. Since both (4.20) and (4.21) agree with Nakamura's formula $[\mathbf{2 0},(2.8)]$ for the restriction of $\Phi_{\mathbf{x}}^{(m)}$ to $\operatorname{SL}(2, \mathbb{Z})$, one can conclude that $\Phi_{\mathbf{x}}^{(m)}(\sigma)$ is given by the cited formula for any $\sigma \in \operatorname{SL}(2, \mathbb{Z})$.

A similar construction can be performed starting with any holomorphic function $F: \mathbb{H} \rightarrow W$ that satisfies the covariance law (3.3),

$$
F \left\lvert\, g(z) \equiv \operatorname{det}(g)^{-\frac{m-2}{2}}(c z+d)^{m-2} F(g z)=g \cdot F(z)\right., \quad g \in G L^{+}(2, \mathbb{R})
$$

Of particular interest, in view of its connection to special values at non-positive integers of partial zeta functions for real quadratic fields (see $[\mathbf{2 8}, \S 7]$ ), is the following choice $([\mathbf{2 8},(6.4)(\mathrm{b})])$. For $m=2 n \in 2 \mathbb{N}$, one takes

$$
W_{n-1, n-1}=\left(W_{n-1} \otimes W_{n-1}\right)^{\mathrm{sym}} \subset W_{n-1} \otimes W_{n-1}
$$

i.e. the subspace fixed by the involution $P_{1} \otimes P_{2} \mapsto P_{2} \otimes P_{1}$; its elements may be identified with the homogeneous polynomials $P \in \mathbb{C}\left[T_{1}, T_{2}, T_{3}, T_{4}\right]$ of degree $2(n-1)$ such that

$$
P\left(T_{1}, T_{2}, T_{3}, T_{4}\right)=P\left(T_{3}, T_{4}, T_{1}, T_{2}\right)
$$

$\mathrm{GL}^{+}(2, \mathbb{R})$ acts on $W_{n-1, n-1}$ by the tensor product of the natural representations on the two factors $W_{n-1}$, and the function $F=F_{n-1, n-1}: \mathbb{H} \rightarrow W_{n-1, n-1}$ is defined by the formula

$$
F_{n-1, n-1}(z)=\left(z T_{1}+T_{2}\right)^{n-1}\left(z T_{3}+T_{4}\right)^{n-1}
$$

For this specific choice, taking into account [28, Theorem 6.9], the statement of Theorem 11 becomes modified as follows.

Theorem 12. Let $m=2 n \geq 2$ and let $\mathbf{x} \in \mathbb{Q}^{2} / \mathbb{Z}^{2}$, with $\mathbf{x} \neq 0$ if $m=2$. $1^{0}$. For $\beta=\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right) \in B(\mathbb{Q})$,

$$
\Phi_{\mathbf{x}}^{(m)}(\beta)=-\frac{\mathbf{B}_{m}\left(x_{1}\right)}{m} \int_{0}^{\frac{b}{d}}\left(t T_{1}+T_{2}\right)^{n-1}\left(t T_{3}+T_{4}\right)^{n-1} d t
$$

$$
\begin{aligned}
& 2^{0} . \text { For } \sigma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}(2, \mathbb{Z}) \text {, with } c>0, \\
& \Phi_{\mathbf{x}}^{(m)}(\sigma)=\left\{\begin{aligned}
&- \frac{\mathbf{B}_{m}\left(x_{1}\right)}{m} \int_{0}^{\frac{a}{c}}\left(t T_{1}+T_{2}\right)^{n-1}\left(t T_{3}+T_{4}\right)^{n-1} d t \\
&- \frac{\mathbf{B}_{m}\left(a x_{1}+c x_{2}\right)}{m} \int_{-\frac{d}{c}}^{0}\left(t\left(a T_{1}+c T_{2}\right)+b T_{1}+d T_{2}\right)^{n-1} \\
& \cdot\left(t\left(a T_{3}+c T_{4}\right)+b T_{3}+d T_{4}\right)^{n-1} d t \\
&+\sum_{k=0}^{n-1} \sum_{\ell=0}^{n-1}(-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell} S_{\mathbf{x}}^{(m-k-\ell-1, k+\ell+1)}\left(\frac{a}{c}\right) \\
& \cdot T_{1}^{k}\left(a T_{1}+c T_{2}\right)^{n-k-1} T_{3}^{\ell}\left(a T_{3}+c T_{4}\right)^{n-\ell-1} .
\end{aligned}\right.
\end{aligned}
$$

Remark 13. Reformulating a result of Siegel [25, 26], Stevens has shown [28, §7] that the Eisenstein cocycle $\Phi$ of Theorem 12 can be used to calculate the values at nonpositive integers of partial zeta functions over a real quadratic field. This is achieved by specializing $\Phi$ to a certain Eisenstein series $E$, then evaluating it at the element $\sigma \in \mathrm{SL}(2, \mathbb{Z})$ that represents the action of a certain unit, and finally computing the polynomial $\Phi_{E}(\sigma)$ on the basis elements and their conjugates. It is intriguing to observe that the above transgressive construction confers $\Phi$ the secondary status reminiscent of the Borel regulator invariants that enter in the expression of the special values at non-critical points of $L$-functions associated to number fields ([16, 29, 30]).
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# Archimedean cohomology revisited 

Caterina Consani and Matilde Marcolli


#### Abstract

Archimedean cohomology provides a cohomological interpretation for the calculation of the local L-factors at archimedean places as zeta regularized determinant of a $\log$ of Frobenius. In this paper we investigate further the properties of the Lefschetz and log of monodromy operators on this cohomology. We use the Connes-Kreimer formalism of renormalization to obtain a fuchsian connection whose residue is the log of the monodromy. We also present a dictionary of analogies between the geometry of a tubular neighborhood of the "fiber at arithmetic infinity" of an arithmetic variety and the complex of nearby cycles in the geometry of a degeneration over a disk, and we recall Deninger's approach to the archimedean cohomology through an interpretation as global sections of a analytic Rees sheaf. We show that action of the Lefschetz, the log of monodromy and the log of Frobenius on the archimedean cohomology combine to determine a spectral triple in the sense of Connes. The archimedean part of the Hasse-Weil L-function appears as a zeta function of this spectral triple. We also outline some formal analogies between this cohomological theory at arithmetic infinity and Givental's homological geometry on loop spaces.


## 1. Introduction

C. Deninger produced a unified description of the local factors at arithmetic infinity and at the finite places where the local Frobenius acts semi-simply, in the form of a Ray-Singer determinant of a "logarithm of Frobenius" $\Phi$ on an infinite dimensional vector space (the archimedean cohomology $H_{a r}^{\cdot}(X)$ at the archimedean places, [11]). The first author gave a cohomological interpretation of the space $H_{a r}^{\cdot}(X)$, in terms of a double complex $K^{\cdot}$, of real differential forms on a smooth projective algebraic variety $X$ (over $\mathbb{C}$ or $\mathbb{R}$ ), with Tate-twists and suitable cutoffs, together with an endomorphism $N$, which represents a "logarithm of the local monodromy at arithmetic infinity". Moreover, in this theory the cohomology of the complex Cone $(N)$. computes real Deligne cohomology of $X,[\mathbf{9}]$. The construction of $[\mathbf{9}]$ is motivated by a dictionary of analogies between the geometry of the tubular neighborhoods of the "fibers at arithmetic infinity" of an arithmetic variety $X$ and the geometric theory of the limiting mixed Hodge structure of a degeneration over a disk. Thus, the formulation and notation used in [9] for the double complex and archimedean cohomology mimics the definition, in the geometric case, of a resolution of the complex of nearby cycles and its cohomology ([28]).
In Section 2 and 3 we give an equivalent description of Consani's double complex, which allows us to investigate further the structure induced on the complex and
the archimedean cohomology by the operators $N, \Phi$, and the Lefschetz operator $\mathbb{L}$. In Section 4 we illustrate the analogies between the complex and archimedean cohomology and a resolution of the complex of nearby cycles in the classical geometry of an analytic degeneration with normal crossings over a disk. In Section 5 we show that, using the Connes-Kreimer formalism of renormalization, we can identify the endomorphism $N$ with the residue of a Fuchsian connection, in analogy to the log of the monodromy in the geometric case. In Section 6 we recall Deninger's approach to the archimedean cohomology through an interpretation as global sections of a real analytic Rees sheaf over $\mathbb{R}$. In Section 7 we show how the action of the endomorphisms $N$ and $\mathbb{L}$ and the Frobenius operator $\Phi$ define a noncommutative manifold (a spectral triple in the sense of Connes), where the algebra is related to the $\operatorname{SL}(2, \mathbb{R})$ representation associated to the Lefschetz $\mathbb{L}$, the Hilbert space is obtained by considering Kernel and Cokernel of powers of $N$, and the $\log$ of Frobenius $\Phi$ gives the Dirac operator. The archimedean part of the Hasse-Weil L-function is obtained from a zeta function of the spectral triple. In Section 8 we outline some formal analogies between the complex and cohomology at arithmetic infinity and the equivariant Floer cohomology of loop spaces considered in Givental's homological geometry of mirror symmetry.

## 2. Cohomology at arithmetic infinity

Let $X$ be a compact Kähler manifold of (complex) dimension $n$. Consider the complex of $\mathbb{C}$-vector spaces

$$
\begin{equation*}
C^{\cdot}=\Omega_{X} \otimes \mathbb{C}\left[U, U^{-1}\right] \otimes \mathbb{C}\left[\hbar, \hbar^{-1}\right] \tag{2.1}
\end{equation*}
$$

where $\Omega_{X}=\oplus_{p, q} \Omega_{X}^{p, q}$ is the complex of global sections of the sheaves of $(p, q)$-forms on $X, \hbar$ and $U$ are formal independent variables, with $U$ of degree two. Our choice of notation wants to be suggestive of [15], in view of the analogies illustrated in the last section of this paper. On $C^{\cdot}$ we consider the total differential $\delta_{C}=d_{C}^{\prime}+d_{C}^{\prime \prime}$, where $d_{C}^{\prime}=\hbar d$, with $d=\partial+\bar{\partial}$ the usual de Rham differential and $d_{C}^{\prime \prime}=\sqrt{-1}(\bar{\partial}-\partial)$. The hypercohomology $\mathbb{H}^{\cdot}\left(C^{\cdot}, \delta_{C}\right)$ is then simply given by the infinite dimensional vector space $H^{\cdot}(X ; \mathbb{C}) \otimes \mathbb{C}\left[U, U^{-1}\right] \otimes \mathbb{C}\left[\hbar, \hbar^{-1}\right]$.
We also consider the positive definite inner product

$$
\begin{equation*}
\left\langle\alpha \otimes U^{r} \otimes \hbar^{k}, \eta \otimes U^{s} \otimes \hbar^{t}\right\rangle:=\langle\alpha, \eta\rangle \delta_{r, s} \delta_{k, t} \tag{2.2}
\end{equation*}
$$

where $\langle\alpha, \eta\rangle$ denotes the Hodge inner product on forms $\Omega_{X}$, given by

$$
\begin{equation*}
\langle\alpha, \eta\rangle:=\int_{X} \alpha \wedge * C(\bar{\eta}) \tag{2.3}
\end{equation*}
$$

with $C(\eta)=(\sqrt{-1})^{p-q}$, for $\eta \in \Omega_{X}^{p, q}$, and $\delta_{a, b}$ the Kronecker delta.
We then introduce certain cutoffs on $C$, which will allow us to recover the complex at arithmetic infinity of $[\mathbf{9}]$ from $C^{\text {. }}$
To fix notation, for fixed $p, q \in \mathbb{Z}_{\geq 0}$ with $m=p+q$, let

$$
\begin{equation*}
\lambda(q, r):=\max \{0,2 r+m, r+q\} \tag{2.4}
\end{equation*}
$$

where $2 r+m$ is the total degree of the complex. Let $\tilde{\Lambda}_{p, q} \subset \mathbb{Z}^{2}$ be the set of lattice points satisfying

$$
\begin{equation*}
\tilde{\Lambda}_{q}=\left\{(r, k) \in \mathbb{Z}^{2}: k \geq \lambda(q, r)\right\} \tag{2.5}
\end{equation*}
$$

for $\lambda(q, r)$ as in (2.4).

For fixed $(p, q)$ with $m=p+q$, let $\mathfrak{C}_{p, q}^{m, 2 r} \subset C$ be the complex linear subspace given by the span of the elements of the form

$$
\begin{equation*}
\alpha \otimes U^{r} \otimes \hbar^{k} \tag{2.6}
\end{equation*}
$$

where $\alpha \in \Omega_{X}^{p, q}$ and $(r, k) \in \tilde{\Lambda}_{q}$. We regard $\mathfrak{C}_{p, q}^{m, *}$ as a $2 \mathbb{Z}$-graded complex vector space.
Let $\mathfrak{C}$ be the direct sum of all the $\mathfrak{C}_{p, q}^{m, *}$, for varying $(p, q)$. We regard it as a $\mathbb{Z}$-graded complex vector space with total degree $2 r+m$.
In the cutoff (2.4), while the integer $2 r+m$ is just the total degree in $\Omega_{X} \otimes \mathbb{C}\left[U, U^{-1}\right]$, the constraint $k \geq r+q$ can be explained in terms of the Hodge filtration.
Let $\gamma^{\cdot}=F^{\cdot} \cap \bar{F}^{\cdot}$, where $F^{\cdot}$ and $\bar{F}^{\cdot}$ are the Hodge filtrations

$$
\begin{align*}
& F^{p} \Omega_{X}^{m}=\bigoplus_{\substack{p^{\prime}+q=m \\
p^{\prime} \geq p}} \Omega_{X}^{p^{\prime}, q}  \tag{2.7}\\
& \bar{F}^{q} \Omega_{X}^{m}:=\bigoplus_{\substack{p+q^{\prime \prime}=m \\
q^{\prime \prime} \geq q}} \Omega_{X}^{p, q^{\prime \prime}} \tag{2.8}
\end{align*}
$$

The condition defining $\mathfrak{C}$ can be rephrased in the following way.
Lemma 2.1. The complex $\mathfrak{C}$ has an equivalent description as $\mathfrak{C}^{i}=\bigoplus_{i=m+2 r} \mathfrak{C}^{m, 2 r}$, with

$$
\begin{equation*}
\mathfrak{C}^{m, 2 r}=\bigoplus_{\substack{p+q=m \\ k \geq \max \{0,2 r+m\}}}\left(F^{m+r-k} \Omega_{X}^{m}\right) \otimes U^{r} \otimes \hbar^{k} \tag{2.9}
\end{equation*}
$$

with the filtration $F^{*}$ as in (2.7).
Proof. This follows immediately by

$$
\begin{equation*}
F^{m+r-k} \Omega_{X}^{m}=\bigoplus_{\substack{p+q=m \\ k \geq r+q}} \Omega_{X}^{p, q} \tag{2.10}
\end{equation*}
$$

Let $c$ denote the complex conjugation operator acting on complex differential forms. We set $\mathcal{T}:=\left(\mathfrak{C}^{\cdot}\right)^{c=i d}$. This is the real complex

$$
\left(C^{\cdot}\right)^{c=i d}=\Omega_{X, \mathbb{R}} \otimes \mathbb{R}\left[U, U^{-1}\right] \otimes \mathbb{R}\left[\hbar, \hbar^{-1}\right] .
$$

Here $\Omega_{X, \mathbb{R}}^{m}$ is the $\mathbb{R}$-vector space of real differential forms of degree $m$, spanned by forms $\alpha=\xi+\bar{\xi}$, with $\xi \in \Omega_{X}^{p, q}$ and such that $p+q=m$, namely

$$
\begin{equation*}
\Omega_{X, \mathbb{R}}^{m}=\bigoplus_{p+q=m}\left(\Omega_{X}^{p, q}+\Omega_{X}^{q, p}\right) \tag{2.11}
\end{equation*}
$$

We have then the following equivalent description of $\mathcal{T}$.
Lemma 2.2. The complex $\mathcal{T}=(\mathfrak{C})^{c=i d}$ has the equivalent description $\mathcal{T}^{i}=$ $\bigoplus_{i=m+2 r} \mathcal{T}^{m, 2 r}$ with

$$
\begin{equation*}
\mathcal{T}^{m, 2 r}=\bigoplus_{\substack{p+q=m \\ k \geq \max \{0,2 r+m\}}}\left(\gamma^{m+r-k} \Omega_{X}^{m}\right) \otimes U^{r} \otimes \hbar^{k} \tag{2.12}
\end{equation*}
$$

with the filtration $\gamma^{\cdot}=F^{\cdot} \cap \bar{F}^{\text {. }}$.
Proof. We have

$$
\begin{aligned}
F^{m+r-k} \Omega_{X}^{m} & =\bigoplus_{\substack{p+q=m \\
k \geq r+q}} \Omega_{X}^{p, q} \\
\bar{F}^{m+r-k} \Omega_{X}^{m} & =\bigoplus_{\substack{p+q=m \\
k \geq r+p}} \Omega_{X}^{p, q},
\end{aligned}
$$

hence one obtains

$$
\gamma^{m+r-k} \Omega_{X}^{m}=\bigoplus_{\substack{p+q=m \\ k \geq \frac{p p-q \mid+2 r+m}{2}}} \Omega_{X}^{p, q}
$$

where $(|p-q|+2 r+m) / 2=r+\max \{p, q\}$.

Notice that the inner product (2.3) is real valued on real forms, hence it induces an inner product on $\mathcal{T}$.
Lemma 2.2 suggests the following convenient description of $\mathcal{T}$, which we shall use in the following.
For fixed $(p, q)$ with $m=p+q$, let

$$
\begin{equation*}
\kappa(p, q, r):=\max \left\{0,2 r+m, \frac{|p-q|+2 r+m}{2}\right\} . \tag{2.13}
\end{equation*}
$$

Then let $\Lambda_{p, q} \subset \mathbb{Z}^{2}$ be the set

$$
\begin{equation*}
\Lambda_{p, q}=\left\{(r, k) \in \mathbb{Z}^{2}: k \geq \kappa(p, q, r)\right\} \tag{2.14}
\end{equation*}
$$

with $\kappa(p, q, r)$ as in (2.13).
Proposition 2.3. The elements of the $\mathbb{Z}$-graded real vector space $\mathcal{T}$ are linear combinations of elements of the form

$$
\begin{equation*}
\alpha \otimes U^{r} \otimes \hbar^{k} \tag{2.15}
\end{equation*}
$$

with $\alpha \in\left(\Omega_{X}^{p, q}+\Omega_{X}^{q, p}\right), \alpha=\xi+\bar{\xi}$, for some $(p, q)$ with $p+q=m$, and $(r, k)$ in the corresponding $\Lambda_{p, q}$.

Proof. By Lemma 2.1, we have seen that the cutoff $\lambda(q, r)$ of (2.4) corresponds to the Hodge filtration $F^{*}$, while Lemma 2.2 shows that, when we impose $c=i d$ we can describe $\left(\mathfrak{C}^{\cdot}\right)^{c=i d}$ in terms of the $\gamma^{-}$-filtration as in (2.12). For fixed $(p, q)$ with $p+q=m$, this corresponds to the fact that

$$
\begin{equation*}
\mathcal{T}_{p, q}^{m, 2 r}:=\left(\mathfrak{C}_{p, q}^{m, 2 r} \oplus \mathfrak{C}_{q, p}^{m, 2 r}\right)^{c=i d} \tag{2.16}
\end{equation*}
$$

is the real vector space generated by elements of the form (2.15), where $\alpha=\xi+\bar{\xi} \in$ $\left(\Omega_{X}^{p, q}+\Omega_{X}^{q, p}\right)$ is a real form and the indices $(r, k)$ satisfy the conditions $k \geq 0$, $k \geq 2 r+m$ and $k \geq r+\max \{p, q\}$. Equivalently, $(r, k) \in \Lambda_{p, q}$. Notice that, since $\kappa(p, q, r)=\kappa(q, p, r)$, we have $\Lambda_{p, q}=\Lambda_{q, p}$. In fact $\Lambda_{p, q}$ depends on $(p, q)$ only through $|p-q|$ and $m=p+q$.


Figure 1. The region $\Lambda_{p, q} \subset \mathbb{Z}^{2}$ defining $\mathcal{T}_{p, q}^{m, .}$

Figure 1 describes, for fixed values of $m$ and $|p-q|$, the effect of the cutoff (2.13) on the varying indices $(r, k)$. Namely, for fixed $(p, q)$ with $p+q=m$, the region $\Lambda_{p, q} \subset \mathbb{Z}^{2}$ defined in (2.14) is the shaded region in Figure 1. The graph of the function $k=\kappa(p, q, r)$ of (2.13) is the boundary of the shaded region in the Figure. By construction, the real vector space $\mathcal{T}_{p, q}^{m, 2 r}$ is the linear span of the (2.15) with $(r, k) \in \Lambda_{p, q}$ and $\mathcal{T}$ is the direct sum of all the $\mathcal{T}_{p, q}^{m, *}$, for varying $(p, q)$, viewed as a $\mathbb{Z}$-graded real vector space with total degree $2 r+m$. Namely, we can think of a single $\mathcal{T}_{p, q}^{m, *}$ as a "slice" of $\mathcal{T}$ for fixed $(p, q)$, namely, for each $(p, q)$ there is a corresponding Figure 1 and $\mathcal{T}$ is obtained when considering the union of all of them.
The differentials $d_{C}^{\prime}$ and $d_{C}^{\prime \prime}$ induce corresponding differentials $d^{\prime}$ and $d^{\prime \prime}$ on $\mathcal{T}$, where $d^{\prime}=d_{C}^{\prime}=\hbar d$ and $d^{\prime \prime}=P^{\perp} d_{C}^{\prime \prime}$, with $P^{\perp}$ the orthogonal projection of $\left(C^{\cdot}\right)^{c=i d}$ onto $\mathcal{T}$. Notice that, since $d^{\prime}$ and $d^{\prime \prime}$ change the values of $(p, q)$, the differentials move from one "slice" $\mathcal{T}_{p, q}^{m, *} \subset \mathcal{T}$ to another.
2.1. Operators. In the formulation introduced above, we then obtain the very simple description of the operators $N$ and $\Phi$ of [ $\mathbf{9}]$ as

$$
\begin{equation*}
N=U \hbar \quad \Phi=-U \frac{\partial}{\partial U} . \tag{2.17}
\end{equation*}
$$

In [9] these represent, respectively, a logarithm of the local monodromy and a logarithm of Frobenius at arithmetic infinity. We consider the Hilbert space completion of $\mathcal{T}$ in the inner product induced by (2.2). With a slight abuse of notation, we still denote this Hilbert space by $\mathcal{T}$. The linear operator $N$ satisfies $N^{*} N=P_{1}$
and $N N^{*}=P_{2}$, where $P_{1}$ and $P_{2}$ denote, respectively, the orthogonal projections onto the closed subspaces $\operatorname{Ker}(N)^{\perp}$ and $\operatorname{Coker}(N)^{\perp}$ of $\mathcal{T}$. The operator $N$ also has the property that $\left[N, d^{\prime}\right]=\left[N, d^{\prime \prime}\right]=0$. The operator $\Phi$ is an unbounded, self adjoint operator with spectrum $\operatorname{Spec}(\Phi)=\mathbb{Z}$. It also satisfies $\left[\Phi, d^{\prime}\right]=\left[\Phi, d^{\prime \prime}\right]=0$.
Notice that, unlike the differentials $d^{\prime}$ and $d^{\prime \prime}$ that move between different slices $\mathcal{T}_{p, q}^{m, *}$ of $\mathcal{T}$, the monodromy map $N$ does not change the values $(p, q)$.
This means that, in addition to the result of Corollary 4.4 of [ $\mathbf{9}]$ on the "global" properties of injectivity and surjectivity of the map $N: \mathcal{T} \rightarrow \mathcal{T}^{\cdot+2}$, we can also give an analogous "local" result describing the properties of the map $N: \mathcal{T}_{p, q}^{m, *} \rightarrow$ $\mathcal{T}_{p, q}^{m, *+2}$, restricted to an action on a fixed "slice" (i.e. for fixed $p$ and $q$ ). In this case, we obtain the following result.

Proposition 2.4. The endomorphism $N: \mathcal{T}_{p, q}^{m, 2 r} \rightarrow \mathcal{T}_{p, q}^{m, 2(r+1)}$ has the following properties:
(1) $N$ is surjective iff $r$ is in the range $r>-\max \{p, q\}$
(2) $N$ is injective iff $r$ is in the range $r<-\min \{p, q\}$.

Proof. (1) For fixed $(p, q)$ with $p+q=m$, let $\Lambda_{p, q} \subset \mathbb{Z}^{2}$ denote the shaded region in Figure 1, as in (2.14). Let $Z_{p, q} \subset \mathbb{Z}^{2}$ denote the set of lattice points $Z_{p, q}=\left\{(r, k) \in \mathbb{Z}^{2}: r>-\max \{p, q\}\right\}$.
The point $(-\max \{p, q\}, 0) \in \Lambda_{p, q}$ is the intersection point of the lines $k=0$ and $2 r-2 k+m+|p-q|=0$ in the boundary of $\Lambda_{p, q}$. Thus, one sees that the only points in $(r, k) \in \Lambda_{p, q}$ such that $(r-1, k-1) \notin \Lambda_{p, q}$ are those of the form $(r, 0)$ with $r \leq-\max \{p, q\}$. This shows that every point $(r, k) \in \Lambda_{p, q} \cap Z_{p, q}$ has the property that $(r-1, k-1) \in \Lambda_{p, q}$, hence $N$ is surjective in the range $r>-\max \{p, q\}$. It also shows that, for every $r \leq-\max \{p, q\}$, the point $(r, 0)$ in $\Lambda_{p, q}$ is such that $(r-1,-1) \notin \Lambda_{p, q}$, so that N cannot be surjective in the range $r \leq-\max \{p, q\}$.
(2) The case of injectivity is proved similarly. Let

$$
W_{p, q}=\left\{(r, k) \in \mathbb{Z}^{2}: r<-\min \{p, q\}\right\}
$$

Notice that the only points $(r, k) \in \Lambda_{p, q}$ such that $(r+1, k+1) \notin \Lambda_{p, q}$ are those on the boundary line $k=2 r+m$. The point $(-\min \{p, q\},|p-q|)$ is the intersection point of the lines $k=2 r+m$ and $2 r-2 k+m+|p-q|=0$ in the boundary of $\Lambda_{p, q}$. Thus, we see that every point $(r, k) \in \Lambda_{p, q} \cap W_{p, q}$ is such that $(r+1, k+1) \in \Lambda_{p, q}$, and conversely, for all $r \geq-\min \{p, q\}$ there exists a point $(r, k=2 r+m) \in \Lambda_{p, q}$ such that $(r+1, k+1) \notin \Lambda_{p, q}$, hence $N$ is injective in the range $r<-\min \{p, q\}$, while it cannot be injective for $r \geq-\min \{p, q\}$.

The complex $(\mathcal{T}, \delta)$ has another important structure, given by the Lefschetz operator, which, together with the polarization and the monodromy, endows $\left(\mathcal{T}^{\cdot}, \delta\right)$ with the structure of a polarized Hodge-Lefschetz module, in the sense of Deligne and Saito ( $[\mathbf{9}],[\mathbf{1 8}],[\mathbf{2 4}])$. The Lefschetz endomorphism $\mathbb{L}$ is given by

$$
\begin{equation*}
\mathbb{L}=(\cdot \wedge \omega) U^{-1} \tag{2.18}
\end{equation*}
$$

where $\omega$ is the canonical real closed ( 1,1 )-form determined by the Kähler structure. The Lefschetz operator satisfies $\left[\mathbb{L}, d^{\prime}\right]=\left[\mathbb{L}, d^{\prime \prime}\right]=0$.

Notice that, unlike the monodromy operator $N$ that preserves the "slices" $\mathcal{T}_{p, q}^{m, *}$, the Lefschetz moves between different slices, namely

$$
\mathbb{L}: \mathcal{T}_{p, q}^{m, *} \rightarrow \mathcal{T}_{p+1, q+1}^{m+2, *-1}
$$

2.2. Dualities. There are two important duality maps on the complex $\mathcal{T}$. The first is defined on forms by

$$
\begin{equation*}
S: \alpha \otimes U^{r} \otimes \hbar^{2 r+m+\ell} \mapsto \alpha \otimes U^{-(r+m)} \otimes \hbar^{\ell} \tag{2.19}
\end{equation*}
$$

for $\alpha \in \Omega_{X}^{m}$, and it induces, at the level of cohomology, the duality map of Proposition 4.8 of [ $\mathbf{9}]$. The map $S$ induces, in particular, the duality between kernel and cokernel of the monodromy map in cohomology, described in [9] and [10] in terms of powers of the monodromy ( $c f$. Proposition 2.5 below).
The other duality is given by the map

$$
\begin{equation*}
\tilde{S}: \alpha \otimes U^{r} \otimes \hbar^{k} \mapsto C(* \alpha) \otimes U^{r-(n-m)} \otimes \hbar^{k} \tag{2.20}
\end{equation*}
$$

Proposition 2.5. Let $S$ and $\tilde{S}$ be the maps defined in (2.19) and (2.20).
(1) The map $S: \mathcal{T} \rightarrow \mathcal{T}$ is an involution, namely $S^{2}=1$. It gives a collection of linear isomorphisms

$$
S=N^{-(2 r+m)}: \operatorname{span}\left\{\alpha \otimes U^{r} \otimes \hbar^{2 r+m+\ell}\right\} \rightarrow \operatorname{span}\left\{\alpha \otimes U^{-(r+m)} \otimes \hbar^{\ell}\right\}
$$ realized by powers $N^{-(2 r+m)}$ of the monodromy.

(2) The map $\tilde{S}: \mathcal{T} \rightarrow \mathcal{T}$ is an involution, $\tilde{S}^{2}=1$. The map induced by $\tilde{S}$ on the primitive part of the cohomology, with respect to the Lefschetz decomposition, agrees (up to a non-zero real constant) with the power $\mathbb{L}^{n-m}$ of the Lefschetz operator.
Proof. (1) The result for $S$ follows directly from the definition, in fact, we have

$$
\begin{aligned}
& S^{2}\left(\alpha \otimes U^{r} \otimes \hbar^{2 r+m+\ell}\right)=S\left(\alpha \otimes U^{-(r+m)} \otimes \hbar^{\ell}\right) \\
= & \alpha \otimes U^{r+m-m} \otimes \hbar^{\ell+2(r+m)-m}=\alpha \otimes U^{r} \otimes \hbar^{2 r+m+\ell} .
\end{aligned}
$$

This means that the duality $S$ preserve the "slices" $\mathcal{T}_{p, q}^{m, *}$ and on them it can be identified with the symmetry of $\mathcal{T}$ obtained by reflection of the shaded area of Figure 1 along the line illustrated in Figure 2. The elements of the form $\alpha \otimes$ $U^{-m / 2} \otimes \hbar^{|p-q|}$, for $\alpha \in \Omega_{X}^{m}$ are fixed by the involution $S$ since

$$
S\left(\alpha \otimes U^{-m / 2} \otimes \hbar^{|p-q|}\right)=\alpha \otimes U^{\frac{m}{2}-m} \otimes \hbar^{|p-q|+\frac{2 m}{2}-m}=\alpha \otimes U^{-m / 2} \otimes \hbar^{|p-q|}
$$

We prove (2). The map $\tilde{S}$ preserves $\mathcal{T}$, since the cutoffs described by the conditions $k \geq 0,2 r+m-2 k+|p-q| \leq 0$ and $k \geq 2 r+m$ are preserved by mapping $r \mapsto r-(n-m), k \mapsto k, m \mapsto 2 n-m,(p, q) \mapsto(n-q, n-p)$. We have $\tilde{S}^{2}=1$, since

$$
\begin{gathered}
\tilde{S}^{2}\left(\alpha \otimes U^{r} \otimes \hbar^{k}\right)=(\sqrt{-1})^{p-q} \tilde{S}\left(* \alpha \otimes U^{r-(n-m)} \otimes \hbar^{k}\right) \\
=(\sqrt{-1})^{p-q}(\sqrt{-1})^{n-q-(n-p)} *^{2} \alpha \otimes U^{r-(n-m)-(n-(2 n-m))} \otimes \hbar^{k} \\
=(\sqrt{-1})^{2(p-q)}(-1)^{m} \alpha \otimes U^{r} \otimes \hbar^{k}
\end{gathered}
$$

where we used $*^{2}=(-1)^{m(2 n-m)}=(-1)^{m}$.
Let $P^{m}(X)$ be the primitive part of the cohomology $H^{m}(X, \mathbb{C})$, with respect to the Lefschetz decomposition ([29] §V.6). Let $J$ be the operator induced on $P^{p, q}(X)$ by


Figure 2. The duality $S$
$C(\eta)=(\sqrt{-1})^{p-q} \eta$. On the primitive cohomology one has the identification (up to multiplication by a non-zero real constant)

$$
\begin{equation*}
\mathbb{L}^{n-m} J \eta=* \eta \tag{2.21}
\end{equation*}
$$

In particular, (2.21) implies that the map $\tilde{S}$ agrees (up to a normalization factor) with $\mathbb{L}^{n-m}$, on the primitive cohomology.

Thus, we can think of the two dualities $S$ and $\tilde{S}$ as related, respectively, to the action of $N^{2 r+m}$ and $\mathbb{L}^{n-m}$, i.e. of powers of the monodromy and Lefschetz.
2.3. Representations. The nilpotent endomorphisms $\mathbb{L}$ and $N$ of $\mathcal{T}$ introduced above define two representations of $\operatorname{SL}(2, \mathbb{R})$ on $\mathcal{T}$ as follows. With the notation
$\chi(\lambda):=\left(\begin{array}{cc}\lambda & 0 \\ 0 & \lambda^{-1}\end{array}\right) \lambda \in \mathbb{R}^{*}, \quad u(s):=\left(\begin{array}{cc}1 & s \\ 0 & 1\end{array}\right) s \in \mathbb{R}, \quad w:=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$, we define $\sigma^{L}$ and $\sigma^{R}$ by

$$
\begin{gather*}
\sigma^{L}(\chi(\lambda))=\lambda^{-n+m}, \quad \sigma^{L}(u(s))=\exp (s \mathbb{L}), \quad \sigma^{L}(w)=(\sqrt{-1})^{n} C \tilde{S}  \tag{2.23}\\
\sigma^{R}(\chi(\lambda))=\lambda^{2 r+m}, \quad \sigma^{R}(u(s))=\exp (s N), \quad \sigma^{R}(w)=C S \tag{2.24}
\end{gather*}
$$

Here $C$ is the operator on forms $C(\eta)=(\sqrt{-1})^{p-q}$ for $\eta \in \Omega_{X}^{p, q}$, and $S$ and $\tilde{S}$ the dualities on $\mathcal{T}$, as in Proposition 2.5. The results of $[\mathbf{1 8}],[\mathbf{9}]$ and $[\mathbf{1 0}]$ yield the following.

Proposition 2.6. The operators (2.23) and (2.24) on $\mathcal{T}$ define a representation $\sigma=\left(\sigma^{L}, \sigma^{R}\right): \mathrm{SL}(2, \mathbb{R}) \times \mathrm{SL}(2, \mathbb{R}) \rightarrow \operatorname{Aut}(\mathcal{T} \cdot)$. In the representation $\sigma^{L}$, the group $\mathrm{SL}(2, \mathbb{R})$ acts by bounded operators on the completion of $\mathcal{T}$ in the inner
product (2.2). Both $\mathrm{SL}(2, \mathbb{R})$ actions commute with the Laplacian $\square=\delta \delta^{*}+\delta^{*} \delta$, hence they define induced representations on the cohomology $\mathbb{H}^{\cdot}(\mathcal{T}, \delta)$.

Proof. For completeness, we give here a simple proof of the proposition. In order to show that we have representations of $\operatorname{SL}(2, \mathbb{R})$ it is sufficient ([19] §XI.2) to check that (2.23) and (2.24) satisfy the relations

$$
\begin{align*}
\sigma(w)^{2} & =\sigma(\chi(-1))  \tag{2.25}\\
\sigma(\chi(\lambda)) \sigma(u(s)) \sigma\left(\chi\left(\lambda^{-1}\right)\right) & =\sigma\left(u\left(s \lambda^{2}\right)\right)
\end{align*}
$$

We show it first for $\sigma^{R}$. We show that we have $\sigma^{R}(w)=(-1)^{m}$, as in [10]. This follows directly from the fact that $S^{2}=1$, since $\sigma^{R}(w)^{2}=C S C S=(\sqrt{-1})^{2(p-q)}=$ $(-1)^{m}$. Thus, we have $\sigma^{R}(w)^{2}=(-1)^{m}=\left.\lambda^{2 r+m}\right|_{\lambda=-1}$ and the first relation of (2.25) is satisfied. To check the second relation notice that, on an element $\alpha \otimes U^{r} \otimes \hbar^{k}$ with $\alpha \in \Omega_{X}^{m}$ we have

$$
\begin{gathered}
\sigma^{R}(\chi(\lambda)) \sigma^{R}(u(s)) \sigma^{R}\left(\chi\left(\lambda^{-1}\right)\right) \alpha \otimes U^{r} \otimes \hbar^{k}= \\
\sigma^{R}(\chi(\lambda))\left(1+s N+\frac{s^{2}}{2} N^{2}+\cdots\right) \lambda^{-(2 r+m)} \alpha \otimes U^{r} \otimes \hbar^{k}= \\
\left(1+\lambda^{2(r+1)+m} s N \lambda^{-(2 r+m)}+\lambda^{2(r+2)+m} \frac{s^{2}}{2} N^{2} \lambda^{-(2 r+m)}+\cdots\right) \alpha \otimes U^{r} \otimes \hbar^{k}= \\
\exp \left(s \lambda^{2} N\right) \alpha \otimes U^{r} \otimes \hbar^{k},
\end{gathered}
$$

hence the second relation is satisfied.
We show that $\sigma^{L}$ also satisfies the relations (2.25). Again, we first show that $\sigma^{L}(w)=(-1)^{n+m}$, as in [9]. We have

$$
C \tilde{S}\left(\alpha \otimes U^{r} \otimes \hbar^{k}\right)=(\sqrt{-1})^{n-q-n+p}(\sqrt{-1})^{p-q} * \alpha \otimes U^{r-(n-m)} \otimes \hbar^{k}
$$

hence

$$
\begin{gathered}
\sigma^{L}(w)^{2}\left(\alpha \otimes U^{r} \otimes \hbar^{k}\right)=(-1)^{n}(-1)^{m} C \tilde{S}\left(* \alpha \otimes U^{r-(n-m)} \otimes \hbar^{k}\right) \\
=(-1)^{n}(-1)^{m}(-1)^{m}(\sqrt{-1})^{p-q}(\sqrt{-1})^{n-q-n+p} \alpha \otimes U^{r} \otimes \hbar^{k}=(-1)^{n}(-1)^{m} \alpha \otimes U^{r} \otimes \hbar^{k}
\end{gathered}
$$

$$
\text { where, in the left-hand side, we used } *^{2}=(-1)^{m} \text {. }
$$

Thus, we have $\sigma^{L}(w)^{2}=(-1)^{n+m}=\left.\lambda^{m-n}\right|_{\lambda=-1}$. Moreover, we have

$$
\begin{gathered}
\sigma^{L}(\chi(\lambda)) \sigma^{L}(u(s)) \sigma^{L}\left(\chi\left(\lambda^{-1}\right)\right) \alpha \otimes U^{r} \otimes \hbar^{k}= \\
\sigma^{L}(\chi(\lambda))\left(1+s \mathbb{L}+\frac{s^{2}}{2} \mathbb{L}^{2}+\cdots\right) \lambda^{n-m} \alpha \otimes U^{r} \otimes \hbar^{k}= \\
\left(1+\lambda^{-n+m+2} s \mathbb{L} \lambda^{n-m}+\lambda^{-n+m+4} \frac{s^{2}}{2} \mathbb{L}^{2} \lambda^{n-m}+\cdots\right) \alpha \otimes U^{r} \otimes \hbar^{k}= \\
\exp \left(s \lambda^{2} \mathbb{L}\right) \alpha \otimes U^{r} \otimes \hbar^{k},
\end{gathered}
$$

hence the second relation is also satisfied.
The fact that $\sigma^{L}(\chi(\lambda))$ is a bounded operator in the inner product induced by (2.2), while for $\lambda \neq \pm 1$ the operators $\sigma^{R}(\chi(\lambda))$ are unbounded is clear from the fact that the index $2 r+m$ ranges over all of $\mathbb{Z}$, while $-n \leq m-n \leq n$. For the fact that $\left[\square, \sigma^{L}\right]=\left[\square, \sigma^{R}\right]=0$ we refer to $[\mathbf{9}]$.
2.4. Ring of differential operators. Let $\mathcal{D}$ denote the algebra of differential operators on a 1-dimensional complex torus $T_{\mathbb{C}}$, generated by the operators $Q=e^{z}$ and $P=\frac{\partial}{\partial z}$ satisfying the commutation relation

$$
\begin{equation*}
P Q-Q P=Q \tag{2.26}
\end{equation*}
$$

Let $\mathcal{R}$ be the ring of functions defining the coefficients of the differential operators in $\mathcal{D}$. This is a subring of the ring of functions on $\mathbb{C}^{*}$. For $\mathcal{R}=\mathbb{C}[Q]$ we obtain $\mathcal{D}=\mathbb{C}[P, Q] /(P Q-Q P=Q)$.
Since the operators $N$ and $\Phi$ satisfy the commutation relation $[\Phi, N]=-N$ and the operators $\mathbb{L}$ and $\Phi$ satisfy the commutation relation $[\Phi, \mathbb{L}]=\mathbb{L}$, the pairs of operators $(N,-\Phi)$ and $(\mathbb{L}, \Phi)$ define actions $\pi^{R}$ and $\pi^{L}$ of $\mathcal{D}$ on the complex $\mathfrak{C}$ and on its cohomology, by setting

$$
\begin{array}{ll}
\pi^{L}(P)=\Phi & \pi^{L}(Q)=\mathbb{L} \\
\pi^{R}(P)=-\Phi & \pi^{R}(Q)=N \tag{2.27}
\end{array}
$$

There is an induced action of the ring $\mathcal{D}=\mathbb{R}[P, Q] /(P Q-Q P=Q)$ on the complex $\mathcal{T}$ and on its cohomology.
2.5. Weil-Deligne group at arithmetic infinity. On $\mathcal{T}$. consider the "Frobenius flow"

$$
\begin{equation*}
F_{t}=e^{t \Phi}, \quad \forall t \in \mathbb{R} \tag{2.28}
\end{equation*}
$$

generated by the operator $\Phi$. We write $F=F_{1}$. This satisfies

$$
\begin{equation*}
F N F^{-1}=e^{-1} N \tag{2.29}
\end{equation*}
$$

Thus, the operators $F$ and $N$ can be thought of as defining an analog at arithmetic infinity of the Weil-Deligne group $\mathbb{G}_{a} \rtimes W_{K}$, which acts on the finite dimensional vector space associated to the étale cohomology of the geometric generic fiber of a local geometric degeneration for $K$ a non-archimedean local field. In fact, in that case, the action of the Frobenius $\varphi \in W_{K}$ on $\mathbb{G}_{a}$ is given by

$$
\begin{equation*}
\varphi x \varphi^{-1}=q^{-1} x \tag{2.30}
\end{equation*}
$$

where $q$ is the cardinality of the residue field. The formal replacement of $q$ by $e$ and of $\varphi$ by $F$ determines (2.29) from (2.30). In the archimedean case, this "Weil-Deligne group" acts directly at the level of the complex, not just on the cohomology.

## 3. Archimedean cohomology

We now describe the relation between the complex $\left(\mathcal{T}\right.$ ', $\left.\delta=d^{\prime}+d^{\prime \prime}\right)$ defined in the first section and the cohomology theory at arithmetic infinity developed in [9].
On a smooth projective algebraic variety $X$ of dimension $n$ over $\mathbb{C}$ or $\mathbb{R}$, the complex of Tate-twisted real differential forms introduced in (4.1) of [9] is defined as

$$
K^{i, j, k}= \begin{cases}\bigoplus_{\substack{p+q=j+n \\
|p-q| \leq 2 k-i}}\left(\Omega_{X}^{p, q} \oplus \Omega_{X}^{q, p}\right)_{\mathbb{R}} \otimes_{\mathbb{R}} \mathbb{R}\left(\frac{n+j-i}{2}\right) & \text { if } \begin{array}{c}
j+n-i \equiv 0(2) \\
0
\end{array}  \tag{3.1}\\
k \geq \max (0, i) \\
\text { otherwise }\end{cases}
$$

for $i, j, k \in \mathbb{Z}$. Here $\mathbb{R}(r)$ denotes the real Hodge structure $\mathbb{R}(r):=(2 \pi \sqrt{-1})^{r} \mathbb{R}$, and the differentials $d^{\prime}$ and $d^{\prime \prime}$ are given by

$$
\begin{equation*}
d^{\prime}: K^{i, j, k} \rightarrow K^{i+1, j+1, k+1}, \quad d^{\prime}(\alpha)=d(\alpha) \tag{3.2}
\end{equation*}
$$

$d^{\prime \prime}: K^{i, j, k} \rightarrow K^{i+1, j+1, k}, \quad d^{\prime \prime}(\alpha)=\sqrt{-1}(\bar{\partial}-\partial)(\alpha) \quad\left(\right.$ projected onto $\left.K^{i+1, j+1, k}\right)$.
The inner product on $\mathbb{H}^{\cdot}\left(K^{\cdot}, d^{\prime}+d^{\prime \prime}\right)$ is defined in terms of the bilinear form

$$
\begin{equation*}
Q(\alpha, \eta)=\int_{X} \mathbb{L}^{n-m} \alpha \wedge J \bar{\eta}, \tag{3.4}
\end{equation*}
$$

for $\eta, \alpha$ in the primitive part $P^{m}(X)$ of the de Rham cohomology $H^{m}(X, \mathbb{R})$ with respect to the Lefschetz decomposition.
The relation between the complex $\mathcal{T}$ and the total complex $K^{\cdot}$ of (3.1) is described by the following result, which shows that the complex $\mathcal{T}$ is identified with $K$ after applying the simple change of variables

$$
\begin{equation*}
i=m+2 r, \quad r=-\frac{n+j-i}{2}, \quad j=-n+m \tag{3.5}
\end{equation*}
$$

to the indices of $\mathcal{T}$, taking fixed points under complex conjugation $(c=i d)$ and replacing the variable $U$ by a Tate twist.

Proposition 3.1. Upon identifying the formal variable $U^{-1}$ with the Tate twist given by multiplication by $2 \pi \sqrt{-1}$, we obtain an isomorphism of complexes

$$
\begin{equation*}
\left(\left.\mathcal{T} \cdot\right|_{U=(2 \pi \sqrt{-1})^{-1}}, \delta\right) \cong\left(K^{\cdot}, d^{\prime}+d^{\prime \prime}\right) \tag{3.6}
\end{equation*}
$$

given by a reparameterization of the indices. Up to a normalization factor, the inner product induced by (2.2) on the cohomology $\mathbb{H}^{\cdot}\left(\left.\mathcal{T} \cdot\right|_{U=(2 \pi \sqrt{-1})^{-1}}, \delta\right)$ agrees with the one defined by (3.4) on $\mathbb{H}^{\cdot}\left(K^{\cdot}, d^{\prime}+d^{\prime \prime}\right)$.

Proof. We define a homomorphism

$$
I: \mathcal{T}^{\cdot} \rightarrow K^{\prime}
$$

as follows. For fixed $p, q$ with $p+q=m$, consider the region $\Lambda_{p, q} \subset \mathbb{Z}^{2}$ as in (2.14), with $\kappa(p, q, r)$ as in (2.13). For every $\alpha \in\left(\Omega_{X}^{p, q} \oplus \Omega_{X}^{q, p}\right)_{\mathbb{R}}$ a real form, $\alpha=\xi+\bar{\xi}$, with $\xi \in \Omega_{X}^{p, q}$, and for every point $(r, k) \in \Lambda_{p, q}$, we have

$$
\alpha \otimes U^{r} \otimes \hbar^{k} \in \mathcal{T}_{p, q}^{m, 2 r}
$$

and, by Proposition 2.3, every element of $\mathcal{T}$ is a linear combination of elements of this form, for varying $(p, q)$ and corresponding $(r, k) \in \Lambda_{p, q}$.
We now define the map $I$ in the following way. To an element

$$
\begin{equation*}
(\xi+\bar{\xi}) \otimes U^{r} \otimes \hbar^{k} \tag{3.7}
\end{equation*}
$$

with $\xi \in \Omega_{X}^{p, q}$, with $p+q=m$, and with $k \geq \kappa(p, q, r)$, we assign an element $I(\eta) \in K^{i, j, k}$, with the same index $k$ and with

$$
\begin{equation*}
i=m+2 r, \quad \text { and } \quad j=-n+m \tag{3.8}
\end{equation*}
$$

by setting

$$
\begin{equation*}
I(\eta)=(2 \pi \sqrt{-1})^{-r}(\xi+\bar{\xi}) \tag{3.9}
\end{equation*}
$$

In fact, for $(i, j)$ as in (3.8), the index $r \in \mathbb{Z}$ can be written in the form

$$
r=-\frac{n+j-i}{2}, \quad \text { where } n+j-i=0 \quad \bmod 2 .
$$

Thus, the element (3.9) can be written as

$$
\begin{equation*}
(2 \pi \sqrt{-1})^{\frac{n+j-i}{2}}(\xi+\bar{\xi}) \tag{3.10}
\end{equation*}
$$

By the definition (3.1), to check that this is an element in $K^{i, j, k}$, it is sufficient to verify that $p+q=j+n$, and that the conditions $|p-q| \leq 2 k-i$ and $k \geq \max \{0, i\}$ are satisfied. Since $j=-n+m$ and $p+q=m$ we have $p+q=j+n$. The index $k$ is the same as in (3.7), hence it satisfies $k \geq \kappa(p, q, r)$. This means that $k \geq 0$ and that $k \geq 2 r+m=i$, so that $k \geq \max \{0, i\}$ satisfied. Since $k \geq \kappa(p, q, r)$ also implies $k \geq(|p-q|+2 r+m) / 2$, which, by $i=2 r+m$ is the condition $|p-q| \leq 2 k-i$. It is clear that the map $I$ defined this way is injective.
Thus, we have shown that, for every real form $\alpha \in\left(\Omega_{X}^{p, q} \oplus \Omega_{X}^{q, p}\right)_{\mathbb{R}}$ and for every lattice point $(r, k) \in \Lambda_{p, q}$ we have a unique corresponding element in the complex $K^{i, j, k}$.
The map $I$ is also surjective, hence a linear isomorphism. In fact, every element in $K^{\cdot}$ is a linear combination of elements of the form (3.10) in $K^{i, j, k}$, for $\xi \in \Omega_{X}^{p, q}$, and indices $(i, j, k) \in \mathbb{Z}^{3}$ satisfying $n+j-i=0 \bmod 2, p+q=j+n, k \geq \max \{i, 0\}$ and $|p-q| \leq 2 k-i$. It is sufficient to show that, for any such element, there exists a point $(r, k) \in \Lambda_{p, q}$ such that

$$
I\left((\xi+\bar{\xi}) \otimes U^{r} \otimes \hbar^{k}\right)=(2 \pi \sqrt{-1})^{\frac{n+j-i}{2}}(\xi+\bar{\xi}) \in K^{i, j, k} .
$$

This is achieved by taking the point

$$
\begin{equation*}
\left(r=-\frac{n+j-i}{2}, k\right) . \tag{3.11}
\end{equation*}
$$

Since $n+j-i=0 \bmod 2$ this point is in $\mathbb{Z}^{2}$, and since under the change of variables (3.8) the conditions $k \geq \max \{i, 0\}$ and $|p-q| \leq 2 k-i$ are equivalent to the condition $k \geq \kappa(p, q, r)$ of (2.13), the point (3.11) is in $\Lambda_{p, q}$.
The map $I$ is compatible with the differentials, namely

$$
I(\delta \eta)=\left(d^{\prime}+d^{\prime \prime}\right) I(\eta)
$$

where on the left hand side $\delta=d_{C}^{\prime}+P^{\perp} d_{C}^{\prime \prime}$ is the differential on $\mathcal{T}$ and on the right hand side $d^{\prime}+d^{\prime \prime}$ is as in (3.2) (3.3). To see this, first notice that the differential $d^{\prime}$ of (3.2) satisfies

$$
d^{\prime}=I d_{C}^{\prime} I^{-1}=I \hbar d I^{-1}: K^{2 r+m,-n+m, k} \rightarrow K^{2 r+(m+1),-n+(m+1), k+1}
$$

The analogous statement $d^{\prime \prime}=I P^{\perp} d_{C}^{\prime \prime} I^{-1}$ for the differential $d^{\prime \prime}$ of (3.3) also involves the fact that the orthogonal projection onto $K^{i+1, j+1, k}$ in (3.3), induced by the inner product (3.4) agrees with the corresponding orthogonal projection $P^{\perp}$ in $\mathcal{T}$ induced by the inner product (2.2).
The identification (2.21) implies that the inner product (3.4) on $\mathbb{H}^{\cdot}\left(K^{\cdot}, d^{\prime}+d^{\prime \prime}\right)$ considered in [9] and the inner product induced by (2.2) agree up to a normalization factor.

In particular, the 'weight type' condition $|a-b| \leq 2 k-i$ on the real forms in (3.1) describes, as in (2.7) (2.8), the filtration $\gamma^{\prime}:=F^{\cdot} \cap \bar{F}$. on the complex of real differential forms on $X$. It follows that the complex $K^{i, j, k}$ has a real analytic type, even when $X$ defined over $\mathbb{C}$ does not have a real structure.

To the abelian group $K^{i, j, k}$ we assign the weight: $-n-j+i \in \mathbb{Z}$. Keeping in mind that $\mathbb{R}\left(\frac{n+j-i}{2}\right)$ is the real Hodge structure of rank one and pure bi-degree $\left(-\frac{n+j-i}{2},-\frac{n+j-i}{2}\right)$, we obtain the following description in terms of the filtration $\gamma^{\text {: }}$

$$
\begin{equation*}
K^{i, j, k}=\gamma^{\frac{n+j+i}{2}-k} \Omega_{X}^{n+j} \otimes_{\mathbb{R}} \mathbb{R}\left(\frac{n+j-i}{2}\right)=\gamma^{\frac{n+j+i}{2}-k} \Omega_{X}^{n+j} \otimes_{\mathbb{R}} \gamma^{-\frac{n+j-i}{2}} \mathbb{R} \tag{3.12}
\end{equation*}
$$

When considering the tensor product of the two structures one sees that the index of the $\gamma$-filtration on the product (i.e. on $K^{i, j, k}$ ) is $i-k$.
3.1. Deligne cohomology. By Proposition 3.1, the complex $\mathcal{T}$ is related to the real Deligne cohomology $H_{\mathcal{D}}^{*}(X, \mathbb{R}(r))$. These groups can be computed via the Deligne complex $\left(C_{\mathcal{D}}^{*}(r), d_{\mathcal{D}}\right)([\mathbf{3}],[\mathbf{9}])$. The relation of $\left(C_{\mathcal{D}}^{*}(r), d_{\mathcal{D}}\right)$ to the complex $(\mathcal{T} \cdot \delta)$ is given by the following result of [9] (Prop. 4.1), which, for convenience, we reformulate here in our notation.

Proposition 3.2. For $N$ acting on $(\mathcal{T} \cdot \delta)$, consider the complex $\left(\operatorname{Cone}(N)^{\cdot}, D\right)$ with differential $D(\alpha, \beta)=(\delta(\alpha), N(\beta)-\delta(\beta))$.
(1) For $2 r+m>0$, the map $N^{-(2 r+m)}$ gives an isomorphism between the cohomology group in $\mathbb{H}^{\cdot}\left(\operatorname{Ker}(N)^{\cdot}\right)$, which lies over the point of coordinates $(2 r, 2 r+m)$ in Figure 1, and the cohomology group in $\mathbb{H} \cdot(\operatorname{Coker}(N) \cdot)$ that lies over the point of coordinates $(-2(r+m), 0)$ in Figure 1.
(2) In the range $2 r+m<-1$, the cohomology $\left.\mathbb{H}^{(C o n e}(N)^{\prime}, D\right)$ is identified with $\mathbb{H}^{+1}(\operatorname{Coker}(N), \delta)$.
(3) Upon identifying the variable $U^{-1}$ with the Tate twist by $2 \pi \sqrt{-1}$, and for a for fixed $r \in \mathbb{Z}_{\leq 0}$, we obtain quasi isomorphic complexes

$$
\begin{equation*}
\left.\left(\operatorname{Cone}(N)^{\cdot}, D\right)\right|_{U^{r}=(2 \pi \sqrt{-1})^{-r}} \simeq\left(C_{\mathcal{D}}^{*}(-r), d_{\mathcal{D}}\right) \tag{3.13}
\end{equation*}
$$

3.2. Local factors. The "archimedean factor" (i.e. the local factor at arithmetic infinity) $L_{\kappa}\left(H^{m}, s\right)$ is a product of powers of shifted Gamma functions, with exponents and arguments that depend on the Hodge structure on $H^{m}=$ $H^{m}(X, \mathbb{C})=\oplus_{p+q=m} H^{p, q}$. More precisely, it is given by ([25])

$$
L_{\kappa}\left(H^{m}, s\right)= \begin{cases}\prod_{p, q} \Gamma_{\mathbb{C}}(s-\min (p, q))^{h^{p, q}} & \kappa=\mathbb{C}  \tag{3.14}\\ \prod_{p<q} \Gamma_{\mathbb{C}}(s-p)^{h^{p, q}} \prod_{p} \Gamma_{\mathbb{R}}(s-p)^{h^{p+}} \Gamma_{\mathbb{R}}(s-p+1)^{h^{p-}} & \kappa=\mathbb{R}\end{cases}
$$

where the $h^{p, q}$, with $p+q=m$, are the Hodge numbers, $h^{p, \pm}$ is the dimension of the $\pm(-1)^{p}$-eigenspace of de Rham conjugation on $H^{p, p}$, and

$$
\Gamma_{\mathbb{C}}(s):=(2 \pi)^{-s} \Gamma(s) \quad \Gamma_{\mathbb{R}}(s):=2^{-1 / 2} \pi^{-s / 2} \Gamma(s / 2)
$$

It is shown in [11] that the local factor (3.14) can be computed as a Ray-Singer determinant

$$
\begin{equation*}
L_{\kappa}\left(H^{m}, s\right)=\operatorname{det}_{\infty}\left(\left.\frac{1}{2 \pi}(s-\Phi)\right|_{H_{a r}^{m}(X)}\right)^{-1} \tag{3.15}
\end{equation*}
$$

where the "archimedean cohomology" $H_{a r}^{m}(X)$ is an infinite-dimensional real vector space, and the zeta regularized determinant of an unbounded self adjoint operator $T$ is defined as

$$
\operatorname{det}_{\infty}(s-T)=\exp \left(-\left.\frac{d}{d z} \zeta_{T}(s, z)\right|_{z=0}\right)
$$

In $[\mathbf{9}](c f . \S 5)$ the archimedean cohomology is identified with the "inertia invariants"

$$
\begin{equation*}
H_{a r}^{\cdot}(X)=\mathbb{H}^{\cdot}\left(K^{\prime}, d^{\prime}+d^{\prime \prime}\right)^{N=0}, \tag{3.16}
\end{equation*}
$$

where $\mathbb{H}^{\cdot}\left(K^{\cdot}, d^{\prime}+d^{\prime \prime}\right)$ is the hypercohomology of the complex (3.1) and $\mathbb{H}^{\cdot}\left(K^{\cdot}, d^{\prime}+\right.$ $\left.d^{\prime \prime}\right)^{N=0}$ is the kernel of the map induced in hypercohomology by the monodromy $N$. This follows the expectation that the fiber over arithmetic infinity has semi-stable reduction.
At arithmetic infinity, the alternating product of the local factors of $X$ can be described in terms of the operators $\sigma^{L}(w)^{2}$ and $\Phi\left([\mathbf{1 0}]\right.$ par. 3.4). Let $\Phi_{0}$ denote the restriction of the operator $\Phi$ to $\mathbb{H}^{\cdot}\left(K^{\cdot}\right)^{N=0}$. For $a$ a bounded operator on $\mathbb{H} \cdot\left(K^{\cdot}\right)^{N=0}$, let $\zeta_{a, \Phi_{0}}(s, z)$ denote the two variable zeta function

$$
\begin{equation*}
\zeta_{a, \Phi_{0}}(s, z)=\sum_{\lambda \in \operatorname{Spec}\left(\Phi_{0}\right)} \operatorname{Tr}\left(a \Pi_{\lambda}\right)(s-\lambda)^{-z}, \tag{3.17}
\end{equation*}
$$

where $\Pi_{\lambda}$ are the spectral projections of $\Phi_{0}$. Let $\operatorname{det}_{\infty, a, \Phi_{0}}$ denote the zeta regularized determinant

$$
\begin{equation*}
\operatorname{det}_{\infty, a, \Phi_{0}}(s)=\exp \left(-\left.\frac{d}{d z} \zeta_{a, \Phi_{0}}(s, z)\right|_{z=0}\right) . \tag{3.18}
\end{equation*}
$$

Proposition 3.3. The two variable zeta function $\zeta_{\sigma^{L}(w)^{2}, \Phi_{0}}(s, z)$ satisfies

$$
\begin{equation*}
\operatorname{det}_{\infty, \sigma^{L}(w)^{2}, \Phi_{0} /(2 \pi)}\left(\frac{s}{2 \pi}\right)^{-1}=\prod_{m=0}^{2 n} L_{\mathbb{C}}\left(H^{m}, s\right)^{(-1)^{m+n}} \tag{3.19}
\end{equation*}
$$

Proof. The operator $\Phi_{0}$ has spectrum

$$
\operatorname{Spec}\left(\Phi_{0}\right)=\left\{\lambda_{\ell, p, q}=\min \{p, q\}-\ell: \ell \in \mathbb{Z}_{\geq 0}\right\}
$$

with eigenspaces $E_{\ell, p, q}=H^{p, q}(X) \otimes U^{r} \otimes \hbar^{2 r+m}$, with $r=\ell-\min \{p, q\}$ and $m=p+q$. In fact, for $\mathbb{H}^{\cdot}(K)^{N=0}$ we have $2 r+m=k$, and $k \geq|p-q|$ so that $r \geq-\min \{p, q\}$. The result then follows as in [10] §3.3.

## 4. Archimedean cohomology and nearby cycles

The definition of the complex (3.1) was inspired by an analogy with the resolution of the complex of nearby cycles associated to an analytic degeneration with normal crossings over a disk, $[\mathbf{2 8}]$. In this section we recall this classical construction and we relate it to its archimedean counterpart by making the analogy more explicit.
4.1. The complex of nearby cycles. Let $\mathfrak{X}$ and $\Delta$ be complex analytic manifolds, of complex dimensions $\operatorname{dim} \mathfrak{X}=n+1$ and $\operatorname{dim} \Delta=1$, and let $f: \mathfrak{X} \rightarrow \Delta$ be a flat, proper morphism with projective fibers. For $0 \in \Delta$, we write $Y=f^{-1}(0)$, $\mathfrak{X}^{*}=\mathfrak{X} \backslash Y$, and $\Delta^{*}=\Delta \backslash\{0\}$. We assume that the map $f$ is smooth on $\mathfrak{X}^{*}$ and that $Y$ is a divisor with normal crossings on $\mathfrak{X}$. Under these hypotheses, the relative de Rham complex of sheaves of differential forms with logarithmic poles along $Y$ is well defined and of the form

$$
\Omega_{\mathfrak{X} / \Delta}^{m}(\log Y):=\wedge^{m} \Omega_{\mathfrak{X} / \Delta}^{1}(\log Y),
$$

where we use the inclusion $f^{*} \Omega_{\Delta}^{1}(\log 0) \subset \Omega_{\mathfrak{X}}^{1}(\log Y)$ to define

$$
\Omega_{\mathfrak{X} / \Delta}^{1}(\log Y):=\Omega_{\mathfrak{X}}^{1}(\log Y) / f^{*} \Omega_{\Delta}^{1}(\log 0)
$$

Consider local coordinates $\left\{z_{0}, \ldots z_{n}\right\}$ at $P \in Y$, with $t$ the local coordinate at $0 \in$ $\Delta$, so that $t \circ f=z_{0}^{e_{0}} \cdots z_{k}^{e_{k}}$ for some $0 \leq k \leq n$ and $e_{i} \in \mathbb{N}$. The stalk $\Omega_{\mathfrak{X} / \Delta}^{1}(\log Y)_{P}$
 the relation $\sum_{i=0}^{k} e_{i} d z_{i} / z_{i}=0$. Thus, $\Omega_{\mathfrak{X} / \Delta}^{1}(\log Y)$ is a locally free sheaf of rank $n=\operatorname{dim} \mathfrak{X}-1$ endowed with differential $d$ given by the composite

$$
d: \mathcal{O}_{\mathfrak{X}} \rightarrow \Omega_{\mathfrak{X}}^{1} \hookrightarrow \Omega_{\mathfrak{X}}^{1}(\log Y) \rightarrow \Omega_{\mathfrak{X} / \Delta}^{1}(\log Y),
$$

where $\Omega_{\mathfrak{X}}^{1}(\log Y)$ is the free sheaf of $\mathcal{O}_{\mathfrak{X}}$-modules on the same generators of $\Omega_{\mathfrak{X} / \Delta}^{1}(\log Y)$.
The relative hypercohomology sheaves $\mathbb{R}^{m} f_{*} \Omega_{\mathfrak{X} / \Delta}(\log Y)$ are locally free $\mathcal{O}_{\Delta^{-}}$ modules of finite rank $([\mathbf{2 8}])$. This follows from the fact that the restriction $f$ : $\mathfrak{X}^{*} \rightarrow \Delta^{*}$, which is a smooth fiber bundle, determines, for all $s \in \Delta^{*}$, a canonical isomorphism of complexes

$$
\Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes \otimes_{\mathcal{O}_{\mathfrak{X}}} \mathcal{O}_{\mathfrak{X}_{s}} \stackrel{\simeq}{\rightarrow} \Omega_{\mathfrak{X}_{s}}
$$

on $\mathfrak{X}_{s}=f^{-1}(s)$. This implies that $\Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\mathfrak{X}}} \mathcal{O}_{\mathfrak{X}_{s}}$ is a resolution of the constant sheaf $\mathbb{C}$ on $\mathfrak{X}_{s}$, hence

$$
\mathbb{H}^{m}\left(\mathfrak{X}_{s}, \Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\mathfrak{X}}} \mathcal{O}_{\mathfrak{X}_{s}}\right) \simeq H^{m}\left(\mathfrak{X}_{s}, \mathbb{C}\right), \quad \forall s \in \Delta^{*}
$$

hence the complex dimension of $\mathbb{H}^{m}\left(\mathfrak{X}_{s}, \Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\mathfrak{X}}} \mathcal{O}_{\mathfrak{X}_{s}}\right)$ is a locally constant function. One obtains

$$
\begin{equation*}
\mathbb{R}^{m} f_{*} \Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\Delta^{*}}} k(s) \simeq H^{m}\left(\mathfrak{X}_{s}, \mathbb{C}\right), \quad \forall s \in \Delta^{*} \tag{4.1}
\end{equation*}
$$

so that $\mathbb{R}^{m} f_{*} \Omega_{\mathfrak{X} / \Delta}(\log Y)$ is a locally free $\mathcal{O}_{\Delta^{*}-\text { module }}$ of finite rank. Moreover, if $\Delta$ is a small disk, there exists an isomorphism

$$
\begin{equation*}
H^{m}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{C}\right) \stackrel{\simeq}{\leftrightarrows} \mathbb{H}^{m}\left(Y, \Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\mathfrak{X}}} \mathcal{O}_{Y}\right) \tag{4.2}
\end{equation*}
$$

where $\tilde{\mathfrak{X}}^{*}=\mathfrak{X} \times_{\Delta} \tilde{\Delta}^{*}$ and $\tilde{\Delta}^{*} \rightarrow \Delta^{*}$ is the universal covering space of $\Delta^{*}=\Delta \backslash\{0\}$, so that $\operatorname{dim} \mathbb{H}^{m}\left(\mathfrak{X}_{s}, \Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\mathfrak{X}}} \mathcal{O}_{\mathfrak{X}_{s}}\right)$ is locally constant on $\Delta$.
A stronger result $([\mathbf{2 8}], \S 9)$ shows that the Gauss-Manin connection

$$
\begin{equation*}
\nabla: \mathbb{R}^{m} f_{*} \Omega_{\mathfrak{X} / \Delta}(\log Y) \rightarrow \Omega_{\Delta}^{1}(\log 0) \otimes_{\mathcal{O}_{\Delta}} \mathbb{R}^{m} f_{*} \Omega_{\mathfrak{X} / \Delta}(\log Y) \tag{4.3}
\end{equation*}
$$

has logarithmic singularities at $0 \in \Delta$ and in case of an algebraic morphism $f$ admits an algebraic description. In particular the residue of $\nabla$ at zero is a well defined operator

$$
\begin{equation*}
N:=\operatorname{Res}_{0}(\nabla) \tag{4.4}
\end{equation*}
$$

in fact it is an endomorphism of $H^{m}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{C}\right)$. The eigenvalues of $\operatorname{Res}_{0}(\nabla)$ are rational numbers $\alpha$ with $0 \leq \alpha<1$. The monodromy transformation $T$ induces an automorphism $T_{0}$ of (4.1) and it can be shown that

$$
\begin{equation*}
T_{0}=\exp \left(-2 \pi \sqrt{-1} \operatorname{Res}_{0}(\nabla)\right) \tag{4.5}
\end{equation*}
$$

It follows that the eigenvalues of $T_{0}$ are roots of unity, so that a power $T_{0}^{d}$ is unipotent. In fact, up to a base change $\Delta \rightarrow \Delta, z \mapsto z^{d}$, one can assume that $T_{0}$ is already unipotent, this means that the residue (4.4) is nilpotent.
There are two important filtrations on the cohomology $H^{m}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{C}\right)$. One is the Hodge filtration $F^{p} H^{m}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{C}\right)$ determined by the isomorphism (4.2) and the 'naive filtration' on $\Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes \mathcal{O}_{\mathfrak{X}} \mathcal{O}_{Y}$. The other is the Picard-Lefschetz filtration
$L_{\ell} H^{m}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{C}\right), \ell \in \mathbb{Z}$, which is a canonical, finite, increasing filtration associated to the map $N$ and defined by induction. The properties and behavior of this filtration are a priori rather mysterious as its definition is given via an "indirect method". The main result in $[\mathbf{2 8}]$ shows that the data $\left(H^{\cdot}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{C}\right), L ., F^{\cdot}\right)$ determine a mixed $\mathbb{Q}$-Hodge structure on $H^{\cdot}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{Q}\right)$.
This result is obtained by studying "explicitly" the Picard-Lefschetz filtration $L$. on a resolution of the complex of sheaves $\Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes \mathcal{O}_{\mathfrak{X}} \mathcal{O}_{Y^{\text {red }}}$ of the form

$$
\begin{equation*}
A^{s, k}:=\Omega_{\mathfrak{X}}^{s+k+1}(\log Y) / W_{k} \Omega_{\mathfrak{X}}^{s+k+1}(\log Y), \quad s, k \in \mathbb{Z}_{\geq 0} \tag{4.6}
\end{equation*}
$$

where the weight filtration $W$. on $\Omega_{\mathfrak{X}}(\log Y)$ is defined as

$$
W_{k} \Omega_{\mathfrak{X}}^{m}(\log Y):=\Omega_{\mathfrak{X}}^{k}(\log Y) \wedge \Omega_{\mathfrak{X}}^{m-k},
$$

and the differentials

$$
\begin{equation*}
d^{\prime}: A^{s, k} \rightarrow A^{s+1, k}, \quad d^{\prime \prime}: A^{s, k} \rightarrow A^{s, k+1} . \tag{4.7}
\end{equation*}
$$

on (4.6) are the usual differential $d^{\prime}$ on $\Omega_{\mathfrak{X}}(\log Y)$ and

$$
\begin{equation*}
d^{\prime \prime}(\alpha)=(-1)^{s} \alpha \wedge \theta, \quad \text { for } \quad \theta=f^{*}\left(\frac{d t}{t}\right) \tag{4.8}
\end{equation*}
$$

Notice that $\theta$ can be seen as an element of

$$
\begin{equation*}
H^{1}\left(\mathfrak{X}^{*}, \mathbb{Q}\right)(1)=2 \pi \sqrt{-1} H^{1}\left(\mathfrak{X}^{*}, \mathbb{Q}\right) \tag{4.9}
\end{equation*}
$$

because the form $d t / t$ on $\Delta^{*}$ has period $2 \pi \sqrt{-1}$, so that

$$
\begin{equation*}
(2 \pi \sqrt{-1})^{-1} d t / t \in H^{1}\left(\Delta^{*}, \mathbb{Z}\right) \subset H^{1}\left(\Delta^{*}, \mathbb{Q}\right) \tag{4.10}
\end{equation*}
$$

Wedging with $\theta$ provides an injective map

$$
\wedge \theta: \Omega_{\mathfrak{X} / \Delta}^{m}(\log Y) \hookrightarrow \Omega_{\mathfrak{X}}^{m+1}(\log Y)
$$

and an induced morphism of complexes of sheaves $\phi: \Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\mathfrak{X}}} \mathcal{O}_{Y^{\text {red }}} \rightarrow$ $A$, which defines a resolution of the unipotent factor of the complex of nearby cycles, with $\left(A, \delta=d^{\prime}+d^{\prime \prime}\right)$ the total complex of (4.6). The endomorphism $\nu^{s, k}: A^{s, k} \rightarrow A^{s-1, k+1}$ given by the natural projection on forms is non-trivial because of the presence of the cutoff by the weight filtration $W_{k}$ on $\Omega_{\mathfrak{X}}^{m}(\log Y)$ and it plays a central role in this theory as it describes the local monodromy map on the resolution $A$.
It can be shown (see [18]) that the map induced in hypercohomology by

$$
\begin{equation*}
\tilde{\nu}=(-1)^{s} \nu^{s, k}: A^{s, k} \rightarrow A^{s-1, k+1} \tag{4.11}
\end{equation*}
$$

satisfying $\tilde{\nu} \delta+\delta \tilde{\nu}=0$, is the residue (4.4) of the Gauss-Manin connection,

$$
N: H^{m}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{C}\right) \rightarrow H^{m}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{C}\right)
$$

More precisely, $N$ is obtained as the connecting homomorphism in the long exact sequence of hypercohomology associated to the exact sequence of complexes of sheaves on $Y$

$$
0 \rightarrow A^{\cdot}[-1] \xrightarrow{\epsilon} \text { Cone }(\tilde{\nu}) \xrightarrow{\eta} A^{\cdot} \rightarrow 0
$$

The complex $(\operatorname{Cone}(\tilde{\nu}), D), D=(\delta+\tilde{\nu}, \delta)$ is quasi-isomorphic to $\Omega_{\mathfrak{X}}(\log Y) \otimes_{\mathcal{O}_{\mathfrak{X}}}$ $\mathcal{O}_{Y^{\text {red }}}$. The map $\tilde{\nu}$ measures the difference between differentiation in Cone ${ }^{\cdot}(\tilde{\nu})$ and in $A$ which appears when one considers the section of $\eta: A^{s, k} \rightarrow \operatorname{Cone}^{s, k}(\tilde{\nu})=$ $A^{s-1, k} \oplus A^{s, k}$.
4.2. Nearby cycles at arithmetic infinity. The main idea that motivates the definition of the complex (3.1) is to "transfer" these results to the archimedean setting, where one deals with a smooth, projective algebraic variety $X$ over $\mathbb{C}$ or $\mathbb{R}$, interpreted as the generic fiber of a degeneration "around" infinity. The main aspects of the above construction that one wishes to retain are the fact that the cutoff by $W_{k}$ on $\Omega_{\mathfrak{X}}^{m}(\log Y)$ is introduced because the complex of the nearby cycles is the restriction to $Y$ of the complex $\Omega_{\mathfrak{X} / \Delta}^{m}(\log Y)$. It is the presence of this cutoff that makes the morphism $\nu^{s, k}$ non-trivial on $A^{s, k}$. Moreover, another essential observation is that translates of the weight filtration

$$
\begin{equation*}
L_{\ell} A^{s, k}=W_{2 k+\ell+1} \Omega_{\mathfrak{X}}^{s+k+1}(\log Y) / W_{k} \Omega_{\mathfrak{X}}^{s+k+1}(\log Y) ; \quad \ell \in \mathbb{Z} \tag{4.12}
\end{equation*}
$$

and the corresponding graded spaces

$$
g r_{\ell}^{L} A^{s, k}= \begin{cases}g r_{2 k+\ell+1}^{W} \Omega_{\mathfrak{X}}^{s+k+1}(\log Y) & \ell+k \geq 0  \tag{4.13}\\ 0 & \ell+k<0\end{cases}
$$

describe the strata of the special fiber $Y$, through the Poincaré residue map

$$
\begin{equation*}
\text { Res : } W_{k} \Omega_{\mathfrak{X}}^{m}(\log Y) \rightarrow\left(a_{k}\right)_{*} \Omega_{\tilde{Y}(k)}^{m-k}, \tag{4.14}
\end{equation*}
$$

where

$$
\tilde{Y}^{(k)}:=\coprod_{1 \leq i_{1}<\ldots<i_{k} \leq M} Y_{i_{1}} \cap \ldots \cap Y_{i_{k}}
$$

is the $k$-th stratum of $Y=Y_{1} \cup \ldots \cup Y_{M}$ and $\left(a_{k}\right)_{*}: \tilde{Y}^{(k)} \rightarrow \mathfrak{X}$ is the canonical projection. The Poincaré residue (4.14) is given by

$$
\begin{equation*}
\operatorname{Res}\left(\sum_{1 \leq i_{1}<\ldots<i_{k} \leq K} \omega_{i_{1} \ldots i_{k}} \frac{d z_{i_{1}}}{z_{i_{1}}} \wedge \ldots \wedge \frac{d z_{i_{k}}}{z_{i_{k}}}\right)=\sum_{1 \leq i_{1}<\ldots<i_{k} \leq K} \operatorname{res}\left(\omega_{i_{1} \ldots i_{k}}\right) \tag{4.15}
\end{equation*}
$$

where $z_{1} \cdots z_{K}=0$ is the local description of $Y^{\text {red }}$ (the closed subset $Y$ of $\mathfrak{X}$ with its reduced scheme structure), $\omega_{i_{1} \ldots i_{k}}$ is a section of $\Omega_{\mathfrak{X}}^{m-k}$, and res : $\Omega_{\mathfrak{X}}^{m-k} \rightarrow$ $\left(a_{k}\right)_{*} \Omega_{\tilde{Y}^{(k)}}^{m-k}$ is the restriction to the stratum $\tilde{Y}^{(k)}$.
This means that it is sufficient to provide a version at arithmetic infinity of the weight filtration $W$. and the Picard-Lefschetz filtration $L$., as these are sufficient to characterize the geometry of the singular fiber $Y=f^{-1}(0)$, which is strictly related to the behavior of the monodromy map.
Notice that the period $2 \pi \sqrt{-1}$ of the form $d t / t$ on $\Delta^{*}$ (cf. (4.8), (4.9), (4.10)) corresponds to a Tate twist on the (rational) cohomology of the generic fiber $\tilde{X}^{*}$. It is important to stress the fact that this 'detects' the presence of the singular fiber through an operation that does not involve $Y$ explicitly, and therefore can be transported at arithmetic infinity (where the description of the fiber 'over infinity' is still mysterious) on a complex of real differential forms. Moreover, the fact that the cutoff by $W_{k}$ on $\Omega_{\mathfrak{X}}^{m}(\log Y)$ implies the non-triviality of the monodromy map $\nu^{s, k}$ suggests a definition of the monodromy operator $N$ "at infinity" in terms of an analogous weight filtration on a complex of Tate-twisted real differential forms. By weight of a real $m$-form

$$
\alpha \in \bigoplus_{p+q=m}\left(\Omega_{X}^{p, q}+\Omega_{X}^{q, p}\right)_{\mathbb{R}}
$$

on $X$ we mean the non-negative integer $|p-q|$. At arithmetic infinity, the operations of taking the residues and hence considering holomorphic differential forms on the strata of $Y$ can be rephrased in a form suitable to be included in the definition of the complex $K$ of (3.1).
In fact, one should interpret the archimedean complex (3.1) as a "filtered copy" of $A^{s, k}$, with an additional condition characterizing the graded pieces $g r$. $A^{\prime}$. In fact, in the case of the complex of the nearby cycles, there is a graded isomorphism

$$
\begin{equation*}
g r_{\ell}^{L} A \simeq \bigoplus_{k \geq \max (0,-\ell)}\left(a_{2 k+\ell+1}\right)_{*} \Omega_{\tilde{Y}(2 k+\ell+1)}^{+1}[-\ell-2 k-1] \tag{4.16}
\end{equation*}
$$

under the condition $\ell+k \geq 0$. Furthermore, in $g r_{\ell}^{L} A^{\text {. }}$ the second differential is trivial, $d^{\prime \prime}=0$. The induced weights spectral sequence

$$
\begin{equation*}
E_{1}^{i, m-i}=\bigoplus_{k \geq \max (0, i)} H^{m+i-2 k}\left(\tilde{Y}^{(2 k-i+1)}, \mathbb{Q}\right)(i-k) \Rightarrow H^{m}\left(\tilde{\mathfrak{X}}^{*}, \mathbb{Q}\right) \tag{4.17}
\end{equation*}
$$

degenerates at the $E_{2}$ term. The $E_{1}^{i, m-i}$ term is a pure Hodge structure of weight $m-i$. A major result in the theory shows that the filtration induced on the abutment coincides with the Picard-Lefschetz filtration.
At arithmetic infinity, in terms of the complex (3.1), for

$$
K^{i, j}=\bigoplus_{k \geq \max \{0, i\}} K^{i, j, k}
$$

the terms

$$
K^{i, m-n, k}= \begin{cases}\bigoplus_{\substack{p+q=m \\|p-q| \leq 2 k-i}}\left(\Omega_{X}^{p, q} \oplus \Omega_{X}^{q, p}\right)_{\mathbb{R}}\left(\frac{m-i}{2}\right) & \text { if } m-i \equiv 0(2), k \geq \max (0, i)  \tag{4.18}\\ 0 & \text { otherwise }\end{cases}
$$

give the archimedean analog, at the level of the real differential forms, of the $E_{1}^{i, m-i}{ }_{-}$ term of the spectral sequence (4.17). At arithmetic infinity the weight is $i-m$.
These analogies suggest a geometric interpretation of the indices involved in the definition of (3.1). The first index is associated to the $\ell$-th piece of an "archimedean monodromy filtration" $L_{\ell}$ on $\oplus_{p+q=m}\left(\Omega_{X}^{p, q} \oplus \Omega_{X}^{q, p}\right)_{\mathbb{R}}$, with $\ell=-i$. This explains our previous comment that the archimedean complex should be thought of as a filtered copy of $A^{s, k}$. The cutoffs $|p-q| \leq 2 k-i$ and $k \geq \max \{0, i\}$ correspond to considering the filtered piece $L_{\ell} A^{s, k}=W_{2 k+\ell+1} A^{s, k}$ in Steenbrink's theory with the cutoff by $W_{k}$ on $\Omega_{X}^{s+k+1}(\log Y)$, justified by restricting (relative) differential forms to the special fiber. In this identification the third index $k$ of (3.1) plays the role of the index $k$ of the anti-holomorphic forms in the double complex (4.6). The archimedean theory is a weighted "even theory" since $i-m=2 r$. The second index $j=m-n$ detects the total degree $m$ of the differential forms.
Finally, we remark that there is a fundamental difference in the definition of the differentials (3.2) (3.3) in the complex (3.1) at infinity and their geometric analogs (4.7). In fact, while the differential $d^{\prime}$ is similar in both theories, in the geometric case, the action of $d^{\prime \prime}$ by the wedging with the form $\theta=f^{*}(d t / t)$ involves a Tate twist on the rational version of the complex $A^{s, k}$, the differential $d^{\prime \prime}$ in the archimedean case does not involve any twist.

## 5. Monodromy and the renormalization group

In the construction at arithmetic infinity we obtain an analog of the formula (4.4) for the logarithm of the monodromy $N$ as the residue of a connection, in terms of a Birkhoff decomposition of loops and a Riemann-Hilbert problem analogous to those underlying the theory of renormalization in QFT, as developed by Connes and Kreimer ([7] [5], also [8]).
In our case, the Birkhoff decomposition will take place in the group $G$ of automorphisms of the complex $\left(\mathcal{T}_{\mathbb{C}}, \delta\right)$, where $\mathcal{T}_{\dot{C}}$ is the complexification of $\mathcal{T}$. The Birkhoff decomposition will determine a one parameter family of principal $G$-bundles $\mathcal{P}_{\mu}$ on $\mathbb{P}^{1}(\mathbb{C})$, with trivializations

$$
\begin{equation*}
\phi_{\mu}(z)=\phi_{\mu}^{-}(z)^{-1} \phi_{\mu}^{+}(z), \quad z \in \partial \Delta \subset \mathbb{P}^{1}(\mathbb{C}), \quad \mu \in \mathbb{C}^{*} \tag{5.1}
\end{equation*}
$$

where $\phi_{\mu}^{+}$is a holomorphic function on a disk $\Delta$ around $z=0$ and $\phi_{\mu}^{-}$is holomorphic on $\mathbb{P}^{1}(\mathbb{C}) \backslash \Delta$, normalized by $\phi_{\mu}^{-}(\infty)=1$. The parameter $\mu$ is related to a scaling action by $\mathbb{R}_{+}^{*}$, by $\mu \mapsto \lambda \mu$. We shall construct the data (5.1) in such a way that the negative part of the Birkhoff decomposition $\phi_{\mu}^{-}=\phi^{-}$is in fact independent of $\mu$, as in the theory of renormalization. As part of the data, one also considers a one parameter group of automorphisms $\theta$, and the corresponding infinitesimal generator $\Upsilon=\left.\frac{d}{d t} \theta_{t}\right|_{t=0}$, so that

$$
\begin{equation*}
\phi_{\lambda \mu}(\epsilon)=\theta_{t \epsilon} \phi_{\mu}(\epsilon), \quad \forall \lambda=e^{t} \in \mathbb{R}_{+}^{*}, \quad \epsilon \in \partial \Delta . \tag{5.2}
\end{equation*}
$$

The corresponding renormalization group is the one parameter group

$$
\begin{equation*}
\rho(\lambda)=\lim _{\epsilon \rightarrow 0} \phi^{-}(\epsilon) \theta_{t \epsilon}\left(\phi^{-}(\epsilon)^{-1}\right), \quad \forall \lambda=e^{t} \in \mathbb{R}_{+}^{*} . \tag{5.3}
\end{equation*}
$$

Following [7], one can write $\phi^{-}(z)$ in the form

$$
\begin{equation*}
\phi^{-}(z)^{-1}=1+\sum_{k=1}^{\infty} \frac{d_{k}}{z^{k}}, \tag{5.4}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
d_{k}=\int_{s_{1} \geq \cdots \geq s_{k} \geq 0} \theta_{-s_{1}}(\beta) \cdots \theta_{-s_{k}}(\beta) d s_{1} \cdots d s_{k} \tag{5.5}
\end{equation*}
$$

Here $\beta$ is the beta-function of renormalization, related to the residue at zero of $\phi$ by

$$
\begin{equation*}
\beta=\Upsilon \operatorname{Res} \phi \tag{5.6}
\end{equation*}
$$

where $\Upsilon$ is the generator of $\theta_{t}$ and the residue is defined as

$$
\begin{equation*}
\operatorname{Res} \phi=\left.\frac{d}{d z}\left(\phi^{-}(1 / z)^{-1}\right)\right|_{z=0} \tag{5.7}
\end{equation*}
$$

In the construction at arithmetic infinity, the grading operator $\Phi$ induces a time evolution on the complex $\left(\mathcal{T}_{\mathbb{C}}, \delta\right)$ given by the "Frobenius flow" (2.28),

$$
\begin{equation*}
F_{t}=e^{t \Phi}, \quad t \in \mathbb{R}, \tag{5.8}
\end{equation*}
$$

and we denote by $\theta_{t}$ the induced time evolution on $\operatorname{End}\left(\mathcal{T}_{\mathscr{C}}, \delta\right)$,

$$
\begin{equation*}
\theta_{t}(a)=e^{-t \Phi} a e^{t \Phi} \tag{5.9}
\end{equation*}
$$

with the corresponding $\Upsilon$ given by

$$
\begin{equation*}
\Upsilon(a)=\left.\frac{d}{d t} \theta_{t}(a)\right|_{t=0}=[a, \Phi] . \tag{5.10}
\end{equation*}
$$

The analogy with the complex of nearby cycles of a geometric degeneration over a disk suggests to make the following prescription for the residue of $\phi$ :

$$
\begin{equation*}
\operatorname{Res} \phi=N . \tag{5.11}
\end{equation*}
$$

As in the case of Connes-Kreimer, the residue uniquely determines $\phi^{-}$via (5.5) and (5.4). We obtain the following result.

THEOREM 5.1. There is a unique holomorphic map $\phi^{-}: \mathbb{P}^{1}(\mathbb{C}) \backslash\{0\} \rightarrow \operatorname{Aut}\left(\mathcal{T}_{\mathbb{C}}\right)$ satisfying (5.4), with coefficients (5.5) and residue (5.11), and it is of the form

$$
\begin{equation*}
\phi^{-}(z)=\exp (-N / z) \tag{5.12}
\end{equation*}
$$

Proof. First notice that the time evolution (5.9) satisfies

$$
\begin{equation*}
\theta_{t}(N)=e^{t} N \tag{5.13}
\end{equation*}
$$

Moreover, by (5.10) and (5.11), we have

$$
\begin{equation*}
\beta=[N, \Phi]=N \tag{5.14}
\end{equation*}
$$

Thus, we can write the coefficients $d_{k}$ of (5.5) in the form

$$
d_{k}=N^{k} \int_{s_{1} \geq \cdots \geq s_{k} \geq 0} e^{-\left(s_{1}+\cdots+s_{k}\right)} d s_{1} \cdots d s_{k}
$$

It is easy to see by induction that

$$
u_{k}(t):=\int_{0}^{t} \int_{0}^{s_{1}} \cdots \int_{0}^{s_{k-1}} e^{-\left(s_{1}+\cdots+s_{k}\right)} d s_{1} \cdots d s_{k}=\frac{\left(1-e^{-t}\right)^{k}}{k!}
$$

satisfying the recursion $u_{k+1}^{\prime}(t)=e^{-t} u_{k}(t)$, so that

$$
\int_{s_{1} \geq \cdots \geq s_{k} \geq 0} e^{-\left(s_{1}+\cdots+s_{k}\right)} d s_{1} \cdots d s_{k}=\frac{1}{k!}
$$

This implies that $d_{k}=N^{k} / k$ !, hence we obtain that the series (5.4) is just

$$
\phi^{-}(z)^{-1}=\sum_{k=0}^{\infty} \frac{z^{-k}}{k!} N^{k}
$$

and $\phi^{-}(z)=\exp (-N / z)$.
Correspondingly, we see that the renormalization group (5.3) is given by

$$
\begin{equation*}
\rho(\lambda)=\lambda^{N}=\exp (t N), \quad \forall \lambda=e^{t} \in \mathbb{R}_{+}^{*} \tag{5.15}
\end{equation*}
$$

since we have

$$
\begin{equation*}
\theta_{t \epsilon}\left(\phi^{-}(\epsilon)\right)=\exp \left(-\frac{\lambda^{\epsilon}}{\epsilon} N\right) \quad \forall \lambda=e^{t} \in \mathbb{R}_{+}^{*} \tag{5.16}
\end{equation*}
$$

We now show that the other term of the Birkhoff decomposition (5.1) is determined by the requirement (5.2) of compatibility between the scaling and the time evolution.

Theorem 5.2. Consider the holomorphic map $\phi_{\mu}^{+}: \mathbb{P}^{1}(\mathbb{C}) \backslash\{\infty\} \rightarrow \operatorname{Aut}\left(\mathcal{T}_{\dot{C}}\right)$ given by

$$
\begin{equation*}
\phi_{\mu}^{+}(z)=\exp \left(\frac{\mu^{z}-1}{z} N\right) . \tag{5.17}
\end{equation*}
$$

The loop $\phi_{\mu}(z)=\phi^{-}(z)^{-1} \phi_{\mu}^{+}(z)$ with $\phi^{-}(z)=\exp (-N / z)$ and $\phi_{\mu}^{+}$as in (5.17) satisfies the relation (5.2).

Proof. First notice that (5.17) is indeed holomorphic at $z=0$ with $\phi_{\mu}^{+}(0)=$ $\exp (\log (\mu) N)=\mu^{N}$. By (5.1) and (5.16), the relation (5.2) is equivalent to requiring that, for all $\lambda=e^{t} \in \mathbb{R}_{+}^{*}$, the function $\phi_{\mu}^{+}$satisfies

$$
\begin{equation*}
\phi_{\lambda \mu}^{+}(\epsilon)=\exp \left(\frac{\lambda^{\epsilon}-1}{\epsilon} N\right) \theta_{t \epsilon}\left(\phi_{\mu}^{+}(\epsilon)\right) . \tag{5.18}
\end{equation*}
$$

For $\phi_{\mu}^{+}$as in (5.17) we have

$$
\theta_{t \epsilon}\left(\phi_{\mu}^{+}(\epsilon)\right)=\exp \left(\frac{\mu^{\epsilon}-1}{\epsilon} \lambda^{\epsilon} N\right)=\exp \left(\frac{(\lambda \mu)^{\epsilon}-1}{\epsilon} N\right) \exp \left(\frac{1-\lambda^{\epsilon}}{\epsilon} N\right)
$$

so that (5.18) is satisfied.
Notice that, via the representation (2.24), it is possible to lift the Birkhoff decomposition (5.1) to a Birkhoff decomposition of the form

$$
\begin{equation*}
g_{\mu}(z)=g^{-}(z)^{-1} g_{\mu}^{+}(z) \tag{5.19}
\end{equation*}
$$

where, with the notation of (2.22), we have

$$
g^{-}(z)=u(1 / z), \quad g_{\mu}(z)=u\left(\mu^{z} / z\right)
$$

The renormalization group (5.15) then becomes simply the horocycle flow

$$
\rho(\lambda)=u(t)=\left(\begin{array}{ll}
1 & t  \tag{5.20}\\
0 & 1
\end{array}\right)
$$

There is a Riemann-Hilbert problem associated to the Birkhoff decomposition considered in the theory of renormalization ( [8]). Namely, for $\gamma$ a generator of the fundamental group $\pi_{1}\left(\Delta^{*}\right)=\mathbb{Z}$ of the punctured disk, consider a complex linear representation $\pi: \mathbb{Z} \rightarrow G$. Under the assumption that the eigenvalues of $\pi(\gamma)$ satisfy

$$
0 \leq \operatorname{Re} \frac{\lambda}{2 \pi \sqrt{-1}}<1
$$

we can take the logarithm

$$
\begin{equation*}
\frac{1}{2 \pi \sqrt{-1}} \log \pi(\gamma) \tag{5.21}
\end{equation*}
$$

By the Riemann-Hilbert correspondence ( $[\mathbf{1}]$ ), a representation $\pi: \mathbb{Z} \rightarrow G$ determines a bundle with connection $(\mathcal{E}, \nabla)$, where the Fuchsian connection $\nabla$ has local gauge potential on the disk $\Delta$ of the form

$$
\begin{equation*}
-\phi^{+}(z)^{-1} \frac{\log \pi(\gamma) d z}{z} \phi^{+}(z)+\phi^{+}(z)^{-1} d \phi^{+}(z) \tag{5.22}
\end{equation*}
$$

with $\phi^{+}(z)$ the local trivialization of $\mathcal{E}$ over $\Delta$. The data $(\mathcal{E}, \nabla)$ correspond to a linear differential system $f^{\prime}(z)=A(z) f(z)$, with $\nabla f=d f-A(z) f d z$, for sections $f \in \Gamma\left(\Delta^{*}, \mathcal{E}\right)$.
In the case of the cohomological theory at arithmetic infinity, this amounts to a vector bundle $\mathcal{E}_{\mu}$ over $\mathbb{P}^{1}(\mathbb{C})$, with fiber $\mathcal{T}_{\mathbb{C}}$, associated to the principal $G$-bundles $\mathcal{P}_{\mu}$, with transition function the loop $\phi_{\mu}(z)$ and local trivializations given by the $\phi^{-}(z)$ and $\phi_{\mu}^{+}(z)$. We use the representation specified by

$$
\begin{equation*}
\pi(\gamma):=\exp (-2 \pi \sqrt{-1} N) \tag{5.23}
\end{equation*}
$$

which is the analog of (4.5). This determines a one parameter family $\left(\mathcal{E}_{\mu}, \nabla_{\mu}\right)$ of linear differential systems over the disk $\Delta$, of the form

$$
\begin{equation*}
\nabla_{\mu}: \mathcal{E}_{\mu} \rightarrow \mathcal{E}_{\mu} \otimes_{\mathcal{O}_{\Delta}} \Omega_{\Delta}(\log 0) \tag{5.24}
\end{equation*}
$$

where the connection on the restriction of $\mathcal{E}_{\mu}$ over $\Delta$ is given by

$$
\begin{equation*}
\nabla_{\mu}=N\left(\frac{1}{z}+\frac{d}{d z} \frac{\mu^{z}-1}{z}\right) d z \tag{5.25}
\end{equation*}
$$

Using the induced representation (2.24) in cohomology, this determines a corresponding linear differential system on the bundle of hypercohomologies $\mathbb{H}^{\cdot}\left(\mathcal{E}_{\mu}\right)$ with fiber $\mathbb{H}^{\cdot}\left(\mathcal{T}_{\dot{\mathbb{C}}}\right)$,

$$
\begin{equation*}
\nabla_{\mu}: \mathbb{H}^{\cdot}\left(\mathcal{E}_{\mu}\right) \rightarrow \mathbb{H}^{\cdot}\left(\mathcal{E}_{\mu}^{\cdot}\right) \otimes_{\mathcal{O}_{\Delta}} \Omega_{\Delta}(\log 0) \tag{5.26}
\end{equation*}
$$

which is the analog of the Gauss-Manin connection (4.3) in the geometric case. The connections (5.25) form an isomonodromic family, with

$$
\begin{equation*}
\operatorname{Res}_{z=0} \nabla_{\mu}=N \tag{5.27}
\end{equation*}
$$

## 6. Rees sheaves at arithmetic infinity

In the description (3.15) ([11]) of the archimedean factor of the Hasse-Weil Lfunction of the "motive" $H^{m}(X)$, for $X$ a smooth projective variety over a number field, the definition of the archimedean cohomology $H_{a r}^{m}(X)$ is motivated by previous work of J. M. Fontaine and it is expressed in terms of an additive functor $\mathbb{D}$ (derivation) from the (abelian) category of pure Hodge structures over $\kappa=\mathbb{C}, \mathbb{R}$ to the additive category whose objects are free modules of finite rank over the $\mathbb{R}$ algebra of polynomials in one variable endowed with a $\mathbb{R}$-linear endomorphism and satisfying certain properties. More precisely one sets

$$
H_{a r}^{m}(X)= \begin{cases}F i l^{0}\left(H_{B}^{m}(X, \mathbb{C}) \otimes_{\mathbb{C}} \mathbb{C}\left[z^{ \pm 1}\right]\right)^{c=i d} & \text { if } \kappa=\mathbb{C} \\ F i l^{0}\left(H_{B}^{m}(X, \mathbb{C}) \otimes_{\mathbb{C}} \mathbb{C}\left[z^{ \pm 1}\right]\right)^{c=i d, F_{\infty}=i d} & \text { if } \kappa=\mathbb{R}\end{cases}
$$

Here, $F i l^{q}$ denotes the filtration on the tensor product $H_{B}^{m}(X(\mathbb{C}), \mathbb{C}) \otimes_{\mathbb{C}} \mathbb{C}\left[z^{ \pm 1}\right]$, which is obtained from the Hodge filtration $F^{*}$ on the Betti cohomology $H_{B}^{m}(X):=$ $H_{B}^{m}(X(\mathbb{C}), \mathbb{C})$ and the one on the ring of Laurent polynomials $\mathbb{C}\left[z^{ \pm 1}\right]$ given by $F^{q} \mathbb{C}\left[z^{ \pm 1}\right]:=z^{-q} \mathbb{C}\left[z^{-1}\right], \forall q \in \mathbb{Z}$. By $c$ one denotes the conjugate linear involution (complex conjugation) and $F_{\infty}$ is a $\mathbb{C}$-linear involution (the infinite Frobenius).
The expectation is that one should obtain a description of the archimedean cohomology together with the linear "Frobenius flow" generated by $\Phi$ directly by some natural homological construction on a suitable non-linear dynamical system. In this direction, a more geometric construction of the archimedean cohomology was given in $[\mathbf{1 3}]$ ( $c f$. par. 3), where it was interpreted (for instance when $\kappa=\mathbb{C}$ ) as the space of global sections of a real analytic sheaf (Rees sheaf) $\zeta_{\mathbb{C}}^{\omega}\left(H^{m}(X), \gamma^{\prime}\right)$ over $\mathbb{R}$. A similar description holds when $\kappa=\mathbb{R}$. Here, as before, $\gamma^{*}$ denotes the descending filtration $F^{\cdot} \cap \bar{F}$ on $H^{m}\left(X^{\text {an }}, \mathbb{R}\right)$ endowed with its real Hodge structure. The locally-free sheaf $\zeta_{\mathbb{C}}^{\omega}\left(H^{m}(X), \gamma^{\cdot}\right)$ has the remarkable description ( $[\mathbf{1 3}]$ Thm. 4.4)

$$
\begin{align*}
\zeta_{\mathbb{C}}^{\omega}\left(H^{m}(X), \gamma^{\cdot}\right) & \simeq \operatorname{Ker}\left(\mathbb{R}^{m} \pi_{*}\left(\Omega_{X_{\mathbb{C}}^{\mathrm{an}} \times \mathbb{R} / \mathbb{R}}, s d\right) \rightarrow\left(\mathbb{R}^{m} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}\right) / \mathcal{T}_{X / \mathbb{C}}\right)  \tag{6.1}\\
H_{\mathrm{ar}}^{m}(X) & =\Gamma\left(\mathbb{R}, \zeta_{\mathbb{C}}^{\omega}\left(H^{m}(X), \gamma^{\cdot}\right) \quad \text { if } \quad \kappa=\mathbb{C}\right.
\end{align*}
$$

where $\pi: X_{\mathbb{C}}^{\text {an }} \times \mathbb{R} \rightarrow \mathbb{R}$ is the projection, $s$ is a standard coordinate on $\mathbb{R}, \mathcal{A}_{\mathbb{R}}$ denotes the sheaf of real-analytic functions on the real analytic manifold $\mathbb{R}, \mathcal{D} \mathcal{R}_{X / \mathbb{C}}$ is the cokernel of the natural inclusion of complexes of $\pi^{-1} \mathcal{A}_{\mathbb{R}}$-modules on $X_{\mathbb{C}}^{\text {an }} \times \mathbb{R}$

$$
\pi^{-1} \mathcal{A}_{\mathbb{R}} \hookrightarrow\left(\Omega_{X_{C}^{\mathrm{an}} \times \mathbb{R} / \mathbb{R}}, s d\right)
$$

and $\mathcal{T}_{X / \mathbb{C}}$ is the $\mathcal{A}_{\mathbb{R}}$-torsion in $\mathbb{R}^{m} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}} \cdot \Omega_{X_{\mathbb{C}} \text { an } \times \mathbb{R} / \mathbb{R}}$ is the complex of $\mathbb{C}$-valued smooth relative differential forms on $X^{\text {an }} \times \mathbb{R} / \mathbb{R}$ which are holomorphic in the $X^{\text {an }}$-coordinates and real analytic in the $\mathbb{R}$-variable. One considers the scaling flow on $\mathbb{R}$ given by the map $\phi_{\mathbb{C}}^{t}(s)=s e^{-t}$. It induces an action of this group on the relative differential complex by means of: $\psi^{t}(\omega)=e^{t \mathrm{deg} \omega} \cdot\left(\mathrm{id} \times \phi_{\mathbb{C}}^{\mathrm{t}}\right)^{*} \omega$. This action defines in turn a $\mathcal{A}_{\mathbb{R}}$-linear action on the complex of higher direct image sheaves on $\mathbb{R}$. A similar result holds when $\kappa=\mathbb{R}$ : in this case one gets a $\mathcal{A}_{\mathbb{R} \geq 0}$-action. In the description of $H_{\mathrm{ar}}^{m}(X)$ given in (6.1), the Hodge theoretic notions required in the definition of the archimedean cohomology have been replaced by using suitably deformed complexes of sheaves of modules on $\mathbb{R}$ (on $\mathbb{R} \geq 0$ when $\kappa=\mathbb{R}$ ). The deformed complex of locally free sheaves of relative differentials $\left(\Omega_{X_{\mathbb{C}} \times \mathbb{A}^{1} / \mathbb{A}^{1}}, z d\right)$, filtered by the Hodge filtration $F^{\cdot}$, for $z$ coordinate on $\mathbb{A}^{1}$, was firstly studied by Simpson in [27]. He introduced the algebraic version $\zeta_{\mathbb{C}}\left(H^{m}\left(X^{\text {an }}, \mathbb{C}\right), F^{\cdot}\right)$ of the real analytic Rees sheaf and proved that $\zeta_{\mathbb{C}}\left(H^{m}\left(X^{\text {an }}, \mathbb{C}\right), F\right) \simeq \mathbb{R}^{m} \pi_{*}\left(\Omega_{X_{\mathbb{C}} \times \mathbb{A}^{1} / \mathbb{A}^{1}}, z d\right)$. Following this viewpoint, (6.1) is the analogue of Simpson's formula for the nonalgebraic filtration $\gamma^{\prime}$. A very interesting fact ( $\left.[\mathbf{1 3}], \S 4\right)$ is that in the real analytic setting, the higher direct image sheaves fit into short exact sequences of coherent $\mathcal{A}_{\mathbb{R}}$-modules

$$
\begin{equation*}
0 \rightarrow \mathbb{R}^{m} \pi_{*}\left(\pi^{-1} \mathcal{A}_{\mathbb{R}}\right) \rightarrow \mathbb{R}^{m} \pi_{*}\left(\Omega_{X_{\mathbb{C}}}^{\text {an } \times \mathbb{R} / \mathbb{R}}, s d\right) \xrightarrow{\alpha} \mathbb{R}^{m} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}} \rightarrow 0 \tag{6.2}
\end{equation*}
$$

where $\mathbb{R}^{m} \pi_{*}\left(\pi^{-1} \mathcal{A}_{\mathbb{R}}\right)=H^{m}\left(X^{\text {an }}, \mathbb{R}\right) \otimes \mathcal{A}_{\mathbb{R}}$. Here we like to think of the sheaf $\mathbb{R}^{m} \pi_{*}\left(\Omega_{X_{\mathbb{C}}^{\text {an }} \times \mathbb{R} / \mathbb{R}}, s d\right)$ as the archimedean real analytic analog of the relative analytic hypercohomology $\mathbb{R}^{m} f_{*} \Omega_{\mathfrak{X} / \Delta}(\log Y)$ over a small disk $\Delta$ centered at the origin, whose algebraic description has been recalled in § 3.3. It turns out that $\zeta_{\mathbb{C}}^{\omega}\left(H^{m}(X), \gamma^{\cdot}\right)$ is also canonically isomorphic to a twisted dual of $\mathbb{R}^{m} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}$. More precisely, if $d, m \in \mathbb{Z}_{\geq 0}$ with $m+d=2 n(n=\operatorname{dim} X)$, then there are isomorphisms of $\mathcal{A}_{\mathbb{R}}$-modules ( $[\mathbf{1 3}]$ Thm. 4.2)

$$
\begin{equation*}
\zeta_{\mathbb{C}}^{\omega}\left(H^{m}(X), \gamma^{\cdot}\right) \simeq(2 \pi \sqrt{-1})^{1-n} \mathcal{H o m}_{\mathcal{A}_{\mathbb{R}}}\left(\mathbb{R}^{d} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}, \mathcal{A}_{\mathbb{R}}(-n)\right) \tag{6.3}
\end{equation*}
$$

Dualization detects the $\gamma$-filtration from the Hodge filtration on $\mathbb{R}^{d} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}$. From (6.1) and (6.3) one gets isomorphisms respecting the $\mathcal{A}_{\mathbb{R}}$-module structures and the flow

$$
\begin{align*}
& \operatorname{Ker}\left(\mathbb{R}^{m} \pi_{*}\left(\Omega_{X_{\mathbb{C}}^{\mathrm{an}} \times \mathbb{R} / \mathbb{R}}, s d\right) \rightarrow\left(\mathbb{R}^{m} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}\right) / \mathcal{T}_{X / \mathbb{C}}\right)  \tag{6.4}\\
& \quad \simeq(2 \pi \sqrt{-1})^{1-n} \mathcal{H o m}_{\mathcal{A}_{\mathbb{R}}}\left(\mathbb{R}^{d} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}, \mathcal{A}_{\mathbb{R}}(-n)\right) .
\end{align*}
$$

This statement is the dynamical sheaf-theoretic analog of the duality isomorphisms between the hypercohomology of the complexes $\operatorname{Ker}(N)^{\cdot}$ and $\operatorname{Coker}(N)^{\cdot}$ of vector spaces of [ $\mathbf{9}$ ] (Prop. 4.13) induced by powers of the 'local monodromy at arithmetic infinity', that is, of the duality $S$ of (2.19).
This way, one can reinterpret the archimedean cohomology as the space of global sections on $\mathbb{R}\left(\mathbb{R}^{\geq 0}\right.$ for $\left.\kappa=\mathbb{R}\right)$ of the sheaf inverse image in $\mathbb{R}^{m} \pi_{*}\left(\Omega_{X^{\text {an }} \times \mathbb{R} / \mathbb{R}}, s d\right)$ of the maximal $\mathcal{A}_{\mathbb{R}^{-}}$-submodule of $\mathbb{R}^{m} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}$ with support in $0 \in \mathbb{R}$. This statement
is in accord with the classical description of the inertia invariants as the kernel of the local monodromy map $N$, viewed as the residue at zero of the Gauss-Manin connection

$$
\operatorname{Ker}\left(\operatorname{Res}_{0} \nabla: \mathbb{R}^{m} f_{*} \Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\Delta}} k(0) \rightarrow \mathbb{R}^{m} f_{*} \Omega_{\mathfrak{X} / \Delta}(\log Y) \otimes_{\mathcal{O}_{\Delta}} k(0)\right)
$$

$c f . \S 3.3$ and (5.24), (5.25), (5.26) in the archimedean case.
In the archimedean setting (e.g. for $\kappa=\mathbb{C}$ ), the exact sequences

$$
\begin{equation*}
0 \rightarrow \zeta_{\mathbb{C}}^{\omega}\left(H^{m}(X), \gamma^{\cdot}\right) \rightarrow \mathbb{R}^{m} \pi_{*}\left(\Omega_{X_{\mathbb{C}} \mathrm{an} \times \mathbb{R} / \mathbb{R}}, s d\right) \rightarrow\left(\mathbb{R}^{m} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}\right) / \mathcal{T}_{X / \mathbb{C}} \rightarrow 0 \tag{6.5}
\end{equation*}
$$

are the sheaf theoretic analogs of the hypercohomology exact sequences associated to the nearby cycles complex as defined by Deligne in [26] ( Exp. XIII, § 1.4: (1.4.2.2)). At arithmetic infinity, the hypercohomology of the complex of vanishing cycles is replaced by the hypercohomology sheaf $\left(\mathbb{R}^{m} \pi_{*} \mathcal{D} \mathcal{R}_{X / \mathbb{C}}\right) / \mathcal{T}_{X / \mathbb{C}}$, whereas the archimedean analog of the variation map in the formalism of the nearby cycles produces the duality isomorphisms (6.4).
The sequence (6.5) has also interesting analogies with the exact sequence of $C_{k^{-}}$ modules ( $C_{k}=$ idèle class group of a global field $k$ )

$$
\begin{equation*}
0 \rightarrow L_{\delta}^{2}(X)_{0} \xrightarrow{E} L_{\delta}^{2}\left(C_{k}\right) \rightarrow \mathcal{H} \rightarrow 0 \tag{6.6}
\end{equation*}
$$

studied by A. Connes in [4], §III (33). It is tempting to connect the role played by the space $L_{\delta}^{2}\left(C_{k}\right)$ to that of the cohomology $\left(\mathbb{R} \cdot \pi_{*}\left(\Omega_{X_{\mathrm{C}} \mathrm{an} \times \mathbb{R} / \mathbb{R}}, s d\right)\right)$, hence to recast the spaces $\mathcal{H}$ and $L_{\delta}^{2}(X)_{0}$ of Connes' theory, respectively, in the role of invariant and vanishing cycles. A connection with singularity theory in [4] is motivated by the "bad" behavior (at zero) of the action of $k^{*}$ on the adeles space $\mathbb{A}_{k}$. This expected connection suggests, in turn, a singular behavior of $\overline{\operatorname{Spec}(\mathbb{Z})}$ around infinity.
One of the interesting questions related to the archimedean cohomology and the archimedean factor is that of writing the logarithm $\log L_{\kappa}\left(H^{m}(X), s\right)$ of the regularized determinant (3.15) via a Lefschetz trace formula for the Frobenius operator. We shall return to these topics in future work.

## 7. "Arithmetic" spectral triples

In this section we present a refined version of the proposed construction of an "arithmetic spectral triple" in [10]. This version has the advantage that it holds at the level of differential forms and for $X$ of any dimension. We first introduce natural subcomplexes and quotient complexes of $\mathcal{T}$.
7.1. Inertia invariants and coinvariants. We consider certain complexes of vector spaces related to the action of the endomorphism $N$ on $(\mathcal{T}, \delta)$. We introduce the notation $\mathcal{T}_{\dot{\ell}} \subset \mathcal{T}$ for the $\mathbb{Z}$-graded linear subspace obtained as follows. For fixed $(p, q)$ with $p+q=m$, let $\left(\mathcal{T}_{p, q^{*}}^{m, *}\right)_{\ell} \subset \mathcal{T}_{p, q}^{m, *}$ be the $2 \mathbb{Z}$-graded real vector space spanned by elements of the form $\alpha \otimes U^{r} \otimes \hbar^{k}$, with $\alpha \in\left(\Omega_{X}^{p, q} \oplus \Omega_{X}^{q, p}\right)_{\mathbb{R}}$ and $(r, k) \in \Lambda_{p, q}$ lying on the line $k=2 r+m+\ell(c f$. Figure 3$)$. We let $\mathcal{T}_{\ell}=\oplus_{p, q}\left(\mathcal{T}_{p, q}^{m, *}\right)_{\ell}$.
Each $\mathcal{T}_{\dot{\ell}}$ is a subcomplex with respect to the differential $d^{\prime}=\hbar d$, while the second differential satisfies $d^{\prime \prime}: \mathcal{T}_{\dot{\ell}} \rightarrow \mathcal{T}_{\ell-1}^{+1}$.
Similarly, we denote by $\check{\mathcal{T}}_{\ell}$ the linear subspace of $\mathcal{T}$, which is the direct sum of the subspaces $\left(\check{\mathcal{T}}_{p, q}^{m, *}\right)_{\ell} \subset \mathcal{T}_{p, q}^{m, *}$ spanned by elements $\alpha \otimes U^{r} \otimes \hbar^{k}$, with $\alpha \in\left(\Omega_{X}^{p, q} \oplus \Omega_{X}^{q, p}\right)_{\mathbb{R}}$


Figure 3. The complexes $\check{\mathcal{T}}_{0, u}$ and $\mathcal{T}_{0, u}$ and the duality $S$
and with $(r, k) \in \Lambda_{p, q}$ lying on the horizontal line $k=\ell\left(c f\right.$. Figure 3). Each $\check{\mathcal{T}}_{\ell}$ is a subcomplex with respect to the differential $d^{\prime \prime}$, while $d^{\prime}: \check{\mathcal{I}}_{\ell} \rightarrow \check{\mathcal{T}}_{\ell+1}^{\cdot+1}$.
In particular, for $\ell=0$ and $k=2 r+m \geq 0$, we obtain the subcomplex of "inertia invariants"

$$
\mathcal{T}_{0}:=\operatorname{Ker}(N)
$$

This complex agrees with the complex that computes the $\mathbb{H}^{\cdot}(\mathcal{T} \cdot, \delta)^{N=0}$, for all $k=2 r+m>0$, so that the map

$$
\mathbb{H}^{*}\left(\operatorname{Ker}(N)^{\cdot}, d\right) \rightarrow \mathbb{H}^{*}\left(\mathcal{T}^{\cdot}, d\right)^{N=0}
$$

is almost always a bijection.
Similarly, for $u \in \mathbb{N}$, one can consider subcomplexes $\mathcal{T}_{0, u} \subset \mathcal{T}$.

$$
\begin{equation*}
\mathcal{T}_{0, u}:=\oplus_{\ell=0}^{u} \mathcal{T}_{\ell}=\operatorname{Ker}\left(N^{u+1}\right)^{\cdot} \tag{7.1}
\end{equation*}
$$

These satisfy $\mathcal{T}=\underline{\lim _{u}} \mathcal{T}_{0, u}$. We also consider the quotient complexes

$$
\begin{equation*}
\check{\mathcal{T}}_{0, u}:=\oplus_{\ell=0}^{u} \check{\mathcal{T}}_{\ell}=\operatorname{Coker}\left(N^{u+1}\right)^{\dot{x}}, \tag{7.2}
\end{equation*}
$$

where we denote by $\check{\delta}$ the induced differential on $\check{\mathcal{T}}_{0, u}$. We obtain this way $\mathcal{T}$. $=$ $\lim _{\longleftrightarrow} \check{\mathcal{T}}_{0, u}$. We call $\operatorname{Coker}(N)^{\text {. the complex of "inertia coinvariant" and we refer to }}$ the $\operatorname{Ker}\left(N^{u+1}\right)^{\cdot}$ and $\operatorname{Coker}\left(N^{u+1}\right)^{\cdot}$ as higher inertia co/invariants.
7.2. Spectral triple. We consider the complex

$$
\begin{equation*}
\mathcal{T}_{u}=\mathcal{T}_{0, u} \oplus \check{\mathcal{T}}_{0, u}[+1] \tag{7.3}
\end{equation*}
$$

with induced differential $\delta_{u}=\delta \oplus \check{\delta}$, where $\left(\mathcal{T}_{0, u}, \delta\right)$ and $\left(\check{\mathcal{T}}_{0, u}, \check{\delta}\right)$ are the complexes of higher invariants and coinvariants of (7.1) and (7.2).

We still denote by $\Phi$ the linear operator on $\mathcal{T}_{i}$ which agrees with the operator $\Phi=-U \partial_{U}$ on the subspaces $0 \oplus \check{\mathcal{T}}_{0, u}$ and $\mathcal{T}_{0, u} \oplus 0$, identified with the corresponding linear subspaces of $\mathcal{T}$.
On the compact Kähler manifold $X$ consider the operator $d+d^{*}$ on real forms $\Omega_{X, \mathbb{R}}$. For the next result we need to assume the following conditions on the spectrum of $d+d^{*}$ :

$$
\begin{array}{ll}
\#\left\{(r, \lambda) \in \mathbb{Z} \times \operatorname{Spec}\left(d+d^{*}\right): t=r+\lambda\right\}<\infty & \forall t \in \mathbb{R} \\
\left\{r+\lambda: r \in \mathbb{Z}, \lambda \in \operatorname{Spec}\left(d+d^{*}\right)\right\} \subset \mathbb{R} & \text { is discrete. } \tag{7.4}
\end{array}
$$

Theorem 7.1. Let $U(\mathfrak{g})$ be the universal enveloping algebra of the Lie algebra $\mathfrak{g}=\operatorname{sl}(2, \mathbb{R})$. Let $\mathcal{H} \cdot$ denote the completion of $\mathcal{T}_{\dot{u}}$ with respect to the inner product induced by (2.2). Let $\mathcal{D}$ be the linear operator $\mathcal{D}=\Phi+\delta_{u}+\delta_{u}^{*}$. Let $\mathcal{A}=\mathcal{C}^{\infty}(X, \mathbb{R}) \otimes$ $U(\mathfrak{g})$. If $X$ has the property (7.4), then the data $(\mathcal{A}, \mathcal{H}, \mathcal{D})$ satisfy the properties:

- The representation (2.23) determines an action of the algebra $\mathcal{A}$ by bounded operators on the Hilbert space $\mathcal{H}$.
- The commutators $\left[\mathcal{D}, \sigma^{L}(a)\right]$, for $a \in \mathcal{A}$, are bounded operators on $\mathcal{H}$.
- The operator $\mathcal{D}$ is a densely defined unbounded self-adjoint operator on $\mathcal{H}$, such that $\left(1+\mathcal{D}^{2}\right)^{-1}$ is a compact operator.
Proof. The representation $\sigma^{L}$ of $\operatorname{SL}(2, \mathbb{R})$ on $\mathcal{T}$ defined in (2.23) preserves the subspaces $\mathcal{T}_{0, u}$ and $\check{\mathcal{T}}_{0, u}$. In fact, the operator $\mathbb{L}$ changes $m \mapsto m+2, r \mapsto r-1$ and $k \mapsto k$, so that the constraint $k \leq u$ defining $\check{\mathcal{T}}_{0, u}$ and the constraint $k=2 r+m+\ell$ with $0 \leq \ell \leq u$ defining $\mathcal{T}_{0, u}$ are preserved by the action of $\mathbb{L}$. Similarly, the involution $\tilde{S}$ changes $m \mapsto 2 n-m, r \mapsto r-(n-m)$ and $k \mapsto k$, so that again both constraints $k \leq u$ and $k=2 r+m+\ell$, for $0 \leq \ell \leq u$, are preserved. Thus, we can consider on $\mathcal{T}_{u}$ the corresponding derived representation $d \sigma^{L}$ of the Lie algebra $\mathfrak{g}=\operatorname{sl}(2, \mathbb{R})$,

$$
d \sigma^{L}(v)=\left.\frac{d}{d s} \sigma^{L}(\exp (s v))\right|_{s=0}
$$

Let $\left\{v_{ \pm}, v_{0}\right\}$ be the basis of $\mathfrak{g}$ with $\left[v_{0}, v_{+}\right]=2 v_{+},\left[v_{0}, v_{-}\right]=-2 v_{-}$, and $\left[v_{+}, v_{-}\right]=$ $v_{0}$. We have $d \sigma^{L}\left(v_{+}\right)=\mathbb{L}$, while $d \sigma^{L}\left(v_{0}\right)$ is the linear operator that multiplies elements $\alpha \otimes U^{r} \otimes \hbar^{k}$ with $\alpha \in \Omega_{X, \mathbb{R}}^{m}$ by $-n+m$. Thus, we obtain an action of the algebra $U(\mathfrak{g})$ on $\mathcal{H}$ by bounded linear operators.
We have $\left[\sigma^{L}(\gamma), \delta_{u}\right]=\left[\sigma^{L}(\gamma), \delta_{u}^{*}\right]=0$ hence $\left[\mathcal{D}, d \sigma^{L}(v)\right]=\left[\Phi, d \sigma^{L}(v)\right]$. Using $[\Phi, \mathbb{L}]=\mathbb{L}$ and $[\Phi, \tilde{S}]=(-n+m) \tilde{S}$, we obtain that $\left[\mathcal{D}, d \sigma^{L}(v)\right]$ is a bounded operator for all $v \in U(\mathfrak{g})$. The algebra of real valued smooth functions $\mathcal{C}^{\infty}(X, \mathbb{R})$ acts on $\mathcal{T}$ and on $\mathcal{T}_{\dot{u}}$ by the usual action on real forms $\Omega_{X, \mathbb{R}}$. This action commutes with $\Phi$ so that $[\mathcal{D}, f]=\left[\delta_{u}+\delta_{u}^{*}, f\right]$, for all $f \in \mathcal{C}^{\infty}(X, \mathbb{R})$, and we can estimate $\|[\mathcal{D}, f]\| \leq C \sup |d f|$ for some $C>0$.
For $\mathcal{D}_{u}=\delta_{u}+\delta_{u}^{*}$, we have $\mathcal{D}=\Phi+\mathcal{D}_{u}$, with $\left[\Phi, \mathcal{D}_{u}\right]=0$. The operator $\Phi$ on $\mathcal{T}_{u}$ has spectrum $\mathbb{Z}$. The eigenspace $E_{r}$ with eigenvalue $r \in \mathbb{Z}$ is the span of the elements

$$
\left(\alpha_{1} \otimes U^{r} \otimes \hbar^{k_{1}}, \alpha_{2} \otimes U^{r} \otimes \hbar^{k_{2}}\right) \in \mathcal{T}_{0, u} \oplus \check{\mathcal{T}}_{0, u}
$$

namely, elements with $\alpha_{i} \in \Omega_{X, \mathbb{R}}^{m_{i}}$ and $k_{i}$ satisfying $0 \leq k_{1}-2 r-m_{1} \leq u$ and $0 \leq k_{2} \leq u$. The operator $\mathcal{D}_{u}$ restricted to the eigenspace $E_{r}$ has discrete spectrum. The multiplicity $m_{\lambda}$ of an eigenvalue $\lambda$ of $\left.\mathcal{D}_{u}\right|_{E_{r}}$ is bounded by $2 u n_{\lambda}$, where $n_{\lambda}$ is the multiplicity of $\lambda$ as an eigenvalue of the operator $d+d^{*}$ on real differential
forms $\Omega_{X, \mathbb{R}}$. Condition (7.4) then implies that $\mathcal{D}$ has discrete spectrum with finite multiplicities and that $\left(1+\mathcal{D}^{2}\right)^{-1}$ is compact.

When passing to cohomology, we obtain an induced structure of the following form.
Corollary 7.2. Let now $\mathcal{H}$ denote the Hilbert completion of the cohomology $\mathbb{H}^{\cdot}\left(\mathcal{T}_{u}, \delta_{u}\right)$ and let $\mathcal{D}=\Phi$, the operator induced in cohomology. For $\mathcal{A}=U(\mathfrak{g})$, the triple $(\mathcal{A}, \mathcal{H}, \mathcal{D})$ satisfies:

- The representation (2.23) induces an action of algebra $\mathcal{A}$ by bounded operators on $\mathcal{H}$.
- The commutators $\left[\mathcal{D}, \sigma^{L}(a)\right]$, for $a \in \mathcal{A}$, are bounded operators on $\mathcal{H}$.
- The operator $\mathcal{D}$ is a densely defined unbounded self-adjoint operator on $\mathcal{H}$, such that $\left(1+\mathcal{D}^{2}\right)^{-1}$ is a compact operator.

Proof. The statement follows as in the case of Theorem 7.1. Notice that now we have $\operatorname{Spec}(\Phi)=\mathbb{Z}$ with multiplicites

$$
m_{r}=\operatorname{dim} \frac{\operatorname{Ker}\left(d^{\prime}: \mathcal{T}_{0, u}^{\cdot, 2 r} \rightarrow \mathcal{T}_{0, u}^{\cdot+1,2 r}\right)}{\operatorname{Im}\left(d^{\prime}: \mathcal{T}_{0, u}^{\cdot-1,2 r} \rightarrow \mathcal{T}_{0, u}^{\cdot, 2 r}\right)}+\operatorname{dim} \frac{\operatorname{Ker}\left(d^{\prime \prime}: \check{\mathcal{T}}_{0, u}^{\cdot+1,2 r} \rightarrow \check{\mathcal{T}}_{0, u}^{\cdot+2,2 r}\right)}{\operatorname{Im}\left(d^{\prime \prime}: \check{\mathcal{T}}_{0, u}^{\cdot, 2 r} \rightarrow \check{\mathcal{T}}_{0, u}^{\cdot+1,2 r}\right)}
$$

This cohomological result no longer depends on the property (7.4).

Recall that $(\mathcal{A}, \mathcal{H}, \mathcal{D})$ is a spectral triple in the sense of Connes $([\mathbf{6}])$ if the three properties listed in the statement of Theorem 7.1 and Corollary 7.2 hold and the algebra $\mathcal{A}$ is a dense involutive subalgebra of a $C^{*}$-algebra.

In our case, the adjoints of elements in $\mathcal{A}$ with respect to the inner product on $\mathcal{H}$. are again contained in $\mathcal{A}$. In fact, one can see that the adjoint of the Lefschetz $\mathbb{L}$ is given by

$$
\begin{equation*}
\mathbb{L}^{*}=(\cdot \downharpoonleft \omega) U \tag{7.5}
\end{equation*}
$$

where 」is the interior product and $\omega$ is the Kähler form, and we obtain (7.5) from

$$
\sigma^{L}(w)^{-1} \mathbb{L} \sigma^{L}(w)=*((* \cdot) \wedge \omega) U
$$

Moreover, a choice of the Kähler form (of the Kähler class in the cohomological case) determines a corresponding representation of the involutive algebra $\mathcal{A}$ on the Hilbert space $\mathcal{H}$. The choice of the Kähler class ranges over the Kähler cone

$$
\begin{equation*}
\mathcal{K}=\left\{c \in H^{1,1}(X): \int_{M} c^{k}>0\right\} \tag{7.6}
\end{equation*}
$$

for all $M \subset X$ complex submanifolds of dimension $1 \leq k \leq X$. Thus, in the case of Corollary 7.2 for instance we can consider a norm

$$
\begin{equation*}
\|a\|:=\sup _{c \in \overline{\mathcal{K}}:\|c\|=1}\left\|\sigma_{c}^{L}(a)\right\| \tag{7.7}
\end{equation*}
$$

where $\overline{\mathcal{K}}$ is the nef cone and $\sigma_{c}^{L}$ is the representation of $\mathcal{A}$ determined by the choice of the class $c$. Thus, the data $(\mathcal{A}, \mathcal{H}, \mathcal{D})$ of Theorem 7.1 and Corollary 7.2 determine a spectral triple.

An interesting arithmetic aspect of spectral triples is that they have an associated family of zeta functions, the basic one being the zeta function of the Dirac operator,

$$
\zeta_{\mathcal{D}}(z)=\operatorname{Tr}\left(|\mathcal{D}|^{-z}\right)=\sum_{\lambda} \operatorname{Tr}(\Pi(\lambda,|\mathcal{D}|)) \lambda^{-z}
$$

where $\Pi(\lambda,|\mathcal{D}|)$ denotes the orthogonal projection onto the eigenspace $E(\lambda,|\mathcal{D}|)$. More generally, one considers for $a \in \mathcal{A}$ the corresponding zeta function

$$
\zeta_{a, \mathcal{D}}(z)=\operatorname{Tr}\left(a|\mathcal{D}|^{-z}\right)=\sum_{\lambda} \operatorname{Tr}(a \Pi(\lambda,|\mathcal{D}|)) \lambda^{-z} .
$$

These provide a refined notion of dimension for noncommutative spaces, the dimension spectrum, which is the complement in $\mathbb{C}$ of the set where all the $\zeta_{a, \mathcal{D}}$ extend holomorphically.
One can also consider the associated two-variable zeta functions,

$$
\zeta_{a, \mathcal{D}}(s, z):=\sum_{\lambda} \operatorname{Tr}(a \Pi(\lambda,|\mathcal{D}|))(s-\lambda)^{-z}
$$

and the corresponding regularized determinants,

$$
\operatorname{det}_{\infty, \mathcal{D}}(s):=\exp \left(-\left.\frac{d}{d z} \zeta_{a, \mathcal{D}}(s, z)\right|_{z=0}\right) .
$$

Proposition 3.3 then shows that the archimedean factor of the Hasse-Weil L-function is given by the regularized determinant of a zeta function $\zeta_{a, \mathcal{D}}$ of the spectral triple of Corollary 7.2, namely the one for $a=\sigma^{L}(w)^{2}$. One advantage of this point of view is that one can now see the archimedean factor of the Hasse-Weil L-function as an element in the family $\operatorname{det}_{\infty a, \mathcal{D}}$ associated to the noncommutative geometry $\left(\mathcal{A}, \mathcal{H}^{\prime}, \mathcal{D}\right)$.
Different representations of the Lie algebra $\mathfrak{g}=\operatorname{sl}(2)$, for different choice of the Kähler class and the corresponding Lefschetz operators, were considered also in [20]. It would be interesting to see if one can use this formalism of spectral triples in that context to further investigate the structure of the resulting Kähler Lie algebra (or of the Neron-Severi Lie algebra of projective varieties considered in [20]).

In the special case of arithmetic surfaces considered in [10], where $X$ is a compact Riemann surface, the result of Corollary 7.2 can be related to the "arithmetic spectral triple" of [10]. Consider the complex $\operatorname{Cone}(N)^{\cdot}=\mathcal{T} \cdot \oplus \mathcal{T} \cdot[+1]$ with differential

$$
d_{C o n e}=\left(\begin{array}{cc}
\delta & N \\
0 & -\delta
\end{array}\right)
$$

Proposition 2.23 of $[\mathbf{1 0}]$ and $\S 4$ of $[\mathbf{9}]$ show that, for $X$ a compact Riemann surface, we have

$$
\mathbb{H}^{\cdot}\left(\operatorname{Cone}(N)^{\cdot}, d_{\text {Cone }}\right) \simeq \mathbb{H}^{\cdot}\left(\operatorname{Ker}(N)^{\prime}, d^{\prime}\right) \oplus \mathbb{H}^{+1}\left(\operatorname{Coker}(N)^{\cdot}, d^{\prime \prime}\right)
$$

This is isomorphic to $\left.\mathbb{H}^{\cdot}\left(\mathcal{T}_{u}, \delta_{u}\right)\right|_{u=0}$. Moreover, under this identification, the operator $\Phi$ on the cohomology $\mathbb{H}^{\cdot}\left(\operatorname{Cone}(N)^{\cdot}, d_{\text {Cone }}\right)$ considered in [10] agrees with the operator $\Phi$ on $\left.\mathbb{H}^{\prime}\left(\mathcal{T}_{\dot{u}}, \delta_{u}\right)\right|_{u=0}$.

## 8. Analogies with loop space geometry

Besides the original motivating analogy with the case of a geometric degeneration and the resolution (4.6) of the complex of nearby cycles, the cohomology theory at arithmetic infinity defined by the complex $(\mathcal{T}, \delta)$ also bears some interesting formal analogies with Givental's homological geometry on the loop space of a Kähler manifold ( $[\mathbf{1 5}]$ ).
Let $X$ be a compact Kähler manifold, with the symplectic form $\omega$ representing an integral class in cohomology, such that the morphism $\omega: \pi_{2}(X) \rightarrow \mathbb{Z}$ is onto. Let $L X$ denote the space of contractible loops on $X$, and $\widetilde{L X}$ the cyclic cover with group of deck transformations

$$
\begin{equation*}
\pi_{2}(X) / \operatorname{Ker}\left\{\omega: \pi_{2}(X) \rightarrow \mathbb{Z}\right\} \cong \mathbb{Z} \tag{8.1}
\end{equation*}
$$

and with the $S^{1}$-action that rotates loops. This covering makes the action functional

$$
\begin{equation*}
\mathcal{A}(\phi)=\int_{\Delta} \phi^{*} \omega, \quad \forall \phi \in \widetilde{L X} \tag{8.2}
\end{equation*}
$$

single valued, for $\partial \Delta=S^{1}$. In fact, if $\gamma$ denotes the generator of (8.1), we have $\gamma^{*} \mathcal{A}=\mathcal{A}+1$. The critical manifold $\operatorname{Crit}(\mathcal{A})=\operatorname{Fix}\left(S^{1}\right)$ consists of a trivial cyclic cover of the submanifold of constant loops $X$. Formally, one can consider an equivariant Floer complex for the functional $\mathcal{A}$, which is the complex (2.1) with a differential $d_{S^{1}} \pm \pi_{*} \pi^{*}$, which combines the equivariant differential on each component of $\operatorname{Crit}(\mathcal{A})$ with a pullback-pushforward along gradient flow lines of $\mathcal{A}$ between different components of the critical manifold.
More precisely, a formal setting for the construction of equivariant Floer cohomologies can be described as follows. On a configuration space $\mathcal{C}$, which is an infinite dimensional manifold with an $S^{1}$ action, consider an $S^{1}$-invariant functional $\mathcal{A}: \mathcal{C} \rightarrow \mathbb{R}$, satisfying the following assumptions: (i) The critical point equation $\nabla \mathcal{A}=0$ cuts out a finite dimensional smooth compact $S^{1}$-manifold $\operatorname{Crit}(\mathcal{A}) \subset \mathcal{C}$. (ii) The Hessian $H(\mathcal{A})$ on $\operatorname{Crit}(\mathcal{A})$ is non-degenerate in the normal directions. (iii) For any $x, y \in \operatorname{Crit}(\mathcal{A})$, there is a well defined locally constant relative index $\operatorname{ind}(x)-\operatorname{ind}(y) \in \mathbb{Z}$. (iv) For any two $S^{1}$-orbits $\mathcal{O}^{ \pm}$in $\operatorname{Crit}(\mathcal{A})$, the set $\mathcal{M}\left(\mathcal{O}^{+}, \mathcal{O}^{-}\right)$ of solutions to the flow equation

$$
\begin{equation*}
\frac{d}{d t} u(t)+\nabla \mathcal{A}(u(t))=0, \quad \lim _{t \rightarrow \pm \infty} u(t) \in \mathcal{O}^{ \pm} \tag{8.3}
\end{equation*}
$$

modulo reparameterizations by translations, is either empty or a smooth manifold of dimension $\operatorname{ind}\left(\mathcal{O}^{+}\right)-\operatorname{ind}\left(\mathcal{O}^{-}\right)+\operatorname{dim} \mathcal{O}^{+}-1$. (v) The manifolds $\mathcal{M}\left(\mathcal{O}^{+}, \mathcal{O}^{-}\right)$ admit a compactification to smooth manifolds with corners, with codimension one boundary strata $\cup_{\operatorname{ind}\left(\mathcal{O}^{+}\right) \geq \operatorname{ind}(\mathcal{O}) \geq \operatorname{ind}\left(\mathcal{O}^{-}\right)} \mathcal{M}\left(\mathcal{O}^{+}, \mathcal{O}\right) \times_{\mathcal{O}} \mathcal{M}\left(\mathcal{O}, \mathcal{O}^{-}\right)$, and with compatible endpoint fibrations $\pi_{ \pm}: \mathcal{M}\left(\mathcal{O}^{+}, \mathcal{O}^{-}\right) \rightarrow \mathcal{O}^{ \pm}$.
For each component $\mathcal{O} \subset \operatorname{Crit}(\mathcal{A})$ one can then consider the $S^{1}$-equivariant de Rham complex

$$
\begin{equation*}
\Omega_{S^{1}}^{\cdot \infty}(\mathcal{O}):=\Omega_{i n v}(\mathcal{O}) \otimes \mathbb{C}\left[U, U^{-1}\right] \tag{8.4}
\end{equation*}
$$

where $U$ is of degree two, so that the total degree of $\alpha \otimes U^{r}$, with $\alpha \in \Omega_{\mathcal{O}}^{m}$ is $i=m+2 r$. The differential is of the form

$$
\begin{equation*}
d_{S^{1}}\left(\alpha \otimes U^{r}\right)=d \alpha \otimes U^{r}+\iota_{V}(\alpha) \otimes U^{r+1}, \quad d_{S^{1}} U=0 \tag{8.5}
\end{equation*}
$$

where $\iota_{V}$ denotes contraction with the vector field generated to the $S^{1}$-action on $\mathcal{O}$. The complex (8.4) computes the periodic $S^{1}$-equivariant cohomology of $\mathcal{O}$,

$$
H^{\cdot}\left(\Omega_{S^{1}}^{\cdot \infty}(\mathcal{O}), d_{S^{1}}\right)=H_{S^{1}, p e r}(\mathcal{O} ; \mathbb{C})
$$

which is the localization of $H_{S^{1}}(\mathcal{O} ; \mathbb{C})$ obtained by inverting $U$. The Floer complex is then defined as

$$
\begin{equation*}
C F_{S^{1}}^{\ell, \infty}=\oplus_{\ell=\operatorname{ind}(\mathcal{O})+m+2 r} \Omega_{S^{1}}^{m+2 r, \infty}(\mathcal{O}) \tag{8.6}
\end{equation*}
$$

with the relative index $\operatorname{ind}(\mathcal{O})$ computed with respect to a fixed base point in $\operatorname{Crit}(\mathcal{A})$, and with the Floer differential given by

$$
D_{\mathcal{O}^{+}, \mathcal{O}^{-}}\left(\alpha \otimes U^{r}\right)= \begin{cases}d_{S^{1}}\left(\alpha \otimes U^{r}\right) & \mathcal{O}^{+}=\mathcal{O}^{-}  \tag{8.7}\\ (-1)^{m}\left(\pi_{+*} \pi_{-}^{*} \alpha\right) \otimes U^{r} & \text { ind }\left(\mathcal{O}^{+}\right) \geq \operatorname{ind}\left(\mathcal{O}^{-}\right) \\ 0 & \text { otherwise }\end{cases}
$$

where $\pi_{ \pm}: \mathcal{M}\left(\mathcal{O}^{+}, \mathcal{O}^{-}\right) \rightarrow \mathcal{O}^{ \pm}$are the endpoint projections. The (periodic) equivariant Floer cohomology is the $\mathbb{C}\left[U, U^{-1}\right]$ module

$$
\begin{equation*}
H F_{S^{1}}^{\cdot, \infty}(\mathcal{C} ; \mathcal{A}):=H^{\cdot}\left(C F_{S^{1}}^{\infty}, D\right) \tag{8.8}
\end{equation*}
$$

The property $D^{2}=0$ for the Floer differential holds because of the structure of the compactification of the spaces $\mathcal{M}\left(\mathcal{O}^{+}, \mathcal{O}^{-}\right)$and its compatibility with the endpoint fibrations ([2]). The periodic equivariant Floer cohomology is related to equivariant Floer cohomology and homology via a natural exact sequence of complexes ([22]), of the form

$$
\begin{equation*}
0 \rightarrow C F_{S^{1}}^{*,+} \rightarrow C F_{S^{1}}^{*, \infty} \rightarrow C F_{S^{1}}^{*,-} \rightarrow 0 \tag{8.9}
\end{equation*}
$$

where $C F_{S^{1}}^{*,+}$ is defined as in (8.6), but with $\mathbb{C}[U]$ instead of $\mathbb{C}\left[U, U^{-1}\right]$ in (8.4). The equivariant Floer cohomology is defined as

$$
\begin{equation*}
H F_{S^{1}}^{*}(\mathcal{C} ; \mathcal{A})=H F_{S^{1}}^{*,+}(\mathcal{C} ; \mathcal{A})=H^{*}\left(C F_{S^{1}}^{*,+}, D\right) \tag{8.10}
\end{equation*}
$$

while the quotient complex $C F_{S^{1}}^{*,-}$, with the induced Floer differential $D^{-}$, computes the equivariant Floer homology

$$
\begin{equation*}
H F_{*, S^{1}}(\mathcal{C} ;-\mathcal{A})=H F_{S^{1}}^{*,-}(\mathcal{C} ; \mathcal{A}) \tag{8.11}
\end{equation*}
$$

There is also, in Floer theory, an analog of the weight filtration $W$. given by the increasing filtration of the complex (8.6) by index of critical orbits, $\operatorname{ind}(\mathcal{O}) \geq k$,

$$
\begin{equation*}
W_{k} C F^{\ell, \infty}(\mathcal{C}, \mathcal{A})=\oplus_{\operatorname{ind}(\mathcal{O}) \geq k, i+\operatorname{ind}(\mathcal{O})=\ell} \Omega_{S^{1}}^{i}(\mathcal{O}) \tag{8.12}
\end{equation*}
$$

In the cases where the components of the boundary corresponding to flow lines in $\mathcal{M}\left(\mathcal{O}^{+}, \mathcal{O}^{-}\right)$vanish, the exact sequence collapses and the Floer cohomology is the equivariant cohomology of the critical set, $[\mathbf{1 5}]$ and $[\mathbf{1 6}]$. We have then an analog, in this context, of the Picard-Lefschetz filtration in the form (4.12), by setting

$$
\begin{equation*}
A F^{s, k}:=C F_{S^{1}}^{s+k+1, \infty} / W_{k} C F_{S^{1}}^{s+k+1, \infty} \tag{8.13}
\end{equation*}
$$

as the analog of (4.6), and

$$
\begin{equation*}
L_{\ell} A F^{s, k}=W_{2 k+\ell+1} C F_{S^{1}}^{s+k+1, \infty} / W_{k} C F_{S^{1}}^{s+k+1, \infty} \tag{8.14}
\end{equation*}
$$

with

$$
g r_{\ell}^{L} A F^{s, k}= \begin{cases}g r_{2 k+\ell+1}^{W} C F_{S^{1}}^{s+k+1, \infty} & \ell+k \geq 0  \tag{8.15}\\ 0 & \ell+k<0\end{cases}
$$

where

$$
g r_{2 k+\ell+1}^{W} C F_{S^{1}}^{s+k+1, \infty}=\oplus_{\operatorname{ind}(\mathcal{O})=2 k+\ell+1, s-i=\ell+k} \Omega_{S^{1}}^{i}(\mathcal{O}) .
$$

In the case of the loop space of a smooth compact symplectic manifold $X$, the action functional (8.2) is degenerate, the transversality conditions fail and the setup of Floer theory becomes more delicate $[\mathbf{2 3}]$. The argument of $[\mathbf{1 6}]$ shows that, in the case of the loop space of a Kähler manifold, the components $\mathcal{M}\left(\mathcal{O}^{+}, \mathcal{O}^{-}\right)$ contribute trivially to the Floer differential, hence the equivariant Floer cohomology is computed by the $E_{1}$ term of the spectral sequence associated to the filtration $W$., namely by the infinite dimensional vector space $H^{\cdot}(X ; \mathbb{C}) \otimes \mathbb{C}\left[U, U^{-1}\right] \otimes \mathbb{C}\left[\hbar, \hbar^{-1}\right]$, where $\hbar$ implements the action of $\mathbb{Z}$ in (8.1).
Thus, one can see a formal analogy between the complex $\mathfrak{C}$ of (2.9) and an equivariant Floer complex on the loop space. The cutoff $k \geq 0$ is then interpreted as a filtration by sublevel sets, corresponding to considering $H F_{S^{1}}^{\cdot}$ of $\mathcal{C}_{0}=\mathcal{A}^{-1}\left(\mathbb{R}_{\geq 0}\right)$. The cutoff $2 r+m \geq 0$ instead corresponds in this analogy to a cutoff on the total degree of the equivariant differential forms, $H F_{S^{1}}^{: \geq 0}$. Finally, the cutoff $k \geq r+q$ in (2.4) can be compared to a splitting of the form (8.9), adapted to the Hodge filtration. As in the case of the analogy with the resolution of the complex of nearby cycles, also in this analogy with Floer theory on loop spaces there is however a fundamental difference in the differentials. In fact, the term $d_{S^{1}}$ of the Floer differential is replaced in the theory at arithmetic infinity by $\hbar d+d^{\prime \prime}$, which would not give a degree one differential on the Floer complex (except in special cases, like hyperkähler manifolds, where all components of $\operatorname{Crit}(\mathcal{A})$ have relative index zero). By the results of Givental, the equivariant Floer cohomology of the loop space also has an action of the ring $\mathcal{D}$ of differential operators on $\mathbb{C}^{*}$, where $Q$ acts as $\hbar=\gamma^{*}$ and $P$ as a combination of the symplectic form and action functional on the loop space, $[\mathbf{1 5}]$. This structure on the Floer cohomology plays an important role in the phenomenon of mirror symmetry. It is interesting to remark that there is a conjectural mirror relation between the monodromy and the Lefschetz operators ( [17] [21]). Thus, the question of developing a more precise relation between the complex $(\mathcal{T}, \delta)$ and Floer theory, with the actions (2.27) of the ring of differential operators on $\mathbb{C}^{*}$, may be interesting in this respect, in view of the possibility of addressing such mirror symmetry questions in the context of arithmetic geometry, by adapting to arithmetic cohomological constructions the setting of homological geometry on loop spaces.
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# A twisted Burnside theorem for countable groups and Reidemeister numbers 

Alexander Fel'shtyn and Evgenij Troitsky


#### Abstract

The purpose of the present paper is to prove for finitely generated groups of type I the following conjecture of A. Fel'shtyn and R. Hill [8], which is a generalization of the classical Burnside theorem.

Let $G$ be a countable discrete group, $\phi$ one of its automorphisms, $R(\phi)$ the number of $\phi$-conjugacy classes, and $S(\phi)=\# \operatorname{Fix}(\widehat{\phi})$ the number of $\phi$ invariant equivalence classes of irreducible unitary representations. If one of $R(\phi)$ and $S(\phi)$ is finite, then it is equal to the other.

This conjecture plays a important role in the theory of twisted conjugacy classes (see [12], [6]) and has very important consequences in Dynamics, while its proof needs rather sophisticated results from Functional and Noncommutative Harmonic Analysis.

We begin a discussion of the general case (which needs another definition of the dual object). It will be the subject of a forthcoming paper.

Some applications and examples are presented.


## 1. Introduction and formulation of results

Definition 1.1. Let $G$ be a countable discrete group and $\phi: G \rightarrow G$ an endomorphism. Two elements $x, x^{\prime} \in G$ are said to be $\phi$-conjugate or twisted conjugate iff there exists $g \in G$ with

$$
x^{\prime}=g x \phi\left(g^{-1}\right)
$$

We shall write $\{x\}_{\phi}$ for the $\phi$-conjugacy or twisted conjugacy class of the element $x \in G$. The number of $\phi$-conjugacy classes is called the Reidemeister number of an endomorphism $\phi$ and is denoted by $R(\phi)$. If $\phi$ is the identity map then the $\phi$-conjugacy classes are the usual conjugacy classes in the group $G$.

If $G$ is a finite group, then the classical Burnside theorem (see e.g. [13, p. 140]) says that the number of classes of irreducible representations is equal to the number of conjugacy classes of elements of $G$. Let $\widehat{G}$ be the unitary dual of $G$, i.e. the set of equivalence classes of unitary irreducible representations of $G$.

REmARK 1.2. If $\phi: G \rightarrow G$ is an epimorphism, it induces a map $\widehat{\phi}: \widehat{G} \rightarrow \widehat{G}$, $\widehat{\phi}(\rho)=\rho \circ \phi$ (because a representation is irreducible if and only if the scalar operators in the space of representation are the only ones which commute with all operators of the representation). This is not the case for a general endomorphism $\phi$, because $\rho \phi$ can be reducible for an irreducible representation $\rho$, and $\widehat{\phi}$ can be defined only
as a multi-valued map. But nevertheless we can define the set of fixed points Fix $\widehat{\phi}$ of $\widehat{\phi}$ on $\widehat{G}$.

Therefore, by the Burnside's theorem, if $\phi$ is the identity automorphism of any finite group $G$, then we have $R(\phi)=\# \operatorname{Fix}(\widehat{\phi})$.

To formulate our theorem for the case of a general endomorphism we first need an appropriate definition of the $\operatorname{Fix}(\widehat{\phi})$.

Definition 1.3. Let $\operatorname{Rep}(G)$ be the space of equivalence classes of finite dimensional unitary representations of $G$. Then the corresponding map $\widehat{\phi}_{R}: \operatorname{Rep}(G) \rightarrow$ $\operatorname{Rep}(G)$ is defined in the same way as above: $\widehat{\phi}_{R}(\rho)=\rho \circ \phi$.

Let us denote by $\operatorname{Fix}(\widehat{\phi})$ the set of points $\rho \in \widehat{G} \subset \operatorname{Rep}(G)$ such that $\widehat{\phi}_{R}(\rho)=\rho$.
Theorem 1.4 (Main Theorem). Let $G$ be a finitely generated discrete group of type I, $\phi$ one of its endomorphism, $R(\phi)$ the number of $\phi$-conjugacy classes, and $S(\phi)=\# \operatorname{Fix}(\widehat{\phi})$ the number of $\phi$-invariant equivalence classes of irreducible unitary representations. If one of $R(\phi)$ and $S(\phi)$ is finite, then it is equal to the other.

Let $\mu(d), d \in \mathbb{N}$, be the Möbius function, i.e.

$$
\mu(d)= \begin{cases}1 & \text { if } d=1 \\ (-1)^{k} & \text { if } d \text { is a product of } k \text { distinct primes } \\ 0 & \text { if } d \text { is not square }- \text { free }\end{cases}
$$

Theorem 1.5 (Congruences for the Reidemeister numbers). Let $\phi: G \rightarrow G$ be an endomorphism of a countable discrete group $G$ such that all numbers $R\left(\phi^{n}\right)$ are finite and let $H$ be a subgroup of $G$ with the properties

$$
\begin{gathered}
\phi(H) \subset H \\
\forall x \in G \exists n \in \mathbb{N} \text { such that } \phi^{n}(x) \in H .
\end{gathered}
$$

If the pair $\left(H, \phi^{n}\right)$ satisfies the conditions of Theorem 1.4 for any $n \in \mathbb{N}$, then one has for all $n$,

$$
\sum_{d \mid n} \mu(d) \cdot R\left(\phi^{n / d}\right) \equiv 0 \quad \bmod n
$$

These theorems were proved previously in a special case of Abelian finitely generated plus finite group $[\mathbf{8}, \mathbf{9}]$.

The interest in twisted conjugacy relations has its origins, in particular, in the Nielsen-Reidemeister fixed point theory (see, e.g. [12, 6]), in Selberg theory (see, eg. $[\mathbf{1 4}, \mathbf{1}]$ ), and Algebraic Geometry (see, e.g. [11]).

Concerning some topological applications of our main results, they are already obtained in the present paper (Theorem 8.5). The congruences give some necessary conditions for the realization problem for Reidemeister numbers in topological dynamics. The relations with Selberg theory will be presented in a forthcoming paper.

Let us remark that it is known that the Reidemeister number of an endomorphism of a finitely generated Abelian group is finite iff 1 is not in the spectrum of the restriction of this endomorphism to the free part of the group (see, e.g. [12]). The Reidemeister number is infinite for any automorphism of a non-elementary Gromov hyperbolic group [5].

To make the presentation more transparent we start from a new approach (E.T.) for Abelian (Section 2) and compact (Section 3) groups. Only after that we develop this approach and prove the main theorem for finitely generated groups of type I in Section 5. A discussion of some examples leading to conjectures is the subject of Section 6. Then we prove the congruences theorem (Section 7) and describe some topological applications (Section 8).
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## 2. Abelian case

Let $\phi$ be an automorphism of an Abelian group $G$.
Lemma 2.1. The twisted conjugacy class $H$ of e is a subgroup. The other ones are cosets $g H$.

Proof. The first statement follows from the equalities

$$
h \phi\left(h^{-1}\right) g \phi\left(g^{-1}\right)=g h \phi\left((g h)^{-1}, \quad\left(h \phi\left(h^{-1}\right)\right)^{-1}=\phi(h) h^{-1}=h^{-1} \phi(h) .\right.
$$

For the second statement suppose $a \sim b$, i.e. $b=h a \phi\left(h^{-1}\right)$. Then

$$
g b=g h a \phi\left(h^{-1}\right)=h(g a) \phi\left(h^{-1}\right), \quad g b \sim g a
$$

Lemma 2.2. Suppose, $u_{1}, u_{2} \in G, \chi_{H}$ is the characteristic function of $H$ as a set. Then

$$
\chi_{H}\left(u_{1} u_{2}^{-1}\right)= \begin{cases}1, & \text { if } u_{1}, u_{2} \text { are in one coset } \\ 0, & \text { otherwise }\end{cases}
$$

Proof. Suppose, $u_{1} \in g_{1} H, u_{2} \in g_{2} H$, hence, $u_{1}=g_{1} h_{1}, u_{2}=g_{2} h_{2}$. Then

$$
u_{1} u_{2}^{-1}=g_{1} h_{1} h_{2}^{-1} g_{2}^{-1} \in g_{1} g_{2}^{-1} H
$$

Thus, $\chi_{H}\left(u_{1} u_{2}^{-1}\right)=1$ if and only if $g_{1} g_{2}^{-1} \in H$ and $u_{1}$ and $u_{2}$ are in the same class. Otherwise it is 0 .

The following Lemma is well known.
Lemma 2.3. For any subgroup $H$ the function $\chi_{H}$ is of positive type.
Proof. Let us take arbitrary elements $u_{1}, u_{2}, \ldots, u_{n}$ of $G$. Let us reenumerate them in such a way that some first are in $g_{1} H$, the next ones are in $g_{2} H$, and so on, till $g_{m} H$, where $g_{j} H$ are different cosets. By the previous Lemma the matrix $\left\|p_{i t}\right\|:=\left\|\chi_{H}\left(u_{i} u_{t}^{-1}\right)\right\|$ is block-diagonal with square blocks formed by units. These blocks, and consequently the whole matrix are positively semi-defined.

Lemma 2.4. In the Abelian case characteristic functions of twisted conjugacy classes belong to the Fourier-Stieltjes algebra $B(G)=\left(C^{*}(G)\right)^{*}$.

Proof. In this case the characteristic functions of twisted conjugacy classes are the shifts of the characteristic function of the class $H$ of $e$. Indeed, we have the following sequence of equivalent properties:

$$
\begin{gathered}
a \sim b, \quad b=h a \phi\left(h^{-1}\right) \text { for some } h, \quad g b=g h a \phi\left(h^{-1}\right) \text { for some } h, \\
g b=h g a \phi\left(h^{-1}\right) \text { for some } h, \quad g a \sim g b .
\end{gathered}
$$

Hence, by Corollary (2.19) of [4], these characteristic functions are in $B(G)$.
Let us remark that there exists a natural isomorphism (Fourier transform)

$$
u \mapsto \widehat{u}, \quad C^{*}(G)=C_{r}^{*}(G) \cong C(\widehat{G}), \quad \widehat{g}(\rho):=\rho(g)
$$

(this is a number because irreducible representations of an Abelian group are 1dimensional). In fact, it is better to look (for what follows) at an algebra $C(\widehat{G})$ as an algebra of continuous sections of a bundle of 1-dimensional matrix algebras. over $\widehat{G}$.

Our characteristic functions, being in $B(G)=\left(C^{*}(G)\right)^{*}$ in this case, are mapped to the functionals on $C(\widehat{G})$ which, by the Riesz-Markov-Kakutani theorem, are measures on $\widehat{G}$. Which of these measures are invariant under the induced (twisted) action of $G$ ? Let us remark, that an invariant non-trivial functional gives rise to at least one invariant space - its kernel.

Let us remark, that convolution under the Fourier transform becomes pointwise multiplication. More precisely, the twisted action, for example, is defined as

$$
g[f](\rho)=\rho(g) f(\rho) \rho\left(\phi\left(g^{-1}\right)\right), \quad \rho \in \widehat{G}, \quad g \in G, \quad f \in C(\widehat{G})
$$

There are 2 possibilities for the twisted action of $G$ on the representation algebra $A_{\rho} \cong \mathbb{C}: 1$ ) the linear span of the orbit of $1 \in A_{\rho}$ is equal to all $\left.A_{\rho}, 2\right)$ and the opposite case (the action is trivial).

The second case means that the space of interviewing operators between $A_{\rho}$ and $A_{\widehat{\phi} \rho}$ equals $\mathbb{C}$, and $\rho$ is a fixed point of the action $\widehat{\phi}: \widehat{G} \rightarrow \widehat{G}$. In the first case this is the opposite situation.

If we have a finite number of such fixed points, then the space of twisted invariant measures is just the space of measures concentrated in these points. Indeed, let us describe the action of $G$ on measures in more detail.

Lemma 2.5. For any Borel set $E$ one has $g[\mu](E)=\int_{E} g[1] d \mu$.
Proof. The restriction of measure to any Borel set commutes with the action of $G$, since the last is point wise on $C(\widehat{G})$. For any Borel set $E$ one has

$$
g[\mu](E)=\int_{E} 1 d g[\mu]=\int_{E} g[1] d \mu
$$

Hence, if $\mu$ is twisted invariant, then for any Borel set $E$ and any $g \in G$ one has

$$
\int_{E}(1-g[1]) d \mu=0
$$

Lemma 2.6. Suppose, $f \in C(X)$, where $X$ is a compact Hausdorff space, and $\mu$ is a regular Borel measure on $X$, i.e. a functional on $C(X)$. Suppose, for any Borel set $E \subset X$ one has $\int_{E} f d \mu=0$. Then $\mu(h)=0$ for any $h \in C(X)$ such that $f(x)=0$ implies $h(x)=0$. I.e. $\mu$ is concentrated off the interior of supp $f$.

Proof. Since the functions of the form $f h$ are dense in the space of the refered to above $h$ 's, it is sufficient to verify the statement for $f h$. Let us choose an arbitrary $\varepsilon>0$ and a simple function $h^{\prime}=\sum_{i=1}^{n} a_{i} \chi_{E_{i}}$ such that $\left|\mu\left(f h^{\prime}\right)-\mu(f h)\right|<\varepsilon$. Then

$$
\mu\left(f h^{\prime}\right)=\sum_{i=1}^{n} \int_{E_{i}} a_{i} f d \mu=\sum_{i=1}^{n} a_{i} \int_{E_{i}} f d \mu=0
$$

Since $\varepsilon$ is an arbitrary one, we are done.
Applying this lemma to a twisted invariant measure $\mu$ and $f=1-g[1]$ we obtain that $\mu$ is concentrated at our finite number of fixed points of $\widehat{\phi}$, because outside of them $f \neq 0$. If we have an infinite number of fixed points, then the space is infinite-dimensional (we have an infinite number of measures concentrated in finite number of points, each time different) and Reidemeister number is infinite as well. So, we are done.

## 3. Compact case

Let $G$ be a compact group, hence $\widehat{G}$ is a discrete space. Then $C^{*}(G)=\oplus M_{i}$, where $M_{i}$ are the matrix algebras of irreducible representations. The infinite sum is in the following sense:

$$
C^{*}(G)=\left\{f_{i}\right\}, i \in\{1,2,3, \ldots\}=\hat{G}, f_{i} \in M_{i},\left\|f_{i}\right\| \rightarrow 0(i \rightarrow \infty)
$$

When $G$ is finite and $\widehat{G}$ is finite this is exactly Peter-Weyl theorem.
A characteristic function of a twisted class is a functional on $C^{*}(G)$. For a finite group it is evident, for a general compact group it is necessary to verify only the measurability of the twisted class with the respect to Haar measure, i.e. that twisted class is Borel. For a compact $G$, the twisted conjugacy classes being orbits of twisted action are compact and hence closed. Then its complement is open, hence Borel, and the class is Borel too.

Under the identification it passes to a sequence $\left\{\varphi_{i}\right\}$, where $\varphi_{i}$ is a functional on $M_{i}$ (the properties of convergence can be formulated, but they play no role at the moment). The conditions of invariance are the following: for each $\rho_{i} \in \widehat{G}$ one has $g\left[\varphi_{i}\right]=\varphi_{i}$, i.e. for any $a \in M_{i}$ and any $g \in G$ one has $\varphi_{i}\left(\rho_{i}(g) a \rho_{i}\left(\phi\left(g^{-1}\right)\right)\right)=\varphi_{i}(a)$.

Let us recall the following well-known fact.
Lemma 3.1. Each functional on matrix algebra has form $a \mapsto \operatorname{Tr}(a b)$ for a fixed matrix $b$.

Proof. One has $\operatorname{dim}(M(n, \mathbb{C}))^{\prime}=\operatorname{dim}(M(n, \mathbb{C}))=n \times n$ and looking at matrices as at operators in $V, \operatorname{dim} V=n$, with base $e_{i}$, one can remark that functionals $a \mapsto\left\langle a e_{i}, e_{j}\right\rangle, i, j=1, \ldots, n$, are linearly independent. Hence, any functional takes form

$$
a \mapsto \sum_{i, j} b_{j}^{i}\left\langle a e_{i}, e_{j}\right\rangle=\sum_{i, j} b_{j}^{i} a_{i}^{j}=\operatorname{Tr}(b a), \quad b:=\left\|b_{j}^{i}\right\|
$$

Now we can study invariant ones:

$$
\begin{array}{ll}
\operatorname{Tr}\left(b \rho_{i}(g) a \rho_{i}\left(\phi\left(g^{-1}\right)\right)\right)=\operatorname{Tr}(b a), & \forall a, g \\
\operatorname{Tr}\left(\left(b-\rho_{i}\left(\phi\left(g^{-1}\right)\right) b \rho_{i}(g)\right) a\right)=0, & \forall a, g
\end{array}
$$

hence,

$$
b-\rho_{i}\left(\phi\left(g^{-1}\right)\right) b \rho_{i}(g)=0, \quad \forall g
$$

Since $\rho_{i}$ is irreducible, the dimension of the space of such $b$ is 1 if $\rho_{i}$ is a fixed point of $\widehat{\phi}$ and 0 in the opposite case. So, we are done.

Remark 3.2. In fact we are only interested in finite discrete case. Indeed, for a compact $G$, the twisted conjugacy classes being orbits of twisted action are compact and hence closed. If there is a finite number of them, then are open too. Hence, the situation is more or less reduced to a discrete group: quotient by the component of unity.

## 4. Extensions and Reidemeister classes

Consider a group extension respecting homomorphism $\phi$ :

where $H$ is a normal subgroup of $G$. The following argument has partial intersection with [10].

First of all let us notice that the Reidemeister classes of $\phi$ in $G$ are mapped epimorphically on classes of $\bar{\phi}$ in $G / H$. Indeed,

$$
p(\widetilde{g}) p(g) \bar{\phi}\left(p\left(\widetilde{g}^{-1}\right)\right)=p\left(\widetilde{g} g \phi\left(\widetilde{g}^{-1}\right)\right.
$$

Suppose, $R(\phi)<\infty$. Then the previous remark implies $R(\bar{\phi})<\infty$. Consider a class $K=\{h\}_{\tau_{g} \phi^{\prime}}$, where $\tau_{g}(h):=g h g^{-1}, g \in G, h \in H$. The corresponding equivalence relation is

$$
\begin{equation*}
h \sim \widetilde{h} h g \phi^{\prime}\left(\widetilde{h}^{-1}\right) g^{-1} \tag{1}
\end{equation*}
$$

Since $H$ is normal, the automorphism $\tau_{g}: H \rightarrow H$ is well defined. We will denote by $K$ the image $i K$ as well. By (1) the shift $K g$ is a subset of $H g$ is characterized by

$$
\begin{equation*}
h g \sim \widetilde{h}(h g) \phi^{\prime}\left(\widetilde{h}^{-1}\right) \tag{2}
\end{equation*}
$$

Hence it is a subset of $\{h g\}_{\phi} \cap H g$ and the partition $H g=\cup\left(\{h\}_{\tau_{g} \phi^{\prime}}\right) g$ is a subpartition of $H g=\cup\left(H g \cap\{h g\}_{\phi}\right)$.

Lemma 4.1. Suppose, $|G / H|=N<\infty$. Then $R\left(\tau_{g} \phi^{\prime}\right) \leq N R(\phi)$. More precisely, the mentioned subpartition is not more than in $N$ parts.

Proof. Consider the following action of $G$ on itself: $x \mapsto g x \phi\left(g^{-1}\right)$. Then its orbits are exactly classes $\{x\}_{\phi}$. Moreover it maps classes (2) onto each other. Indeed,

$$
\widetilde{g} \widetilde{h}(h g) \phi^{\prime}\left(\widetilde{h}^{-1}\right) \phi\left(\widetilde{g}^{-1}\right)=\widehat{h} \widetilde{g}(h g) \phi\left(\widetilde{g}^{-1}\right) \phi^{\prime}\left(\widehat{h}^{-1}\right)
$$

using normality of the $H$. This map is invertible $\left(\widetilde{g} \leftrightarrow \widetilde{g}^{-1}\right)$, hence bijection. Moreover, $\widetilde{g}$ and $\widetilde{g} \widehat{h}$, for any $\widehat{h} \in H$, act in the same way. Or in the other words, $H$
is in the stabilizer of this permutation of classes (2). Hence, the cardinality of any orbit $\leq N$.

Hence, for any finite $G / H$ the number of classes of the form (2) is finite: it is $\leq N R(\phi)$.

Lemma 4.2. Suppose, H satisfies the following property: for any automorphism of $H$ with finite Reidemeister number the characteristic functions of Reidemeister classes of $\phi$ are linear combinations of matrix elements of some finite number of irreducible finite dimensional representations of $H$. Then the characteristic functions of classes (2) are linear combinations of matrix elements of some finite number of irreducible finite dimensional representations of $G$.

Proof. Let $\rho_{1}, \rho_{2}, \ldots, \rho_{k}$ be the above irreducible representations of $H, \rho$ its direct sum acting on $V$, and $\pi$ the regular (finite dimensional) representation of $G / H$. Let $\rho_{1}^{I}, \ldots, \rho_{k}^{I}, \rho^{I}$ be the corresponding induced representations of $G$. Let the characteristic function of $K$ be represented under the form $\chi_{K}(h)=\langle\rho(h) \xi, \eta\rangle$. Let $\xi^{I} \in L^{2}(G / H, V)$ be defined by the formulas $\xi^{I}(\bar{e})=\xi \in V, \xi^{I}(\bar{g})=0$ if $\bar{g} \neq \bar{e}$. Define similarly $\eta^{I}$. Then for $h \in i H$ we have
$\rho^{I}(h) \xi^{I}(\bar{g})=\rho\left(s(\bar{g}) h s(\bar{g} h)^{-1}\right) \xi(\bar{g} h)=\rho\left(h s(\bar{g}) s(\bar{g})^{-1}\right) \xi(\bar{g})= \begin{cases}\rho(h) \xi, & \text { if } \bar{g}=\bar{e}, \\ 0, & \text { otherwise. }\end{cases}$
Hence, $\left.\left\langle\rho^{I}(h) \xi^{I}, \eta^{I}\right\rangle\right|_{i H}$ is the characteristic function of $i K$. Let $u, v \in L^{2}(G / H)$ be such vectors that $\langle\pi(\bar{g}) u, v\rangle$ is the characteristic function of $\bar{e}$. Then

$$
\left\langle\left(\rho^{I} \otimes \pi\right)\left(\xi^{I} \otimes u, \eta^{I} \otimes v\right)\right\rangle
$$

is the characteristic function of $i K$. Other characteristic functions of classes (2) are shifts of this one. Hence matrix elements of the representation $\rho^{I} \otimes \pi$. It is finite dimensional. Hence it can be decomposed in a finite direct sum of irreducible representations.

Corollary 4.3 (of previous two lemmata). Under the assumptions of the previous lemma, the characteristic functions of Reidemeister classes of $\phi$ are linear combinations of matrix elements of some finite number of irreducible finite dimensional representations of $G$.

## 5. The case of groups of type I

Theorem 5.1. Let $G$ be a discrete group of type I. Then

- [3, 3.1.4, 4.1.11] The dual space $\widehat{G}$ is a $T_{1}$-topological space.
- [15] Any irreducible representation of $G$ is finite-dimensional.

REmark 5.2. In fact a discrete group $G$ is of type I if and only if it has a normal, Abelian subgroup $M$ of finite index. The dimension of any irreducible representation of $G$ is at most $[G: M][\mathbf{1 5}]$.

Suppose $R=R(\phi)<\infty$, and let $F \subset L^{\infty}(G)$ be the $R$-dimensional space of all twisted-invariant functionals on $L^{1}(G)$. Let $K \subset L^{1}(G)$ be the intersection of kernels of functionals from $F$. Then $K$ is a linear subspace of $L^{1}(G)$ of codimension $R$. For each $\rho \in \widehat{G}$ let us denote by $K_{\rho}$ the image $\rho(K)$. This is a subspace of a (finite-dimensional) full matrix algebra. Let $\operatorname{cd}_{\rho}$ be its codimension.

Let us introduce the following set

$$
\widehat{G}_{F}=\left\{\rho \in \widehat{G} \mid \operatorname{cd}_{\rho} \neq 0\right\}
$$

Lemma 5.3. One has $\operatorname{cd}_{\rho} \neq 0$ if and only if $\rho$ is a fixed point of $\widehat{\phi}$. In this case $\operatorname{cd}_{\rho}=1$.

Proof. Suppose, $\operatorname{cd}_{\rho} \neq 0$ and let us choose a functional $\varphi_{\rho}$ on the (finitedimensional full matrix) algebra $\rho\left(L^{1}(G)\right)$ such that $K_{\rho} \subset \operatorname{Ker} \varphi_{\rho}$. Then for the corresponding functional $\varphi_{\rho}^{*}=\varphi_{\rho} \circ \rho$ on $L^{1}(G)$ one has $K \subset \operatorname{Ker} \varphi_{\rho}^{*}$. Hence, $\varphi_{\rho}^{*} \in F$ and is twisted-invariant, as well as $\varphi_{\rho}$. Then we argue as in the case of compact group (after Lemma 3.1).

Conversely, if $\rho$ is a fixed point of $\widehat{\phi}$, it gives rise to a (unique up to scaling) nontrivial twisted-invariant functional $\varphi_{\rho}$. Let $x=\rho(a)$ be any element in $\rho\left(L^{1}(G)\right)$ such that $\varphi_{\rho}(x) \neq 0$. Then $x \notin K_{\rho}$, because $\varphi_{\rho}^{*}(a)=\varphi_{\rho}(x) \neq 0$, while $\varphi_{\rho}^{*}$ is a twisted-invariant functional on $L^{1}(G)$. So, $\operatorname{cd}_{\rho} \neq 0$.

The uniqueness (up to scaling) of the intertwining operator implies the uniqueness of the corresponding twisted-invariant functional. Hence, $\mathrm{cd}_{\rho}=1$.

## Hence,

$$
\begin{equation*}
\widehat{G}_{F}=\operatorname{Fix}(\widehat{\phi}) \tag{3}
\end{equation*}
$$

From the property $\operatorname{cd}_{\rho}=1$ one obtains for this (unique up to scaling) functional $\varphi_{\rho}$ :

$$
\begin{equation*}
\operatorname{Ker} \varphi_{\rho}=K_{\rho} . \tag{4}
\end{equation*}
$$

Lemma 5.4. $R=\# \widehat{G}_{F}$, in particular, the set $\widehat{G}_{F}$ is finite.
Proof. First of all we remark that since $G$ is finitely generated almost Abelian (cf. Remark 5.2) there is a normal Abelian subgroup $H$ of finite index invariant under all $\phi$. Hence we can apply Lemma 4.3 to $G, H, \phi$. So there is a finite collection of irreducible representations of $G$ such that any twisted-invariant functional is a linear combination of matrix elements of them, i.e. linear combination of functionals on them. If each of them gives a non-trivial contribution, it has to be a twistedinvariant functional on the corresponding matrix algebra. Hence, by the argument above, these representations belong to $\widehat{G}_{F}$, and the appropriate functional is unique up to scaling. Hence, $R \leq S$.

Then we use $T_{1}$-separation property. More precisely, suppose some points $\rho_{1}, \ldots, \rho_{s}$ belong to $\widehat{G}_{F}$. Let us choose some twisted-invariant functionals $\varphi_{i}=\varphi_{\rho_{i}}$ corresponding to these points as it was described (i.e. choose some scaling). Assume that $\left\|\varphi_{i}\right\|=1, \varphi_{i}\left(x_{i}\right)=1, x_{i} \in \rho_{i}\left(L^{1}(G)\right)$. If we can find $a_{i} \in L^{1}(G)$ such that $\varphi_{i}\left(\rho_{i}\left(a_{i}\right)\right)=\varphi_{i}^{*}\left(a_{i}\right)$ is sufficiently large and $\rho_{j}\left(a_{i}\right), i \neq j$, are sufficiently small (in fact it is sufficient $\rho_{j}\left(a_{i}\right)$ to be close enough to $\left.K_{j}:=K_{\rho_{j}}\right)$, then $\varphi_{j}^{*}\left(a_{i}\right)$ are small for $i \neq j$, and $\varphi_{i}^{*}$ are linear independent and hence, $s<R$. This would imply $S:=\# \widehat{G}_{F} \leq R$ is finite. Hence, $R=S$.

So, the problem is reduced to the search of the above $a_{i}$. Let $d=\max _{i=1, \ldots, s} \operatorname{dim} \rho_{i}$. For each $i$ let $c_{i}:=\left\|b_{i}\right\|$, where $x_{i}$ is the unitary equivalence of $\rho_{i}$ and $\widehat{\phi} \rho_{i}$ and $x_{i}=\rho_{i}\left(b_{i}\right)$.

Let $c:=\max _{i=1, \ldots, s} c_{i}$ and $\varepsilon:=\frac{1}{2 \cdot s^{2} \cdot d \cdot c}$.

One can find a positive element $a_{i}^{\prime} \in L^{1}(G)$ such that $\left\|\rho_{i}\left(a_{i}^{\prime}\right)\right\| \geq 1$ and $\left\|\rho_{j}\left(a_{i}^{\prime}\right)\right\|<\varepsilon$ for $j \neq i$. Indeed, since $\rho_{i}$ can be separated from one point, and hence from the finite number of points: $\rho_{j}, j \neq i$. Hence, one can find an element $v_{i}$ such that $\left\|\rho_{i}\left(v_{i}\right)\right\|>1,\left\|\rho_{j}\left(v_{i}\right)\right\|<1$ for $j \neq i$ [3, Lemma 3.3.3]. The same is true for the positive element $u_{i}=v_{i}^{*} v_{i}$. (Due to density we do not distinguish elements of $L^{1}$ and $\left.C^{*}\right)$. Now for a sufficiently large $n$ the element $a_{i}^{\prime}:=\left(u_{i}\right)^{n}$ has the desired properties.

Let us take $a_{i}:=a_{i}^{\prime} b_{i}^{*}$. Then

$$
\begin{align*}
& \varphi_{i}^{*}\left(a_{i}\right)=\operatorname{Tr}\left(x_{i} \rho_{i}\left(a_{i}\right)\right)=\operatorname{Tr}\left(x_{i} \rho_{i}\left(a_{i}^{\prime}\right) \rho_{i}\left(b_{i}\right)^{*}\right)=\operatorname{Tr}\left(x_{i} \rho_{i}\left(a_{i}^{\prime}\right) x_{i}^{*}\right)=  \tag{5}\\
&=\operatorname{Tr}\left(x_{i} \rho_{i}\left(a_{i}^{\prime}\right)\left(x_{i}\right)^{-1}\right)=\operatorname{Tr}\left(\rho_{i}\left(a_{i}^{\prime}\right)\right) \geq \frac{1}{\operatorname{dim} \rho_{i}} \geq \frac{1}{d}
\end{align*}
$$

For $j \neq i$ one has

$$
\begin{equation*}
\left\|\varphi_{j}^{*}\left(a_{i}\right)\right\|=\left\|\varphi_{j}\left(\rho_{j}\left(a_{i}^{\prime} b_{i}^{*}\right)\right)\right\| \leq c_{i} \cdot \varepsilon . \tag{6}
\end{equation*}
$$

Then the $s \times s$ matrix $\Phi=\varphi_{j}^{*}\left(a_{i}\right)$ can be decomposed into the sum of the diagonal matrix $\Delta$ and off-diagonal $\Sigma$. By (5) one has $\Delta \geq \frac{1}{d}$. By (6) one has

$$
\|\Sigma\| \leq s^{2} \cdot c_{i} \cdot \varepsilon \leq s^{2} \cdot c \cdot \frac{1}{2 \cdot s^{2} \cdot d \cdot c}=\frac{1}{2 d} .
$$

Hence, $\Phi$ is non-degenerate and we are done.
Lemma 5.4 together with (3) completes the proof of Theorem 1.4 for automorphisms.

We need the following additional observations for the proof of Theorem 1.4 for a general endomorphism (in which (3) is false for infinite-dimensional representations).

Lemma 5.5. (1) If $\phi$ is an epimorphism, then $\widehat{G}$ is $\widehat{\phi}_{R}$-invariant.
(2) For any $\phi$ the set $\operatorname{Rep}(G) \backslash \widehat{G}$ is $\widehat{\phi}_{R}$-invariant.
(3) The dimension of the space of intertwining operators between $\rho \in \widehat{G}$ and $\widehat{\phi}_{R}(\rho)$ is equal to 1 if and only if $\rho \in \operatorname{Fix}(\widehat{\phi})$. Otherwise it is 0 .

Proof. (1) and (2): This follows from the characterization of irreducible representation as that one for which the centralizer of $\rho(G)$ consists exactly of scalar operators.
(3) Let us decompose $\widehat{\phi}_{R}(\rho)$ into irreducible ones. Since $\operatorname{dim} H_{\rho}=\operatorname{dim} H_{\widehat{\phi}(\rho)}$ one has only 2 possibilities: $\rho$ does not appear in $\widehat{\phi}(\rho)$ and the intertwining number is 0 , otherwise $\widehat{\phi}_{R}(\rho)$ is equivalent to $\rho$. In this case $\rho \in \operatorname{Fix}(\widehat{\phi})$.

The proof of Theorem 1.4 can be now repeated for the general endomorphism with the new definition of $\operatorname{Fix}(\widehat{\phi})$. The item (3) supplies us with the necessary property.

## 6. Examples and their discussion

The natural candidate for the dual object to be used instead of $\widehat{G}$ in the case when the different notions of the dual do not coincide (i.e. for groups more general than type I one groups) is the so-called quasi-dual $\widehat{G}$, i.e. the set of quasi-equivalence classes of factor-representations (see, e.g. [3]). This is a usual object when we need
a sort of canonical decomposition for regular representation or group $C^{*}$-algebra. More precisely, one needs the support $\widehat{G}_{p}$ of the Plancherel measure.

Unfortunately the following example shows that this is not the case.
Example 6.1. Let $G$ be a non-elementary Gromov hyperbolic group. As it was shown by Fel'shtyn [5] with the help of geometrical methods, for any automorphism $\phi$ of $G$ the Reidemeister number $R(\phi)$ is infinite. In particular this is true for free group in two generators $F_{2}$. But the support $\left(\widehat{F}_{2}\right)_{p}$ consists of one point (i.e. regular representation is factorial).

The next hope was to exclude from this dual object the $I I_{1}$-points assuming that they always give rise to an infinite number of twisted invariant functionals. But this is also wrong:

Example 6.2. (an idea of Fel'shtyn realized in [10]) Let $G=(Z \oplus Z) \rtimes_{\theta} Z$ be the semi-direct product by a hyperbolic action $\theta(1)=\left(\begin{array}{cc}2 & 1 \\ 1 & 1\end{array}\right)$. Let $\phi$ be an automorphism of $G$ whose restriction to $Z$ is $-i d$ and restriction to $Z \oplus Z$ is $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. Then $R(\phi)=4$, while the space $\widehat{G}_{p}$ consists of a single $\mathrm{II}_{1}$-point once again (cf. [2, p. 94]).

These examples show that powerful methods of the decomposition theory do not work for more general classes of groups.

On the other hand Example 6.2 disproves the old conjecture of Fel'shtyn and Hill [8] who supposed that the Reidemeister numbers of a injective endomorphism for groups of exponential growth are always infinite. More precisely, this group is amenable and of exponential growth. Together with some calculations for concrete groups which are too routine to be included in the present paper, this allow us to formulate the following question.
Question. Is the Reidemeister number $R(\phi)$ infinite for any automorphism $\phi$ of (non-amenable) finitely generated group $G$ containing $F_{2}$ ?

In this relation the following example seems to be interesting.
Example 6.3. [7] For amenable and non-amenable Baumslag-Solitar groups Reidemeister numbers are always infinite.

For Example 6.2 recently we have found 4 fixed points of $\widehat{\phi}$ being finite dimensional irreducible representations. They give rise to 4 linear independent twisted invariant functionals. These functionals can also be obtained from the regular factorial representation. There also exist fixed points (at least one) that are infinite dimensional irreducible representations. The corresponding functionals are evidently linear dependent with the first 4 . This example will be presented in detail in a forthcoming paper.

## 7. Congruences for Reidemeister numbers of endomorphisms

Lemma 7.1 ([12]). For any endomorphism $\phi$ of a group $G$ and any $x \in G$ one has $\phi(x) \in\{x\}_{\phi}$.

Proof. $\phi(x)=x^{-1} x \phi(x)$.
The following lemma is useful for calculating Reidemeister numbers.

Lemma 7.2. Let $\phi: G \rightarrow G$ be any endomorphism of any group $G$, and let $H$ be a subgroup of $G$ with the properties

$$
\begin{gathered}
\phi(H) \subset H \\
\forall x \in G \exists n \in \mathbb{N} \text { such that } \phi^{n}(x) \in H .
\end{gathered}
$$

Then

$$
R(\phi)=R\left(\phi_{H}\right)
$$

where $\phi_{H}: H \rightarrow H$ is the restriction of $\phi$ to $H$.
Proof. Let $x \in G$. Then there is $n$ such that $\phi^{n}(x) \in H$. By Lemma 7.1 it is known that $x$ is $\phi$-conjugate to $\phi^{n}(x)$. This means that the $\phi$-conjugacy class $\{x\}_{\phi}$ of $x$ has non-empty intersection with $H$.

Now suppose that $x, y \in H$ are $\phi$-conjugate, i.e. there is a $g \in G$ such that

$$
g x=y \phi(g) .
$$

We shall show that $x$ and $y$ are $\phi_{H}$-conjugate, i.e. we can find a $g \in H$ with the above property. First let $n$ be large enough that $\phi^{n}(g) \in H$. Then applying $\phi^{n}$ to the above equation we obtain

$$
\phi^{n}(g) \phi^{n}(x)=\phi^{n}(y) \phi^{n+1}(g)
$$

This shows that $\phi^{n}(x)$ and $\phi^{n}(y)$ are $\phi_{H}$-conjugate. On the other hand, one knows by Lemma 7.1 that $x$ and $\phi^{n}(x)$ are $\phi_{H}$-conjugate, and $y$ and $\phi^{n}(y)$ are $\phi_{H}$ conjugate, so $x$ and $y$ must be $\phi_{H}$-conjugate.

We have shown that the intersection with $H$ of a $\phi$-conjugacy class in $G$ is a $\phi_{H}$-conjugacy class in $H$. Therefore, we have a map

$$
\begin{array}{rllc}
\text { Rest }: & \mathcal{R}(\phi) & \rightarrow & \mathcal{R}\left(\phi_{H}\right) \\
& \{x\}_{\phi} & \mapsto\{x\}_{\phi} \cap H
\end{array}
$$

It is evident that it has the two-sided inverse

$$
\{x\}_{\phi_{H}} \mapsto\{x\}_{\phi} .
$$

Therefore Rest is a bijection and $R(\phi)=R\left(\phi_{H}\right)$.
Corollary 7.3. Let $H=\phi^{n}(G)$. Then $R(\phi)=R\left(\phi_{H}\right)$.
Now we pass to the proof of Theorem 1.5.
Proof. From Theorems 1.4 and Lemma 7.2 it follows immediately that for every $n$

$$
R\left(\phi^{n}\right)=\# \operatorname{Fix}\left[{\widehat{\phi_{H}}}^{n}: \widehat{H} \rightarrow \widehat{H}\right]
$$

Let $P_{n}$ denote the number of periodic points of $\widehat{\phi_{H}}$ of least period $n$. One obtains immediately

$$
R\left(\phi^{n}\right)=\# \operatorname{Fix}\left[{\widehat{\phi_{H}}}^{n}\right]=\sum_{d \mid n} P_{d}
$$

Applying Möbius' inversion formula, we have,

$$
P_{n}=\sum_{d \mid n} \mu(d) R\left(\phi^{\frac{n}{d}}\right)
$$

On the other hand, we know that $P_{n}$ is always divisible by $n$, because $P_{n}$ is exactly $n$ times the number of $\widehat{\phi_{H}}$-orbits in $\widehat{H}$ of cardinality $n$.

Now we pass to the proof of Theorem 1.5 for general endomorphisms.

From Theorem 1.4, Lemma 7.2 it follows immediately that for every $n$

$$
R\left(\phi^{n}\right)=R\left(\phi_{H}^{n}\right)=\# \operatorname{Fix}\left(\left.{\widehat{\left(\phi_{H}^{n}\right)_{R}}}_{R}\right|_{\widehat{H}}\right)
$$

Let $P_{n}$ denote the number of periodic points of $\left.\left(\widehat{\phi_{H}}\right)_{R}\right|_{\widehat{H}}$ of least period $n$. One obtains by Lemma 5.5 (2)

$$
R\left(\phi^{n}\right)=\# \operatorname{Fix}\left(\left.\widehat{\left(\phi_{H}^{n}\right)}{ }_{R}\right|_{\widehat{H}}\right)=\sum_{d \mid n} P_{d}
$$

The proof can be completed as in the case of automorphisms.

## 8. Congruences for Reidemeister numbers of a continuous map

Now we pass to the formulation of the topological counterpart of the main theorems. Let $X$ be a connected, compact polyhedron and $f: X \rightarrow X$ be a continuous map. Let $p: \widetilde{X} \rightarrow X$ be the universal cover of $X$ and $\widetilde{f}: \widetilde{X} \rightarrow \widetilde{X}$ a lifting of $f$, i.e. $p \circ \widetilde{f}=f \circ p$. Two liftings $\widetilde{f}$ and $\tilde{f}^{\prime}$ are called conjugate if there is a element $\gamma$ in the deck transformation group $\Gamma \cong \pi_{1}(X)$ such that $\tilde{f}^{\prime}=\gamma \circ \widetilde{f} \circ \gamma^{-1}$. The subset $p(\operatorname{Fix}(\tilde{f})) \subset \operatorname{Fix}(f)$ is called the fixed point class of $f$ determined by the lifting class $[\widetilde{f}]$. Two fixed points $x_{0}$ and $x_{1}$ of $f$ belong to the same fixed point class iff there is a path $c$ from $x_{0}$ to $x_{1}$ such that $c \cong f \circ c$ (homotopy relative to endpoints). This fact can be considered as an equivalent definition of a non-empty fixed point class. Every map $f$ has only finitely many non-empty fixed point classes, each a compact subset of $X$.

The number of lifting classes of $f$ (and hence the number of fixed point classes, empty or not) is called the Reidemeister number of $f$, which is denoted by $R(f)$. This is a positive integer or infinity.

Let a specific lifting $\widetilde{f}: \widetilde{X} \rightarrow \tilde{X}$ be fixed. Then every lifting of $f$ can be written in a unique way as $\gamma \circ \widetilde{f}$, with $\gamma \in \Gamma$. So the elements of $\Gamma$ serve as "coordinates" of liftings with respect to the fixed $\widetilde{f}$. Now, for every $\gamma \in \Gamma$, the composition $\widetilde{f} \circ \gamma$ is a lifting of $f$ too; so there is a unique $\gamma^{\prime} \in \Gamma$ such that $\gamma^{\prime} \circ \widetilde{f}=\widetilde{f} \circ \gamma$. This correspondence $\gamma \rightarrow \gamma^{\prime}$ is determined by the fixed $\tilde{f}$, and is obviously a homomorphism.

Definition 8.1. The endomorphism $\widetilde{f}_{*}: \Gamma \rightarrow \Gamma$ determined by the lifting $\widetilde{f}$ of $f$ is defined by

$$
\tilde{f}_{*}(\gamma) \circ \tilde{f}=\tilde{f} \circ \gamma
$$

We shall identify $\pi=\pi_{1}\left(X, x_{0}\right)$ and $\Gamma$ in the following way. Choose base points $x_{0} \in X$ and $\widetilde{x}_{0} \in p^{-1}\left(x_{0}\right) \subset \widetilde{X}$ once and for all. Now points of $\widetilde{X}$ are in 1-1 correspondence with homotopy classes of paths in $X$ which start at $x_{0}$ : for $\widetilde{x} \in \widetilde{X}$ take any path in $\widetilde{X}$ from $\widetilde{x}_{0}$ to $\widetilde{x}$ and project it onto $X$; conversely, for a path $c$ starting at $x_{0}$, lift it to a path in $\widetilde{X}$ which starts at $\widetilde{x}_{0}$, and then take its endpoint. In this way, we identify a point of $\widetilde{X}$ with a path class $\langle c\rangle$ in $X$ starting from $x_{0}$. Under this identification, $\widetilde{x}_{0}=\langle e\rangle$ is the unit element in $\pi_{1}\left(X, x_{0}\right)$. The action of the loop class $\alpha=\langle a\rangle \in \pi_{1}\left(X, x_{0}\right)$ on $\widetilde{X}$ is then given by

$$
\alpha=\langle a\rangle:\langle c\rangle \rightarrow \alpha \cdot c=\langle a \cdot c\rangle
$$

Now we have the following relationship between $\widetilde{f}_{*}: \pi \rightarrow \pi$ and

$$
f_{*}: \pi_{1}\left(X, x_{0}\right) \longrightarrow \pi_{1}\left(X, f\left(x_{0}\right)\right) .
$$

Lemma 8.2. Suppose $\widetilde{f}\left(\widetilde{x}_{0}\right)=\langle w\rangle$. Then the following diagram commutes:

where $w_{*}$ is the isomorphism induced by the path $w$.
In other words, for every $\alpha=\langle a\rangle \in \pi_{1}\left(X, x_{0}\right)$, we have

$$
\tilde{f}_{*}(\langle a\rangle)=\left\langle w(f \circ a) w^{-1}\right\rangle
$$

REMARK 8.3. In particular, if $x_{0} \in p(\operatorname{Fix}(\tilde{f}))$ and $\widetilde{x}_{0} \in \operatorname{Fix}(\tilde{f})$, then $\widetilde{f}_{*}=f_{*}$.
Lemma 8.4 (see, e.g. [12]). Lifting classes of $f$ (and hence fixed point classes, empty or not) are in 1-1 correspondence with $\widetilde{f}_{*}$-conjugacy classes in $\pi$, the lifting class $[\gamma \circ \widetilde{f}]$ corresponding to the $\widetilde{f}_{*}$-conjugacy class of $\gamma$. We therefore have $R(f)=$ $R\left(\widetilde{f}_{*}\right)$.

We shall say that the fixed point class $p(\operatorname{Fix}(\gamma \circ \widetilde{f}))$, which is labeled with the lifting class $[\gamma \circ \widetilde{f}]$, corresponds to the $\widetilde{f}_{*}$-conjugacy class of $\gamma$. Thus $\widetilde{f}_{*}$-conjugacy classes in $\pi$ serve as "coordinates" for fixed point classes of $f$, once a fixed lifting $\widetilde{f}$ is chosen.

Using Lemma 8.4 we may apply the Theorem 1.5 to the Reidemeister numbers of continuous maps.

Theorem 8.5. Let $f: X \rightarrow X$ be a continuous map of a compact polyhedron $X$ such that all numbers $R\left(f^{n}\right)$ are finite. Let $f_{*}: \pi_{1}(X) \rightarrow \pi_{1}(X)$ be an induced endomorphism of the group $\pi_{1}(X)$ and let $H$ be a subgroup of $\pi_{1}(X)$ with the properties
(1) $f_{*}(H) \subset H$,
(2) $\forall x \in \pi_{1}(X) \exists n \in \mathbb{N}$ such that $f_{*}^{n}(x) \in H$.

If the couple $\left(H, f_{*}^{n}\right)$ satisfies the conditions of Theorem 1.4 for any $n \in \mathbb{N}$, then one has for all $n$,

$$
\sum_{d \mid n} \mu(d) \cdot R\left(f^{n / d}\right) \equiv 0 \quad \bmod n
$$
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# Introduction to Hopf-Cyclic Cohomology 

Masoud Khalkhali and Bahram Rangipour

AbStract. We review the recent progress in the study of cyclic cohomology
in the presence of Hopf symmetry.

## 1. Introduction

In their study of the index theory of transversally elliptic operators [9], Connes and Moscovici develope a cyclic cohomology theory for Hopf algebras which can be regarded, post factum, as the right noncommutative analogue of group homology and Lie algebra homology. One of the main reasons for introducing this theory was to obtain a noncommutative characteristic map

$$
\chi_{\tau}: H C_{(\delta, \sigma)}^{*}(H) \longrightarrow H C^{*}(A)
$$

for an action of a Hopf algebra $H$ on an algebra $A$ endowed with an "invariant trace" $\tau: A \rightarrow \mathbb{C}$. Here, the pair $(\delta, \sigma)$ consists of a grouplike element $\sigma \in H$ and a characater $\delta: H \rightarrow \mathbb{C}$ satisfying certain compatibility conditions explained in Section 2.3 below.

In [21] we found a new approach to this subject and extended it, among other things, to a cyclic cohomology theory for triples $(C, H, M)$, where $C$ is a coalgebra endowed with an action of a Hopf algebra $H$ and $M$ is an $H$-module and an $H$ comodule satisfying some extra compatibility conditions. It was observed that the theory of Connes and Moscovici corresponds to $C=H$ equipped with the regular action of $H$ and $M$ a one dimensional $H$-module with an extra structure.

One of the main ideas of [21] was to view the Hopf-cyclic cohomology as the cohomology of the invariant part of certain natural complexes attached to $(C, H, M)$. This is remarkably similar to interpreting the cohomology of the Lie algebra of a Lie group as the invariant part of the de Rham cohomology of the Lie group. The second main idea was to introduce coefficients into the theory. This also explained the important role played by the so called modular pair $(\delta, \sigma)$ in [ $\mathbf{9}]$.

Since the module $M$ is a noncommutative analogue of coefficients for Lie algebra and group homology theories, it is of utmost importance to understand the most general type of coefficients allowable. In fact the periodicity condition $\tau_{n}^{n+1}=i d$ for the cyclic operator and the fact that all simplicial and cyclic operators have to descend to the invrainat complexes, puts very stringent conditions on the type of the $H$-module $M$. This problem that remained unsettled in our paper [21] is completely solved in Hajac-Khalkhali-Rangipour-Sommerhäuser papers [14, 15] by introducing the class of stable anti-Yetter-Drinfeld modules over a Hopf algebra.

The category of anti-Yetter-Drinfeld modules over a Hopf algebra $H$ is a twisting, or 'mirror image' of the category of Yetter-Drinfeld $H$-modules. Technically it is obtained from the latter by replacing the antipode $S$ by $S^{-1}$ although this connection is hardly illuminating.

In an effort to make this paper more accessible, we cover basic background material, with many examples, on Hopf algebras and the emerging role of Hopf symmetry in noncommutative geometry and its applications $[\mathbf{9}, \mathbf{1 0}, \mathbf{1 1}, \mathbf{1 2}]$. This is justified since certain doses of the "yoga of Hopf algebras", in the noncommutative and non-cocommutative case, is necessary to understand these works. Following these works, we emphasize the universal role played by the Connes-Moscovici Hopf algebra $\mathcal{H}_{1}$ and its cyclic cohomology in applications of noncommutative geometry to transverse geometry and number theory. See also Marcolli's article [24] as well as Connes-Marcolli articles $[\mathbf{6}, \mathbf{7}]$ and references therein for recent interactions between number theory and noncommutative geometry.

## 2. Preliminaries

In this section we recall some aspects of Hopf algebra theory that are most relevant to the current status of Hopf-cyclic cohomology theory.
2.1. Coalgebras, bialgebras, and Hopf algebras. We assume our Hopf algebras, coalgebras, and algebras are over a fixed field $k$ of characteristic zero. Most of our definitions and constructions however continue to work over an arbitrary commutative ground ring $k$. Unadorned $\otimes$ and Hom will always be over k and $I$ will always denote an identity map whose domain will be clear from the context. By a coalgebra over $k$ we mean a $k$-linear space $C$ endowed with $k$-linear maps

$$
\Delta: C \longrightarrow C \otimes C, \quad \varepsilon: C \longrightarrow k
$$

called comultiplication and counit respectively, such that $\Delta$ is coassociative and $\varepsilon$ is the counit of $\Delta$. That is,

$$
\begin{gathered}
(\Delta \otimes I) \circ \Delta=(I \otimes \Delta) \circ \Delta: C \longrightarrow C \otimes C \otimes C, \\
(\varepsilon \otimes I) \circ \Delta=(I \otimes \varepsilon) \circ \Delta=I .
\end{gathered}
$$

$C$ is called cocommutative if $\tau \Delta=\Delta$, where $\tau: C \otimes C \rightarrow C \otimes C$ is the fillip $x \otimes y \mapsto y \otimes x$.

We use Sweedler-Heynemann's notation for comultiplication, with summation suppressed, and write

$$
\Delta(c)=c^{(1)} \otimes c^{(2)}
$$

With this notation the axioms for a coalgebra read as

$$
\begin{gathered}
c^{(1)} \otimes c^{(2)(1)} \otimes c^{(2)(2)}=c^{(1)(1)} \otimes c^{(1)(2)} \otimes c^{(2)} \\
\varepsilon\left(c^{(1)}\right)\left(c^{(2)}\right)=c=\left(c^{(1)}\right) \varepsilon\left(c^{(2)}\right)
\end{gathered}
$$

for all $c \in C$. We put

$$
c^{(1)} \otimes c^{(2)} \otimes c^{(3)}:=(\Delta \otimes I) \Delta(c)
$$

Similarly, for iterated comultiplication maps

$$
\Delta^{n}:=(\Delta \otimes I) \circ \Delta^{n-1}: C \longrightarrow C^{\otimes(n+1)}, \quad \Delta^{1}=\Delta
$$

we write

$$
\Delta^{n}(c)=c^{(1)} \otimes \cdots \otimes c^{(n+1)}
$$

where summation is understood. Many notions for algebras have their dual analogues for coalgebras. Thus, one can easily define such notions like, subcoalgebra, (left, right, two sided) coideal, quotient coalgebra, and morphism of coalgebras [26, 29].

A left $C$-comodule is a linear space $M$ together with a linear map $\rho: M \rightarrow C \otimes M$ such that $(\rho \otimes 1) \rho=\Delta \rho$ and $(\varepsilon \otimes 1) \rho=\rho$. We write

$$
\rho(m)=m^{(-1)} \otimes m^{(0)}
$$

where summation is understood, to denote the coaction $\rho$. Similarly if $M$ is a right $C$-comodule, we write

$$
\rho(m)=m^{(0)} \otimes m^{(1)}
$$

to denote its coaction $\rho: M \rightarrow M \otimes C$. Note that module elements are always assigned zero index. Let $M$ and $N$ be left $C$-comodules. A $C$-colinear map is a linear map $f: M \rightarrow N$ such that $\rho_{N} f=(1 \otimes f) \rho_{M}$. The category of left $C$ comodules is an abelian category; note that, unlike the situation for algebras, for this to be true, it is important that $C$ be a flat $k$-module which will be the case if $k$ is a field.

Let $C$ be a coalgebra, $A$ be a unital algebra, and $f, g: C \rightarrow A$ be $k$-linear maps. The convolution product of $f$ and $g$, denoted by $f * g$, is defined as the composition

$$
C \xrightarrow{\Delta} C \otimes C \xrightarrow{f \otimes g} A \otimes A,
$$

or equivalently by

$$
(f * g)(c)=f\left(c^{(1)}\right) g\left(c^{(2)}\right)
$$

It is easily checked that under the convolution product $\operatorname{Hom}(C, A)$ is an associative unital algebra. Its unit is the map $e: C \rightarrow A, e(c)=\varepsilon(c) 1_{A}$. In particular the linear dual of a coalgebra $C, C^{*}=\operatorname{Hom}(C, k)$, is an algebra.

A bialgebra is a unital algebra endowed with a compatible coalgebra structure. This means that the coalgebra structure maps $\Delta: B \longrightarrow B \otimes B, \quad \varepsilon: B \longrightarrow k$, are morphisms of unital algebras. This is equivalent to multiplication and unit maps of $A$ being morphisms of coalgebras.

A Hopf algebra is a bialgebra endowed with an antipode. By definition, an antipode for a bialgebra $H$ is a linear map $S: H \rightarrow H$ such that

$$
S * I=I * S=\eta \varepsilon
$$

where $\eta: k \rightarrow H$ is the unit map of $H$. Equivalently,

$$
S\left(h^{(1)}\right) h^{(2)}=h^{(1)} S\left(h^{(2)}\right)=\varepsilon(h) 1,
$$

for all $h \in H$. Thus $S$ is the inverse of the identity map $I: H \rightarrow H$ in the convolution algebra $\operatorname{Hom}(H, H)$. This shows that the antipode is unique, if it exists at all. The following properties of the antipode are well known:

1. If $H$ is commutative or cocommutative then $S^{2}=I$. The converse need not be true.
2. S is an anti-algebra map and an anti-coalgebra map. The latter means

$$
S\left(h^{(2)}\right) \otimes S\left(h^{(1)}\right)=S(h)^{(1)} \otimes S(h)^{(2)}
$$

for all $h \in H$.
We give a few examples of Hopf algebras:

1. Commutative or cocommutative Hopf algebras are closely related to groups and Lie algebras. We give a few examples to indicate this connection
1.a. Let $G$ be a discrete group (need not be finite) and $H=k G$ the group algebra of $G$ over $k$. Let

$$
\Delta(g)=g \otimes g, \quad S(g)=g^{-1}, \quad \text { and } \varepsilon(g)=1
$$

for all $g \in G$ and linearly extend them to $H$. Then it is easy to check that $(H, \Delta, \varepsilon, S)$ is a cocommutative Hopf algebra. It is of course commutative if and only if $G$ is commutative.
1.b. Let $\mathfrak{g}$ be a $k$-Lie algebra and $H=U(\mathfrak{g})$ be the universal enveloping algebra of $\mathfrak{g}$. Using the universal property of $U(\mathfrak{g})$ one checks that there are uniquely defined algebra homomorphisms $\Delta: U(\mathfrak{g}) \rightarrow U(\mathfrak{g}) \otimes U(\mathfrak{g}), \varepsilon: U(\mathfrak{g}) \rightarrow k$ and an anti-algebra map $S: U(\mathfrak{g}) \rightarrow U(\mathfrak{g})$, determined by

$$
\Delta(X)=X \otimes 1+1 \otimes X, \quad \varepsilon(X)=0, \quad \text { and } \quad S(X)=-X
$$

for all $X \in \mathfrak{g}$. One then checks easily that $(U(\mathfrak{g}), \Delta, \varepsilon, S)$ is a cocommutative Hopf algebra. It is commutative if and only if $\mathfrak{g}$ is an abelian Lie algebra, in which case $U(\mathfrak{g})=S(\mathfrak{g})$ is the symmetric algebra of $\mathfrak{g}$.
1.c. Let $G$ be a compact topological group. A continuous function $f: G \rightarrow$ $\mathbb{C}$ is called representable if the set of left translates of $f$ by all elements of $G$ forms a finite dimensional subspace of the space $C(G)$ of all continuous complex valued functions on $G$. It is then easily checked that the set of all representable functions, $H=\operatorname{Rep}(G)$, is a subalgebra of the algebra of continuous functions on $G$. Let $m: G \times G \rightarrow G$ denote the multiplication of $G$ and $m^{*}: C(G \times G) \rightarrow$ $C(G), m^{*} f(x, y)=f(x y)$, denote its dual map. It is easy to see that if $f$ is representable, then $m^{*} f \in \operatorname{Rep}(G) \otimes \operatorname{Rep}(G) \subset C(G \times G)$. Let $e$ denote the identity of $G$. One can easily check that the relations

$$
\Delta f=m^{*} f, \quad \varepsilon f=f(e), \quad \text { and }(S f)(g)=f\left(g^{-1}\right)
$$

define a Hopf algebra structure on $\operatorname{Rep}(G)$. Alternatively, one can describe $\operatorname{Rep}(G)$ as the linear span of matrix coefficients of all finite dimensional complex representations of $G$. By Peter-Weyl's Theorem, Rep $(G)$ is a dense subalgebra of $C(G)$. This algebra is finitely generated (as an algebra) if and only if $G$ is a Lie group.
1.d. The coordinate ring of an affine algebraic group $H=k[G]$ is a commutative Hopf algebra. The maps $\Delta, \varepsilon$, and $S$ are the duals of the multiplication, unit, and inversion maps of $G$, respectively. More generally, an affine group scheme, over a commutative ring $k$, is a commutative Hopf algebra over $k$. Given such a Hopf algebra $H$, it is easy to see that for any commutative $k$-algebra $A$, the set $\operatorname{Hom}_{\text {Alg }}(H, A)$ is a group under convolution product and $A \mapsto \operatorname{Hom}_{A l g}(H, A)$ is a functor from the category $\operatorname{ComAlg}_{k}$ of commutative $k$-algebras to the category of groups. Conversely, any representable functor $\operatorname{ComAlg}_{k} \rightarrow$ Groups is represented by a, unique up to isomorphism, commutative $k$-Hopf algebra. Thus the category of affine group schemes is equivalent to the category of representable functors ComAlg $\rightarrow$ Groups.
2. Compact quantum groups and quantized enveloping algebras are examples of noncommutative and noncommutative Hopf algebras [26]. We won't recall these examples here. A very important example for noncommutative geometry and its applications to transverse geometry and number theory is the Connes-Moscovici Hopf algebra $\mathcal{H}_{1}[\mathbf{9}, \mathbf{1 1}, \mathbf{1 2}]$ which we recall now. Let $\mathfrak{g}_{\text {aff }}$ be the Lie algebra of the group of affine transformations of the line with linear basis $X$ and $Y$ and the relation $[Y, X]=X$. Let $\mathfrak{g}$ be an abelian Lie algebra with basis $\left\{\delta_{n} ; n=1,2, \cdots\right\}$. It is easily seen that $\mathfrak{g}_{\text {aff }}$ acts on $\mathfrak{g}$ via

$$
\left[Y, \delta_{n}\right]=n \delta_{n}, \quad\left[X, \delta_{n}\right]=\delta_{n+1}
$$

for all $n$. Let $\mathfrak{g}_{C M}:=\mathfrak{g}_{a f f} \rtimes \mathfrak{g}$ be the corresponding semidirect product Lie algebra. As an algebra, $\mathcal{H}_{1}$ coincides with the universal enveloping algebra of the Lie algebra $\mathfrak{g}_{C M}$. Thus $\mathcal{H}_{1}$ is the universal algebra generated by $\left\{X, Y, \delta_{n} ; n=1,2, \cdots\right\}$ subject to relations

$$
[Y, X]=X, \quad\left[Y, \delta_{n}\right]=n \delta_{n}, \quad\left[X, \delta_{n}\right]=\delta_{n+1}, \quad\left[\delta_{k}, \delta_{l}\right]=0
$$

for $n, k, l=1,2, \cdots$. We let the counit of $\mathcal{H}_{1}$ coincide with the counit of $U\left(\mathfrak{g}_{C M}\right)$. Its coproduct and antipode, however, will be certain deformations of the coproduct and antipode of $U\left(\mathfrak{g}_{C M}\right)$ as follows. Using the universal property of $U\left(\mathfrak{g}_{C M}\right)$, one checks that the relations

$$
\begin{gathered}
\Delta Y=Y \otimes 1+1 \otimes Y, \quad \Delta \delta_{1}=\delta_{1} \otimes 1+1 \otimes \delta_{1} \\
\Delta X=X \otimes 1+1 \otimes X+\delta_{1} \otimes Y
\end{gathered}
$$

determine a unique algebra map $\Delta: \mathcal{H}_{1} \rightarrow \mathcal{H}_{1} \otimes \mathcal{H}_{1}$. Note that $\Delta$ is not cocommutative and it differs from the corrodent of the enveloping algebra $U\left(\mathfrak{g}_{C M}\right)$. Similarly, one checks that there is a unique antialgebra map $S: \mathcal{H}_{1} \rightarrow \mathcal{H}_{1}$ determined by the relations

$$
S(Y)=-Y, \quad S(X)=-X+\delta_{1} Y, \quad S\left(\delta_{1}\right)=-\delta_{1}
$$

Again we note that this antipode also differs from the antipode of $U\left(\mathfrak{g}_{C M}\right)$, and in particular $S^{2} \neq I$. In fact $S^{n} \neq I$ for all $n$. In the next section we will show, following Connes-Moscovici [9], that $\mathcal{H}_{1}$ is a bicrossed product of Hopf algebras $U\left(\mathfrak{g}_{\text {aff }}\right)$ and $U(\mathfrak{g})^{*}$, where $\mathfrak{g}$ is a pro-nilpotent Lie algebra to be described precisely in the next section.

Let $H$ be a Hopf algebra. A grouplike element of $H$ is a non-zero element $g \in H$ such that $\Delta g=g \otimes g$. We have, from the axioms for the antipode, $g S(g)=S(g) g=$ $1_{H}$ which shows that $g$ is invertible. It is easily seen that grouplike elements of $H$ form a subgroup of the multiplicative group of $H$. For example, for $H=k G$ the set of grouplike elements coincide with the group $G$ itself. A primitive element is an element $x \in H$ such that $\Delta x=1 \otimes x+x \otimes 1$. It is easily seen that the bracket $[x, y]:=x y-y x$ of two primitive elements is again a primitive element. It follows that primitive elements form a Lie algebra. Using the Poincare-BirkhoffWitt theorem, one shows that the set of primitive elements of $H=U(\mathfrak{g})$ coincide with the Lie algebra $\mathfrak{g}$.

A character of a Hopf algebra is a unital algebra map $\delta: H \rightarrow k$. For example the counit $\varepsilon: H \rightarrow k$ is a character. For a less trivial example, let $G$ be a nonunimodular real Lie group and $H=U(\mathfrak{g})$ the universal enveloping algebra of the Lie algebra of $G$. The modular function of $G$, measuring the difference between the right and left Haar measure on $G$, is a smooth group homomorphism $\Delta: G \rightarrow \mathbb{R}^{+}$. Its derivative at identity defines a Lie algebra map $\delta: \mathfrak{g} \rightarrow \mathbb{R}$. We denote its
natural extension by $\delta: U(\mathfrak{g}) \rightarrow \mathbb{R}$. It is obviously a character of $U(\mathfrak{g})$. For a concrete example, let $G=\operatorname{Aff}(\mathbb{R})$ be the group of affine transformations of the real line. It is a non-unimodular group with modular homomorphism given by

$$
\Delta\left(\begin{array}{ll}
a & b \\
0 & 1
\end{array}\right)=|a|
$$

The corresponding infinitesimal character on $\mathfrak{g}_{a f f}=\operatorname{Lie}(G)$ is given by

$$
\delta(Y)=1, \quad \delta(X)=0,
$$

where $Y=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ and $X=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ are a basis for $\mathfrak{g}_{a f f}$. We will see that this character plays an important role in constructing a twisted antipode for the ConnesMoscovici Hopf algebra $\mathcal{H}_{1}$.

If $H$ is a Hopf algebra, by a left $H$-module (resp. left $H$-comodule), we mean a left module (resp. left comodule) over the underlying algebra (resp. the underlying coalgebra) of $H$.

Recall that a monoidal, or tensor, category $(\mathcal{C}, \otimes, U, a, l, r)$ consists of a category $\mathcal{C}$, a functor $\otimes: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$, an object $U \in \mathcal{C}$ (called the unit object), and natural isomorphisms

$$
\begin{gathered}
a=a_{A, B, C}: A \otimes(B \otimes C) \rightarrow(A \otimes B) \otimes C \\
l=l_{A}: U \otimes A \rightarrow A, \quad r=r_{A}: A \otimes U \rightarrow A
\end{gathered}
$$

(called the associativity and unit constraints, respectively) such that the so called pentagon and triangle diagrams commute:


The coherence theorem of MacLane [25] guarantees that all diagrams composed from $a, l, r$ by tensoring, substituting and composing, commute.

A braided monoidal category, is a monoidal category $\mathcal{C}$ endowed with a natural family of isomorphisms

$$
c_{A, B}: A \otimes B \rightarrow B \otimes A,
$$

called braiding such that the following diagram and the one obtained from it by replacing $c$ by $c^{-1}$ commute (Hexagon axioms):


A braiding is called a symmetry if we have

$$
c_{A, B} \circ c_{B, A}=I
$$

for all $A, B$. A symmetric monoidal category, is a monoidal category endowed with a symmetry.

Let $H$ be a bialgebra. Then thanks to the existence of a comultiplication on $H$, the category $H-M o d$ of left $H$-modules is a monoidal category: if $M$ and $N$ are left $H$-modules, their tensor product over $k, M \otimes N$, is again an $H$-module via

$$
h(m \otimes n)=h^{(1)} m \otimes h^{(2)} n .
$$

One can easily check that with associativity constraints defined as the natural isomorphism of $H$-modules $M \otimes(N \otimes P) \rightarrow(M \otimes N) \otimes P, m \otimes(n \otimes p) \mapsto(m \otimes n) \otimes p$, and with unit object $U=k$ with trivial $H$-action via the counit $\varepsilon$,

$$
h(1)=\varepsilon(h) 1,
$$

$H-M o d$ is a monoidal category. If $H$ is cocommutative, then one checks that the map

$$
c_{M, N}: M \otimes N \rightarrow N \otimes M, \quad c_{M, N}(m \otimes n)=n \otimes m
$$

is a morphism of $H$-modules and is a symmetry operator on $H-M o d$, turning it into a symmetric monoidal category.

The category $H-M o d$ is not braided in general. For that to happen, one must either restrict the class of modules to what is called Yetter-Drinfeld modules, or restrict the class of Hopf algebras to quasisimilar Hopf algebras to obtain a braiding on $H-M o d[\mathbf{2 6}]$. We will discuss the first scenario in the next section and will see that, quite unexpectedly, this question is closely related to Hopf-cyclic cohomology.

Similarly, the category $H$ - Comod of left $H$-comodules is a monoidal category: if $M$ and $N$ are left $H$-comodules, their tensor product $M \otimes N$ is again an $H$ comodule via

$$
\rho(m \otimes n)=m^{(-1)} n^{(-1)} \otimes m^{(0)} \otimes n^{(0)}
$$

Its unit object is $U=k$ endowed with the $H$-coaction $r \in k \mapsto 1_{H} \otimes r$. If $H$ is commutative then $H-C o m o d$ is a symmetric monoidal category. More generally, when $H$ is co-quasitriangular, $H-C o m o d$ can be endowed with a braiding [26].
2.2. Symmetry in noncommutative geometry. The idea of symmetry in noncommutative geometry is encoded by the action or coaction of a Hopf algebra on an algebra or on a coalgebra. Thus there are four possibilities in general that will be referred to as (Hopf-) module algebra, module coalgebra, comodule algebra, and comodule coalgebra (for each type, of course, we still have a choice of left or right action or coaction). We call them symmetries of type $A, B, C$ and $D$, respectively. We will see in the next sections that associated to each type of symmetry there is a
corresponding cyclic cohomology theory with coefficients. These theories in a certain sense are generalizations of equivariant de Rham cohomology with coefficients in an equivariant local system.

Let $H$ be a Hopf algebra. An algebra $A$ is called a left $H$-module algebra, if it is a left $H$-module and the multiplication map $A \otimes A \rightarrow A$ and the unit map $k \rightarrow A$ are morphisms of $H$-modules. This means

$$
h(a b)=h^{(1)}(a) h^{(2)}(b), \quad \text { and } \quad h(1)=\varepsilon(h) 1,
$$

for all $h \in H$ and $a, b \in A$ (summation is understood). Using the relations $\Delta g=g \otimes g$ and $\Delta x=1 \otimes x+x \otimes 1$, it is easily seen that in an $H$-module algebra, grouplike elements act as unit preserving automorphisms while primitive elements act as derivations. In particular, for $H=k G$ the group algebra of a discrete group, an $H$-module algebra structure on $A$ is simply an action of $G$ by unit preserving automorphisms on $A$. Similarly, we have a 1-1 correspondence between $U(\mathfrak{g})$-module algebra structures on $A$ and Lie actions of the Lie algebra $\mathfrak{g}$ by derivations on $A$.

An algebra $B$ is called a left $H$-comodule algebra, if $B$ is a left $H$-comodule and the multiplication and unit maps of $B$ are $H$-comodule maps. That is

$$
(a b)^{(-1)} \otimes(a b)^{(0)}=a^{(-1)} b^{(-1)} \otimes a^{(0)} b^{(0)}, \quad\left(1_{B}\right)^{(-1)} \otimes\left(1_{B}\right)^{(0)}=1_{H} \otimes 1_{B}
$$

for all $a, b$ in $B$.
A left $H$-module coalgebra is a coalgebra $C$ which is a left $H$-module such that the comultiplication map $\Delta: C \rightarrow C \otimes C$ and the counit map $\varepsilon: C \rightarrow k$ are $H$-module maps. That is

$$
(h c)^{(1)} \otimes(h c)^{(2)}=h^{(1)} c^{(1)} \otimes h^{(2)} c^{(2)}, \quad \varepsilon(h c)=\varepsilon(h) \varepsilon(c)
$$

for all $h \in H$ and $c \in C$.
Finally, a coalgebra $D$ is called a left $H$-comodule coalgebra when the comultiplication and counit maps of $D$ are morphisms of $H$-comodules. That is

$$
\begin{gathered}
c^{(1)(-1)} c^{(2)(-1)} \otimes c^{(1)(0)} \otimes c^{(2)(0)}=c^{(-1)} \otimes c^{(0)(1)} \otimes c^{(0)(2)}, \\
\varepsilon(c) 1_{H}=c^{(-1)} \varepsilon\left(c^{(0)}\right),
\end{gathered}
$$

for all $c \in C$.
We call the above four types of symmetries, symmetries of type $A, B, C$, and $D$, respectively. All four types of symmetries are present within an arbitrary Hopf algebra. For example, the coproduct $\Delta: H \rightarrow H \otimes H$ gives $H$ the structure of a left (and right) $H$-comodule algebra while the product $H \otimes H \rightarrow H$ turns $H$ into a left (and right) $H$-module coalgebra. These are noncommutative analogues of translation action of a group on itself. The conjugation action $H \otimes H \rightarrow H$, $g \otimes h \mapsto g^{(1)} h S\left(g^{(2)}\right)$ gives $H$ the structure of a left $H$-module algebra. The coconjugation action $H \rightarrow H \otimes H, h \mapsto h^{(1)} S\left(h^{(3)}\right) \otimes h^{(2)}$ turns $H$ into an $H$-comodule coalgebra.

For a different example, we turn to the Connes-Moscovici Hopf algebra $\mathcal{H}_{1}$. An important feature of $\mathcal{H}_{1}$, and in fact its raison d'être, is that it acts as quantum symmetries of various objects of interest in noncommutative geometry, like the 'space' of leaves of codimension one foliations or the 'space' of modular forms modulo the action of Hecke correspondences. Let $M$ be a one dimensional manifold and $A=C_{0}^{\infty}\left(F^{+} M\right)$ denote the algebra of smooth functions with compact support on the bundle of positively oriented frames on $M$. Given a discrete group
$\Gamma \subset \operatorname{Diff}^{+}(M)$ of orientation preserving diffeomorphisms of $M$, one has a natural prolongation of the action of $\Gamma$ to $F^{+}(M)$ by

$$
\varphi\left(y, y_{1}\right)=\left(\varphi(y), \varphi^{\prime}(y)\left(y_{1}\right)\right) .
$$

Let $A_{\Gamma}=C_{0}^{\infty}\left(F^{+} M\right) \rtimes \Gamma$ denote the corresponding crossed product algebra. Thus the elements of $A_{\Gamma}$ consist of finite linear combinations (over $\mathbb{C}$ ) of terms $f U_{\varphi}^{*}$ with $f \in C_{0}^{\infty}\left(F^{+} M\right)$ and $\varphi \in \Gamma$. Its product is defined by

$$
f U_{\varphi}^{*} \cdot g U_{\psi}^{*}=(f \cdot \varphi(g)) U_{\psi \varphi}^{*} .
$$

There is an action of $\mathcal{H}_{1}$ on $A_{\Gamma}$ given by $[\mathbf{9}, \mathbf{1 2}]$ :

$$
\begin{gathered}
Y\left(f U_{\varphi}^{*}\right)=y_{1} \frac{\partial f}{\partial y_{1}} U_{\varphi}^{*}, \quad X\left(f U_{\varphi}^{*}\right)=y_{1} \frac{\partial f}{\partial y} U_{\varphi}^{*} \\
\delta_{n}\left(f U_{\varphi}^{*}\right)=y_{1}^{n} \frac{d^{n}}{d y^{n}}\left(\log \frac{d \varphi}{d y}\right) f U_{\varphi}^{*} .
\end{gathered}
$$

Once these formulas are given, it can be checked, by a long computation, that $A_{\Gamma}$ is indeed an $\mathcal{H}_{1}$-module algebra. In the original application, $M$ is a transversal for a codimension one foliation and thus $\mathcal{H}_{1}$ acts via transverse differential operators [9].

We recall, very briefly, the action of the Hopf algebra $\mathcal{H}_{1}$ on the so called modular Hecke algebras, discovered by Connes and Moscovici in [12, 13] where detailed discussions and a very intriguing dictionary comparing transverse geometry notions with modular forms notions can be found. For each $N \geq 1$, let

$$
\Gamma(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L(2, \mathbb{Z}) ; \quad\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \bmod N\right\}
$$

denote the level $N$ congruence subgroup of $\Gamma(1)=S L(2, \mathbb{Z})$. Let $\mathcal{M}_{k}(\Gamma(N))$ denote the space of modular forms of level $N$ and weight $k$ and

$$
\mathcal{M}(\Gamma(N)):=\oplus_{k} \mathcal{M}_{k}(\Gamma(N))
$$

be the graded algebra of modular forms of level $N$. Finally let

$$
\mathcal{M}:=\lim _{\vec{N}} \mathcal{M}(\Gamma(N))
$$

denote the algebra of modular forms of all levels, where the inductive system is defined by divisibility. The group

$$
G^{+}(\mathbb{Q}):=G L^{+}(2, \mathbb{Q}),
$$

acts on $\mathcal{M}$ by its usual action on functions on the upper half plane (with corresponding weight):

$$
\begin{gathered}
\left.(f, \alpha) \mapsto f\right|_{k} \alpha(z)=\operatorname{det}(\alpha)^{k / 2}(c z+d)^{-k} f(\alpha \cdot z), \\
\alpha=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \quad \alpha . z=\frac{a z+b}{c z+d} .
\end{gathered}
$$

The elements of the corresponding crossed-product algebra

$$
\mathcal{A}=\mathcal{A}_{G^{+}(\mathbb{Q})}:=\mathcal{M} \rtimes G^{+}(\mathbb{Q}),
$$

are finite sums

$$
\sum f U_{\gamma}^{*}, \quad f \in \mathcal{M}, \quad \gamma \in G^{+}(\mathbb{Q})
$$

with a product defined by

$$
f U_{\alpha}^{*} \cdot g U_{\beta}^{*}=(f \cdot g \mid \alpha) U_{\beta \alpha}^{*} .
$$

$\mathcal{A}$ can be thought of as the algebra of 'noncommutative coordinates' on the 'noncommutative quotient space' of modular forms modulo Hecke correspondences [12].

Consider the operator $X$ of degree two on the space of modular forms defined by

$$
X:=\frac{1}{2 \pi i} \frac{d}{d z}-\frac{1}{12 \pi i} \frac{d}{d z}(\log \Delta) \cdot Y
$$

where

$$
\Delta(z)=(2 \pi)^{12} \eta^{24}(z)=(2 \pi)^{12} q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{24}, \quad q=e^{2 \pi i z}
$$

and $Y$ denotes the grading operator

$$
Y(f)=\frac{k}{2} \cdot f, \quad \text { for all } f \in \mathcal{M}_{k}
$$

The following proposition is proved in [12]. It shows that $\mathcal{A}_{G^{+}(\mathbb{Q})}$ is an $\mathcal{H}_{1}$-module algebra:

Proposition 2.1. There is a unique action of $\mathcal{H}_{1}$ on $\mathcal{A}_{G^{+}(\mathbb{Q})}$ determined by

$$
\begin{gathered}
X\left(f U_{\gamma}^{*}\right)=X(f) U_{\gamma}^{*}, \quad Y\left(f U_{\gamma}^{*}\right)=Y(f) U_{\gamma}^{*} \\
\delta_{1}\left(f U_{\gamma}^{*}\right)=\mu_{\gamma} \cdot f\left(U_{\gamma}^{*}\right)
\end{gathered}
$$

where

$$
\mu_{\gamma}(z)=\frac{1}{2 \pi i} \frac{d}{d z} \log \frac{\Delta \mid \gamma}{\Delta}
$$

More generally, for any congruence subgroup $\Gamma$ an algebra $A(\Gamma)$ is constructed in [12] that contains as subalgebras both the algebra of $\Gamma$-modular forms and the Hecke ring at level $\Gamma$. There is also a corresponding action of $\mathcal{H}_{1}$ on $A(\Gamma)$.

For symmetries of type $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D there is a corresponding crossed product, or smash product, construction that generalizes crossed products for actions of a group. We recall these constructions only for A and D symmetries, as well as a more elaborate version called bicrossed product construction. We shall see that ConnesMoscovici's Hopf algebra $\mathcal{H}_{1}$ is a bicrossed product of two, easy to describe, Hopf algebras.

Let $A$ be a left $H$-module algebra. The underlying vector space of the crossed product algebra $A \rtimes H$ is the vector space $A \otimes H$ and its product is determined by

$$
(a \otimes g)(b \otimes h)=a\left(g^{(1)} b\right) \otimes g^{(2)} h
$$

One checks that endowed with $1 \otimes 1$ as its unit, $A \rtimes H$ is an associative unital algebra. For example, for $H=k G$, the group algebra of a discrete group $G$ acting by automorphisms on an algebra $A$, the algebra $A \rtimes \mathcal{H}$ is isomorphic to the crossed product algebra $A \rtimes G$. For a second simple example, let a Lie algebra $\mathfrak{g}$ act via derivations on a commutative algebra $A$. Then the crossed product algebra $A \rtimes U(\mathfrak{g})$ is a subalgebra of the algebra of differential operators on $A$ generated by derivations from $\mathfrak{g}$ and multiplication operators by elements of $A$. The simples example is when $A=k[x]$ and $\mathfrak{g}=k$ acting via $\frac{d}{d x}$ on $A$. Then $A \rtimes U(\mathfrak{g})$ is the weyl algebra of differential operators on the line with polynomial coefficients.

Let $D$ be a right $H$-comodule coalgebra via the coaction $d \mapsto d^{(0)} \otimes d^{(1)} \in D \otimes H$. The underlying linear space of the crossed product coalgebra $H \rtimes D$ is $H \otimes D$. It is a coalgebra whose coproduct and counit are defined by

$$
\Delta(h \otimes d)=h^{(1)} \otimes\left(d^{(1)}\right)^{(0)} \otimes h^{(2)}\left(d^{(1)}\right)^{(1)} \otimes d^{(2)}, \quad \varepsilon(h \otimes d)=\varepsilon(d) \varepsilon(h)
$$

The above two constructions deform multiplication or comultiplication, of algebras or coalgebras, respectively. Thus to obtain a simultaneous deformation of multiplication and comultiplication of a Hopf algebra it stands to reason to try to apply both constructions simultaneously. This idea, going back to G. I. Kac in 1960's in the context of Kac-von Neumann Hopf algebras, has now found its complete generalization in the notion of bicrossed product of matched pairs of Hopf algebras. See Majid's book [26] for extensive discussions and references. There are many variations of this construction of which the most relevant for the structure of the Connes-Moscovici Hopf algebra is the following.

Let $U$ and $F$ be two Hopf algebras. We assume that $F$ is a left $U$-module algebra and $U$ is a right $F$-comodule coalgebra via $\rho: U \rightarrow U \otimes F$. We say that $(U, F)$ is a matched pair if the action and coaction satisfy the compatibility condition:

$$
\begin{gathered}
\epsilon(u(f))=\epsilon(u) \epsilon(f), \Delta(u(f))=\left(u^{(1)}\right)^{(0)}\left(f^{(1)}\right) \otimes\left(u^{(1)}\right)^{(1)}\left(u^{(2)}\left(f^{(2)}\right)\right) \\
\rho(1)=1 \otimes 1, \rho(u v)=\left(u^{(1)}\right)^{(0)} v^{(0)} \otimes\left(u^{(1)}\right)^{(1)}\left(u^{(2)}\left(v^{(1)}\right)\right) \\
\left(u^{(2)}\right)^{(0)} \otimes\left(u^{(1)}(f)\right)\left(u^{(2)}\right)^{(1)}=\left(u^{(1)}\right)^{(0)} \otimes\left(u^{(1)}\right)^{(1)}\left(u^{(2)}(f)\right)
\end{gathered}
$$

Given a matched pair as above, we define its bicrossed product Hopf algebra $F \rtimes U$ to be $F \otimes U$ with crossed product algebra structure and crossed coproduct coalgebra structure. Its antipode $S$ is defined by

$$
S(f \otimes u)=\left(1 \otimes S\left(u^{(0)}\right)\right)\left(S\left(f u^{(1)}\right) \otimes 1\right)
$$

It is a remarkable fact that, thanks to the the above compatibility conditions, all the axioms of a Hopf algebra are satisfied for $F \rtimes U$.

The simplest and first example of this bicrossed product construction is as follows. Let $G=G_{1} G_{2}$ be a factorization of a finite group $G$. This means that $G_{1}$ and $G_{2}$ are subgroups of $G, G_{1} \cap G_{2}=\{e\}$, and $G_{1} G_{2}=G$. We denote the factorization of $g$ by $g=g_{1} g_{2}$. The relation $g \cdot h:=(g h)_{2}$ for $g \in G_{1}$ and $h \in G_{2}$ defines a left action of $G_{1}$ on $G_{2}$. Similarly $g \bullet h:=(g h)_{1}$ defines a right action of $G_{2}$ on $G_{1}$. The first action turns $F=F\left(G_{2}\right)$ into a left $U=k G_{1}$-module algebra. The second action turns $U$ into a right $F$-comodule coalgebra. The later coaction is simply the dual of the map $F\left(G_{1}\right) \otimes k G_{2} \rightarrow F\left(G_{1}\right)$ induced by the right action of $G_{2}$ on $G_{1}$. Details of this example can be found in [26] and [9].

Example 2.1. 1. By a theorem of Kostant [29], any cocommutative Hopf algebra $H$ over an algebraically closed field $k$ of characteristic zero is isomorphic (as a Hopf algebra) with a crossed product algebra $H=U(P(H)) \rtimes k G(H)$, where $P(H)$ is the Lie algebra of primitive elements of $H$ and $G(H)$ is the group of all grouplike elements of $H$ and $G(H)$ acts on $P(H)$ by inner automorphisms $(g, h) \mapsto g h g^{-1}$, for $g \in G(H)$ and $h \in P(H)$. The coalgebra structure of $H=U(P(H)) \rtimes k G(H)$ is simply the tensor product of the two coalgebras $U(P(H))$ and $k G(H)$.
2. We show that the Connes-Moscovici Hopf algebra is a bicrossed Hopf algebra. Let $G=\operatorname{Diff}(\mathbb{R})$ denote the group of diffeomorphisms of the real line. It has a
factorization of the form

$$
G=G_{1} G_{2}
$$

where $G_{1}$ is the subgroup of diffeomorphisms that satisfy

$$
\varphi(0)=0, \quad \varphi^{\prime}(0)=1
$$

and $G_{2}$ is the $a x+b$ - group of affine transformations. The first Hopf algebra, $F$, is formally speaking, the algebra of polynomial functions on the prounipotent group $G_{1}$. It can also be defined as the "continuous dual" of the enveloping algebra of the Lie algebra of $G_{1}$. It is a commutative Hopf algebra generated by functions $\delta_{n}$, $n=1,2, \ldots$, defined by

$$
\delta_{n}(\varphi)=\frac{d^{n}}{d t^{n}}\left(\left.\log \left(\varphi^{\prime}(t)\right)\right|_{t=0} .\right.
$$

The second Hopf algebra, $U$, is the universal enveloping algebra of the Lie algebra $\mathfrak{g}_{2}$ of the $a x+b$-group. It has generators $X$ and $Y$ and one relation $[X, Y]=X$.

The Hopf algebra $F$ has a right $U$-module algebra structure defined by

$$
\delta_{n}(X)=-\delta_{n+1}, \quad \text { and } \delta_{n}(Y)=-n \delta_{n}
$$

The Hopf algebra $U$ is a left $F$-comodule coalgebra via

$$
X \mapsto 1 \otimes X+\delta_{1} \otimes X, \quad \text { and } Y \mapsto 1 \otimes Y
$$

One can check that they are a matched pair of Hopf algebras and the resulting bicrossed product Hopf algebra is isomorphic to the Connes-Moscovici Hopf algebra $\mathcal{H}_{1}$. See $[\mathbf{9}]$ for a slightly different approach and fine points of the proof.
3. Another important example of a bicrossed construction is the Drinfeld double $D(H)$ of a finite dimensional Hopf algebra $H$ defined as a bicrossed product $H \rtimes H^{*}$ [26].
2.3. Modular pairs. Let $H$ be a Hopf algebra, $\delta: H \rightarrow k$ a character and $\sigma \in H$ a grouplike element. Following $[\mathbf{9}, \mathbf{1 0}]$, we say that $(\delta, \sigma)$ is a modular pair if $\delta(\sigma)=1$, and a modular pair in involution if in addition we have

$$
\widetilde{S}_{\delta}^{2}=A d_{\sigma}, \quad \text { or, } \quad \widetilde{S}_{\delta}^{2}(h)=\sigma h \sigma^{-1},
$$

for all $h$ in $H$. Here the $\delta$-twisted antipode $\widetilde{S}_{\delta}: H \rightarrow H$ is defined by $\widetilde{S}_{\delta}=\delta * S$, i.e.

$$
\widetilde{S}_{\delta}(h)=\delta\left(h^{(1)}\right) S\left(h^{(2)}\right)
$$

for all $h \in H$.
The notion of an invariant trace for actions of groups and Lie algebras can be extended to the Hopf setting. For applications to transverse geometry and number theory, it is important to formulate a notion of 'invariance' under the presence of a modular pair. Let $A$ be an $H$-module algebra, $\delta$ a character of $H$, and $\sigma \in H$ a grouplike element. A $k$-linear map $\tau: A \rightarrow k$ is called $\delta$-invariant if for all $h \in H$ and $a \in A$,

$$
\tau(h(a))=\delta(h) \tau(a)
$$

$\tau$ is called a $\sigma$-trace if for all $a, b$ in $A$,

$$
\tau(a b)=\tau(b \sigma(a))
$$

For the following lemma from [11] the fact that $A$ is unital is crucial. For $a, b \in A$, let

$$
<a, b>:=\tau(a b)
$$

Lemma 2.1. (Integration by parts formula). Let $\tau$ be a $\sigma$-trace on $A$. Then $\tau$ is $\delta$-invariant if and only if the integration by parts formula holds:

$$
<h(a), b>=<a, \widetilde{S}_{\delta}(h)(b)>
$$

for all $h \in H$ and $a, b \in A$.
Loosely speaking, the lemma says that the formal adjoint of the differential operator $h$ is $\widetilde{S}_{\delta}(h)$.

Example 2.2. 1. For any Hopf algebra $H$, the pair $(\varepsilon, 1)$ is modular. It is involutive if and only if $S^{2}=i d$. This happens, for example, when $H$ is a commutative or cocommutative Hopf algebra.
2. The original non-trivial example of a modular pair in involution is the pair $(\delta, 1)$ for Connes-Moscovici Hopf algebra $\mathcal{H}_{1}$. Let $\delta$ denote the unique extension of the modular character

$$
\delta: \mathfrak{g}_{a f f} \rightarrow \mathbb{R}, \quad \delta(X)=1, \quad \delta(Y)=0
$$

to a character $\delta: U\left(\mathfrak{g}_{a f f}\right) \rightarrow \mathbb{C}$. There is a unique extension of $\delta$ to a character, denoted by the same symbol $\delta: \mathcal{H}_{1} \rightarrow \mathbb{C}$. Indeed the relations $\left[Y, \delta_{n}\right]=n \delta_{n}$ show that we must have $\delta\left(\delta_{n}\right)=0$, for $n=1,2, \cdots$. One can then check that these relations are compatible with the algebra structure of $\mathcal{H}_{1}$. Recall the algebra $A_{\Gamma}=$ $C_{0}^{\infty}\left(F^{+}(M) \rtimes \Gamma\right.$ from Section 1.2. It admits a $\delta$-invariant trace $\tau: A_{\Gamma} \rightarrow \mathbb{C}$ under its canonical $\mathcal{H}_{1}$ action given by $[\mathbf{9}]$ :

$$
\tau\left(f U_{\varphi}^{*}\right)=\int_{F^{+}(M)} f\left(y, y_{1}\right) \frac{d y d y_{1}}{y_{1}^{2}}, \quad \text { if } \varphi=1
$$

and $\tau\left(f U_{\varphi}^{*}\right)=0$, otherwise.
3. Let $H=A\left(S L_{q}(2, k)\right)$ denote the Hopf algebra of functions on quantum $S L(2, k)$. As an algebra it is generated by symbols $x, u, v, y$, with the following relations:

$$
\begin{gathered}
u x=q x u, \quad v x=q x v, \quad y u=q u y, \quad y v=q v y \\
u v=v u, \quad x y-q^{-1} u v=y x-q u v=1
\end{gathered}
$$

The coproduct, counit and antipode of $\mathcal{H}$ are defined by

$$
\begin{gathered}
\Delta(x)=x \otimes x+u \otimes v, \quad \Delta(u)=x \otimes u+u \otimes y, \\
\Delta(v)=v \otimes x+y \otimes v, \quad \Delta(y)=v \otimes u+y \otimes y, \\
\epsilon(x)=\epsilon(y)=1, \quad \epsilon(u)=\epsilon(v)=0, \\
S(x)=y, \quad S(y)=x, \quad S(u)=-q u, \quad S(v)=-q^{-1} v .
\end{gathered}
$$

Define a character $\delta: H \rightarrow k$ by:

$$
\delta(x)=q, \quad \delta(u)=0, \quad \delta(v)=0, \quad \delta(y)=q^{-1}
$$

One checks that $\widetilde{S}_{\delta}^{2}=i d$. This shows that $(\delta, 1)$ is a modular pair for $H$. This example and its Hopf-cyclic cohomology is studied in [20].

More generally, it is shown in [10] that coribbon Hopf algebras and compact quantum groups are endowed with canonical modular pairs of the form $(\delta, 1)$ and, dually, ribbon Hopf algebras have canonical modular pairs of the type $(1, \sigma)$.
4. We will see in the next section that modular pairs in involution are in fact one dimensional cases of what we call stable anti-Yetter-Drinfeld modules, i.e. they are
one dimensional noncommutative local systems that one can introduce into Hopf algebra equivariant cyclic cohomology.

## 3. Anti-Yetter-Drinfeld modules

An important question left open in our paper [21] was the issue of identifying the most general class of coefficients allowable in cyclic (co)homology of Hopf algebras and Hopf-cyclic cohomology in general. This problem is completely solved, among other things, in [14]. It is shown in this paper that the most general coefficients are the class of so called stable anti-Yetter-Drinfeld modules. In Section 3.2 we briefly report on this very recent development as well.

It is quite surprising that when the general formalism of cyclic cohomology theory, namely the theory of (co)cyclic modules [3], is applied to Hopf algebras, variations of such standard notions like Yetter-Drinfeld (YD) modules appear naturally. The so called anti-Yetter-Drinfeld modules introduced in [14] are twistings, by modular pairs in involution, of YD modules. This means that the category of anti-Yetter-Drinfeld modules is a "mirror image" of the category of YD modules. We mention that anti-Yetter-Drinfeld modules were considered independently also by C. Voigt in connection with his work on equivariant cyclic cohomology [31].
3.1. Yetter-Drinfeld modules. Yetter-Drinfeld modules were introduced by D. Yetter under the name crossed bimodules [32]. The present name was coined in [27]. One of the motivations was to define a braiding on the monoidal category $H-$ Mod of representations of a, not necessarily commutative or cocommutative, Hopf algebra $H$. To define such a braiding one should either restrict to special classes of Hopf algebras, or, to special classes of modules. Drinfeld showed that when $H$ is a quasitriangular Hopf algebra, then $H-M o d$ is a braided monoidal category. See [26] for definitions and references. Dually, when $H$ is coquasitriangular, the category $H$ - Comod of $H$-comodules is a braided monoidal category. In [32] Yetter shows that to obtain a braiding on a subcategory of $H-M o d$, for an arbitrary $H$, one has essentially one choice and that is restricting to the class of Yetter-Drinfeld modules as we explain now.

Let $H$ be a Hopf algebra and $M$ be a left $H$-module and left $H$-comodule simultaneously. We say that $M$ is a left-left Yetter-Drinfeld $H$-module if the two structures on $M$ are compatible in the sense that

$$
\rho(h m)=h^{(1)} m^{(-1)} S\left(h^{(3)}\right) \otimes h^{(2)} m^{(0)}
$$

for all $h \in H$ and $m \in M[\mathbf{2 6}, \mathbf{2 7}, \mathbf{3 2}]$. One can similarly define left-right, right-left and right-right YD modules. A morphism of YD modules $M \rightarrow N$ is an $H$-linear and $H$-colinear map $f: M \rightarrow N$. We denote the category of left-left YD modules over $H$ by ${ }_{H}^{H} \mathcal{Y} \mathcal{D}$.

This notion is closely related to the Drinfeld double of finite dimensional Hopf algebras. In fact if $H$ is finite dimensional, then one can show that the category ${ }_{H}^{H} \mathcal{Y D}$ is isomorphic to the category of left modules over the Drinfeld double $D(H)$ of $H$ [26].

The following facts about the category ${ }_{H}^{H} \mathcal{Y} \mathcal{D}$ are well known $[\mathbf{2 6}, \mathbf{2 7}, \mathbf{3 2}]$ :

1. The tensor product $M \otimes N$ of two YD modules is a YD module. Its module and comodule structure are the standard ones:

$$
h(m \otimes n)=h^{(1)} m \otimes h^{(1)} n, \quad(m \otimes n) \mapsto m^{(-1)} n^{(-1)} \otimes m^{(0)} \otimes n^{(0)} .
$$

This shows that the category ${ }_{H}^{H} \mathcal{Y D}$ is a monoidal subcategory of the monoidal category $H-M o d$.
2. The category ${ }_{H}^{H} \mathcal{Y} \mathcal{D}$ is a braided monoidal category under the braiding

$$
c_{M, N}: M \otimes N \rightarrow N \otimes M, \quad m \otimes n \mapsto m^{(-1)} \cdot n \otimes m^{(0)} .
$$

In fact Yetter proves a strong inverse to this statement as well [32]: for any small strict monoidal category $\mathcal{C}$ endowed with a monoidal functor $F: \mathcal{C} \rightarrow$ Vect $_{f}$ to the category of finite dimensional vector spaces, there is a Hopf algebra $H$ and a monoidal functor $\tilde{F}: \mathcal{C} \rightarrow{ }_{H}^{H} \mathcal{Y} \mathcal{D}$ such that the following diagram comutes

3. The category ${ }_{H}^{H} \mathcal{Y} \mathcal{D}$ is the center of the monoidal category $H-M o d$. Recall that the (left) center $\mathcal{Z C}$ of a monoidal category [18] is a category whose objects are pairs $\left(X, \sigma_{X,-}\right)$, where $X$ is an object of $\mathcal{C}$ and $\sigma_{X,-}: X \otimes-\rightarrow-\otimes X$ is a natural isomorphism satisfying certain compatibility axioms with associativity and unit constraints. It can be shown that the center of a monoidal category is a braided monoidal category and $\mathcal{Z}(H-M o d)={ }_{H}^{H} \mathcal{Y D}[\mathbf{1 8}]$.

Example 3.1. 1. Let $H=k G$ be the group algebra of a discrete group $G$. A left $k G$-comodule is simply a $G$-graded vector space

$$
M=\bigoplus_{g \in G} M_{g}
$$

where the coaction is defined by

$$
m \in M_{g} \mapsto g \otimes m .
$$

An action of $G$ on $M$ defines a $Y D$ module structure iff for all $g, h \in G$,

$$
h m \in M_{h g h^{-1}} .
$$

This example can be explained as follows. Let $\mathcal{G}$ be a groupoid whose objects are $G$ and its morphisms are defined by

$$
\operatorname{Hom}(g, h)=\left\{k \in G ; k g k^{-1}=h\right\} .
$$

Recall that an action of a groupoid $\mathcal{G}$ on the category Vect of vector spaces is simply a functor $F: \mathcal{G} \rightarrow$ Vect. Then it is easily seen that we have a one-one correspondence between YD modules for $k G$ and actions of $\mathcal{G}$ on Vect. This example clearly shows that one can think of an YD module over $k G$ as an 'equivariant sheaf' on $G$ and of YD modules as noncommutative analogues of equivariant sheaves on a topological group.
2. If $H$ is cocommutative then any left $H$-module $M$ can be turned into a left-left $Y D$ module via the coaction $m \mapsto 1 \otimes m$. Similarly, when $H$ is cocmmuntative then any left $H$-comodule $M$ can be turned into a $Y D$ module via the $H$-action $h \cdot m:=\varepsilon(h) m$.
3. Any Hopf algebra acts on itself via conjugation action $g \cdot h:=g^{(1)} h S\left(g^{(2)}\right)$ and coacts via translation coaction $h \mapsto h^{(1)} \otimes h^{(2)}$. It can be checked that this endows $M=H$ with a $Y D$ module structure.
3.2. Stable anti-Yetter-Drinfeld modules. This class of modules for Hopf algebras were introduced for the first time in [14]. Unlike Yetter-Drinfeld modules, its definition, however, was entirely motivated and dictated by cyclic cohomology theory: the anti-Yetter-Drinfeld condition guarantees that the simplicial and cyclic operators are well defined on invariant complexes and the stability condition implies that the crucial periodicity condition for cyclic modules are satisfied.

Definition 3.1. A left-left anti-Yetter-Drinfeld $H$-module is a left $H$-module and left $H$-comodule such that

$$
\rho(h m)=h^{(1)} m^{(-1)} S\left(h^{(3)}\right) \otimes h^{(2)} m^{(0)}
$$

for all $h \in H$ and $m \in M$. We say that $M$ is stable if in addition we have

$$
m^{(-1)} m^{(0)}=m
$$

for all $m \in M$.
There are of course analogous definitions for left-right, right-left and right-right stable anti-Yetter-Drinfeld (SAYD) modules. We note that by changing $S$ to $S^{-1}$ in the above equation, we obtain the compatibility condition for a Yetter-Drinfeld module from the previous subsection.

The following lemma from [14] shows that 1-dimensional SAYD modules correspond to Connes-Moscovici's modular pairs in involution:

Lemma 3.1. There is a one-one correspondence between modular pairs in involution $(\delta, \sigma)$ on $H$ and $S A Y D$ module structure on $M=k$, defined by

$$
h . r=\delta(h) r, \quad r \mapsto \sigma \otimes r
$$

for all $h \in H$ and $r \in k$. We denote this module by $M=\sigma_{\delta}$.
Let ${ }_{H}^{H} \mathcal{A} \mathcal{D} \mathcal{D}$ denote the category of left-left anti-Yetter-Drinfeld $H$-modules, where morphisms are $H$-linear and $H$-colinear maps. Unlike YD modules, anti-Yetter-Drinfeld modules do not form a monoidal category under the standard tensor product. This can be checked easily on 1-dimensional modules given by modular pairs in involution. The following result of [14], however, shows that the tensor product of an anti-Yetter-Drinfeld module with a Yetter-Drinfeld module is again anti-Yetter-Drinfeld.

Lemma 3.2. Let $M$ be a Yetter-Drinfeld module and $N$ be an anti-YetterDrinfeld module (both left-left). Then $M \otimes N$ is an anti-Yetter-Drinfeld module under the diagonal action and coaction:

$$
h(m \otimes n)=h^{(1)} m \otimes h^{(1)} n, \quad(m \otimes n) \mapsto m^{(-1)} n^{(-1)} \otimes m^{(0)} \otimes n^{(0)}
$$

In particular, using a modular pair in involution $(\delta, \sigma)$, we obtain a functor

$$
{ }_{H}^{H} \mathcal{Y D} \rightarrow{ }_{H}^{H} \mathcal{A} \mathcal{Y} \mathcal{D}, \quad M \mapsto \bar{M}={ }^{\sigma} k_{\delta} \otimes M .
$$

This result clearly shows that AYD modules can be regarded as the twisted analogue or mirror image of YD modules, with twistings provided by modular pairs in involution. This result was later strengthened by the following result, pointed
out to us by M. Staic [28]. It shows that if the Hopf algebra has a modular pair in involution then the category of YD modules is equivalent to the category of AYD modules:

Proposition 3.1. Let $H$ be a Hopf algebra, $(\delta, \sigma)$ a modular pair in involution and $M$ an anti-Yetter-Drinfeld module. If we define $m \cdot h=m h^{(1)} \delta\left(S\left(h^{(2)}\right)\right.$ ) and $\rho(m)=\sigma^{-1} m^{(-1)} \otimes m^{(0)}$, then $(M, \cdot \rho)$ is an Yetter-Drinfeld module. Moreover in this way we get an isomorphism between the categories of AYD modules and YD mpdules.

It follows that tensoring with $\sigma^{-} k_{\delta \circ S}$ turns the anti-Yetter-Drinfeld modules to Yetter-Drinfeld modules and this is the inverse for the operation of tensoring with $\psi_{\delta}$.

Example 3.2. 1. For Hopf algebras with $S^{2}=I$, e.g. commutative or cocommutative Hopf algebras, there is no distinction between YD and AYD modules. This applies in particular to $H=k G$ and Example 2.1.1. The stability condition $m^{(-1)} m^{(0)}=m$ is equivalent to

$$
g \cdot m=m, \quad \text { for all } g \in G, m \in M_{g}
$$

2. Hopf-Galois extensions are noncommutative analogues of principal bundles in (affine) algebraic geometry. Following [14] we show that they give rise to large classes of examples of SAYD modules. Let $P$ be a right $H$-comodule algebra, and let

$$
B:=P^{H}=\{p \in P ; \rho(p)=p \otimes 1\}
$$

be the space of coinvariants of $P$. It is easy to see that $B$ is a subalgebra of $P$. The extension $B \subset P$ is called a Hopf-Galois extension if the map

$$
\text { can }: P \otimes_{B} P \rightarrow B \otimes H, \quad p \otimes p^{\prime} \mapsto p \rho\left(p^{\prime}\right)
$$

is bijective. (Note that in the commutative case this corresponds to the condition that the action of the structure group on fibres is free). The bijectivity assumption allows us to define the translation map $T: H \rightarrow P \otimes_{B} P$,

$$
T(h)=\operatorname{can}^{-1}(1 \otimes h)=h^{(\overline{1})} \otimes h^{(\overline{2})} .
$$

It can be checked that the centralizer $Z_{B}(P)=\{p \mid b p=p b \forall b \in B\}$ of $B$ in $P$ is a subcomodule of $P$. There is an action of $H$ on $Z_{B}(P)$ defined by $p h=h^{(1)} p h^{(2)}$ called the Miyashita-Ulbrich action. It is shown that this action and coaction satisfy the Yetter-Drinfeld compatibility condition. On the other hand if $B$ is central, then by defining the new action $p h=\left(S^{-1}(h)\right)^{(2)} p\left(S^{-1}(h)\right)^{(1)}$ and the right coaction of $P$ we have a SAYD module. This example was the starting point of $[\mathbf{1 6}]$ where the relative cyclic homology of Hopf-Galois extensions is related to a variant of Hopfcyclic cohomology with coefficients in stable anti-Yetter-Drinfeld modules. In [23] we showed that the theory introduced in [16] is isomorphic to one of the theories introduced in [15].
3. Let $M=H$. Then with conjugation action $g \cdot h=g^{(1)} h S\left(g^{(2)}\right)$ and comultiplication $h \mapsto h^{(1)} \otimes h^{(2)}$ as coaction, $M$ is an SAYD module.

## 4. Hopf-cyclic cohomology

In this section we first recall the approach by Connes and Moscovici towards the definition of their cyclic cohomology theory for Hopf algebras. The characteristic map $\chi_{\tau}$ palys an imporant role here. Then we switch to the point of view adopted in $[\mathbf{2 1}]$ based on invariant complexes, culminating in our joint work $[\mathbf{1 4}, \mathbf{1 5}]$. The resulting Hopf-cyclic cohomology theories of type $A, B$, and $C$, and their corresponding cyclic modules, contain all known examples of cyclic theory discovered so far. We note that very recently A. Kaygun has extended the Hopf-cyclic cohomology to a cohomology for bialgebras with coefficients in stable modules. For Hopf algebras it reduces to Hopf-cyclic cohomology [19].
4.1. Connes-Moscovici's breakthrough. Without going into details, in this section we formulate one of the problems that was faced and solved by Connes and Moscovici in the course of their study of an index problem on foliated manifolds [9]. See also [11] for a survey. As we shall see, this led them to a new cohomology theory for Hopf algebras that is now an important example of Hopf-cyclic cohomology.

The local index formula of Connes and Moscovici [8] gives the Chern character $C h(A, h, D)$ of a regular spectral triple $(A, h, D)$ as a cyclic cocycle in the $(b, B)$ bicomplex of the algebra $A$. For spectral triples of interest in transverse geometry [ $\mathbf{9}]$, this cocycle is differentiable in the sense that it is in the image of the ConnesMoscovici characteristic map $\chi_{\tau}$ defined below, with $H=\mathcal{H}_{1}$ and $A=\mathcal{A}_{\Gamma}$. To identify this class in terms of characteristic classes of foliations, it would be extremely helpful to show that it is the image of a cocycle for a cohomology theory for Hopf algebras. This is rather similar to the situation for classical characteristic classes which are pull backs of group cohomology classes.

We can formulate this problem abstractly as follows: Let $H$ be a Hopf algebra endowed with a modular pair in involution $(\delta, \sigma)$, and $A$ be an $H$-module algebra. Let $\tau: A \rightarrow k$ be a $\delta$ - invariant $\sigma$-trace on $A$ as defined in Section 1.3. Consider the Connes-Moscovici characteristic map

$$
\begin{gathered}
\chi_{\tau}: H^{\otimes n} \longrightarrow \operatorname{Hom}\left(A^{\otimes(n+1)}, k\right), \\
\chi_{\tau}\left(h_{1} \otimes \cdots \otimes h_{n}\right)\left(a_{0} \otimes \cdots \otimes a_{n}\right)=\tau\left(a_{0} h_{1}\left(a_{1}\right) \cdots h_{n}\left(a_{n}\right)\right) .
\end{gathered}
$$

Now the burning question is: can we promote the collection of spaces $\left\{H^{\otimes n}\right\}_{n \geq 0}$ to a cocyclic module such that the characteristic map $\chi_{\tau}$ turns into a morphism of cocyclic modules? We recall that the face, degeneracy, and cyclic operators for $\operatorname{Hom}\left(A^{\otimes(n+1)}, k\right)$ are defined by [3]:

$$
\begin{aligned}
\delta_{i}^{n} \varphi\left(a_{0}, \cdots, a_{n+1}\right) & =\varphi\left(a_{0}, \cdots, a_{i} a_{i+1}, \cdots, a_{n+1}\right), \quad i=0, \cdots, n \\
\delta_{n+1}^{n} \varphi\left(a_{0}, \cdots, a_{n+1}\right) & =\varphi\left(a_{n+1} a_{0}, a_{1}, \cdots, a_{n}\right) \\
\sigma_{i}^{n} \varphi\left(a_{0}, \cdots, a_{n}\right) & =\varphi\left(a_{0}, \cdots, a_{i}, 1, \cdots, a_{n}\right), \quad i=0, \cdots, n \\
\tau_{n} \varphi\left(a_{0}, \cdots, a_{n}\right) & =\varphi\left(a_{n}, a_{0}, \cdots, a_{n-1}\right)
\end{aligned}
$$

The relation

$$
h(a b)=h^{(1)}(a) h^{(2)}(b)
$$

shows that in order for $\chi_{\tau}$ to be compatible with face operators, the face operators on $H^{\otimes n}$ must involve the coproduct of $H$. In fact if we define, for $0 \leq i \leq n$,

$$
\begin{aligned}
& \delta_{i}^{n}: H^{\otimes n} \rightarrow H^{\otimes(n+1)}, \text { by } \\
& \delta_{0}^{n}\left(h_{1} \otimes \cdots \otimes h_{n}\right)=1 \otimes h_{1} \otimes \cdots \otimes h_{n}, \\
& \delta_{i}^{n}\left(h_{1} \otimes \cdots \otimes h_{n}\right)=h_{1} \otimes \cdots \otimes h_{i}^{(1)} \otimes h_{i}^{(2)} \otimes \cdots \otimes h_{n}, \\
& \delta_{n+1}^{n}\left(h_{1} \otimes \cdots \otimes h_{n}\right)=h_{1} \otimes \cdots \otimes h_{n} \otimes \sigma,
\end{aligned}
$$

then we have, for all $n$ and $i$,

$$
\chi_{\tau} \delta_{i}^{n}=\delta_{i}^{n} \chi_{\tau} .
$$

Similarly, the relation $h\left(1_{A}\right)=\varepsilon(h) 1_{A}$, shows that the degeneracy operators on $H^{\otimes n}$ should involve the counit of $H$. We thus define

$$
\sigma_{i}^{n}\left(h_{1} \otimes \cdots \otimes h_{n}\right)=h_{1} \otimes \cdots \otimes \varepsilon\left(h_{i}\right) \otimes \cdots \otimes h_{n} .
$$

The most difficult part in this regard is to guess the form of the cyclic operator $\tau_{n}: H^{\otimes n} \rightarrow H^{\otimes n}$. Compatibility with $\chi_{\tau}$ demands that

$$
\tau\left(a_{0} \tau_{n}\left(h_{1} \otimes \cdots \otimes h_{n}\right)\left(a_{1} \otimes \cdots \otimes a_{n}\right)\right)=\tau\left(a_{n} h_{1}\left(a_{0}\right) h_{2}\left(a_{1}\right) \cdots h_{n}\left(a_{n-1}\right)\right)
$$

for all $a_{i}$ 's and $h_{i}$ 's. Now integration by parts formula in Lemma 2.1, combined with the $\sigma$-trace property of $\tau$, gives us:

$$
\tau\left(a_{1} h\left(a_{0}\right)\right)=\tau\left(h\left(a_{0}\right) \sigma\left(a_{1}\right)\right)=\tau\left(a_{0} \tilde{S}_{\delta}(h)\left(\sigma\left(a_{1}\right)\right)\right.
$$

This suggests that we should define $\tau_{1}: H \rightarrow H$ by

$$
\tau_{1}(h)=\tilde{S}_{\delta}(h) \sigma .
$$

Note that the condition $\tau_{1}^{2}=I$ is equivalent to the involutive condition $\tilde{S}_{\delta}^{2}=A d_{\sigma}$.
For any $n$, integration by parts formula together with the $\sigma$-trace property shows that:

$$
\begin{aligned}
\tau\left(a_{n} h_{1}\left(a_{0}\right) \cdots h_{n}\left(a_{n-1}\right)\right) & =\tau\left(h_{1}\left(a_{0}\right) \cdots h_{n}\left(a_{n-1}\right) \sigma\left(a_{n}\right)\right) \\
& =\tau\left(a_{0} \tilde{S}_{\delta}\left(h_{1}\right)\left(h_{2}\left(a_{1}\right) \cdots h_{n}\left(a_{n-1}\right) \sigma\left(a_{n}\right)\right)\right) \\
& =\tau\left(a_{0} \tilde{S}_{\delta}\left(h_{1}\right) \cdot\left(h_{2} \otimes \cdots \otimes h_{n} \otimes \sigma\right)\left(a_{1} \otimes \cdots \otimes a_{n}\right) .\right.
\end{aligned}
$$

This suggests that the Hopf-cyclic operator $\tau_{n}: H^{\otimes n} \rightarrow H^{\otimes n}$ should be defined as

$$
\tau_{n}\left(h_{1} \otimes \cdots \otimes h_{n}\right)=\tilde{S}_{\delta}\left(h_{1}\right) \cdot\left(h_{2} \otimes \cdots \otimes h_{n} \otimes \sigma\right)
$$

where • denotes the diagonal action defined by

$$
h \cdot\left(h_{1} \otimes \cdots \otimes h_{n}\right):=h^{(1)} h_{1} \otimes h^{(2)} h_{2} \otimes \cdots \otimes h^{(n)} h_{n}
$$

We let $\tau_{0}=I: H^{\otimes 0}=k \rightarrow H^{\otimes 0}$, be the identity map. The remarkable fact, proved by Connes and Moscovici $[\mathbf{9}, \mathbf{1 0}]$, is that endowed with the above face, degeneracy, and cyclic operators, $\left\{H^{\otimes n}\right\}_{n \geq 0}$ is a cocyclic module. The resulting cyclic cohomology groups are denoted by $\bar{H} C_{(\delta, \sigma)}^{n}(H), n=0,1, \cdots$ and we obtain the desired characteristic map

$$
\chi_{\tau}: H C_{(\delta, \sigma)}^{n}(H) \rightarrow H C^{n}(A)
$$

As with any cocyclic module, cyclic cohomology can also be defined in terms of cyclic cocycles. In this case a cyclic n-cocycle is an element $x \in H^{\otimes n}$ satisfying the conditions

$$
b x=0, \quad(1-\lambda) x=0,
$$

where $b: H^{\otimes n} \rightarrow H^{\otimes(n+1)}$ and $\lambda: H^{\otimes n} \rightarrow H^{\otimes n}$ are defined by

$$
\begin{aligned}
b\left(h^{1} \otimes \cdots \otimes h^{n}\right) & =1 \otimes h_{1} \otimes \cdots \otimes h_{n} \\
& +\sum_{i=1}^{n}(-1)^{i} h_{1} \otimes \cdots \otimes h_{i}^{(1)} \otimes h_{i}^{(2)} \otimes \cdots \otimes h_{n} \\
& +(-1)^{n+1} h_{1} \otimes \cdots \otimes h_{n} \otimes \sigma \\
\lambda\left(h_{1} \otimes \cdots \otimes h_{n}\right) & =(-1)^{n} \tilde{S}_{\delta}\left(h_{1}\right) \cdot\left(h_{2} \otimes \cdots \otimes h_{n} \otimes \sigma\right) .
\end{aligned}
$$

The cyclic cohomology groups $H C_{(\delta, \sigma)}^{n}(H)$ are computed in several cases in [9]. Of particular interest for applications to transverse index theory and number theory is the the (periodic) cyclic cohomology of the Connes-Moscovici Hopf algebra $\mathcal{H}_{1}$. It is shown in $[\mathbf{9}]$ that the periodic groups $H P_{(\delta, 1)}^{n}\left(\mathcal{H}_{1}\right)$ are canonically isomorphic to the Gelfand-Fuchs cohomology of the Lie algebra of formal vector fields on the line:

$$
H^{*}\left(\mathfrak{a}_{1}, \mathbb{C}\right)=H P_{(\delta, 1)}^{*}\left(\mathcal{H}_{1}\right)
$$

Calculation of the unstable groups is an interesting open problem. The following interesting elements are however already been identified. It can be directly checked that the elements $\delta_{2}^{\prime}:=\delta_{2}-\frac{1}{2} \delta_{1}^{2}$ and $\delta_{1}$ are cyclic 1-cocycles on $\mathcal{H}_{1}$, and

$$
F:=X \otimes Y-Y \otimes X-\delta_{1} Y \otimes Y
$$

is a cyclic 2-cocycle. See [12] for detailed calculations and relations between these cocycles and the Schwarzian derivative, Godbillon-Vey cocycle, and the transverse fundamental class of Connes [5], respectively.
4.2. Hopf-cyclic cohomology: type A, B, and C theories. We recall the definitions of the three cyclic cohomology theories that were defined in [15]. We call them $A, B$ and $C$ theories. In the first case the algebra $A$ is endowed with an action of a Hopf algebra; in the second case the algebra $B$ is equipped with a coaction of a Hopf algebra; and finally in theories of type $C$, we have a coalgebra endowed with an action of a Hopf algebra. In all three theories the module of coefficients is a stable anti-Yetter-Drinfeld (SAYD) module over the Hopf algebra and we attach a cocyclic module in the sense of Connes [3] to the given data. Along the same lines one can define a Hopf-cyclic cohomology theory for comodule coalgebras as well (type D theory). Since so far we have found no applications of such a theory we won't give its definition here. We also show that all known examples of cyclic cohomology theories that are introduced so far such as: ordinary cyclic cohomology for algebras, Connes-Moscovici's cyclic cohomology for Hopf algebras [8], and equivariant cyclic cohomology $[\mathbf{1}, \mathbf{2}]$, are special cases of these theories.

Let $A$ be a left $H$-module algebra and $M$ be a left-right SAYD $H$-module. Then the spaces $M \otimes A^{\otimes(n+1)}$ are right $H$-modules via the diagonal action

$$
(m \otimes \widetilde{a}) h:=m h^{(1)} \otimes S\left(h^{(2)}\right) \widetilde{a}
$$

where the left $H$-action on $\widetilde{a} \in A^{\otimes(n+1)}$ is via the left diagonal action of $H$.
We define the space of equivariant cochains on $A$ with coefficients in $M$ by

$$
\mathcal{C}_{H}^{n}(A, M):=\operatorname{Hom}_{H}\left(M \otimes A^{\otimes(n+1)}, k\right)
$$

More explicitly, $f: M \otimes A^{\otimes(n+1)} \rightarrow k$ is in $\mathcal{C}_{H}^{n}(A, M)$, if and only if

$$
f\left(\left(m \otimes a_{0} \otimes \cdots \otimes a_{n}\right) h\right)=\varepsilon(h) f\left(m \otimes a_{0} \otimes \cdots \otimes a_{n}\right)
$$

for all $h \in H, m \in M$, and $a_{i} \in A$. It is shown in [15] that the following operators define a cocyclic module structure on $\left\{\mathcal{C}_{H}^{n}(A, M)\right\}_{n \in \mathbb{N}}$ :

$$
\begin{aligned}
& \left(\delta_{i} f\right)\left(m \otimes a_{0} \otimes \cdots \otimes a_{n}\right)=f\left(m \otimes a_{0} \otimes \cdots \otimes a_{i} a_{i+1} \otimes \cdots \otimes a_{n}\right), 0 \leq i<n \\
& \left(\delta_{n} f\right)\left(m \otimes a_{0} \otimes \cdots \otimes a_{n}\right)=f\left(m^{(0)} \otimes\left(S^{-1}\left(m^{(-1)}\right) a_{n}\right) a_{0} \otimes a_{1} \otimes \cdots \otimes a_{n-1}\right) \\
& \left(\sigma_{i} f\right)\left(m \otimes a_{0} \otimes \cdots \otimes a_{n}\right)=f\left(m \otimes a_{0} \otimes \cdots \otimes a_{i} \otimes 1 \otimes \cdots \otimes a_{n}\right), 0 \leq i \leq n \\
& \left(\tau_{n} f\right)\left(m \otimes a_{0} \otimes \cdots \otimes a_{n}\right)=f\left(m^{(0)} \otimes S^{-1}\left(m^{(-1)}\right) a_{n} \otimes a_{0} \otimes \cdots \otimes a_{n-1}\right)
\end{aligned}
$$

We denote the resulting cyclic cohomology theory by $H C_{H}^{n}(A, M), n=0,1, \cdots$.
Example 4.1. 1. For $H=k=M$ we obviously recover the standard cocyclic module of the algebra $A$. The resulting cyclic cohomology theory is the ordinary cyclic cohomology of algebras.
2. For $M=H$ and $H$ acting on $M$ by conjugation and coacting via coproduct (Example 2.2.3.), we obtain the equivariant cyclic cohomology theory of Akbarpour and Khalkhali For $H$-module algebras [1, 2].
3. For $H=k\left[\sigma, \sigma^{-1}\right]$ the Hopf algebra of Laurent polynomials, where $\sigma$ acts by automorphisms on an algebra $A$, and $M=k$ is a trivial module, we obtain the so called twisted cyclic cohomology of $A$ with respect to $\sigma$. A twisted cyclic n-cocycle is a linear map $f: A^{\otimes(n+1)} \rightarrow k$ satisfying:

$$
f\left(\sigma a_{n}, a_{0}, \cdots, a_{n-1}\right)=(-1)^{n} f\left(a_{0}, \cdots, a_{n}\right), \quad b_{\sigma} f=0
$$

where $b_{\sigma}$ is the twisted Hochschild boundary defined by

$$
\begin{aligned}
b_{\sigma} f\left(a_{0}, \cdots, a_{n+1}\right) & =\sum_{i=0}^{n}(-1)^{i} f\left(a_{0}, \cdots, a_{i} a_{i+1}, \cdots, a_{n+1}\right) \\
& +(-1)^{n+1} f\left(\sigma\left(a_{n+1}\right) a_{0}, a_{1}, \cdots, a_{n}\right)
\end{aligned}
$$

4. It is easy to see that for $M={ }^{\sigma} k_{\delta}$, the $S A Y D$ module attached to a modular pair in involution $(\delta, \sigma), H C_{H}^{0}(A, M)$ is the space of $\delta$-invariant $\sigma$-traces on $A$ in the sense of Connes-Moscovici $[\mathbf{9}, \mathbf{1 0}]$ (cf. Section 1.3.).

Next, let $B$ be a right $H$-comodule algebra and $M$ be a right-right SAYD $H$-module. Let

$$
\mathcal{C}^{n, H}(B, M):=\operatorname{Hom}^{H}\left(B^{\otimes(n+1)}, M\right),
$$

denote the space of right $H$-colinear $(n+1)$-linear functionals on $B$ with values in $M$. Here $B^{\otimes(n+1)}$ is considered a right $H$-comodule via the diagonal coaction of $H$ :

$$
b_{0} \otimes \cdots \otimes b_{n} \mapsto\left(b_{0}^{(0)} \otimes \cdots \otimes b_{n}^{(0)}\right) \otimes\left(b_{0}^{(1)} b_{1}^{(1)} \cdots b_{n}^{(1)}\right)
$$

It is shown in $[\mathbf{1 5}]$ that, thanks to the invariance property imposed on our cochains and the SAYD condition on $M$, the following maps define a cocyclic module structure on $\left\{\mathcal{C}^{n, H}(B, M)\right\}_{n \in \mathbb{N}}$ :

$$
\begin{aligned}
& \left(\delta_{i} f\right)\left(b_{0}, \cdots, b_{n+1}\right)=f\left(b_{0}, \cdots, b_{i} b_{i+1}, \cdots, b_{n+1}\right), 0 \leq i<n \\
& \left(\delta_{n} f\right)\left(b_{0}, \cdots, b_{n+1}\right)=f\left(b_{n+1}^{(0)} b_{0}, b_{1}, \cdots, b_{n}\right) b_{n+1}^{(1)} \\
& \left(\sigma_{i} f\right)\left(b_{0}, \cdots, b_{n-1}\right)=f\left(b_{0}, \cdots, b_{i}, 1, \cdots b_{n-1}\right), 0 \leq i<n-1, \\
& \left(\tau_{n} f\right)\left(b_{0}, \cdots, b_{n}\right)=f\left(b_{n}^{(0)}, b_{0}, \cdots, b_{n-1}\right) b_{n}^{(1)}
\end{aligned}
$$

We denote the resulting cyclic cohomology groups by $H C^{n, H}(B, M), n=0,1, \cdots$.
Example 4.2. 1. For $B=H$, equipped with comultiplication as coaction, and $M={ }^{\circ} k_{\delta}$ associated to a modular pair in involution, we obtain the Hopf-cyclic cohomology of Hopf algebras as defined in [20]. This theory is different from ConnesMoscovici's theory for Hopf algebras. It is dual, in the sense of Hopf algebras and not Hom dual, to Connes-Moscovici's theory [22]. It is computed in the following cases $[\mathbf{2 0}]: H=k G, H=U(\mathfrak{g})$, where it is isomorphic to group cohomology and Lie algebra cohomology, respectively; $H=S L_{2}(q, k)$, and $H=U_{q}\left(s l_{2}\right)$.
2. For $H=k$, and $M=k$ a trivial module, we obviously recover the cyclic cohomology of the algebra $B$.

Finally we describe theories of type $C$ and their main examples. As we shall see, Connes-Moscovici's original example of Hopf-cyclic cohomology belong to this class of theories. Let $C$ be a left $H$-module coalgebra, and $M$ be a right-left SAYD $H$-module. Let

$$
\mathcal{C}^{n}(C, M):=M \otimes_{H} C^{\otimes(n+1)} \quad n \in \mathbb{N} .
$$

It can be checked that, thanks to the SAYD condition on $M$, the following operators are well defined and define a cocyclic module, denoted $\left\{\mathcal{C}^{n}(C, M)\right\}_{n \in \mathbb{N}}$. In particular the crucial periodicity conditions $\tau_{n}^{n+1}=i d, n=0,1,2 \cdots$, are satisfied [15]:

$$
\begin{aligned}
\delta_{i}\left(m \otimes c_{0} \otimes \cdots \otimes c_{n-1}\right) & =m \otimes c_{0} \otimes \cdots \otimes c_{i}^{(1)} \otimes c_{i}^{(2)} \otimes c_{n-1}, 0 \leq i<n \\
\delta_{n}\left(m \otimes c_{0} \otimes \cdots \otimes c_{n-1}\right) & =m^{(0)} \otimes c_{0}^{(2)} \otimes c_{1} \otimes \cdots \otimes c_{n-1} \otimes m^{(-1)} c_{0}^{(1)} \\
\sigma_{i}\left(m \otimes c_{0} \otimes \cdots \otimes c_{n+1}\right) & =m \otimes c_{0} \otimes \cdots \otimes \varepsilon\left(c_{i+1}\right) \otimes \cdots \otimes c_{n+1}, 0 \leq i \leq n \\
\tau_{n}\left(m \otimes c_{0} \otimes \cdots \otimes c_{n}\right) & =m^{(0)} \otimes c_{1} \otimes \cdots \otimes c_{n} \otimes m^{(-1)} c_{0}
\end{aligned}
$$

Example 4.3. 1. For $H=k=M$, we recover the cocyclic module of a coalgebra which defines its cyclic cohomology.
2. For $C=H$ and $M={ }^{\sigma} k_{\delta}$, the cocyclic module $\left\{\mathcal{C}_{H}^{n}(C, M)\right\}_{n \in \mathbb{N}}$ is isomorphic to the cocyclic module of Connes-Moscovici [9], attached to a Hopf algebra endowed with a modular pair in involution. This example is truly fundamental and started the whole theory.
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# The non-abelian (or non-linear) method of Chabauty 

Minhyong Kim


#### Abstract

This article is a brief introduction to the ideas surrounding the non-linear Albanese map that provides an approach to Diophantine finiteness theorems in the spirit of the method of Chabauty.


I do not claim to have a clear understanding of the full relationship between the two adjectives occurring in my title. However, one particular connection goes as follows. Let us be given a group object $G$ in a certain category. Then the consideration of torsors for $G$ becomes unavoidable and even useful in certain contexts. The central example for us will be the homotopy classes of paths with fixed end-points on a topological space which, therefore, is a torsor for a fundamental group. An example more familiar in arithmetic consists of representatives for the Tate-Shafarevich group of an elliptic curve.

Recall that a torsor refers to an object $P$ in our category endowed with an action of $G$

$$
P \times G \rightarrow P
$$

with the property that on points, that is, maps from some other object $T$, the action

$$
P(T) \times G(T) \rightarrow P(T)
$$

is transitive. Typically, our category will have a final object $*$, and the torsor $P$ may or may not have a $*$ point. If $P(*) \neq \phi$, then we say the torsor is trivial. In all natural examples, the classification of torsors will give rise to some cohomology set $H^{1}(G)$ possibly endowed in a natural fashion with extra structure. Now there is the convenient fact that when $G$ is abelian, torsors themselves can be added: we send $P_{1}$ and $P_{2}$ to the torsor $P_{1} \times{ }_{G} P_{2}:=\left(P_{1} \times P_{2}\right) / G$ where the action is diagonal: $\left(p_{1}, p_{2}\right) g=\left(p_{1} g, p_{2} g\right)$. This is of course the 'associated bundle' construction, and it yields another torsor when $G$ is abelian. However, there is no natural way to make $G$ act on $P_{1} \times{ }_{G} P_{2}$ if it is non-abelian.

Now, the objects that are most naturally linear are those that form an abelian category. From this perspective, non-abelian groups, for example, should not be regarded as linear. However, since we are used to studying wide classes of nonabelian groups through linear representations, this point may seem debatable (as was pointed out to me by Arthur Ogus). Nevertheless, one way in which nonlinearity arises unavoidably from non-commutativity is via the torsor set $H^{1}(G)$, which cannot be given a group structure in any way when $G$ is non-abelian. In fact, our main interest is in a situation where the set has the natural structure of
a (non-linear) pro-algebraic variety. It is perhaps surprising that one obtains from such a construction concrete and substantive applications to number theory.

To lead up to it we start from a seemingly different direction, namely, the classical abelian method of Chabauty [2]. Here, we are given a smooth curve $C$ over a number field $F$ and assume that we also have a smooth integral model over some ring $R=\mathcal{O}_{F}[1 / S]$ of $S$-integers of $F$, where $S$ is a finite set of primes of $\mathcal{O}_{F}$, so that it makes sense to speak of the $R$-integral points of $C$. We also assume that the model has a smooth compactification over $R$ in such a way that the compactification divisor is itself smooth over $R$. Denote by $J$ the (generalized) Jacobian of $C$. Let us assume that we have an $R$-point $x \in C(R)$, giving us an Albanese map $i_{x}: C \rightarrow J$. Let $v$ be a prime of $R$ and consider the completion $R_{v}$ of $R$ at $v$. Denote by $C_{v}$ and $J_{v}$ the base changes of $C$ and $J$ to the completion $F_{v}$. Thus, we are also given $R_{v}$-models for these schemes with respect to which we can discuss integral points. Then we have a log map on the $R_{v}$-integral points of $J_{v}$ (depending in general on the choice of a log map for the multiplicative group):

$$
\log : J\left(R_{v}\right) \rightarrow T_{e} J_{v}
$$

Composing the Albanese map with the log map, we get a map

$$
j_{1}: C\left(R_{v}\right) \rightarrow T_{e} J_{v}
$$

which, thereby, 'linearizes' the set of points of $C$. To get results on the global points, Chabauty makes the important hypothesis

$$
\operatorname{rank} J(R)<\operatorname{dim} J \quad \text { (Rank Hypothesis) }
$$

and studies its effect on the image $j_{1}(C(R))$ of the global points of $C$. The assumption implies that $j_{1}(C(R))$ lies inside a proper linear subspace of $T_{e} J_{v}$, and hence, that there is a non-zero linear form $\alpha$ on $T_{e} J_{v}$ that vanishes on $j_{1}(C(R))$. A finiteness result then follows from the properties of the function $\alpha \circ j_{1}$ on $C\left(R_{v}\right)$. In fact, since $\alpha$ can be interpreted as a differential form on $C_{v}$, it is convenient to express the function in modern language as being

$$
\alpha \circ j_{1}(y)=\int_{x}^{y} \alpha
$$

where the integral is Coleman integration [1]. So locally, the function is an antiderivative of the form $\alpha$, and hence, has a non-zero convergent power-series expansion on any given residue disc of $C\left(R_{v}\right)$. Thus, its zero-set is discrete, and hence, by compactness, finite. Since we had already argued that $C(R)$ is in this zero set, we get finiteness.

This method was made effective by Coleman [3]. In fact, one can work out an effective bound on the number of points by explicitly bounding the number of zeroes on each residue disc. We note that the method of Coleman and Chabauty includes the effective finiteness of rational points in the compact case. Because of this, it has been used as a powerful tool for computing completely the set of rational solutions to an equation in a number of interesting cases.

What can be done if the rank hypothesis is violated? This will happen for example if $C=\mathbf{P}^{1} \backslash\{0,1, \infty\}, F=\mathbb{Q}$, and $|S| \geq 1$. Of course, we know the theorems of Siegel and of Faltings that give us finiteness in any case, whenever it is to be expected. However, the known methods of proof are never as direct as Chabauty's, involving rather heavy use of Archimedean machinery stemming from a study of heights. Also, there is hope that a sufficiently powerful extension of

Chabauty's method will give us efficient effective bounds on the number of points whereas the method of Faltings' is not effective in a useful way.

We would like to give a brief outline of our strategy [8] for generalizing Chabauty's method to situations where the abelian method fails, by using unipotent fundamental groups and torsors for them. The way fundamental groups come in is by interpreting $T_{e} J_{v}$ as $H_{1}^{d r}\left(C_{v}\right) / F^{0}$, where the De Rham homology $H_{1}^{d r}$ refers to the dual of the first De Rham cohomology of $C_{v}$ endowed with the dual Hodge filtration which is such that

$$
F^{-1}=H_{1}^{d r} \supset F^{0} H_{1}^{d r} \supset F^{1}=0 .
$$

But $H_{1}^{d r}\left(C_{v}\right)$ is just the abelianization of the De Rham fundamental group $\pi_{1, D R}\left(C_{v}\right)$ [4], which we now go on to discuss. Denote by $\operatorname{Un}_{n}\left(C_{v}\right)$ the category of unipotent vector bundles with connection having index of unipotence $\leq n$. So the objects are bundles with connections $(V, \nabla)$ for which there is a filtration

$$
0 \subset V_{n} \subset V_{n-1} \subset \cdots \subset V_{1} \subset V_{0}=V
$$

by sub-bundles, stabilized by the connection, such that

$$
\left(V_{i} / V_{i+1}, \nabla\right) \simeq\left(\mathcal{O}_{C_{v}}^{r_{i}}, d\right)
$$

where the last object is the rank $r_{i}$ trivial bundle with trivial connection. We obviously have an inclusion $\operatorname{Un}_{n}\left(C_{v}\right) \hookrightarrow \operatorname{Un}_{n+1}\left(C_{v}\right)$ and we denote by $\operatorname{Un}\left(C_{v}\right)$ the union of these categories. The point $x$ defines a fiber functor $e_{x}: \operatorname{Un}\left(C_{v}\right) \rightarrow \operatorname{Vect}_{F_{v}}$ such that $(V, \nabla) \mapsto V_{x}$. Now, we have $\pi_{1, D R}\left(C_{v}, x\right):=\operatorname{Aut}\left(e_{x}\right)$ as functors of $F_{v}$ algebras in the obvious sense, which is then represented by a pro-algebraic group by the usual Tannakian formalism. Let $Z^{i}$ be the descending central series of $\pi_{1, D R}\left(C_{v}, x\right)$ defined by $Z^{1}=\pi_{1, D R}\left(C_{v}, x\right)$ and $Z^{n+1}=\left[\pi_{1, D R}\left(C_{v}, x\right), Z^{n}\right]$. Then $Z^{n+1} \backslash \pi_{1, D R}\left(C_{v}, x\right)=\operatorname{Aut}\left(e_{x}^{n}\right)$, where $e_{x}^{n}$ is the fiber functor restricted to the subcategory $\operatorname{Un}_{n}\left(C_{v}\right)$. This turns out to be a unipotent algebraic group (of finite type) [4]. It will be convenient to use the notation $U^{d r}=\pi_{1, D R}\left(C_{v}, x\right)$ and $U_{n}^{d r}=Z^{n+1} \backslash U^{d r}$.

The point is that using the fundamental group, we can 'lift' the logarithmic Albanese map $j_{1}$ to a sequence of 'non-linear' (or 'polylogarithmic,' or 'higher,' or 'unipotent',...) Albanese maps $j_{2}, j_{3}, j_{4}, \ldots$,

$$
j_{i}: C\left(R_{v}\right) \rightarrow U_{i}^{d r} / F^{0}
$$

that fit into a stack of arrows as


The dimensions of the target varieties in the tower grow with $n$, and we will attempt to 'resolve' the image of the global points using them.

To describe briefly the definition of the maps, we now bring in the torsor of paths for $U^{d r}$. By definition $P^{d r}(y)=\pi_{1, D R}\left(C_{v}, x, y\right):=\operatorname{Isom}\left(e_{x}, e_{y}\right)$ and $P_{n}^{d r}(y):=$ $\operatorname{Isom}\left(e_{x}^{n}, e_{y}^{n}\right)$, so that they are right torsors for $U^{d r}$ and $U_{n}^{d r}$.

Now, the $P_{n}^{d r}(y)$ are equipped with Hodge filtrations ([10], $[\mathbf{6}]$ )

$$
P_{n}^{d r} \supset \cdots F^{-i} P_{n}^{d r} \supset F^{-i+1} P_{n}^{d r} \supset \cdots \supset F^{-1} P_{n}^{d r} \supset F^{0} P_{n}^{d r} \supset 0
$$

as in the complex situation. In fact, one can show that $F^{0} P_{n}^{d r}$ is a torsor for $F^{0} U_{n}^{d r}$ and that $P_{n}^{d r}$ is just the push-out with respect to the inclusion $F^{0} U_{n}^{d r} \hookrightarrow U_{n}^{d r}$. Furthermore, comparison with a crystalline fundamental group equips $U_{n}^{d r}$ with a Frobenius map $\phi$, which is a homomorphism of algebraic groups. The torsor structure is compatible with both the Hodge filtration and the Frobenius. But in fact, one can trivialize the torsor with respect to both structures. This is achieved by choosing a 'Hodge path' $p^{h}(y) \in F^{0} P^{d r}$ and then showing that there is a unique Frobenius invariant path $p^{c}(y)[\mathbf{1}]$. Comparing the two gives rise to a class $\bmod F^{0}$

$$
g(y):=\left[\left(p^{c}(y)\right)^{-1} \circ p^{h}(y)\right] \in U^{d r} / F^{0}
$$

that is independent of our choices. Considering this at finite levels gives rise to $g_{n}(y) \in U_{n}^{d r} / F^{0}$. In fact, $U_{n}^{d r} / F^{0}$ can be interpreted as a classifying space of $U_{n}^{d r}$-torsors compatible with the two structures, and $g_{n}(y)$ just represents the isomorphism class of $P_{n}^{d r}(y)$. In any case, we get thereby a compatible collection of maps

$$
j_{n}: C\left(R_{v}\right) \rightarrow U_{n}^{d r} / F^{0}
$$

which is just $j_{1}$ for $n=1$. This is a $p$-adic analytic map which is very non-degenerate in that its image is Zariski-dense, at least when $F_{v}=\mathbb{Q}_{p}$. We stress once more that the targets of our maps are not naturally linear varieties as soon $n>1$.

What plays the role of the rank hypothesis in this setting? For this we need to introduce a classifying space for global étale torsors, which will replace the MordellWeil group of the Jacobian and control the global points. That is, we have a commutative diagram:

$$
\begin{array}{ccc}
C(R) & \rightarrow & C\left(R_{v}\right) \\
\downarrow & & \downarrow \\
H_{f}^{1}\left(\Gamma_{T}, U_{n}^{e t}\right)\left(\mathbb{Q}_{p}\right) & \rightarrow & H_{f}^{1}\left(G, U_{n}^{e t}\right)\left(\mathbb{Q}_{p}\right)
\end{array}
$$

We will give just brief descriptions of the ingredients, referring the reader to [8] for a detailed exposition. Here $H_{f}^{1}\left(\Gamma_{T}, \pi_{1, \text { ét }}\right)$ classifies torsors for the $\mathbb{Q}_{p}$ pro-unipotent étale fundamental group $U^{e t}=\pi_{1, \text { ét }}(\bar{C}, x)$ with an action of the global Galois group $\Gamma_{T}$ which classifies extensions of $F$ that are unramified outside of $T$. The local classifying space $H_{f}^{1}\left(G, U^{e t}\right)$ classifies torsors for $U^{e t}$ endowed with an action of the local Galois group $G=\operatorname{Gal}\left(\bar{F}_{v} / F_{v}\right)$. The subscript $n$ refers to the levels of the descending central series as before. The lower horizontal map just restricts the $\Gamma_{T}$-action to a $G$-action. The subscript ' $f$ ' refers to a 'Selmer condition' on the $G$-action, that requires that the torsor trivializes (locally) when the base is changed to $B_{D R}$, Fontaine's ring of $p$-adic periods. The vertical maps send a point $y$ to the class of the torsor of paths $\pi_{1, \text { ét }}(C ; x, y)$. The notation and terminology indicates the fact that both $H_{f}^{1}\left(\Gamma_{T}, U_{n}^{e t}\right)$ and $H_{f}^{1}\left(G, U_{n}^{e t}\right)$ are endowed with the structure of varieties over $\mathbb{Q}_{p}$ in a natural way and that the maps are going to the $\mathbb{Q}_{p}$-points of the varieties. The localization map from the global to local cohomology becomes an algebraic map with respect to this structure. We have another commutative
diagram

$$
\begin{array}{cll}
C\left(R_{v}\right) \\
\downarrow & \rightarrow & U_{n}^{d r} / F^{0} \\
H_{f}^{1}\left(G, U_{n}^{e t}\right)\left(\mathbb{Q}_{p}\right)
\end{array} \quad \begin{aligned}
& \\
&
\end{aligned}
$$

where the diagonal arrow is now a $p$-adic comparison map. It takes a torsor $P=$ $\operatorname{Spec}(\mathcal{P})$ for the étale fundamental group and sends it to $\operatorname{Spec}\left(\left(\mathcal{P} \otimes B_{D R}\right)^{G}\right)$ which ends up being a torsor for $U_{n}^{d r}$. The commutativity of the diagram follows from a $\pi_{1}$ version of the $p$-adic comparison isomorphism proved by Shiho, Vologodsky, Tsuji, and Olsson. It is an algebraic map as well when interpreted as going from $H_{f}\left(G, U_{n}^{e t}\right)$ to $\operatorname{Res}_{\mathbb{Q}_{p}}^{F_{v}}\left(U_{n}^{d r} / F^{0}\right)$, the Weil restriction of scalars. The utility of this construction is that the image of the global points under $j_{n}$ is contained in the image of $H_{f}^{1}\left(\Gamma_{T}, U_{n}^{e t}\right)$ which we can attempt to control in a Galois-theoretic way. This is very much in the spirit of the weak Mordell-Weil theorem. However, we wish to prove a strong enough version that the second step in proving finiteness, that is, the descent, is eliminated. As an intermediate step, we introduce the hypothesis

$$
\operatorname{dim} H_{f}\left(G, U_{n}^{e t}\right)<\operatorname{dim} \operatorname{Res}_{\mathbb{Q}_{p}}^{F_{v}}\left(U_{n}^{d r} / F^{0}\right) \quad \text { (Dimension Hypothesis) }
$$

and then, the
Conjecture 1. Suppose $C$ is hyperbolic and $F=\mathbb{Q}$. Then the dimension hypothesis holds for $n$ sufficiently large.

This conjecture is proved in [8] when $C$ has genus zero. Notice that the truth of this conjecture immediately implies the theorems of Faltings and Siegel over $\mathbb{Q}$. This is because there would be an algebraic function on $U_{n}^{d r}$ that restricts (via $j_{n}$ ) non-trivially to $C\left(R_{v}\right)$ but is zero on $C(R)$. The map can in fact be locally expressed via p-adic iterated integrals, and hence, such a function is locally analytic and non-zero on all residue discs of $C\left(R_{v}\right)$. As in the linear case, we deduce from this the finiteness of the zero set, and hence, of $C(R)$. Expressed differently, we see that $C(R)$ is contained inside

$$
\operatorname{Im}\left(C\left(R_{v}\right)\right) \cap \operatorname{Im}\left(H_{f}^{1}\left(\Gamma_{T}, U_{n}^{e t}\right)\right)
$$

which is finite. So in some sense, this proof (modulo the conjecture) can be viewed as realizing the old idea of Lang, whereby one attempts to prove finiteness of global points by showing that the intersection of a curve and a finitely generated subgroup of the Jacobian is finite. The only difference is that the Jacobian is replace by a homogeneous space for the De Rham fundamental group, while the finitely generated subgroup is replaced by a finite-dimensional algebraic subvariety. That is to say, homology is replaced by homotopy and a finitely generated group by a non-linear finite-dimensional variety.

Besides being a vindication of the non-linear/non-abelian philosophy, perhaps the main interest of this program is the link it provides between two rather distinct strands of investigation in Diophantine geometry. To explain this remark, we recall briefly (one half of) a conjecture of Jannsen's [7].

Let $X$ be a smooth projective variety over a number field $F$ and consider the geometric étale cohomology of $X, H^{n}\left(\bar{X}, \mathbb{Q}_{p}\right)$ with $\mathbb{Q}_{p}$-coefficients. The action of the Galois group of $\mathbb{Q}$ on this space factors through $\Gamma_{T}$ where $T$ is the set of primes including the Archimedean ones, $p$, and those of bad reduction for $X$. Jannsen's conjectures says

$$
H^{2}\left(\Gamma_{T}, H^{n}\left(\bar{X}, \mathbb{Q}_{p}(r)\right)\right)=0
$$

for $r \geq n+2$. In the case of a curve $C$ with Jacobian $J, V=T_{p} J \otimes \mathbb{Q}_{p}$, the $p$-adic Tate module of $J$, is isomorphic to $H^{1}\left(\bar{C}, \mathbb{Q}_{p}\right)(1)$. Therefore,

$$
V^{\otimes n} \simeq H^{1}\left(\bar{C}, \mathbb{Q}_{p}\right)^{\otimes n}(n)
$$

and the last group is a direct summand of $H^{n}\left(\bar{C}^{n}\right)(n)$. Thus, Jannsen's conjecture implies that $H^{2}\left(\Gamma_{T}, V^{\otimes n}(r)\right)=0$ for $r \geq 2$. Elaborating on this idea, one gets

Theorem 2. Jannsen's conjecture implies conjecture 1 for affine curves.
The details will be contained in a forthcoming manuscript, but the basic idea of the proof goes as follows. The fundamental groups sit inside exact sequences

$$
0 \rightarrow Z^{n} / Z^{n+1} \rightarrow U_{n} \rightarrow U_{n-1} \rightarrow 0
$$

and $Z^{n} / Z^{n+1}$ can be expressed as a quotient of $V^{\otimes n}$. By analyzing the decomposition of $V^{\otimes n}$ into irreducibles, one sees that enough of it arises as twists from $V^{\otimes(n-4)}$ to give moderate growth for $H^{2}\left(\Gamma_{T}, V^{\otimes n}\right)$. This, in turn, gives us control of $H^{2}\left(\Gamma_{T}, Z^{n} / Z^{n+1}\right)$, and hence, of $H^{1}\left(\Gamma_{T}, Z^{n} / Z^{n+1}\right)$ via the Euler characteristic formula:
$\operatorname{dim} H^{1}\left(\Gamma_{T}, Z^{n} / Z^{n+1}\right)-\operatorname{dim} H^{2}\left(\Gamma_{T}, Z^{n} / Z^{n+1}\right)=\operatorname{dim}\left(Z^{n} / Z^{n+1}\right)-\operatorname{dim}\left(Z^{n} / Z^{n+1}\right)^{c}$
where the superscript $c$ refers to the part fixed by complex conjugation. Thus, we get control of the dimension of $H^{1}\left(\Gamma_{T}, U_{n}^{e t}\right)$ as $n$ grows. When the calculations are done, the upshot is that in this circumstance, $\operatorname{dim} H^{1}\left(\Gamma_{T}, U_{n}^{e t}\right)<\operatorname{dim} U_{n}^{d r} / F^{0}$ for large $n$, giving us the conjecture. [8] contains this argument in the simple case of genus zero curves.

As shown in [7], Jannsen's conjecture is a consequence of Beilinson's conjecture on the bijectivity of the regulator map together with a bijectivity conjecture concerning the Chern class maps to Galois cohomology. As such, it belongs squarely to the realm of the 'structure theory of motives'. It is thus rather surprising that a result like Siegel's theorem, that does not usually fit into the motivic philosophy in an obvious way, can be deduced from a 'standard conjecture on motives' as outlined above. That is to say, the usual theory of motives relates to Diophantine geometry via $L$-functions which are constructed from homology. Thus, in this approach it can carry only linearized Diophantine information, such as might be contained in Chow groups. Therefore, it is rather surprising that applying the same theory to a mildly non-linear homotopy group yields non-linear information.

In view of the topic of this workshop, perhaps it is not entirely out of order to conclude with a few remarks on relations to non-commutative geometry. Given a representation like $H^{n}\left(\bar{X}, \mathbb{Q}_{p}\right)=H^{n}\left(\bar{X}, \mathbb{Z}_{p}\right) \otimes \mathbb{Q}_{p}$ of $\Gamma_{T}$, one has the image $L$ of $G_{T}$ inside $\operatorname{Aut}\left(H^{n}\left(\bar{X}, \mathbb{Z}_{p}\right)\right)$ and the fixed field $K$ of the kernel of this action. Let $K^{\prime}$ be the maximal abelian pro-p extension of $K$ unramified outside all primes dividing primes of $T$. Let $H=\operatorname{Gal}\left(K^{\prime} / F\right)$. Thus, $H$ sits inside an exact sequence

$$
0 \rightarrow M \rightarrow H \rightarrow L \rightarrow 0
$$

where $M=\operatorname{Gal}\left(K^{\prime} / K\right)$. The analysis of Galois cohomology relies crucially (e.g., $[\mathbf{9}])$ on the structure of the completed group algebra $A:=\mathbb{Z}_{p}[[H]]=\lim _{\mathbb{Z}_{p}}[H / N]$, where $N$ runs through the finite-index normal subgroups of $H$, and especially its augmentation ideal $I:=\operatorname{Ker}\left(\mathbb{Z}_{p}[[H]] \rightarrow \mathbb{Z}_{p}\right)$. In theory of group algebras, $I$ is identified with the module of differentials $\Omega_{A / \mathbb{Z}_{p}}$, the target for the universal derivation. Here, derivations are taken in the sense of Fox's differential calculus [5]. It is then tempting to ask if the techniques of non-commutative geometry could be made
to bear upon questions of Galois cohomology like Jannsen's conjecture. In this connection, there is a way, perhaps artificial, of viewing group algebras of Galois groups as analogous to the 'quantization' of a field. This analogy is most tight in the case of a local field like $F=\mathbb{Q}_{p}$. Is this case, $G^{a b}$, the Galois group of the maximal abelian extension of $F$, is the profinite completion of $F^{*}$. Hence, at the level of completed group algebras, $\hat{\mathbb{Z}}\left[\left[G^{a b}\right]\right]=\hat{\mathbb{Z}}\left[\left[F^{*}\right]\right]$. Note that $\hat{\mathbb{Z}}\left[\left[F^{*}\right]\right]$, which is a completed enveloping algera, can already be interpreted as a sort of completed quantization of the field $F$, where the multiplicative relations are retained but the additive ones removed. Furthermore, if $G$ denotes the full Galois group of $F, \hat{\mathbb{Z}}[[G]]$ is a natural non-commutative algebra with quotient $\hat{\mathbb{Z}}\left[\left[F^{*}\right]\right]$. Hence, ${ }^{‘} \operatorname{Spec}(\hat{\mathbb{Z}}[[G]])$ ' can be thought of as a quantization of a completion of (maybe a quotient space of) $\operatorname{Spec}(F)$.

Acknowledgment. I am grateful to Katia Consani and Matilde Marcolli for inviting me to participate in the stimulating workshop NCGNT. I thank the referee for a thorough reading of the first version of this note. The overall philosophy of nonlinearity was impressed upon me by Shinichi Mochizuki, whose influence was also critical in $[8]$. For this I am deeply grateful.

## References

[1] Besser, Amnon Coleman integration using the Tannakian formalism. Math. Ann. 322 (2002), no. 1, 19-48.
[2] Chabauty, Claude, Sur les points rationnels des courbes algébriques de genre supérieur l'unité. C. R. Acad. Sci. Paris 212, (1941). 882-885.
[3] Coleman, Robert F. Effective Chabauty. Duke Math. J. 52 (1985), no. 3, 765-770.
[4] Deligne, Pierre Le groupe fondamental de la droite projective moins trois points. Galois groups over $\mathbb{Q}$ (Berkeley, CA, 1987), 79-297, Math. Sci. Res. Inst. Publ., 16, Springer, New York, 1989.
[5] Fox, Ralph H. Free differential calculus. I. Derivation in the free group ring. Ann. of Math. (2) 57, (1953). 547-560.
[6] Hain, Richard M. Higher Albanese manifolds. Hodge theory (Sant Cugat, 1985), 84-91, Lecture Notes in Math., 1246, Springer, Berlin, 1987.
[7] Jannsen, Uwe On the l-adic cohomology of varieties over number fields and its Galois cohomology. Galois groups over $\mathbb{Q}$ (Berkeley, CA, 1987), 315-360, Math. Sci. Res. Inst. Publ., 16, Springer, New York, 1989.
[8] Kim, Minhyong The motivic fundamental group of $\mathbf{P}^{1} \backslash\{0,1, \infty\}$ and the theorem of Siegel. Inventiones Mathematicae (to be published).
[9] Ochi, Yoshihiro; Venjakob, Otmar On the ranks of Iwasawa modules over p-adic Lie extensions. Math. Proc. Cambridge Philos. Soc. 135 (2003), no. 1, 25-43.
[10] Vologodsky, Vadim Hodge structure on the fundamental group and its application to p-adic integration. Mosc. Math. J. 3 (2003), no. 1, 205-247, 260.

Department of Mathematics, University of Arizona, Tucson, AZ 85721
E-mail address: kim@math.arizona.edu

# The residues of quantum field theory - numbers we should know 

Dirk Kreimer


#### Abstract

We discuss in an introductory manner structural similarities between the polylogarithm and Green functions in quantum field theory.


## 1. Introduction: ambiguities in the choice of either a branch or a finite part

It is a pleasure to report here on a connection between mathematics and physics through the study of Dyson-Schwinger equations (DSE) which has been left mostly unexplored so far. While a thorough study of these quantum equations of motions for four-dimensional renormalizable gauge field theories is to be presented in [1], here we have a much more limited goal: to introduce this connection in simple examples and use it as a pedagogical device to explain how the Hopf algebraic structure of a perturbative expansion in quantum field theory (QFT), those non-perturbative quantum equations of motion, renormalization and (breaking of) scaling behaviour fit together.
1.1. The polylog. We will start our exploration in the rather distinguished world of polylogarithms and mixed Tate Hodge structures to have examples for such phenomena. We emphasize right away though that non-trivial algebraic geometry considerations are beyond our scope. If the remarks below familiarize the reader with this very basic connection between the structure of quantum field theory and such objects they have fulfilled their goal.

Consider the following matrix $M^{(N)}$ borrowed from Spencer Bloch's function theory of the polylogarithm [2]:

$$
\left.\begin{array}{c|r|r|r|r|r}
\alpha^{0} & 0 & 0 & 0 & +1 & 0  \tag{1}\\
\alpha^{1} & 2 \pi i & 0 & 0 & \ldots \\
\alpha^{2} \\
\alpha^{3} & -\operatorname{Li}_{1}(z) & -\operatorname{Li}_{2}(z) & 2 \pi i \ln z & {[2 \pi i]^{2}} & 0 \\
\hline-\operatorname{Li}_{3}(z) & 2 \pi i \frac{\ln ^{2} z}{2!} & {[2 \pi i]^{2} \ln z} & {[2 \pi i]^{3}} & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right)
$$

It is not really meant to be a four by four matrix, but a generic $N$ by $N$ matrix, here spelled out for $N=4$. Note that we assign an order in a small parameter $\alpha$ to each row, counting rows $0,1, \ldots$ from top to bottom, similarly we count columns
$0,1, \ldots$ from left to right. We use the polylog defined by

$$
\begin{equation*}
\operatorname{Li}_{n}(z)=\sum_{k=1}^{\infty} \frac{z^{k}}{k^{n}} \tag{2}
\end{equation*}
$$

inside the unit circle and analytically continued with a branch cut along the real axis from one to plus infinity, say.

The matrix above is highly structured in that the ambiguity reflected by the branch cut, for any entry $M_{i, j}$, is nicely stored in the same row $i$ at $i, j+1$. Furthermore in each column from top (disregarding the trivial uppermost row $1,0,0, \ldots$ ) to bottom each transcendental function $\operatorname{Li}_{n}(z)$ or $\ln ^{m}(z) / m$ ! has the same coefficient: -1 in the first column, $2 \pi i$ in the second, and so forth. This structure allows for the construction of unambiguous univalent polylogs [2] assembled from real and imaginary parts of those rows, for example the univalent dilog is $\Im\left(\operatorname{Li}_{2}(z)\right)+\ln |z| \arg (1-z)$.
1.2. DSE for the polylog. With this motivic object thrown at us, we can familiarize ourselves with it by considering the following Dyson-Schwinger equation, where the use of this name is justified from the basic observation that it can be written using the Hochschild cohomology of a Hopf algebra of the underlying perturbative expansion $[\mathbf{3}, \mathbf{4}]$ as exemplified below. Consider, for suitable $z$ off the cut,

$$
\begin{equation*}
F(\alpha, z)=1-\frac{1}{1-z}+\alpha \int_{0}^{z} \frac{F(\alpha, x)}{x} d x \tag{3}
\end{equation*}
$$

where we continue to name-drop as follows: We call $F(\alpha, z)$ a renormalized Green function, $\alpha$ the coupling (a small parameter, $0<\alpha<1$ ) and consider the perturbative expansion

$$
\begin{equation*}
F(\alpha, z)=1-\frac{1}{1-z}+\sum_{k=1}^{\infty} \alpha^{k} f_{k}(z) \tag{4}
\end{equation*}
$$

where we distinguished the tree-level term $f_{0}(z)=z /(z-1)$ at order $\alpha^{0}$ which equals $-\mathrm{Li}_{0}(z)$, as it should. We immediately find

$$
\begin{equation*}
f_{1}(z)=\ln (1-z)=-\operatorname{Li}_{1}(z) \tag{5}
\end{equation*}
$$

and if we remind ourselves that the $\log$ is a multivalued function with ambiguity an integer multiple of $2 \pi i$, we reproduce the second row in the above. Identifying row numbers with powers of $\alpha$ increasing from top to bottom the above matrix is then nothing but the solution of the DSE so constructed:

$$
\begin{equation*}
\sum_{j \leq k} M_{k, j}=f_{k}(a), k>0 \tag{6}
\end{equation*}
$$

We now utilize the Hopf algebra $H$ of non-planar undecorated rooted trees [5]. It has a Hochschild one-cocycle $B_{+}: H \rightarrow H$, such that it determines the coproduct $\Delta$ via the closedness of this cocycle,

$$
\begin{equation*}
b B_{+}=0 \Leftrightarrow \Delta B_{+}=B_{+} \otimes 1+\left[\mathrm{id} \otimes B_{+}\right] \Delta \tag{7}
\end{equation*}
$$

and $\Delta(1)=1 \otimes 1$.

There is a sub Hopf algebra of "ladder trees"

$$
\begin{equation*}
t_{n}:=\underbrace{B_{+}\left(B_{+}\left(\cdots\left(B_{+}(1)\right) \cdots\right)\right.}_{n-\text { times }} \tag{8}
\end{equation*}
$$

For them, we have

$$
\begin{equation*}
\Delta\left(t_{n}\right)=\sum_{j=0}^{n} t_{j} \otimes t_{n-j} \tag{9}
\end{equation*}
$$

which is cocommutative and we identify $t_{0}=1_{H}$. For these ladder trees $t_{n}$ we also introduce an extra dedicated commutative product $t_{n} \cdot t_{m}=\frac{(n+m)!}{n!m!} t_{n+m}$. In general, the commutative product in the Hopf algebra $H$ is the disjoint union of trees into forests [5].

We now define Feynman rules as characters on the Hopf algebra. It thus suffices to give them on the generators $t_{n}$. Also, as $H$ decomposes as $H=1_{H} \mathbb{C} \oplus H_{\text {aug }}$, each $h \in H$ decomposes as $h=h_{1}+h_{\text {aug }}$. We now define our Feynman rules by

$$
\begin{equation*}
\phi\left(B_{+}(h)\right)\left(z, z_{0}\right)=\int_{z_{0}}^{z} \frac{\phi\left(h_{\mathrm{aug}}\right)(x)}{x} d x+\int_{z_{0}}^{z} \frac{\phi\left(h_{1}\right)(x)}{x-1} d x, \forall h \in H \tag{10}
\end{equation*}
$$

while we set $\phi\left(1_{H}\right)\left(z, z_{0}\right)=1$, and $\phi\left(h_{1} h_{2}\right)=\phi\left(h_{1}\right) \phi\left(h_{2}\right)$, as they are elements of the character group of the Hopf algebra. Note that for $X=t_{n+1}=B_{+}\left(t_{n}\right)$, this gives iterated integrals.

Next, we introduce the series

$$
\begin{equation*}
H[[\alpha]] \ni X \equiv c_{1}+\sum_{k=1}^{\infty} x_{k} \alpha^{k}=c_{1} 1_{H}+\alpha B_{+}\left(\frac{1}{c_{1}} \bar{e}(X)+P(X)\right) \tag{11}
\end{equation*}
$$

$c_{1}=1-\frac{1}{1-z}$ fixing the inhomogenous part. Solving this fix-point equation determines

$$
\begin{equation*}
X=c_{1}+\alpha B_{+}(1)+\alpha^{2} B_{+}\left(B_{+}(1)\right)+\ldots, \tag{12}
\end{equation*}
$$

hence $x_{k}=t_{k}, k>0$. We then have $\forall k \geq 0$

$$
\begin{equation*}
f_{k}(z)=\phi\left(t_{k}\right)(z, 0) \tag{13}
\end{equation*}
$$

and the Hochschild closed one-cocycle $B_{+}$maps to an integral operator $\phi\left(B_{+}\right) \rightarrow$ $\int d x / x$, as it should.

Now, let $L i$ and $L$ be the characters on the Hopf algebra defined by

$$
\begin{equation*}
-\phi\left(t_{n}\right)(z, 0) \equiv L i\left(t_{n}\right)=\operatorname{Li}_{n}(z), L\left(t_{n}\right)=\frac{\ln ^{n}(z)}{n!} \tag{14}
\end{equation*}
$$

From [2] we know that the elimination of all ambiguities due to a choice of branch lies in the construction of functions $a_{p}(z)=(2 \pi i)^{-p} \widetilde{a}_{p}(z)$ where

$$
\begin{equation*}
\widetilde{a}_{p}(z):=\left[\operatorname{Li}_{p}(z)-\cdots+(-1)^{j} \operatorname{Li}_{p-j}(z) \frac{\ln ^{j}(z)}{j!}+\cdots+(-1)^{p-1} \operatorname{Li}_{1}(z) \frac{\ln ^{p-1}(z)}{(p-1)!}\right] \tag{15}
\end{equation*}
$$

We have
Proposition 1.

$$
\begin{equation*}
\tilde{a}_{p}(z)=m \circ\left(\left(L^{-1} \otimes L i\right) \circ(\mathrm{id} \otimes P) \circ \Delta\left(t_{p}\right),\right. \tag{16}
\end{equation*}
$$

where $L^{-1}=L \circ S$, with $S$ the antipode in $H$ and $P$ the projection into the augmentation ideal.

Proof: elementary combinatorics confirming that $L \circ S\left(t_{n} / n!\right)=(-\ln (z))^{n} / n!$.
There is a strong analogy here to the Bogoliubov $R$ operation in renormalization theory $[\mathbf{3}, \mathbf{6}]$, thanks to the fact that $L i$ and $L$ have matching asymptotic behaviour for $|z| \rightarrow \infty$. Indeed, if we let $R$ be defined by $R(L i)=L$ and $P$ the projector into the augmentation ideal of $H$, then

$$
\begin{equation*}
L \circ S=S_{R}^{L i}=-R\left[m \circ\left(S_{R}^{L i} \otimes L i\right)(\mathrm{id} \otimes P) \Delta\right] \equiv-R[\overline{L i}] \tag{17}
\end{equation*}
$$

for example

$$
\begin{equation*}
S_{R}^{L i}\left(t_{2}\right)=-R\left[L i\left(t_{2}\right)+S_{R}^{L i}\left(t_{1}\right) L i\left(t_{1}\right)\right]=-L\left(t_{2}\right)+L\left(t_{1}\right) L\left(t_{1}\right)=\frac{+\ln ^{2}(z)}{2!} \tag{18}
\end{equation*}
$$

where $\overline{L i}\left(t_{2}\right)=L i\left(t_{2}\right)-L\left(t_{1}\right) L i\left(t_{1}\right)$. Thus, $a_{p}$ is the result of the Bogoliubov map $\overline{L i}$ acting on $t_{n}$. The notions of quantum field theory and polylogs are close indeed.

Let us us now reconsider the above function $F(\alpha, z)$ as a function of the lower boundary as well:

$$
\begin{equation*}
F(\alpha, z) \equiv F(\alpha, z, 0) \tag{19}
\end{equation*}
$$

and let us return to a generic lower boundary ( $\neq 1$, say) $z_{0}$, with corresponding DSE

$$
\begin{equation*}
F\left(\alpha, z, z_{0}\right)=1+\frac{1}{1-z}+\alpha \int_{z_{0}}^{z} \frac{F\left(\alpha, x, z_{0}\right)}{x} d x \tag{20}
\end{equation*}
$$

and returning to Feynman characters (for $h \in H_{\text {aug }}$ )

$$
\begin{equation*}
\phi\left(B_{+}(h)\right)\left(z, z_{0}\right)=\int_{z_{0}}^{z} \frac{\phi(h)\left(x, z_{0}\right)}{x} d x \tag{21}
\end{equation*}
$$

How can we express $F\left(\alpha, z, \tilde{z_{0}}\right)$ in terms of characters $\phi\left(z, z_{0}\right)$ and $\phi\left(z_{0}, \tilde{z_{0}}\right)$ ?
The answer is given by reminding ourselves that along with the Hopf algebra structure comes the convolution

$$
\begin{equation*}
\phi\left(z, z_{0}\right)=m \circ\left(\phi\left(\tilde{z_{0}}, z_{0}\right) \otimes \phi\left(z, \tilde{z_{0}}\right)\right) \circ(S \otimes \mathrm{id}) \circ \Delta, \tag{22}
\end{equation*}
$$

which answers this question. This is a first example of renormalization, aimed at a reparametrization in the DSE.

## 2. Renormalization vs polylogs

Having made first contact with renormalization as a modification of a boundary condition in a DSE, we now investigate its greatest strength: the definition of locality and the absorption of short-distance singularities. To do so, we start with examples which are even simpler than the polylog. So let us now introduce a first toy model for renormalization still in analogy with the previous section.
2.1. The simplest model: $F(\alpha, z)=z^{-\operatorname{Res}(\wp) \alpha}$. To make close contact with the situation in perturbative quantum field theory we introduce a regulator $\varepsilon$, which is a complex parameter with small positive real part. For fixed $0<\alpha<1$ we then consider the following equation:

$$
\begin{equation*}
F_{Z}(\alpha, z ; \varepsilon)=Z+\alpha \int_{z}^{\infty} d x \frac{F(\alpha, x ; \varepsilon)}{x^{1+\varepsilon}} \tag{23}
\end{equation*}
$$

Here,

$$
\begin{equation*}
Z=1+\sum_{k=1}^{\infty} \alpha^{k} p_{k}(\varepsilon) \tag{24}
\end{equation*}
$$

is assumed to be a series in $\alpha$ with coefficients which are Laurent series in the regulator $\varepsilon$ with poles of finite order and we thus set $p_{k}(\varepsilon)=\sum_{j=-k}^{\infty} p_{k, j} \varepsilon^{j}$ for some real numbers $p_{k, j}$. A glance at Eq.(23) shows that the integrals involved in solving it as a fixpoint equation in $\alpha$ are all logarithmically divergent at the upper boundary for $\varepsilon=0$. All these integrals will indeed give Laurent series in $\varepsilon$ with poles of finite order. Hence we attempt to choose the $p_{k}(\varepsilon)$ such that the limit $\varepsilon \rightarrow 0$ exists in Eq.(23). We want to understand the remaining ambiguity in that choice.

Let us first define the residue of our DSE as the pole at $\varepsilon=0$ associated to the integral operator $\wp$ involved in it:

$$
\begin{equation*}
\operatorname{Res}(\wp)=\lim _{\varepsilon \rightarrow 0} \varepsilon \int_{z}^{\infty} \frac{1}{x^{1+\varepsilon}} d x \tag{25}
\end{equation*}
$$

Equally well Res can be defined as the coefficient of the logarithmic growth at plus infinity of the integral operator underlying our DSE:

$$
\begin{equation*}
\operatorname{Res}(\wp)=-\lim _{\Lambda \rightarrow \infty} \frac{\alpha \int_{z}^{\Lambda} \frac{1}{x} d x}{\ln (\Lambda)} \tag{26}
\end{equation*}
$$

So by residue we mean the coefficient of $\ln (z)$ in this integral, and hence it is closely related to the anomalous dimension $\gamma(\alpha)$, defined as the coefficient of logarithmic growth on a dimensionfull variable.

This is in accordance with the operator-theoretic residue to which this generalizes in the case of Feynman graphs considering the primitive elements of their corresponding Hopf algebra. In the models in subsequent sections below we will see that in general the function $\gamma(\alpha)$ is not merely given by the residue at the primitive element $t_{1}$ as will be the case in this section, though the residue continues to play the most crucial role in the determination of an anomalous dimension. Here, for our DSE above, $\operatorname{Res}(\wp)=1$.

Regard (23) as a fixpoint equation for $F_{Z}$ and set

$$
\begin{equation*}
F_{Z}=Z+\sum_{k=1}^{\infty} \alpha^{k} c_{k}^{Z}(z ; \varepsilon) \tag{27}
\end{equation*}
$$

The notation emphasizes the dependence on the "counterterm" $Z$. Let us first set $Z=1$ in (23), ie. $p_{k}(\varepsilon)=0 \forall k$. We regard Eq.(23) as an unrenormalized DSE for the Hopf algebra of ladder trees, with Feynman rules exemplified shortly.

We find, plugging (27) in (23),

$$
\begin{align*}
c_{1}^{Z=1}(z ; \varepsilon) & =\int_{z}^{\infty} d x \frac{x^{-\varepsilon}}{x}=z^{-\varepsilon} \frac{1}{\varepsilon}  \tag{28}\\
c_{2}^{Z=1}(z ; \varepsilon) & =\frac{z^{-2 \varepsilon}}{2!\varepsilon^{2}} \tag{29}
\end{align*}
$$

and in general

$$
\begin{equation*}
c_{k}^{Z=1}(z ; \varepsilon)=z^{-k \varepsilon} \frac{1}{k!\varepsilon^{k}} \tag{30}
\end{equation*}
$$

Let us set

$$
\begin{equation*}
c_{k}^{Z=1}(z ; \varepsilon)=\sum_{j=0}^{k} c_{k, j}^{Z=1}(\varepsilon) \ln ^{j}(z) \tag{31}
\end{equation*}
$$

upon expanding $z^{-\varepsilon}$ (discarding terms $\ln (z)^{j}$ with $j>k$ as they will always drop out ultimately when $\varepsilon \rightarrow 0$ as the powers of $\ln (z)$ are always bounded by the augmentation degree), heading towards the two gradings in $\alpha$ and $\ln (z)$. The coefficients $c_{k, j}^{Z=1}$ are Laurent series in $\varepsilon$ with poles of finite order as promised. Actually, we see that they are extremely simple in this first example. This will change soon enough, and certainly does in full QFT.

Before we solve our DSE exactly, let us set up the perturbative approach in analogy to perturbative quantum field theory. We use the ladder trees $t_{n}$ as elements of the Hopf algebra $H$ and with multiplication $t_{n} \cdot t_{m}$, so that

$$
\begin{equation*}
\Delta\left(t_{n} \cdot t_{m}\right)=\Delta\left(t_{n}\right) \cdot \Delta\left(t_{m}\right) \tag{32}
\end{equation*}
$$

where $\left(h_{1} \otimes h_{2}\right) \cdot\left(h_{3} \otimes h_{4}\right)=h_{1} \cdot h_{3} \otimes h_{2} \cdot h_{4}$.
Again, define Feynman rules $\phi$ this time by

$$
\begin{equation*}
\phi\left[B_{+}(h)\right](z ; \varepsilon)=\int_{z}^{\infty} d x \frac{\phi[h](x ; \varepsilon)}{x}, \tag{33}
\end{equation*}
$$

and $\phi[1](z ; \varepsilon)=1 \forall z, \varepsilon$. With such Feynman rules we immediately have
Proposition 2.

$$
\begin{equation*}
c_{k}^{Z=1}(z ; \varepsilon)=\phi\left(t_{k}\right)(z ; \varepsilon) . \tag{34}
\end{equation*}
$$

This allows to regard Eq.(23) as the image under those Feynman rules $\phi$ of the already familiar combinatorial fix-point equation

$$
\begin{equation*}
X=1+\alpha B_{+}(X) \tag{35}
\end{equation*}
$$

As a side remark, we note that

$$
\begin{equation*}
\phi\left(t_{n} \cdot t_{m}\right)(z ; \varepsilon)=\frac{(n+m)!}{n!m!} \phi\left(t_{n+m}\right)(z ; \varepsilon)=\frac{z^{-(n+m) \varepsilon}}{n!m!z^{n+m}}=\phi\left(t_{n}\right)(z ; \varepsilon) \phi\left(t_{m}\right)(z ; \varepsilon) \tag{36}
\end{equation*}
$$

This factorization of the Feynman rules even on a perturbative level is a property of the simplicity of this first model. It holds in general in any renormalizable quantum field theory for the leading pole term, as can be easily shown in any complex regularization like dimensional regularization or analytic regularization, for that manner $[\mathbf{7}, \mathbf{8}]$.

Note that we have two different expansion parameters in our DSE. There is $\alpha$, but for each coefficient $c_{k}(z ; \varepsilon)$ we can expand this coefficient in terms of powers of $\ln (z)$. As we are interested in the limit $\varepsilon \rightarrow 0$, it is consistent to maintain only coefficients which have a pole or finite part in $\varepsilon$ as we did above. This gives a second grading which, in accord with quantum field theory [3], is provided by the augmentation degree $[\mathbf{3}, \mathbf{4}]$. Note that this is consistent with what we did in the previous section, upon noticing that $\operatorname{Li}_{k}(z) \sim \ln (z)^{k} / k!=\mathrm{L}_{k}(z)$ for $|z| \rightarrow \infty$, so that indeed all rows had decreasing degree in $\ln (z)$ from right to left.

Hence we should feel tempted to organize the perturbative solution to our unrenormalized DSE in a manner using again a lower triangular matrix. This does
not look very encouraging for the unrenormalized solution though: let us set

$$
\begin{equation*}
M_{i, j}^{(N)}=c_{i, i-j}^{Z=1}(\varepsilon) \ln ^{i-j}(z) \tag{37}
\end{equation*}
$$

making use of both gradings. Looking at this matrix for say $N=4$, we find

$$
M^{(4)}=\left(\begin{array}{r|r|r|r}
1 & 0 & 0 & 0  \tag{38}\\
-\mathrm{L}_{1}(z) & \frac{1}{\varepsilon} & 0 & 0 \\
2 \mathrm{~L}_{2}(z) & -\frac{1}{\varepsilon} \mathrm{~L}_{1}(z) & +\frac{1}{2!\varepsilon^{2}} & 0 \\
-\frac{9}{2} \mathrm{~L}_{3}(z) & +\frac{3}{2 \varepsilon} \mathrm{~L}_{2}(z) & -\frac{1}{2!\varepsilon^{2}} \mathrm{~L}_{1}(z) & +\frac{1}{3!\varepsilon^{3}}
\end{array}\right)
$$

where again orders in $\alpha$ increase top to bottom and orders in $\ln (z)$ from right to left. This matrix $M$ is an unrenormalized matrix, its evaluation at $\varepsilon=0$ is impossible. Worse, it does not reveal much structure similar to what we had previously. But so far, this matrix is completely meaningless, being unrenormalized. Thus, being good physicist, our first instinct should be to renormalize it by local counterterms. This will lead us, as we will see, just back to the desired structural properties.

To renormalize it, we have to choose $Z \neq 1$ such that the poles in $\varepsilon$ disappear, by choosing appropriate $p_{k}(\varepsilon)=\sum_{j=-k}^{\infty} p_{k, j} \varepsilon^{j}$. To understand the possible choices let us go back to the simple case $N=2$ (i.e. calculating to order $\alpha$ merely) for which we obtain for a generic $Z=1+\alpha p_{1}(\varepsilon)$

$$
\left(\begin{array}{r|r}
1 & 0  \tag{39}\\
-\ln z & \frac{1}{\varepsilon}+p_{1}(\varepsilon)
\end{array}\right)
$$

As we require that $M^{(2)}(z ; \varepsilon)$ exists at $\varepsilon=0$, this fixes $p_{1,-1}$ :

$$
\begin{equation*}
\left\langle\frac{1}{\varepsilon}+p_{1}(\varepsilon)\right\rangle=0 \rightarrow p_{1,-1}=-\frac{1}{\varepsilon} \tag{40}
\end{equation*}
$$

where $\langle\ldots\rangle$ means projection onto the pole part. All higher coefficients $p_{1, j}$, for $j=0,1, \ldots$, are left undetermined. To understand better the full freedom in that choice of a renormalized $M^{(N)}$, let us reconsider perturbative renormalization for $M^{(N)}$. It is indeed clear that we are confronted with a choice here: we absorb singularities located at $\varepsilon=0$ and hence there is a freedom to choose the remaining finite part. In physicists parlance this corresponds to the choice of a renormalization scheme. But such maps can not be chosen completely arbitrarily: they must be in accord with the group structure of the character group of the Hopf algebra, and they must leave the short-distance singularities untouched. Both requirements are easily formulated. For the first, we introduce a Rota-Baxter map $R[7,6]$,

$$
\begin{equation*}
R[a b]+R[a] R[b]=R[R[a] b]+R[a R[b]] . \tag{41}
\end{equation*}
$$

For the second we demand that it is chosen such that

$$
\begin{equation*}
R\left[c_{k}^{Z=1}\left(z_{0} ; \varepsilon\right)\right]-c_{k}^{Z=1}\left(z_{0} ; \varepsilon\right) \tag{42}
\end{equation*}
$$

exists at $\varepsilon=0$ for all $k$ : at a given reference point $z_{0}$, usually called the renormalization point, we require that the Rota-Baxter map leaves the short-distance singularities reflected in the poles in $\varepsilon$ unaltered. From now on we shall set the renormalization point to $z_{0}=1$ for simplicity.

Define the Bogoliubov map with respect to $R, \bar{\phi}_{R}$, by

$$
\begin{equation*}
\overline{\phi_{R}}\left(t_{n}\right)=m\left(S_{R}^{\phi} \otimes \phi\right)(\mathrm{id} \otimes P) \Delta\left(t_{n}\right) \tag{43}
\end{equation*}
$$

with $P$ still the projector into the augmentation ideal. Note that indeed we had this equation before in (16).

Now we have a Birkhoff decomposition of the Feynman character $\phi$ with respect to $R$

$$
\begin{equation*}
\phi_{+}=[\mathrm{id}-R]\left(\bar{\phi}_{R}\right), \phi_{-}=-R\left(\bar{\phi}_{R}\right), \tag{44}
\end{equation*}
$$

for any Rota-Baxter map as above [7], into the renormalized character $\phi_{+}$and the counterterm $\phi_{-}$, thanks to the existence of a double construction which brings renormalization close to integrable systems for any renormalization scheme $R$ [6]. The crucial fact here is that the pole parts which are still present in the Bogoliubov map are free of $\ln (z)$, which makes sure that $\phi_{-}$provides local counterterms:

THEOREM 3. $\lim _{\varepsilon \rightarrow 0} \frac{\partial}{\partial \ln (z)} \bar{\phi}_{R}\left(t_{n}\right)$ exists for all $n$.
Proof: The theorem has been proven much more generally $[\mathbf{3 , 9} \mathbf{9}$. A proof follows immediately from induction over the augmentation degree, using that

$$
\begin{equation*}
S_{R}^{\phi}\left(B_{+}\left(t_{n}\right)\right)=-R\left[m \circ\left(S_{R}^{\phi} \otimes \phi\right) \circ\left(\mathrm{id} \otimes B_{+}\right) \Delta\left(t_{n}\right)\right] \tag{45}
\end{equation*}
$$

using the Hochschild closedness $b B_{+}=0$ and the fact that each element in the perturbation series is in the image of such a closed one-cocycle. This connection between Hochschild closedness and locality is universal in quantum field theory $[\mathbf{4}, \mathbf{9}]$, and will be discussed in detail in $[\mathbf{1}]$.

Let us look at an example.

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \frac{\partial}{\partial \ln (z)} \bar{\phi}_{R}\left(t_{2}\right) & =\lim _{\varepsilon \rightarrow 0} \frac{\partial}{\partial \ln (z)}\left(\frac{1}{2!\varepsilon^{2}} z^{-2 \varepsilon}-\left(\frac{1}{\varepsilon}+p_{1,0}\right) \frac{1}{\varepsilon} z^{-\varepsilon}\right)  \tag{46}\\
& =\left(1+p_{1,0}\right) \ln (z)
\end{align*}
$$

where $p_{1,0}$ depends on the chosen renormalization scheme $R$.
So this theorem tells us that the pole terms in $\bar{\phi}$ are local, independent of $\ln (z)$. Now, every choice of $R$ as above determines a possible $Z$ in the DSE by setting

$$
\begin{equation*}
Z=1+\sum_{n=1}^{\infty} \alpha^{n} S_{R}^{\phi}\left(t_{n}\right) \tag{47}
\end{equation*}
$$

We can hence introduce the renormalized matrix $M_{i, j}^{N, R}(z, \varepsilon)$ for any such $R$. In particular, we can consider this matrix for the renormalized character $[\mathrm{id}-R]\left(\bar{\phi}_{R}\right) \equiv$ $S_{R}^{\phi} \star \phi(X)$. The above proposition then guarantees that the corresponding matrix exists at $\varepsilon=0$, by the choice of $\ln (z)$-independent $p_{k}(\varepsilon)$.

Renormalization has achieved our goal. Now the renormalized matrix $M^{N, R}(z, 0)$ has the same structure as before: columnwise, the coefficient of a power of $\ln (z)$ is inherited from the row above. Let us look at $M^{4, R}$ chosing a renormalized character $\phi_{+}$with $R$ chosen to be evaluation at $z=1$, which in this simple model agrees with the projection onto the pole part so that subtraction at the renormalization point is a minimal subtraction (MS) scheme (as $\phi\left(t_{n}\right) \sim \frac{z^{-n \varepsilon}}{n!\varepsilon^{n}}$ only has poles and no finite parts in $\varepsilon$ ).

$$
\left(\begin{array}{r|c:c|c}
1 & 0 & 0 & 0  \tag{48}\\
-\mathrm{L}_{1}(z) & \mid & 0 & 0 \\
\hline \mathrm{~L}_{2}(z) & 0 & 0 & 0 \\
-\mathrm{L}_{3}(z) & 0 & 0 & 0
\end{array}\right)
$$

which is so simple for this choice of $R$ that almost no structure remains. We nevertheless urge the reader to work $S_{R}^{\phi}\left(t_{n}\right)$ out for several $n$ as in

$$
\begin{equation*}
S_{R}^{\phi}\left(t_{2}\right)=-R\left[\phi\left(t_{2}\right)+S_{R}^{\phi}\left(t_{1}\right) \phi\left(t_{1}\right)\right]=-R\left[\frac{1}{2!\varepsilon^{2}} z^{-2 \varepsilon}\right]+R\left[R\left[\frac{1}{\varepsilon} z^{-\varepsilon}\right] \frac{1}{\varepsilon} z^{-\varepsilon}\right]=\frac{1}{2 \varepsilon^{2}} . \tag{49}
\end{equation*}
$$

Due to the simplicity of this DSE we can now show that its perturbative solution in this MS scheme agrees with the non-perturbative (NP) solution for the same renormalization point: at $z=1$, we require $F(\alpha, z)=1$. We immediately find that this leads to a Dyson-Schwinger equation

$$
\begin{equation*}
F^{\mathrm{NP}}(\alpha, a)=1+\alpha\left\{\int_{z}^{\infty} d x \frac{F^{\mathrm{NP}}(\alpha, x)}{x}-\int_{1}^{\infty} d x \frac{F^{\mathrm{NP}}(\alpha, x)}{x}\right\} . \tag{50}
\end{equation*}
$$

This reproduces the result Eq.(48) above. This agreement between the Taylor expansion of the non-perturbative solution and the renormalized solution in the MS scheme is a degeneracy of this simple model.

We obviously have

$$
\begin{equation*}
\phi^{\mathrm{NP}}(\alpha, z)=z^{-\alpha} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{\mathrm{NP}}\left(t_{m+n}\right)=\phi^{\mathrm{NP}}\left(t_{m}\right) \phi^{\mathrm{NP}}\left(t_{n}\right), \tag{52}
\end{equation*}
$$

a hallmark of a non-perturbative approach not available for a perturbative scheme, in particular not for a MS scheme.

Note that we obtain scaling behaviour: $F(\alpha ; z)=z^{-\alpha}$, thanks to the basic fact that the DSE was linear. Indeed, the Ansatz $F(\alpha, z)=z^{-\gamma(\alpha)}$ solves the DSE above immediately as

$$
\begin{equation*}
z^{-\gamma(\alpha)}=1+\alpha \frac{1}{\gamma(\alpha)}\left\{z^{-\gamma(\alpha)}-1\right\} \Leftrightarrow 1=\frac{\alpha \operatorname{Res}(\wp)}{\gamma(\alpha)} \tag{53}
\end{equation*}
$$

delivering $\gamma(\alpha)=\alpha$, as $\operatorname{Res}(\wp)=1$. Note that

$$
\begin{equation*}
\operatorname{Res}(\wp)=\operatorname{Res}_{\varepsilon=0}\left(\phi\left(t_{1}\right)\right), \tag{54}
\end{equation*}
$$

the residue of the primitive element of the Hopf algebra, evaluated under the Feynman rules. This holds in general: at a conformal point (a non-trivial fixpoint of the renormalization group) of a QFT one is to find scaling in a DSE and the anomalous dimension is just the sum of the residues of the primitive elements of the Hopf algebra underlying the DSE.

It is high time to come back to the question about the freedom in chosing $R$. The simple Rota-Baxter map $R$ considered above led to Laurent polynomials $p_{k}(\varepsilon)$ which were extremely simple, in particular, $p_{k, j}$ was zero for $j \geq k$. Assume you make other choices, such that the requirements on $R$ are still fulfilled. In general, for such a generic $R$, we find here a solution

$$
\begin{equation*}
F^{R}(\alpha, z)=(\tilde{z})^{-\alpha} \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{z}=z \exp \{\Gamma(\alpha)\} \equiv z \exp \left\{\sum_{j=0}^{\infty} \frac{\gamma_{j} \alpha^{j}}{(j+1)!}\right\}, \tag{56}
\end{equation*}
$$

for coefficients $\gamma_{j}$ recursively determined by the choice of $R$ (or $p_{j, k}$, respectively), and for example $M^{4, R}$ looks like
(57)

$$
\left(\begin{array}{r|r|r|r}
1 & 0 & 0 & 0 \\
-\mathrm{L}_{1}(z) & -\gamma_{0} & 0 & 0 \\
+\mathrm{L}_{2}(z) & +\gamma_{0} \mathrm{~L}_{1}(z) & +\frac{1}{2}\left(\gamma_{0}^{2}-\gamma_{1}\right) & 0 \\
-\mathrm{L}_{3}(z) & -\gamma_{0} \mathrm{~L}_{2}(z) & -\frac{1}{2}\left(\gamma_{0}^{2}-\gamma_{1}\right) \mathrm{L}_{1}(z) & -\frac{1}{3!}\left(\gamma_{0}^{3}+3 \gamma_{0} \gamma_{1}-\gamma_{2}\right)
\end{array}\right)
$$

Note that the associated DSE has the form

$$
\begin{equation*}
F_{R}(\alpha, z)=F_{R}(\alpha, 1)-\alpha \int_{z}^{1} \frac{F_{R}(\alpha, x)}{x} \tag{58}
\end{equation*}
$$

where $F_{R}(\alpha, 1)=\exp \left\{\sum_{j=0}^{\infty} \gamma_{j} \alpha^{j}\right\}$.
So finally, the ambiguities in the choice of a finite part in renormalization and in the choice of a branch for the log are closely related, a fact which is similarly familiar in quantum field theory in the disguise of the optical theorem connecting real and imaginary parts of quantum field theory amplitudes, as will be discussed elsewhere. Finally, we note that the solution to our DSE fulfills

$$
\begin{equation*}
\frac{\partial \ln F_{R}(\alpha, z)}{\partial \ln (z)}=-\alpha \tag{59}
\end{equation*}
$$

for all $R$, confirming the renormalization scheme independence of the anomalous dimension $\gamma_{F}(\alpha)=-\alpha \operatorname{Res}(\wp)$ of the Green function $F_{R}(\alpha, z)$, a fact which generally holds when dealing with a DSE which is linear. This last equation actually is a remnant of the propagator coupling duality in quantum field theory, first explored in $[\mathbf{1 0}]$.
2.2. Another toy: $F(\alpha, z)=z^{\arcsin [\alpha \pi \operatorname{Res}(\wp)] / \pi}$. Next, let us study yet another DSE, which is slightly more interesting in so far as that the anomalous dimension is not just given by the residue of the integral operator on the rhs of the equation. Consider the DSE

$$
\begin{equation*}
F(\alpha, z ; \varepsilon)=Z+\alpha \int_{0}^{\infty} \frac{F(\alpha, x ; \varepsilon)}{x+z} d x \tag{60}
\end{equation*}
$$

First note that again $\operatorname{Res}(\wp)=1$. Continuing, we find

$$
\begin{align*}
c_{1}^{Z=1}(z ; \varepsilon) & =\int_{0}^{\infty} d x \frac{x^{-\varepsilon}}{x+z}=z^{-\varepsilon} \frac{1}{\varepsilon} B(1-\varepsilon, 1+\varepsilon)  \tag{61}\\
c_{2}^{Z=1}(z ; \varepsilon) & =\frac{z^{-2 \varepsilon}}{2!\varepsilon^{2}} B_{1} B_{2} \tag{62}
\end{align*}
$$

and in general

$$
\begin{equation*}
c_{k}^{Z=1}(z ; \varepsilon)=z^{-k \varepsilon} \frac{1}{k!\varepsilon^{k}} B_{1} \ldots B_{k} \tag{63}
\end{equation*}
$$

where $B_{k}:=B(1-k \varepsilon, 1+k \varepsilon)$.
As before, let us set

$$
\begin{equation*}
c_{k}^{Z=1}(z ; \varepsilon)=\sum_{j=0}^{k} c_{k, j}^{Z=1}(\varepsilon) \ln ^{j}(z) \tag{64}
\end{equation*}
$$

upon expanding $z^{-\varepsilon}$. The coefficients $c_{k, j}^{Z=1}$ are again Laurent series in $\varepsilon$ with poles of finite order. In this example we can indeed distinguish between the perturbative
solution in the MS scheme and the non-perturbative solution of the DSE, as $c_{k}(1, \varepsilon)$ is a Laurent series in $\varepsilon$ which has non-vanishing finite and higher order parts. It has some merit to study both the MS and the NP case. In the MS scheme we define $R$ to evaluate at the renormalization point $z=1$ and to project onto the proper pole part. This defines indeed a Rota-Baxter map [7, 6], and as an example, let us calculate

$$
\begin{align*}
{\overline{\phi\left(t_{2}\right)}}_{\mathrm{MS}} & =\frac{1}{2!\varepsilon^{2}} B_{1} B_{2} z^{-2 \varepsilon}-\frac{1}{\varepsilon^{2}} B_{1} z^{-\varepsilon}, \\
& =-\frac{1}{2 \varepsilon^{2}}-\frac{3}{2} \zeta(2)+\mathrm{L}_{2}(z), \tag{65}
\end{align*}
$$

disregarding terms which vanish at $\varepsilon=0$. In accordance with our theorem, no pole terms involve powers of $\ln (z)$. The counterterm $S_{\mathrm{MS}}^{\phi}\left(t_{2}\right)$ subtracts these pole terms only, leaving $\phi_{+}\left(t_{2}\right)=\mathrm{L}_{2}(z)-\frac{3}{2} \mathrm{Li}_{2}(1)$, where $\zeta(2)=\mathrm{Li}_{1}(1)$.

For the MS scheme we hence find a renormalized matrix

$$
M^{4, \mathrm{MS}}(z, 0)=\left(\begin{array}{r|r|r|r}
1 & 0 & 0 & 0  \tag{66}\\
-\mathrm{L}_{1}(z) & 0 & 0 & 0 \\
+\mathrm{L}_{2}(z) & 0 & -\frac{3}{2} \mathrm{Li}_{2}(1) & 0 \\
-\mathrm{L}_{3}(z) & 0 & +\frac{3}{2} \mathrm{~L}_{1}(z) \mathrm{Li}_{2}(1) & 0
\end{array}\right)
$$

Note that this still has non-zero entries along the diagonal, so that $F_{\mathrm{MS}}(\alpha, 1)=$ $1+\mathcal{O}(\alpha)$.

Non-perturbatively, we find a solution by imposing the side constraint $F(\alpha, 1)=$ 1 as

$$
\begin{equation*}
F_{\mathrm{NP}}(\alpha, z)=z^{\arcsin [\alpha \pi \operatorname{Res}(\wp)] / \pi} \tag{67}
\end{equation*}
$$

Note that now the corresponding entries in the Matrix $M_{i, j}^{\mathrm{NP}}$ are not only located in the leftmost column, but are given by the double Taylor expansion

$$
\begin{equation*}
M_{i, j}=\frac{\partial_{\alpha}^{i} \partial_{\ln (z)}^{j}}{i!j!} \exp \left\{\frac{\arcsin (\pi \alpha)}{\pi} \ln (z)\right\}_{\alpha=0, \ln (z)=0} \tag{68}
\end{equation*}
$$

The residue here is still one: $\operatorname{Res}(\wp)=1$. Again, we can find the above solution with the Ansatz (scaling)

$$
\begin{equation*}
F(\alpha, z)=z^{-\gamma(\alpha)} \tag{69}
\end{equation*}
$$

where we assume $\gamma(\alpha)$ to vanish at $\alpha=0$. With this Ansatz we immediately transform the DSE into

$$
\begin{equation*}
z^{-\gamma(\alpha)}-1=\alpha \frac{\operatorname{Res}(\wp)}{\gamma(\alpha)} B(1-\gamma(\alpha), 1+\gamma(\alpha))\left[z^{-\gamma(\alpha)}-1\right] \tag{70}
\end{equation*}
$$

from which we conclude

$$
\begin{equation*}
\gamma(\alpha)=\frac{\arcsin \alpha \pi}{\pi}=\alpha+\zeta(2) \alpha^{3}+\cdots \tag{71}
\end{equation*}
$$

Note that this solutions has branch cuts outside the perturbative regime $|\alpha|<1$. Furthermore, note that the same solution is obtained for the DSE

$$
\begin{equation*}
F(\alpha, z)=\alpha \int \frac{F(\alpha, x)}{x+z} d x \tag{72}
\end{equation*}
$$

as the inhomogenous term is an artefact of the perturbative expansion which is absorbed in the scaling behaviour. Finally we note that the appearance of scaling
is again a consequence of the linearity of this DSE, and if we were to consider a DSE like

$$
\begin{equation*}
F(\alpha, z)=\int_{0}^{\infty} \frac{\mathcal{F}(F(\alpha, x))}{x+z} d x \tag{73}
\end{equation*}
$$

say, for $\mathcal{F}$ some non-linear polynomial or series, then indeed we would not find scaling behaviour. An Ansatz of the form

$$
\begin{equation*}
F(\alpha, z)=z^{-\gamma(\alpha)} \sum_{k=0}^{\infty} c_{k}(\alpha) \ln ^{k}(z) \tag{74}
\end{equation*}
$$

is still feasible though, and leads back to the propagator-coupling dualities [10] explored elsewhere.

Having determined the non-perturbative solution here by the boundary condition $F_{\mathrm{NP}}(\alpha, 1)=1$, other renormalization schemes can be expressed through this solution as before introducing $\tilde{z}=z \exp (\Gamma(\alpha))$ for a suitable series $\Gamma(\alpha)$. The difficulty with perturbative schemes like MS is simply that we do not know off-hand the corresponding boundary condition for a non-perturbative solution of such a scheme as the series $\Gamma(\alpha)$ has to be calculated itself perturbatively, and often is in itself highly divergent as an asymptotic series in $\alpha$. Even if one were able to resum the perturbative coefficients of a minimal subtraction scheme, the solution so obtained will solve the DSE only with rather meaningless boundary conditions which reflect the presence not only of instanton singularities but, worse, renormalon singularities in the initial asymptotic series. While it is fascinating to import quantum field theory methods into number theory, which suggest to resum perturbation theory amplitudes of a MS scheme making use of the Birkhoff decomposition of [12] combined with progress thanks to Ramis and others in resumation of asymptotic series, as suggested recently [13], the problem is unfortunately much harder still for a renormalizable quantum field theory. We indeed have almost no handle outside perturbation theory on such schemes, while on the other hand the NP solution of DSE with physical side-constraints like $F(\alpha, 1)=1$ is amazingly straightforward and resums perturbation theory naturally once one has recognized the role of the Hochschild closed one-cocycles $[\mathbf{3}, \mathbf{1 0}, 4]$. Such an approach will be exhibited in detail in [1]. The idea then to reversely import number-theoretic methods into quantum field theory is to my mind very fruitful and needed to make progress at a level beyond perturbation theory. It is here where in my mind the structures briefly summarized in section three shall ultimately be helpful to overcome these difficulties and make the kinship between numbers and quantum fields even closer.
2.3. More like QFT: $F\left(\alpha, q^{2} / \mu^{2}\right)=\left[q^{2} / \mu^{2}\right]^{(1-\sqrt{5-4 \sqrt{1-2 \alpha \operatorname{Res}(\wp)})}}$. Let us finish this section with one simple DSE originating in QFT, say a massless scalar field theory with cubic coupling in six dimensions, $\varphi_{6}^{3}$, with its well-known Feynman rules [5]. We consider the vertex function at zero-momentum transfer which obeys the following DSE (in a NP scheme such that $F(\alpha, 1))=1$ )

$$
\begin{equation*}
F\left(\alpha, \frac{q^{2}}{\mu^{2}}\right)=1+\alpha \int d^{6} k \frac{F\left(\alpha, \frac{k^{2}}{\mu^{2}}\right)}{\left[k^{2}\right]^{2}\left[(k+q)^{2}\right]} \tag{75}
\end{equation*}
$$

The scaling Ansatz

$$
\begin{equation*}
F\left(\alpha, \frac{q^{2}}{\mu^{2}}\right)=\left(\frac{q^{2}}{\mu^{2}}\right)^{-\gamma(\alpha)} \tag{76}
\end{equation*}
$$

still works which is rather typical $[\mathbf{1 0}, \mathbf{1 1}]$ and delivers

$$
\begin{equation*}
1=\frac{\alpha \operatorname{Res}(\wp)}{\gamma(\alpha)(1-\gamma(\alpha))(1+\gamma(\alpha))(1-\gamma(\alpha) / 2)} \Rightarrow \gamma(\alpha)=(1-\sqrt{5-4 \sqrt{1-\alpha}}) \tag{77}
\end{equation*}
$$

using that the residue is still very simple:

$$
\begin{equation*}
\operatorname{Res}(\wp)=\frac{1}{2} \tag{78}
\end{equation*}
$$

We used that

$$
\begin{equation*}
\int d^{6} k \frac{\left(\frac{k^{2}}{\mu^{2}}\right)^{-x}}{\left[k^{2}\right]^{2}(k+q)^{2}}=\operatorname{Res}(\wp)\left[\frac{q^{2}}{\mu^{2}}\right]^{-x} \frac{1}{x(1-x)(1+x)(1-x / 2)} \tag{79}
\end{equation*}
$$

which is elementary. Note the invariance under the transformation $\gamma(\alpha) \rightarrow 1-$ $\gamma(\alpha)$ in the denominator polynomial of Eq.(77) which reflects the invariance of the primitive $\operatorname{Res}(\wp)=\phi\left(t_{1}\right)$ under the conformal transformation in momentum space $k_{\nu} \rightarrow k_{\nu} / k^{2}$ at the renormalization point $q^{2}=\mu^{2}$.

## 3. The real thing

And how does this fare in the real world of local interactions, mediated by quantum fields which asymptotically approximate free fields specified by covariant wave equations and a Fourier decomposition into raising and lowering operators acting on a suitable state space? The following discussion was essentially given already in [4] and is repeated here with special emphasis on the analogies pointed out in the previous two sections.

Considering DSEs in QFT, one usually obtains them as the quantum equations of motion of some Lagrangian field theory using some generating functional technology in the path integral. DSEs for 1PI Green functions can all be written in the form

$$
\begin{equation*}
\Gamma^{\underline{n}}=1+\sum_{\substack{\gamma \in H_{L}^{[1]} \\ \operatorname{res}(\gamma)=\underline{n}}} \frac{\alpha^{|\gamma|}}{\operatorname{Sym}(\gamma)} B_{+}^{\gamma}\left(X_{\mathcal{R}}^{\gamma}\right), \tag{80}
\end{equation*}
$$

where the $B_{+}^{\gamma}$ are Hochschild closed one-cocycles of the Hopf algebra of Feynman graphs indexed by Hopf algebra primitives $\gamma$ with external legs $\underline{n}$, and $X_{\mathcal{R}}^{\gamma}$ is a monomial in superficially divergent Green functions which dress the internal vertex and edges of $\gamma[\mathbf{4}, \mathbf{1}]$. This allows to obtain the quantum equations of motion, the DSEs for 1PI Green functions, without any reference to actions, Lagrangians or path integrals, but merely from the representation theory of the Poincaré group for free fields.

Hence we were justified in this paper to call any equation of the form (and we only considered the linear case $k=1$ in some detail)

$$
\begin{equation*}
X=1+\alpha B_{+}\left(X^{k}\right) \tag{81}
\end{equation*}
$$

with $B_{+}$a closed Hochschild one-cocycle, a Dyson Schwinger equation. In general, this motivates an approach to quantum field theory which is utterly based on the Hopf and Lie algebra structures of graphs [3].
3.1. Determination of $H$. The first step aims at finding the Hopf algebra suitable for the description of a chosen renormalizable QFT. For such a QFT, identify the one-particle irreducible (1PI) diagrams. Identify all edges and propagators in them and define a pre-Lie product on 1PI graphs by using the possibility to replace a local vertex by a vertex correction graph, or, for internal edges, by replacing a free propagator by a self-energy. For any local QFT this defines a pre-Lie algebra of graph insertions [3]. For a renormalizable theory, the corresponding Lie algebra will be non-trivial for only a finite number of types of 1PI graphs (self-energies, vertex-corrections) corresponding to the superficially divergent graphs, while the superficially convergent ones provide a semi-direct product with a trivial abelian factor [12].

The combinatorial graded pre-Lie algebra so obtained provides not only a Liealgebra $\mathcal{L}$, but a commutative graded Hopf algebra $H$ as the dual of its universal enveloping algebra $\mathcal{U}(L)$, which is not cocommutative if $\mathcal{L}$ was non-abelian. Dually one hence obtains a commutative but non-cocommutative Hopf algebra $H$ which underlies the forest formula of renormalization. This generalizes the examples discussed in the previous sections as they were all cocommutative. The main structure, and the interplay between the gradings in $\alpha$ and $\ln (z)$ are maintained though, as a glance at [4] easily confirms.
3.2. Character of $H$. For such a Hopf algebra $H=H(m, E, \bar{e}, \Delta, S)$, a Hopf algebra with multiplication $m$, unit $e$ with unit map $E: \mathbb{Q} \rightarrow H, q \rightarrow q e$, with counit $\bar{e}$, coproduct $\Delta$ and antipode $S, S^{2}=e$, we immediately have at our disposal the group of characters $G=G(H)$ which are multiplicative maps from $G$ to some target ring $V$. This group contains a distinguished element: the Feynman rules $\varphi$ are indeed a very special character in $G$. They will typically suffer from short-distance singularities, and the character $\varphi$ will correspondingly reflect these singularities. We will here typically take $V$ to be the ring of Laurent polynomials in some indeterminate $\varepsilon$ with poles of finite orders for each finite Hopf algebra element, and design Feynman rules so as to reproduce all salient features of QFT. The Feynman rules of the previous sections were indeed a faithful model for such behaviour.

As $\varphi: H \rightarrow V$, with $V$ a ring, with multiplication $m_{V}$, we can introduce the group law

$$
\begin{equation*}
\varphi * \psi=m_{V} \circ(\varphi \otimes \psi) \circ \Delta \tag{82}
\end{equation*}
$$

and use it to define a new character

$$
\begin{equation*}
S_{R}^{\phi} * \phi \in G \tag{83}
\end{equation*}
$$

where $S_{R}^{\phi} \in G$ twists $\phi \circ S$ and furnishes the counterterm of $\phi(\Gamma), \forall \Gamma \in H$, while $S_{R}^{\phi} * \phi(\Gamma)$ corresponds to the renormalized contribution of $\Gamma . S_{R}^{\phi}$ depends on the Feynman rules $\phi: H \rightarrow V$ and the chosen renormalization scheme $R: V \rightarrow V$. It is given by

$$
\begin{equation*}
S_{R}^{\phi}=-R\left[m_{V} \circ\left(S_{R}^{\phi} \otimes \phi\right) \circ\left(\operatorname{id}_{H} \otimes P\right) \circ \Delta\right] \tag{84}
\end{equation*}
$$

where $R$ is supposed to be a Rota-Baxter operator in $V$, and the projector into the augmentation ideal $P: H \rightarrow H$ is given by $P=\mathrm{id}-E \circ \bar{e}$.

The $\bar{R}$ operation of Bogoliubov is then given by

$$
\begin{equation*}
\bar{\phi}:=\left[m_{V} \circ\left(S_{R}^{\phi} \otimes \phi\right) \circ\left(\operatorname{id}_{H} \otimes P\right) \circ \Delta\right], \tag{85}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{R}^{\phi} \star \phi \equiv m_{V} \circ\left(S_{R}^{\phi} \otimes \phi\right) \circ \Delta=\bar{\phi}+S_{R}^{\phi}=\left(\operatorname{id}_{H}-R\right)(\bar{\phi}) \tag{86}
\end{equation*}
$$

is the renormalized contribution. Again, this is in complete analogy with the study in the previous sections.
3.3. Locality from $H$. The next step aims to show that locality of counterterms is utterly determined by the Hochschild cohomology of Hopf algebras [3, 9]. Again, one can dispense of the existence of an underlying Lagrangian and derive this crucial feature from the Hochschild cohomology of $H$. What we are considering are spaces $\mathcal{H}^{(n)}$ of maps from the Hopf algebra into its own $n$-fold tensor product,

$$
\begin{equation*}
\mathcal{H}^{(n)} \ni \psi \Leftrightarrow \psi: H \rightarrow H^{\otimes n} \tag{87}
\end{equation*}
$$

and an operator

$$
\begin{equation*}
b: \mathcal{H}^{(n)} \rightarrow \mathcal{H}^{(n+1)} \tag{88}
\end{equation*}
$$

which squares to zero: $b^{2}=0$. We have for $\psi \in \mathcal{H}^{(1)}$

$$
\begin{equation*}
(b \psi)(a)=\psi(a) \otimes e-\Delta(\psi(a))+\left(\operatorname{id}_{H} \otimes \psi\right) \Delta(a) \tag{89}
\end{equation*}
$$

and in general

$$
\begin{equation*}
(b \psi)(a)=(-1)^{n+1} \psi(a) \otimes e+\sum_{j=1}^{n}(-1)^{j} \Delta_{(j)}(\psi(a))+(\operatorname{id} \otimes \psi) \Delta(a) \tag{90}
\end{equation*}
$$

where $\Delta_{(i)}: H^{\otimes n} \rightarrow H^{\otimes n+1}$ applies the coproduct in the $j$-th slot of $\psi(a) \in H^{\otimes n}$.
Locality of counterterms and finiteness of renormalized quantities follow indeed from the Hochschild properties of $H$ : the Feynman graph is in the image of a closed Hochschild one-cocycle $B_{+}^{\gamma}, b B_{+}^{\gamma}=0$, i.e.

$$
\begin{equation*}
\Delta \circ B_{+}^{\gamma}(X)=B_{+}^{\gamma}(X) \otimes e+\left(\mathrm{id} \otimes B_{+}^{\gamma}\right) \circ \Delta(X) \tag{91}
\end{equation*}
$$

and this equation suffices to prove the above properties by a recursion over the augmentation degree of $H$, again in analogy to the study in the previous section.
3.4. Combinatorial DSEs from Hochschild cohomology. Having understood the mechanism which achieves locality step by step in the perturbative expansion, one realizes that this mechanism delivers the quantum equations of motion, our DSEs. Once more, they typically are of the form

$$
\begin{equation*}
\Gamma^{\underline{n}}=1+\sum_{\substack{\gamma \in H_{L}^{[1]} \\ \operatorname{res}(\gamma)=\underline{n}}} \frac{\alpha^{|\gamma|}}{\operatorname{Sym}(\gamma)} B_{+}^{\gamma}\left(X_{\mathcal{R}}^{\gamma}\right)=1+\sum_{\substack{\Gamma \in H_{L}(\Gamma)=\underline{n} \\ \text { res }}} \frac{\alpha^{|\Gamma|} \Gamma}{\operatorname{Sym}(\Gamma)}, \tag{92}
\end{equation*}
$$

where the first sum is over a finite (or countable) set of Hopf algebra primitives $\gamma$,

$$
\begin{equation*}
\Delta(\gamma)=\gamma \otimes e+e \otimes \gamma \tag{93}
\end{equation*}
$$

indexing the closed Hochschild one-cocycles $B_{+}^{\gamma}$ above, while the second sum is over all one-particle irreducible graphs contributing to the desired Green function, all weighted by their symmetry factors. Here, $\Gamma^{n}$ is to be regarded as a formal series

$$
\begin{equation*}
\Gamma^{\underline{n}}=1+\sum_{k \geq 1} c_{k}^{n} \alpha^{k}, c \frac{n}{k} \in H \tag{94}
\end{equation*}
$$

These coefficients of the perturbative expansion deliver form sub Hopf algebras in their own right [4].

There is a very powerful structure behind the above decomposition into Hopf algebra primitives - the fact that the sum over all Green functions $G^{r}$ is indeed the sum over all 1PI graphs, and this sum, the effective action, gets a very nice structure: $\prod \frac{1}{1-\gamma}$, a product over "prime" graphs - graphs which are primitive elements of the Hopf algebra and which index the closed Hochschild one-ccocycles, in complete factorization of the action. A single such Euler factor with its corresponding DSE and Feynman rules was evaluated in [10], a calculation which was entirely based on a generalization of our study: an understanding of the weight of contributions $\sim \ln (z)$ from a knowledge of the weight of such contributions of lesser degree in $\alpha$, dubbed propagator-coupling duality in [10]. Altogether, this allows to summarize the structure in QFT as a vast generalization of the introductory study in the previous sections. It turns out that even the quantum structure of gauge theories can be understood along these lines [4]. A full discussion is upcoming [1].

Let us finish this paper by a discussion of the role of matrices $M^{(\gamma)}$ which one can set up for any Hochschild closed one-cocycle $B_{+}^{\gamma}$ in the Hopf algebra. The above factorization indeed allows to gain a great deal of insight into QFT from studying these matrices separately, disentangling DSEs into one equation for each of them, of the form

$$
\begin{equation*}
F^{(\gamma)}(\alpha, z)=1+\alpha^{h} \int \mathcal{D}\left(\gamma, F^{(\gamma)}(\alpha, k)\right) \tag{95}
\end{equation*}
$$

where $\mathcal{D}\left(\gamma, F^{(\gamma)}(\alpha, k)\right)$ is the integrand for the primitive, which determines a residue which typically and fascinatingly is not a boring number $1,1 / 2, \ldots$ as in our previous examples, but a multiple zeta value in its own right [3]. Those are the numbers we should know and understand for the benefit of quantum field theory - know them as motives and understand the contribution of their DSE to the full non-perturbative theory.

The above gives a linear DSE whose solution can be obtained by a scaling Ansatz as before. This determines an equation

$$
\begin{equation*}
1=\alpha^{h l} J_{\gamma}\left(\operatorname{anom}_{\gamma}(\alpha)\right) \tag{96}
\end{equation*}
$$

leading to a dedicated anomalous dimension $\operatorname{anom}_{\gamma}(\alpha)$, just as we did before, with $J_{\gamma}$ an algebraic or transcendental function as to yet only known in very few examples. Realizing that the breaking of scaling is parametrized by insertions of logs into the integrand $\mathcal{D}$ with weights prescribed by the $\beta$-function of the theory one indeed finds a vast but fascinating generalization of the considerations before.

In particular, matrices $M^{(\gamma)}$ can be obtained from a systematic study of the action of operators $S \star Y^{k}$, where $Y$ is the grading wrt to the augmentation degree, which faithfully project onto the coefficients of $\ln ^{k}(z)$ apparent in the expansion of $\ln F^{(\gamma)}(\alpha, z)$, as in [10]. In our previous examples this was simply reflected by the fact that $S \star Y^{k}\left(t_{m}\right)=0$ for $m>k$, so that for example the coefficient of $\ln (z)$
was only given by the residue of $\phi\left(t_{1}\right)$, which upon exponentiation delivers the subdiagonal entries $M_{j+1, j}$, and similarly $S \star Y^{k}$ delivers the subdiagonals $M_{j+k, j}$. To work these matrices out for primitives $\gamma$ beyond one loop (essentially, [10] did it for one-loop) is a highly non-trivial exercise in QFT, with great potential though for progress in understanding of those renormalizable theories. Apart from the perturbative results well-published already, and the introductory remarks here and in [4], a detailed study of DSEs in QFT will be given in $[\mathbf{1}]$.
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# Phase transitions with spontaneous symmetry breaking on Hecke C*-algebras from number fields 

Marcelo Laca and Machiel van Frankenhuijsen

When one attempts to generalize the results of Bost and Connes $[\mathbf{B C}]$ to algebraic number fields, one has to face sooner or later the fact that in a number field there is no unique factorization in terms of primes. As is well known, this failure is twofold: the ring of integers has nontrivial units, and even if one considers integers modulo units, (equivalently the principal integral ideals), it turns out that factorization in terms of these can fail too, essentially because 'irreducible' does not mean 'prime'. The first difficulty, with the units, already arises in the situation of $[\mathbf{B C}$, Remark 33.b], but is easily dealt with by considering elements fixed by a symmetry corresponding to complex conjugation. In the existing generalizations the lack of unique factorization has been dealt with in various ways. It has been eliminated, through replacing the integers by a principal ring that generates the same field [HLe], it has been sidestepped, by basing the construction of the dynamical system on the additive integral adeles with multiplication by (a section of) the integral ideles [Coh], and it has been ignored, by considering an almost normal subgroup that makes no reference to multiplication [ALR]. These simplifications make the construction and analysis of interesting dynamical systems possible, but they come at a price. Indeed, the noncanonical choices introduced in [HLe] and [Coh] lead to phase transitions with groups of symmetries that are not obviously isomorphic to actual Galois groups of maximal abelian extensions, and have slightly perturbed zeta functions in the case of $[\mathbf{H L e}]$, while the units not included in the almost normal subgroup in [ALR], reappear as a (possibly infinite) group of symmetries under which KMS states have to be invariant, which causes severe difficulties in their computation.

Here we study the phase transition on the Hecke algebra of the almost normal inclusion of the full ' $a x+b$ ' group of algebraic integers of a number field in that of the field. This inclusion is a canonical one, arising from the ring inclusion of the integers in the field. A compactification of the group of units arises naturally and enables us to give, in Theorem 2, a full description of the associated Hecke algebra for all algebraic number fields and, in Theorem 6, a full description of the phase transition for class number one. We also state in the final section some preliminary

[^1]results on the phase transition for higher class numbers, Theorem 15. For fields of class number one we obtain a group of symmetries isomorphic to a Galois group, of the maximal abelian extension for purely imaginary fields, Proposition 9, and of the maximal abelian extension modulo complex conjugations for fields that have real embeddings, Proposition 10. However, these symmetry groups fail to act as one would wish, as Galois symmetries via the Artin map, on the values that $\mathrm{KMS}_{\infty}$ states take on an arithmetic Hecke algebra defined with coefficients in the field. Essentially the reason for this is that the arithmetic Hecke algebra is based on torsion alone, so only the real subfield of the maximal cyclotomic extension plays a role, Theorem 11. Thus our construction fails to generalize what is perhaps the most intriguing feature of the Bost-Connes system. On a positive note, recent work of Connes and Marcolli $[\mathbf{C M}]$ seems to provide the right context for such a generalization, at least for imaginary quadratic number fields.
The Hecke $\mathbf{C}^{*}$-algebra. We use the following notation: $\mathcal{K}$ will denote an algebraic number field with ring of integers $\mathcal{O}$. The invertible elements of $\mathcal{K}$ form a multiplicative group, which will be denoted by $\mathcal{K}^{*}$; since $\mathcal{K}$ is a field, these are simply the nonzero elements of $\mathcal{K}$. Similarly, the group of invertible elements (units) of $\mathcal{O}$ will be denoted by $\mathcal{O}^{*}$; notice that $\mathcal{O}^{*}$ is strictly smaller than the multiplicative semigroup $\mathcal{O}^{\times}$of nonzero integers.

Following $[\mathbf{B C}]$, but taking now into account the nontrivial group of units $\mathcal{O}^{*}$, we associate to the ring inclusion of $\mathcal{O}$ in $\mathcal{K}$ the inclusion of full ' $a x+b$ groups',

$$
P_{\mathcal{O}}:=\left(\begin{array}{cc}
1 & \mathcal{O}  \tag{1}\\
0 & \mathcal{O}^{*}
\end{array}\right) \subset P_{\mathcal{K}}:=\left(\begin{array}{cc}
1 & \mathcal{K} \\
0 & \mathcal{K}^{*}
\end{array}\right) .
$$

Strictly speaking, this is a not a generalization of the inclusion considered in $[\mathbf{B C}]$ but of the inclusion $\left(\begin{array}{cc}1 & \mathbb{Z} \\ 0 & \pm 1\end{array}\right) \subset\left(\begin{array}{cc}1 & \mathbb{Q} \\ 0 & \mathbb{Q}^{*}\end{array}\right)$ instead, cf. [BC, Remark 33.b].

The pair of groups in (1) is a Hecke pair (or an almost normal inclusion), which, by definition, means that every double coset contains finitely many right cosets, i.e $R(\gamma):=\left|P_{\mathcal{O}} \backslash P_{\mathcal{O}} \gamma P_{\mathcal{O}}\right|<\infty$. Indeed, for $\gamma=\left(\begin{array}{ll}1 & y \\ 0 & x\end{array}\right) \in P_{\mathcal{K}}$, a direct computation yields

$$
\begin{equation*}
R(\gamma)=\left[\mathcal{O}^{*}: \mathcal{O}_{y(\mathcal{O}+x \mathcal{O})^{-1}}^{*}\right] \cdot[\mathcal{O}:(\mathcal{O} \cap x \mathcal{O})] \tag{2}
\end{equation*}
$$

where $\mathcal{O}_{y(\mathcal{O}+x \mathcal{O})^{-1}}^{*}$ denotes the subgroup of $\mathcal{O}^{*}$ that fixes the elements of the fractional ideal $y(\mathcal{O}+x \mathcal{O})^{-1}$ of $\mathcal{K}$ modulo $\mathcal{O}$, i.e. $\mathcal{O}_{y(\mathcal{O}+x \mathcal{O})^{-1}}^{*}:=\left\{u \in \mathcal{O}^{*}: u r=\right.$ $r \bmod \mathcal{O}$ for each $\left.r \in y(\mathcal{O}+x \mathcal{O})^{-1}\right\}$, see $[\mathbf{L v F}$, Lemma 1.2]. It is also possible to prove that (1) is a Hecke pair, without computing (2), e.g. by first guessing the associated topological pair and then using [ $\mathbf{T z}$, Proposition 4.1], or by verifying directly the conditions of [LLar1, Proposition 1.7].

The Hecke algebra $\mathcal{H}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ is, by definition, the convolution *-algebra of complex-valued bi-invariant functions on $P_{\mathcal{K}}$ that are supported on finitely many double cosets. The convolution product, denoted here simply by juxtaposition, is defined by

$$
\begin{equation*}
f g(\gamma):=\sum_{\gamma_{1} \in P_{\mathcal{O}} \backslash P_{\mathcal{K}}} f\left(\gamma \gamma_{1}^{-1}\right) g\left(\gamma_{1}\right) \tag{3}
\end{equation*}
$$

which is a finite sum because each double coset contains finitely many right cosets. The involution is given by $f^{*}(\gamma)=\overline{f\left(\gamma^{-1}\right)}$, and the identity is the characteristic
function of $P_{\mathcal{O}}$. The same convolution formula, with $g$ replaced by a square integrable function $\xi$ on the space $P_{\mathcal{O}} \backslash P_{\mathcal{K}}$ defines a ${ }^{*}$-preserving, representation $\lambda$, the Hecke representation of $\mathcal{H}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ on the Hilbert space $\ell^{2}\left(P_{\mathcal{O}} \backslash P_{\mathcal{K}}\right)$ :

$$
\begin{equation*}
\lambda(f) \xi:=\sum_{\gamma_{1} \in P_{\mathcal{O}} \backslash P_{\mathcal{K}}} f\left(\gamma \gamma_{1}^{-1}\right) \xi\left(\gamma_{1}\right) \quad \text { for } f \in \mathcal{H} \text { and } \xi \in \ell^{2}\left(P_{\mathcal{O}} \backslash P_{\mathcal{K}}\right) \tag{4}
\end{equation*}
$$

The Hecke $C^{*}$-algebra $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ is, by definition, the norm closure of $\lambda\left(\mathcal{H}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)\right)$. It contains a faithful copy of the Hecke algebra because $\lambda(f)\left[P_{\mathcal{O}}\right]=f$ for every $f \in \mathcal{H}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ implies that $\lambda$ is injective. Both the Hecke algebra and $\mathrm{C}^{*}$-algebra come with a canonical time evolution by automorphisms $\left\{\sigma_{t}: t \in \mathbb{R}\right\}$, given by

$$
\begin{equation*}
\sigma_{t}(f)(\gamma)=(R(\gamma) / L(\gamma))^{i t} f(\gamma), \quad \gamma \in P_{\mathcal{K}}, t \in \mathbb{R} \tag{5}
\end{equation*}
$$

where $L(\gamma)$ denotes the number of left cosets in the double coset of $\gamma$, and is equal to $R\left(\gamma^{-1}\right)$. A routine calculation shows that this action is spatially implemented on $\ell^{2}\left(P_{\mathcal{O}} \backslash P_{\mathcal{K}}\right)$, by the one-parameter unitary group defined by $\left(U_{t} \xi\right)(\gamma)=$ $(R(\gamma) / L(\gamma))^{i t} \xi(\gamma)$ for $\xi \in \ell^{2}\left(P_{\mathcal{O}} \backslash P_{\mathcal{K}}\right)$. See $[\mathbf{K}, \mathbf{B i}, \mathbf{B C}]$ for details.

To describe our Hecke algebra we shall follow [BC] and consider certain special elements determined by the range of two maps $\mu$ and $\theta$ into $\mathcal{H}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$, which we define as follows. Let $N_{a}=|\mathcal{O} / a \mathcal{O}|$ be the absolute norm of $a \in \mathcal{O}^{\times}$, and, using square brackets to indicate the characteristic function of a subset of $P_{\mathcal{K}}$, let

$$
\mu_{a}:=\frac{1}{\sqrt{N_{a}}}\left[P_{\mathcal{O}}\left(\begin{array}{ll}
1 & 0  \tag{6}\\
0 & a
\end{array}\right) P_{\mathcal{O}}\right] .
$$

Also, for $r \in \mathcal{K}$, let

$$
\theta_{r}:=\frac{1}{R(r)}\left[P_{\mathcal{O}}\left(\begin{array}{ll}
1 & r  \tag{7}\\
0 & 1
\end{array}\right) P_{\mathcal{O}}\right]
$$

where $R(r):=\left[\mathcal{O}^{*}: \mathcal{O}_{r}^{*}\right]$ coincides with the number of right cosets in the double coset of $\left(\begin{array}{ll}1 & r \\ 0 & 1\end{array}\right)$, by (2).

The $\mu_{a}$ satisfy the relations

$$
\begin{align*}
& \mu_{w}=1, \quad w \in \mathcal{O}^{*}  \tag{8}\\
& \mu_{a}^{*} \mu_{a}=1 \quad a \in \mathcal{O}^{\times}  \tag{9}\\
& \mu_{a} \mu_{b}=\mu_{a b} \quad a, b \in \mathcal{O}^{\times} \tag{10}
\end{align*}
$$

from which it is clear that $\mu_{a}$ depends only on the class of $a$ in the semigroup $\mathcal{O}^{\times} / \mathcal{O}^{*}$, which is (canonically isomorphic to) the semigroup of principal integral ideals in $\mathcal{O}$. The relations say that $\mu$ is a representation of $\mathcal{O}^{\times} / \mathcal{O}^{*}$ by isometries.

The $\theta_{r}$ satisfy the relations

$$
\begin{align*}
& \theta_{0}=1  \tag{11}\\
& \theta_{w r+b}=\theta_{r}=\theta_{r}^{*}, \quad r \in \mathcal{K} / \mathcal{O}, w \in \mathcal{O}^{*}, b \in \mathcal{O}  \tag{12}\\
& \theta_{r} \theta_{s}=\frac{1}{R(r)} \frac{1}{R(s)} \sum_{u \in \mathcal{O}^{*} / \mathcal{O}_{r}^{*}} \sum_{v \in \mathcal{O}^{*} / \mathcal{O}_{s}^{*}} \theta_{u r+v s}, \quad r, s \in \mathcal{K} / \mathcal{O} . \tag{13}
\end{align*}
$$

By (12), $\theta_{r}$ is self-adjoint and depends only on the orbit of $r+\mathcal{O} \in \mathcal{K} / \mathcal{O}$ under the action of $\mathcal{O}^{*}$, and by (13), their linear span is a commutative, unital *subalgebra of $\mathcal{H}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$, which we denote by $\mathfrak{A}$. This algebra is universal for the relations (11) - (13) in the category of *-algebras, and its closure inside $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$
is a commutative, unital $\mathrm{C}^{*}$-algebra, denoted $A_{\theta}$, which is also universal for the same relations, in the category of $\mathrm{C}^{*}$-algebras, see $[\mathbf{L v F}$, Prop. 1.6].

The elements $\mu_{a}$ do not commute with the $\theta_{r}$, instead, they satisfy the relation:

$$
\begin{equation*}
\mu_{a} \theta_{r} \mu_{a}^{*}=\frac{1}{N_{a}} \sum_{b \in \mathcal{O} / a \mathcal{O}} \theta_{\frac{r+b}{a}}, \quad a \in \mathcal{O}^{\times}, r \in \mathcal{K} / \mathcal{O} \tag{14}
\end{equation*}
$$

[LvF, Prop. 1.7]. The right hand side of this relation can be interpreted as defining an action $\alpha$ of the semigroup $\mathcal{O}^{\times} / \mathcal{O}^{*}$ by endomorphisms of the *-algebra $\mathfrak{A}$ and of the $\mathrm{C}^{*}$-algebra $A_{\theta}$, given by

$$
\alpha_{a}\left(\theta_{r}\right):=\frac{1}{N_{a}} \sum_{b \in \mathcal{O} / a \mathcal{O}} \theta_{\frac{r+b}{a}} .
$$

That this defines indeed such an action follows easily from the left-hand side of (14) using the relations (8) - (10).

We pause briefly to review the notion of semigroup crossed product we will be using. When $S$ is a semigroup that acts by endomorphisms $\alpha_{s}$ of the unital C*-algebra $A$, we say that $(A, S, \alpha)$ is a semigroup dynamical system. A covariant pair for such a system is a pair $(\pi, v)$ consisting of a unital *-homomorphism $\pi$ of $A$ into a $\mathrm{C}^{*}$-algebra and a representation $v$ of $S$ by isometries in the same $\mathrm{C}^{*}$ algebra such that the covariance condition $\pi\left(\alpha_{s}(a)\right)=v_{s} \pi(a) v_{s}^{*}$ is satisfied for every $a \in A$ and $s \in S$. There is no loss of generality in taking the target $\mathrm{C}^{*}$-algebra to consist of operators on Hilbert space. The semigroup crossed product associated to ( $A, S, \alpha$ ) is the $\mathrm{C}^{*}$-algebra $A \rtimes_{\alpha} S$ generated by a universal covariant pair, that is, a pair through which each covariant pair factors. $A \rtimes_{\alpha} S$, taken together with its generating universal covariant pair is unique up to canonical isomorphism. When the endomorphisms $\alpha_{s}$ are injective, the component $\pi$ of the universal covariant pair is injective and it is customary to drop it from the notation and to think of $A \rtimes_{\alpha} S$ as being generated by a copy of $A$ and a semigroup of isometries $\left\{v_{s}: s \in S\right\}$ that are universal for the covariance condition. See [LR1] for more details on semigroup crossed products. The specific endomorphisms defined above are injective corner endomorphisms, this means that each $\alpha_{s}$ is an isomorphism of $A_{\theta}$ onto the corner $p_{s} A_{\theta} p_{s}$ determined by the projection $p_{s}=\alpha_{s}(1)$. See $[\mathbf{L} 2]$ for general facts about crossed products by semigroups of corner endomorphisms.

It turns out that the Hecke C*-algebra $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ is universal for the relations (8) - (10), and this allows us to describe it as a semigroup crossed product of the type discussed above. This description, or rather a slight modification thereof, will be crucial in our analysis of the KMS states. See [LvF, Prop. 1.7], [LvF, Prop. 1.8].

Theorem 1. The Hecke $C^{*}$-algebra $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ is canonically isomorphic to the $C^{*}$-algebra with presentation (8) - (14) and to the semigroup crossed product $A_{\theta} \rtimes_{\alpha}\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right)$. Similarly, the Hecke algebra is canonically isomorphic to the *algebra with presentation (8) - (14) and to the 'algebraic' semigroup crossed product $\mathfrak{A} \rtimes_{\alpha}\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right)$, which embeds in $A_{\theta} \rtimes_{\alpha}\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right)$ as the ${ }^{*}$-subalgebra spanned by the monomials $\mu_{a}^{*} \theta_{r} \mu_{b}$.

There still remains the task of understanding the $\mathrm{C}^{*}$-algebra $A_{\theta}$, since its nature is not at all obvious from the defining relations (11) - (13). It may thus come as a bit of a surprise that $A_{\theta}$ is itself a Hecke algebra that can also be viewed as a subalgebra of the group $\mathrm{C}^{*}$-algebra $C^{*}(\mathcal{K} / \mathcal{O})$. To see this, we observe first
that the subgroup $N:=\left(\begin{array}{cc}1 & \mathcal{K} \\ 0 & \mathcal{O}^{*}\end{array}\right)$ of $P_{\mathcal{K}}$ is normal and that the quotient $P_{\mathcal{K}} / N$ is isomorphic to $\mathcal{K}^{*} / \mathcal{O}^{*}$, the group of principal fractional ideals of $\mathcal{K}$. Moreover, the inclusions $P_{\mathcal{O}} \subset N \subset P_{\mathcal{K}}$ are in the conditions of [LLar1, Theorem 1.9]. This is not entirely obvious, since in particular, it requires the existence of a multiplicative cross section for $\mathcal{K}^{*} \rightarrow \mathcal{K}^{*} / \mathcal{O}^{*}$, shown to exist in $[\mathbf{L v F}$, Lemma 1.11]. We also notice that the action of $\mathcal{O}^{*}$ on $\mathcal{K}$ by multiplication induces an action on $\mathbb{C}[\mathcal{K} / \mathcal{O}]$ that has finite orbits, and thus has a fixed point algebra $\mathbb{C}[\mathcal{K} / \mathcal{O}]^{\mathcal{O}^{*}}$. At the level of $\mathrm{C}^{*}$-algebras, the analogous fixed point algebra $C^{*}(\mathcal{K} / \mathcal{O})^{\mathcal{O}^{*}}$ also exists, but this is more subtle since it depends on the existence of a compactification $\overline{\mathcal{O}^{*}}$ of $\mathcal{O}^{*}$, obtained either by taking the inverse limit of finite groups $\mathcal{O}^{*} / \mathcal{O}_{1 / a}^{*}$, as $a$ tends to infinity multiplicatively in $\mathcal{O}^{\times} / \mathcal{O}^{*}$, or by closing the diagonally embedded copy of $\mathcal{O}^{*}$ in the finite integral ideles, acting on the dual of $\mathcal{K} / \mathcal{O}$, see [LvF, Lemma 2.3] and the ensuing discussion.

Proposition 2. The $C^{*}$-algebra $A_{\theta}$, with presentation (11) - (13), is canonically isomorphic to the Hecke $C^{*}$-algebra $C_{r}^{*}\left(N, P_{\mathcal{O}}\right)$ of the 'intermediate' Hecke inclusion $P_{\mathcal{O}} \subset N$, and to the fixed point algebra $C^{*}(\mathcal{K} / \mathcal{O})^{\mathcal{O}^{*}}=C^{*}(\mathcal{K} / \mathcal{O})^{\overline{\mathcal{O}^{*}}}$. Similarly, the ${ }^{*}$-algebra $\mathfrak{A}$, with the same presentation, is canonically isomorphic to the Hecke algebra $H\left(N, P_{\mathcal{O}}\right)$, and to the fixed point algebra $\mathbb{C}[\mathcal{K} / \mathcal{O}]^{\mathcal{O}^{*}}$. This gives canonical isomorphisms at the level of $C^{*}$-algebras:

$$
\begin{equation*}
C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right) \cong C_{r}^{*}\left(N, P_{\mathcal{O}}\right) \rtimes\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right) \cong C_{r}^{*}(\mathcal{K} / \mathcal{O})^{\mathcal{O}^{*}} \rtimes\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right) \tag{15}
\end{equation*}
$$

and of ${ }^{*}$-algebras

$$
\begin{equation*}
\mathcal{H}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right) \cong \mathcal{H}\left(N, P_{\mathcal{O}}\right) \rtimes\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right) \cong \mathbb{C}[\mathcal{K} / \mathcal{O}]^{\mathcal{O}^{*}} \rtimes\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right) \tag{16}
\end{equation*}
$$

See $[\mathbf{L v F}$, Theorem 1.10] and $[\mathbf{L v F}$, Theorem 2.5] for the proofs of these assertions. We shall need yet another (dual, adelic) version of the crossed product (15), but before going into such considerations, we digress momentarily to discuss the $\mathrm{C}^{*}$-algebra generated by the isometries $\mu_{a}$. Using (14) and the multiplication rules of the $\theta_{r}$ 's, one shows $[\mathbf{L v F}$, Proposition 1.8] that if $a$ and $b$ have a least common multiple $[a, b] \in \mathcal{O}^{\times} / \mathcal{O}^{*}$, then

$$
\begin{equation*}
\mu_{a} \mu_{a}^{*} \mu_{b} \mu_{b}^{*}=\mu_{[a, b]} \mu_{[a, b]}^{*} \tag{17}
\end{equation*}
$$

In the particular case of a field $\mathcal{K}$ of class number one, least upper bounds always exist and are defined up to units, so (17) says that the range projections $\mu_{a} \mu_{a}^{*}$ respect the lattice structure of the semigroup $\mathcal{O}^{\times} / \mathcal{O}^{*}$, in the sense that the product of projections corresponds to the operation of taking least common multiples. Thus, when $\mathcal{K}$ is of class number one, $C^{*}\left(\mu_{a}: a \in \mathcal{O}^{\times} / \mathcal{O}^{*}\right)$ is universal for the relations (8) - (10) and (17), that is, for Nica-covariant isometric representations [ $\mathbf{N i} \mathbf{i}]$, and is isomorphic to the Toeplitz $\mathrm{C}^{*}$-algebra of $\mathcal{O}^{\times} / \mathcal{O}^{*}$, by an easy application of [LR1, Theorem 3.7].
The adelic semigroup crossed product. Being unital and commutative, the C*algebra $A_{\theta} \cong C^{*}(\mathcal{K} / \mathcal{O})^{\mathcal{O}^{*}}$ is isomorphic to the continuous functions on a compact Hausdorff topological space, and clearly this space ought to be better understood in terms of the dual of $\mathcal{K} / \mathcal{O}$. With this purpose in mind, we begin by recalling that the adeles $\mathbb{A}(\mathcal{K})$ of $\mathcal{K}$ are the restricted product

$$
\mathbb{A}(\mathcal{K}):=\prod_{v \in M_{\mathcal{K}}^{0}}\left(\mathcal{K}_{v} ; \mathcal{O}_{v}\right) \times \prod_{v \in M_{\mathcal{K}}^{\infty}} \mathcal{K}_{v}
$$

where $\mathcal{K}_{v}$ denotes the completion of $\mathcal{K}$ with respect to either the nonarchimedean absolute values $v \in M_{\mathcal{K}}^{0}$ (the finite places) or the archimedean ones $v \in M_{\mathcal{K}}^{\infty}$ (the infinite places), and $\mathcal{O}_{v}$ denotes the $v$-completion of $\mathcal{O}$, which is the maximal compact open subring of $\mathcal{K}_{v}$. The compact ring of finite integral adeles is $\mathcal{R}:=$ $\prod_{v \in M_{\mathcal{K}}^{0}} \mathcal{O}_{v}$, and its group of units, the finite integral ideles, is $W:=\prod_{v \in M_{\mathcal{K}}^{0}} \mathcal{O}_{v}^{*}$.

As in [Ta], a self-dual Haar measure on $\mathbb{A}(\mathcal{K})$ gives a duality pairing of $\mathbb{A}(\mathcal{K})$ to itself,

$$
\langle a, b\rangle:=\chi_{\mathbb{A}(\mathbb{Q})}\left(\operatorname{Tr}_{\mathbb{A}(\mathcal{K}) / \mathbb{A}(\mathbb{Q})}(a b)\right)=\prod_{p=\infty, 2,3, \cdots} \exp \left(2 \pi i \lambda_{p}\left(\sum_{v \mid p} \operatorname{Tr}_{\mathcal{K}_{v} / \mathbb{Q}_{p}} a_{v} b_{v}\right)\right)
$$

where for each finite prime $p$ and $z \in \mathbb{Q}_{p}$ we choose a rational number $\lambda_{p}(z)$ such that $z-\lambda_{p}(z) \in \mathbb{Z}_{p}$, and for $p=\infty$, we set $\lambda_{p}(z)=-z$; the exponentials are well defined because $\lambda_{p}$ is determined modulo $\mathbb{Z}$. See the beginning of [ $\mathbf{L v F}$, Section 2] for more details. By passing to subgroups and quotients, this pairing induces an isomorphism of compact groups

$$
\widehat{\mathcal{K} / \mathcal{O}} \cong \mathcal{D}^{-1} \times \prod_{v \in M_{\mathcal{K}}^{\infty}}\{0\}
$$

where $\mathcal{D}^{-1}$ is the product, over the finite places, of the local inverse differents

$$
\mathfrak{D}_{v}^{-1}:=\left\{b \in \mathcal{K}_{v}: \operatorname{Tr}_{\mathcal{K}_{v} / \mathbb{Q}_{p}}(a b) \in \mathbb{Z}_{p} \text { for all } a \in \mathcal{O}_{v}\right\}
$$

see $[\mathbf{L v F}$, Proposition 2.1].
Since $\overline{\mathcal{O}^{*}}$ is a subgroup of $W$, and $W$ leaves the set $\mathcal{D}^{-1} \subset \mathcal{R}$ invariant under multiplication, there is a restricted action of $\overline{\mathcal{O}^{*}}$ on $\mathcal{D}^{-1}$ which obviously has compact orbits. Taking the quotient with respect to this action gives a compact, Hausdorff orbit space $\Omega:=\mathcal{D}^{-1} / \overline{\mathcal{O}^{*}}$.

Theorem 3. The duality pairing of $\mathcal{K} / \mathcal{O}$ with $\mathcal{D}^{-1}$ induces a homeomorphism of the orbit space $\Omega$ to the maximal ideal space of $A_{\theta}$. The transposition to $C(\Omega)$ of the action $\alpha$ of $\mathcal{O}^{\times} / \mathcal{O}^{*}$ by endomorphisms of $A_{\theta}$ via this homeomorphism is given by

$$
\alpha_{a}(f)(x):= \begin{cases}f\left(a^{-1} x\right) & \text { if } x \in a \Omega  \tag{18}\\ 0 & \text { if } x \notin a \Omega\end{cases}
$$

for $a \mathcal{O}^{*} \in \mathcal{O}^{\times} / \mathcal{O}^{*}$ and $f \in C(\Omega)$. Moreover, a representation of the crossed product $C(\Omega) \rtimes_{\alpha}\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right)$ is faithful if and only if it is faithful on $C(\Omega)$, and, in particular, $C(\Omega) \rtimes_{\alpha}\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right)$ is canonically isomorphic to $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$.

See $[\mathbf{L v F}$, Theorem 2.5] for a more detailed statement and the proof.
Remark 4. When $\mathcal{K}=\mathbb{Q}$, the unit group is $\mathcal{O}^{*}=\{ \pm 1\}$ and [BC, Remark 33.b] shows that the Hecke $\mathrm{C}^{*}$-algebra of $P_{\mathcal{O}} \subset P_{\mathcal{K}}$ is the subalgebra of the BostConnes $C^{*}$-algebra consisting of fixed points under conjugation by $\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. It is also interesting to compare our Hecke $\mathrm{C}^{*}$-algebra to that of the almost normal inclusion

$$
\Gamma_{\mathcal{O}}:=\left(\begin{array}{cc}
1 & \mathcal{O} \\
0 & 1
\end{array}\right) \quad \subset \quad \Gamma_{\mathcal{K}}:=\left(\begin{array}{cc}
1 & \mathcal{K} \\
0 & \mathcal{K}^{*}
\end{array}\right)
$$

considered in [ALR]. Using a cross section $s: \mathcal{O}^{\times} / \mathcal{O}^{*} \rightarrow \mathcal{O}^{\times}$, as constructed in $\left[\mathbf{L v F}\right.$, Lemma 1.11], it is possible to embed $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ as a $\mathrm{C}^{*}$-subalgebra $H_{s}$ of $C_{r}^{*}\left(\Gamma_{\mathcal{K}}, \Gamma_{\mathcal{O}}\right)$, in such a way that

$$
C_{r}^{*}\left(\Gamma_{\mathcal{K}}, \Gamma_{\mathcal{O}}\right)^{\overline{\mathcal{O}^{*}}} \cong H_{s} \otimes C^{*}\left(\mathcal{O}^{*}\right)
$$

See [ $\mathbf{L v F}$, Proposition 2.7].
A phase transition theorem. The adelic semigroup crossed product $C(\Omega) \rtimes_{\alpha}$ $\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right)$ gives a complementary version of the $\mathrm{C}^{*}$-dynamical system $\left(C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right), \sigma\right)$ on which the time evolution is given by

$$
\begin{equation*}
\sigma_{t}\left(v_{a}^{*} f v_{b}\right)=\left(N_{b} / N_{a}\right)^{i t} v_{a}^{*} f v_{b} \quad t \in \mathbb{R} \tag{19}
\end{equation*}
$$

for $a, b \in \mathcal{O}^{\times}$and $f \in C(\Omega)$. There is a natural strongly continuous action $\gamma$ of the group $W / \overline{\mathcal{O}^{*}}$ as symmetries. For $\chi \in W / \overline{\mathcal{O}^{*}}$ let $f_{\chi}(x):=f(\chi x)$ for $x \in \Omega$, and let

$$
\gamma_{\chi}\left(v_{a}^{*} f v_{b}\right)=v_{a}^{*} f_{\chi} v_{b}
$$

Since $\gamma$ obviously commutes with $\sigma$, these are symmetries of the $\mathrm{C}^{*}$-dynamical system $\left(C(\Omega) \rtimes\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right), \sigma\right)$.

Back at the level of the Hecke $\mathrm{C}^{*}$-algebra, where the time evolution is given by (5), the symmetries are given by

$$
\gamma_{\chi}\left(\theta_{r}\right)=\theta_{\chi r}
$$

where the product of $\chi \in W / \overline{\mathcal{O}^{*}}$ by $(r+\mathcal{O}) / \mathcal{O}^{*} \in(\mathcal{K} / \mathcal{O})^{\mathcal{O}^{*}}$ is a well defined class in $(\mathcal{K} / \mathcal{O})^{\mathcal{O}^{*}}$ because, in the adelic picture,

$$
\gamma_{\chi}\left(\hat{\theta}_{r}\right)(z)=\frac{1}{R(r)} \sum_{u \in \mathcal{O}^{*} / \mathcal{O}_{r}^{*}} \hat{\delta}_{u r}(\chi z)=\frac{1}{R(r)} \sum_{u \in \mathcal{O}^{*} / \mathcal{O}_{r}^{*}} \chi_{\mathbb{A}(\mathbb{Q})}\left(\operatorname{Tr}_{\mathbb{A}(\mathcal{K}) / \mathbb{A}(\mathbb{Q})}(r u \chi z)\right) .
$$

We recall that in the crossed product picture, $\sigma$ is induced from the dual action $\hat{\alpha}$ of $\widehat{\mathcal{K}^{*} / \mathcal{O}^{*}}$ via the norm cf. [L1]. We denote also by $\hat{\alpha}$ the corresponding action at the level of $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$, and notice that its fixed point algebra is $A_{\theta}$. This becomes relevant in the following theorem because the equilibrium condition forces full $\hat{\alpha}$-invariance on the KMS states. This is due to the stability of equilibrium and is a strictly stronger property than just $\sigma$-invariance, since for instance, when the norm is not injective on principal integral ideals, $\overline{\sigma_{\mathbb{R}}}$ is strictly smaller than $\hat{\alpha_{\mathcal{K}} / \mathcal{O}^{*}}$.

We need to consider a subset of the orbit space to parametrize the extreme KMS states.

Definition 5. An extreme point of the inverse different (or an extreme inverse different) is, by definition, an element $\chi$ of $\mathcal{D}^{-1}$ such that $\chi \mathcal{R}=\mathcal{D}^{-1}$; equivalently, $\chi$ has $v$-component of maximal absolute value (minimal exponential valuation $v$ ) in $\mathfrak{D}_{v}^{-1}$ at every finite place $v$. The set of extreme points will be denoted by $\partial \mathcal{D}^{-1}$, and the corresponding set of orbits by $\partial \Omega$.

Theorem 6. Suppose $\mathcal{K}$ is an algebraic number field with class number $h_{\mathcal{K}}=1$. Let $\left(C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right), \sigma\right)$ be the Hecke $C^{*}$-dynamical system associated to the almost normal inclusion $P_{\mathcal{O}} \subset P_{\mathcal{K}}$, and let $\gamma$ be the action of $W / \overline{\mathcal{O}^{*}}$ as symmetries of this system. Then all $K M S_{\beta}$ states are $\hat{\alpha}$-invariant, and hence determined by their values on the generators $\theta_{r}$ of $A_{\theta} \subset C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$. Moreover,
(i) for each $\beta \in[0, \infty]$ there exists a unique $W / \overline{\mathcal{O}^{*}}$-invariant $K M S_{\beta}$ state $\phi_{\beta}$ of $\sigma$, given by

$$
\phi_{\beta}\left(\theta_{r}\right)=N_{b}^{-\beta} \prod_{p \mid b}\left(\frac{1-N_{p}^{\beta-1}}{1-N_{p}^{-1}}\right)
$$

with $r=a / b$, for $a, b \in \mathcal{O}^{\times}$, in reduced form.
(ii) For $\beta \in[0,1]$ the state $\phi_{\beta}$ is the unique $K M S_{\beta}$ state for $\sigma$; it is a type III hyperfinite factor state when $\beta \neq 0$.
(iii) For $\beta \in(1, \infty]$, the extreme $K M S_{\beta}$ states are indexed by $\partial \Omega$, the $\overline{\mathcal{O}^{*}}$-orbits of extreme points in the inverse different:

- The extreme ground states are pure and faithful, and are given by

$$
\phi_{\chi, \infty}\left(\theta_{r}\right)=\frac{1}{R(r)} \sum_{u \in \mathcal{O}^{*} / \mathcal{O}_{r}^{*}}\langle r, u \chi\rangle
$$

where $R(r)=\left|\mathcal{O}^{*} / \mathcal{O}_{r}^{*}\right|$, the element $\chi \in \partial \mathcal{D}^{-1}$ is a representative of an $\overline{\mathcal{O}^{*}}$-orbit, and $\langle\cdot, \cdot\rangle$ indicates the duality pairing between $\mathcal{K} / \mathcal{O}$ and $\mathcal{D}^{-1}$; ground states corresponding to different $\overline{\mathcal{O}^{*}}$-orbits are mutually inequivalent.

- For $\beta \in(1, \infty)$ the extreme $K M S_{\beta}$ states are given by

$$
\phi_{\chi, \beta}\left(\theta_{r}\right)=\frac{1}{\zeta_{\mathcal{K}}(\beta)} \sum_{a \in \mathcal{O}^{\times} / \mathcal{O}^{*}} N_{a}^{-\beta}\left(\frac{1}{R(r)} \sum_{u \in \mathcal{O}^{*} / \mathcal{O}_{r}^{*}}\langle a r, u \chi\rangle\right),
$$

where $\zeta_{\mathcal{K}}$ denotes the Dedekind zeta function of $\mathcal{K}$.
The state $\phi_{\chi, \beta}$ is quasiequivalent to $\phi_{\chi, \infty}$ and the map $T_{\beta}: \phi_{\chi, \infty} \mapsto \phi_{\chi, \beta}$ extends to an affine isomorphism of the simplex of $K M S_{\infty}$ states onto the $K M S_{\beta}$ states. The action of the symmetry group $W / \overline{\mathcal{O}^{*}}$ on the extreme $K M S_{\beta}$ states, given by $\gamma_{w}\left(\phi_{\chi, \beta}\right)=\phi_{\chi, \beta} \circ \gamma_{w}=\phi_{\chi w, \beta}$, is free and transitive.
(iv) The eigenvalue list of the Hamiltonian $H_{\chi}$ associated to $\phi_{\chi, \infty}$ is $\left\{\log N_{a}: a \in\right.$ $\left.\mathcal{O}^{\times} / \mathcal{O}^{*}\right\}$ for every $\chi$, so the 'represented partition function' $\operatorname{Tr} e^{\beta H_{\chi}}$ is independent of $\chi$ and equals the Dedekind zeta function $\zeta_{\mathcal{K}}(\beta)$ of $\mathcal{K}$.

For $\beta>1$ the proof is a straightforward application of $[\mathbf{L} 1$, Theorem ], while for $\beta \in(0,1)$ we first need to compute the minimal automorphic extension of the renormalization semigroup.

Proposition 7. Denote the finite adeles over $\mathcal{K}$ by $\mathbb{A}^{0}(\mathcal{K})$. The semigroup crossed product $C(\Omega) \rtimes\left(\mathcal{O}^{\times} / \mathcal{O}^{*}\right)$ is canonically isomorphic to the full corner of $C_{0}\left(\mathbb{A}^{0}(\mathcal{K})^{\overline{\mathcal{O}^{*}}}\right) \rtimes\left(\mathcal{K}^{*} / \mathcal{O}^{*}\right)$ determined by the projection $1_{\Omega} \in C_{0}\left(\mathbb{A}^{0}(\mathcal{K})^{\overline{\mathcal{O}^{*}}}\right)$.

Proof. By uniqueness of the minimal automorphic extension of the semigroup action $\alpha$, it suffices to check that $\left\{q_{\star} f \in C_{0}\left(\mathbb{A}^{0}(\mathcal{K})^{\mathcal{O}^{*}}\right): q \in \mathcal{K}^{*} / \mathcal{O}^{*}, f \in C(\Omega)\right\}$ is dense in $C_{0}\left(\mathbb{A}^{0}(\mathcal{K})^{\overline{\mathcal{O}^{*}}}\right)$, and this is easy to see from the density of $\bigcup_{q} q^{-1} \Omega$ in $\mathbb{A}^{0}(\mathcal{K})^{\overline{\mathcal{O}^{*}}}$.

The proof of uniqueness in the case $\beta \in(0,1)$ is by a modified version of Neshveyev's ergodicity proof $[\mathbf{N}]$. See Propositions 3.2, 3.3, and 3.4 of $[\mathbf{L v F}]$.

Proposition 8. Let $\mu$ on $\mathbb{A}^{0}(\mathcal{K})^{\overline{\mathcal{O}^{*}}}$ be a positive measure, which we view, indistinctly, also as a positive linear functional on $C_{0}\left(\mathbb{A}^{0}(\mathcal{K})^{\mathcal{O}^{*}}\right)$. If $\mu$ satisfies

$$
\begin{equation*}
\mu(\Omega)=1 \quad \text { and } \quad q_{\star} \mu=N_{q}^{\beta} \mu, \quad \text { where } \quad q_{\star} \mu(X)=\mu\left(q^{-1} X\right) \tag{20}
\end{equation*}
$$

then the state $\phi_{\mu}$ of $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ obtained by restricting $\mu \circ E_{\gamma}$ is a $K M S_{\beta}$ state. Conversely, every KMS state arises this way, in fact, the map $\mu \mapsto \phi_{\mu}$ is an affine isomorphism of simplices. For each $\beta \in(0,1]$ and any measure $\mu$ satisfying (20), the action of $\mathcal{K}^{*} / \mathcal{O}^{*}$ on $\mathbb{A}^{0}(\mathcal{K})^{\overline{\mathcal{O}^{*}}}$ is ergodic.

Connection with Classfield theory. Using the Artin map it is possible to show that the symmetry groups parametrizing the phase transition at low temperature are isomorphic to Galois groups.

Proposition 9. If $\mathcal{K}$ is a number field of class number one with no real embeddings, then $W / \overline{\mathcal{O}^{*}}$ is isomorphic to $G\left(\mathcal{K}^{a b}: \mathcal{K}\right)$. Via this isomorphism, the extreme $K M S_{\beta}$ states of the system $\left(C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right), \sigma\right)$ for $\beta>1$ are indexed by the complex embeddings of the maximal abelian extension $\mathcal{K}^{a b}$ of $\mathcal{K}$.

Proposition 10. If the class number of $\mathcal{K}$ is still one, but there are nontrivial unramified extensions (at the finite places), then extreme $K M S_{\beta}$ states for $\beta>1$ are indexed by the complex embeddings of the maximal abelian extension, modulo the complex conjugations over each real embedding of $\mathcal{K}$.

It is also possible to define another action of $W / \overline{\mathcal{O}^{*}}$, coming from 'arithmetic' symmetries, on extreme $\mathrm{KMS}_{\infty}$ states. First define an arithmetic Hecke algebra $\mathcal{K}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ to be the algebra over $\mathcal{K}$ generated by the $\theta_{r}$ and the $\mu_{a}$. Evaluation of an extreme $\mathrm{KMS}_{\infty}$ state on $\theta_{r}$ corresponds to evaluation of $\hat{\theta}_{r}$ on (the $W / \overline{\mathcal{O}^{*}}$ - orbit of) a point in the extreme inverse different. Since $\hat{\theta}_{r}$ is a $\mathbb{Q}$-linear combination of characters, it follows that the image of $\mathcal{K}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ under an extreme $\mathrm{KMS}_{\infty}$ state is contained in the maximal cyclotomic extension of $\mathcal{K}$, and hence there is an action of $G\left(\mathcal{K}^{a b}: \mathcal{K}\right)$ on the values of extreme $\mathrm{KMS}_{\infty}$ states. The arithmetic action of $W / \overline{\mathcal{O}^{*}}$ is obtained by pulling this back via the isomorphism of Proposition 9. That these two actions coincide for $\mathcal{K}=\mathbb{Q}[\mathbf{B C}$, Proposition 20] is an important feature of the Bost-Connes system. But this feature does not carry over to our Hecke algebras: one can compute both actions and see how they differ when $\mathcal{K} \neq \mathbb{Q}$.

THEOREM 11. The geometric (free, transitive) action of $W / \overline{\mathcal{O}^{*}}$ on extreme $K M S_{\infty}$ states from Theorem 6 coincides with the arithmetic action of $W / \overline{\mathcal{O}^{*}}$ obtained via the Artin map of class field theory, using Proposition 9 and the Galois action on their values, $\phi_{\chi, \infty}\left(\theta_{r}\right)$, if and only if $\mathcal{K}=\mathbb{Q}$.

Proof. Let $\phi_{\chi, \infty}$ be an extreme $\mathrm{KMS}_{\infty}$ state, and let $j$ be an idele. The action of $j$, viewed as a symmetry of $\Omega=\mathcal{D}^{-1} / \overline{\mathcal{O}^{*}}$, on $\phi_{\chi, \infty}$ is given by

$$
\phi_{\chi, \infty}\left(\theta_{r}\right) \mapsto \phi_{j \chi, \infty}\left(\theta_{r}\right)=\frac{1}{R(r)} \sum_{u \in \mathcal{O}^{*} / \mathcal{O}_{r}^{*}} \chi_{\mathbb{A}(\mathbb{Q})}\left(\operatorname{Tr}_{\mathbb{A}(\mathcal{K}) / \mathbb{A}(\mathbb{Q})}(j r u \chi)\right) .
$$

Next we compute the action of the idele $j$, viewed now as a Galois element acting on the values of the extreme KMS states via the Artin map from class field theory using Proposition 9. Note first that the complex number $\phi_{\chi, \infty}\left(\theta_{r}\right)$ is a linear combination, with rational coefficients, of character values of the profinite group $\mathcal{K} / \mathcal{O}$, and thus is in the maximal cyclotomic extension of $\mathcal{K}$, in fact it is on the real subfield thereof, because the $\theta_{r}$ are self-adjoint. By class field theory, the Galois action of an idele $j \in W$, when restricted to $\mathbb{Q}^{c y c l}$, coincides with the action of $N(j)$, where $N(j)$ is the norm of $j$ to the rational ideles (see [We, Corollary 1, p. 246]). Thus the Galois action of $j$ on values of $\mathrm{KMS}_{\infty}$ states is given by

$$
\phi_{\chi, \infty}\left(\theta_{r}\right) \mapsto \frac{1}{R(r)} \sum_{u \in \mathcal{O}^{*} / \mathcal{O}_{r}^{*}} \chi_{\mathbb{A}(\mathbb{Q})}\left(\operatorname{Tr}_{\mathbb{A}(\mathcal{K}) / \mathbb{A}(\mathbb{Q})}(N(j) r u \chi)\right),
$$

where we have replaced $N(j) \operatorname{Tr}_{\mathbb{A}(\mathcal{K}) / \mathbb{A}(\mathbb{Q})}($ ruұ $)$ by $\operatorname{Tr}_{\mathbb{A}(\mathcal{K}) / \mathbb{A}(\mathbb{Q})}(N(j)$ ruұ $)$ using the $\mathbb{A}(\mathbb{Q})$-linearity of the trace. If we now take $j$ to be a rational idele, then $N(j)=j^{d}$,
where $d=\operatorname{deg}(\mathcal{K} / \mathbb{Q})$, and it follows that the two actions are different unless $d=1$, i.e. unless $\mathcal{K}=\mathbb{Q}$.

Remark 12. The particular case of Corollary 9 corresponding to the nine quadratic imaginary fields of class number one, i.e. $\mathcal{K}=\mathbb{Q}[\sqrt{-d}]$ for $d=1,2,3,7,11$, $19,43,67,163$, is already implicit in [HLe]. As indicated by Harari and Leichtnam, the argument of $[\mathbf{B C}$, Remark $33 . b)]$ can be used to show that $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ is the fixed point algebra of their Hecke C*-algebra $C^{*}\left(\Gamma_{S}, \Gamma_{\mathcal{O}}\right)$ under the action of $\mathcal{O}^{*}$, see also [LLar1, Example 2.9]. That the extreme $\operatorname{KMS}_{\beta}$ states of $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$ for $\beta>1$ are indexed by $\mathcal{G}\left(\mathcal{K}^{a b}: \mathcal{K}\right)$ then follows from [HLe, Theorem 0.2 and Proposition 8.5].

This observation and the final remarks [HLe, pp. 241-242] concerning the Artin map, were a strong motivation for the present work, by reinforcing our belief that the almost normal inclusion of full " $a x+b$ " groups considered here might lead to groups of symmetries isomorphic to the right Galois groups, and by suggesting that an appropriate compactification of $\mathcal{O}^{*}$, like the one given in Lemma 2.3 of $[\mathbf{L v F}]$, was the key to understand the corresponding Hecke C*-algebra.

Higher class numbers. ${ }^{1}$ When the class number $h_{\mathcal{K}}$ of $\mathcal{K}$ is larger than 1 , the 'renormalization semigroup' $\mathcal{O}^{\times} / \mathcal{O}^{*}$ appearing in the crossed product version of the Hecke algebra is not lattice-ordered, so [L1, Theorem 12] cannot be used to study the phase transition. However, $\mathcal{O}^{\times} / \mathcal{O}^{*}$ is isomorphic to the semigroup of principal integral ideals, which embeds in the lattice-ordered (free, abelian) semigroup $\mathcal{I}^{+}$of all integral ideals. This lattice has a counterpart in the Hecke algebra, given by the characteristic functions of the clopen sets

$$
\Omega_{\mathfrak{a}}:=\bigcup_{a \in \mathfrak{a}} a \mathcal{D}^{-1} / \overline{\mathcal{O}^{*}}=\left\{\omega \in \Omega: v(\omega) \geq v(\mathfrak{a})+v\left(\mathfrak{D}_{v}^{-1}\right) \text { for all } v \in M_{\mathcal{K}}^{0}\right\} \quad \mathfrak{a} \in \mathcal{I}^{+}
$$

Let $P_{\mathfrak{a}}$ denote the associated projection. Because of the isomorphism of Theorem 3 one may view $P_{\mathfrak{a}}$ indistinctly as function on $\Omega$ and as an element of $A_{\theta}$. The projections $P_{\mathfrak{a}}$ form a lattice that extends the family of range projections of the isometries $\mu_{a}$. Indeed, if $\mathfrak{a}$ is principal, say, $\mathfrak{a}=(a)$, then $P_{(a)}=\alpha_{a}(1)=\mu_{a} \mu_{a}^{*}$, see [ALR, Proposition3.4]. This lattice is the key to the following extension of $[\mathbf{L} 1$, Theorem 12], and thus to the computation of the KMS states.

Theorem 13. Assume $0<\beta<\infty$, and let $\phi$ be a state of $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right)$. Then the following are equivalent:
(i) $\phi$ is a $K M S_{\beta}$ state
(ii) $\phi=\phi \circ E_{\hat{\alpha}}$ and $\phi \circ \alpha_{a}=N_{a}^{-\beta} \phi$ for every $a \in \mathcal{O}^{\times} / \mathcal{O}^{*}$.

Characterizing ground states is more involved, and we have only been able to do it under the extra assumption of $\hat{\alpha}$-invariance. Even then, there is an unexpected feature: in contrast with the case $h_{\mathcal{K}}=1$, when we view a ground state as a measure on $\Omega$, we find that its support is not restricted to the set of orbits of points in $\mathcal{D}^{-1}$ with maximal absolute value at every place.

Proposition 14. The following are equivalent for an $\hat{\alpha}$-invariant state $\phi$ of $C_{r}^{*}\left(P_{\mathcal{K}}, P_{\mathcal{O}}\right) \cong C(\Omega) \rtimes \mathcal{O}^{\times} / \mathcal{O}^{*}$ :
(i) $\phi$ is a ground state.

[^2](ii) $\phi\left(\mu_{b}^{*} \mu_{a} \mu_{a}^{*} \mu_{b}\right)=0$ whenever $N_{a}>N_{b}$.
(iii) $\phi$ is supported on the set $\Omega_{0}:=\bigcap_{N_{x}>1}\left(\Omega_{[x, 1]}\right)^{c}$

It follows that the $\hat{\alpha}$-invariant ground states form a Choquet simplex affinely isomorphic to the Borel probability measures on $\Omega_{0}$.

For example, to obtain the equivalence between (ii) and (iii), one uses the endomorphism $\beta_{b}$, right inverse to $\alpha_{b}$ such that $\alpha_{b} \circ \beta_{b}$ is multiplication by $\alpha_{b}(1)$ on $A_{\theta}$. By the covariance condition (14) and its consequences, $\mu_{b}^{*} \mu_{a} \mu_{a}^{*} \mu_{b}=\beta_{b} \circ \alpha_{a}(1)=$ $P_{a /(a, b)}$. This projection, in turn, equals $P_{[x, 1]}$, with $x=a / b$, and $N_{x}>1$ iff $N_{a}>N_{b}$.

But not every ground state is a limit of $\mathrm{KMS}_{\beta}$ states. Indeed, from the characterization of $\mathrm{KMS}_{\beta}$ states at finite temperature it is easy to deduce that they satisfy

$$
N_{b}^{-\beta} \phi_{n}\left(b^{*} a a^{*} b\right)=\phi\left(b b^{*} a a^{*} b b^{*}\right)=\phi\left(b b^{*} a a^{*}\right)=\phi\left(a a^{*} b b^{*} a a^{*}\right)=N_{a}^{-\beta} \phi\left(a^{*} b b^{*} a\right)
$$

so, assuming $N_{a}=N_{b}$ and taking limits as $\beta \rightarrow \infty$, we get that $\mathrm{KMS}_{\infty}$ states satisfy

$$
\begin{equation*}
\phi\left(\beta_{b} \circ \alpha_{a}(1)\right)=\phi\left(\beta_{a} \circ \alpha_{b}(1)\right) \quad \text { when } N_{a}=N_{b} . \tag{21}
\end{equation*}
$$

Define an equivalence relation on $\Omega_{0}$ by $\omega \sim \omega^{\prime}$ if and only if there exists $a$ and $b$ in $\mathcal{O}^{\times}$with $N_{a}=N_{b}$ such that $a \omega=b \omega^{\prime}$. The states of $\Omega$ induced from states of the quotient space $\Omega_{0} / \sim$ automatically satisfy (21). This gives the $\mathrm{KMS}_{\beta}$ states for $\beta>1$, with extreme points parametrized by $\Omega_{0} / \sim$, and highlights the distinction between ground states and $\mathrm{KMS}_{\infty}$ states.

Theorem 15. For $1<\beta \leq \infty$, the extreme $K M S_{\beta}$ states are parametrized by $\Omega_{0} / \sim$, and they have a (geometric) free transitive action of a Galois group.

Denote by $\partial \mathcal{D}^{-1}$ the set of finite adeles in the extreme inverse different, that is, elements in $\mathcal{D}^{-1}$ with maximal absolute value at every finite place. Since $[1, x]$ is an integral ideal for every $x \in \mathcal{K}$, we have $\partial \mathcal{D}^{-1} / \overline{\mathcal{O}^{*}} \subset \Omega_{0}$, but the inclusion may be strict.

Proposition 16.

$$
\begin{aligned}
\Omega_{0} & =\bigcap\left\{\left(\Omega_{\mathfrak{b}}\right)^{c}: \mathfrak{b} \text { is an ideal in } \mathcal{O} \text { such that } \exists \mathfrak{a} \sim \mathfrak{b} \text { with } N_{\mathfrak{a}}<N_{\mathfrak{b}}\right\} \\
& =\left\{y \in \Omega: y \notin x \Omega \text { for every } x \in \mathcal{K} \text { with } N_{x}>1\right\} \\
& =\bigcup_{c \in C \ell_{\mathcal{K}}} \bigcup\{\mathfrak{a} \partial \Omega: \mathfrak{a} \text { integral and of minimal norm in } c\} .
\end{aligned}
$$

Remark 17. It seems possible to give a better description of the classes in $\Omega_{0} / \sim$, by noticing that two $\overline{\mathcal{O}^{*}}$-orbits in $\Omega_{0}$ are in the same class modulo $\sim$ if any two adeles representing them are in the same $\mathcal{K}^{*}$-orbit, modulo multiplication by $\overline{\mathcal{O}^{*}}$, so for $\beta \in(1, \infty]$, the extreme points of the phase transition are in one to one correspondence with by the elements of

$$
\bigcup_{c \in C \ell_{\mathcal{K}}} \bigcup\left\{\mathfrak{a} \partial \mathcal{D}^{-1}: \mathfrak{a} \text { integral and of minimal norm in } c\right\} .
$$

taken modulo $\mathcal{K} \overline{\mathcal{O}^{*}}$ acting by multiplication.
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# On harmonic maps in noncommutative geometry 

Giovanni Landi

This paper is dedicated to Marta.


#### Abstract

We report on some recent work on harmonic maps and non-linear $\sigma$-models in noncommutative geometry. After a general discussion we concentrate mainly on models on noncommutative tori.


## 1. Introduction

Recent applications of noncommutative geometry started with the papers [CDS] and $[\mathbf{S W}]$ on matrix and string theories. These developments involve gauge theories defined on noncommutative spaces, a first model of which was constructed almost twenty years ago [CR]. One has a vast formalism for gauge fields in noncommutative geometry which allows one to define connections, their curvatures, the associated Yang-Mills action and most of the classical concepts [C2]. Methods of differential topology are also available within the realm of cyclic and Hochschild homology and cohomology and this leads, via the coupling of the former with K-theory, to quantities that are stable under deformation and that generalize topological invariants like, for instance, winding numbers and topological charges. A notably results is the fact that one can prove a topological bound for the Yang-Mills action in four dimension [C2]. Also, one can construct a Chern-Simons type theory and interpret its behavior under large gauge transformations as a coupling between cyclic cohomology and K-theory [T].

In [DKL1] and [DKL2] we have constructed noncommutative analogues of two dimensional non-linear $\sigma$-models. In a more mathematical parlance, these are examples of noncommutative harmonic maps. We have proposed three different models: a continuous analogue of the Ising model which admits instantonic solutions, the analogue of the principal chiral model together with its infinite number of conserved currents and a noncommutative Wess-Zumino-Witten model together with its modified conformal invariance. In particular, we constructed instantonic solutions carrying a nontrivial topological charge $q$ and satisfying a Belavin-Polyakov bound $[\mathbf{B P}]$, an example of the use of cyclic and Hochschild homology and cohomology mentioned above. The moduli space of these instantons can be identified with an ordinary torus endowed with a complex structure times a projective space $\mathbb{C P}^{q-1}$. This work have relations with recent work on quantized theta-functions
[M1, M2, M3, M4, S-A] as well as work on complex and holomorphic structures on noncommutative spaces, notably noncommutative tori $[\mathbf{C} 2, \mathbf{C} 4, \mathbf{D S}, \mathbf{P S}, \mathbf{S}-\mathrm{M}]$.

## 2. Noncommutative harmonic maps

Ordinary non-linear $\sigma$-models are field theories whose configuration space consists of maps $X$ from the source space, a Riemannian manifold $(\Sigma, g)$ which we assume to be compact and orientable, to a target space, an other Riemannian manifold $(\mathcal{M}, G)$. From a more mathematical point of view they are examples of a theory of harmonic maps (see $[\mathbf{Z}]$ and $[\mathbf{E}]$ for reviews).

In local coordinates one has an action functional given by

$$
\begin{equation*}
S[X]=\frac{1}{2 \pi} \int_{\Sigma} \sqrt{g} g^{\mu \nu} G_{i j}(X) \partial_{\mu} X^{i} \partial_{\nu} X^{j} \tag{2.1}
\end{equation*}
$$

where $g=\operatorname{det}\left(g_{\mu \nu}\right)$ and $g^{\mu \nu}$ is the inverse of $g_{\mu \nu}$; moreover $\mu, \nu=1, \ldots, \operatorname{dim} \Sigma$, and $i, j=1, \ldots, \operatorname{dim} \mathcal{M}$. Here and in the following we use the convention of summing over repeated indexes, and indices are lowered and raised by means of a metric.

The stationary points of the function (2.1) are harmonic maps from $\Sigma$ to $\mathcal{M}$ and describe minimal surfaces embedded in $\mathcal{M}$.

Different choices of the source and target spaces lead to different field theories, some of them playing a major role in physics. Especially interesting are their applications to conformal field theory and statistical field theory (see for instance [G]). Furthermore, in supersymmetric generalizations, they are the basic building blocks of superstring theory (see for instance $[\mathbf{G S W}]$ and $[\mathbf{P}-\mathbf{J}]$ ).

When $\Sigma$ is two dimensional the action $S$ is conformally invariant, namely it is left invariant by any rescaling of the metric $g \rightarrow g e^{\sigma}$, where $\sigma$ is any map from $\Sigma$ to $\mathbb{R}$. As a consequence, the action only depends on the conformal class of the metric and may be rewritten using a complex structure on $\Sigma$ as

$$
\begin{equation*}
S[X]=\frac{i}{\pi} \int_{\Sigma} G_{i j}(X) \partial X^{i} \wedge \bar{\partial} X^{j} \tag{2.2}
\end{equation*}
$$

where $\partial=\partial_{z} d z$ and $\bar{\partial}=\partial_{\bar{z}} d \bar{z}, z$ being a suitable local complex coordinate.

To construct a noncommutative generalization of the previous construction, we must first dualize the picture and reformulate it in terms of the $*$-algebras $\mathcal{A}$ and $\mathcal{B}$ of complex valued smooth functions defined respectively on $\Sigma$ and $\mathcal{M}$. Embeddings $X$ of $\Sigma$ into $\mathcal{M}$ are then in one to one correspondence with $*$-algebra morphisms $\pi$ from $\mathcal{B}$ to $\mathcal{A}$, the correspondence being simply given by pullback, $\pi_{X}(f)=f \circ X$.

All this makes perfectly sense for (fixed) not necessarily commutative algebras $\mathcal{A}$ and $\mathcal{B}$; both algebras are over $\mathbb{C}$ and for simplicity we take them to be unital. Then, we take as configuration space the space of all $*$-algebra morphisms from $\mathcal{B}$ (the target algebra) to $\mathcal{A}$ (the source algebra). To define an action functional we need noncommutative generalizations of the conformal and Riemannian geometries. Following an idea of Connes [C2, C4] conformal structures can be understood within the framework of positive Hochschild cohomology. In the commutative case the tri-linear map $\Phi: \mathcal{A} \otimes \mathcal{A} \otimes \mathcal{A} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\Phi\left(f_{0}, f_{1}, f_{2}\right)=\frac{i}{\pi} \int_{\Sigma} f_{0} \partial f_{1} \wedge \bar{\partial} f_{2} \tag{2.3}
\end{equation*}
$$

is an extremal element of the space of positive Hochschild cocycles that belongs to the Hochschild cohomology class of the cyclic cocycle $\Psi$ given by

$$
\begin{equation*}
\Psi\left(f_{0}, f_{1}, f_{2}\right)=\frac{i}{2 \pi} \int_{\Sigma} f_{0} d f_{1} \wedge d f_{2} \tag{2.4}
\end{equation*}
$$

Clearly, both (2.3) and (2.4) still make perfectly sense for a general noncommutative algebra $\mathcal{A}$. One can say that $\Psi$ allows to integrate 2 -forms in dimension 2,

$$
\begin{equation*}
\frac{i}{2 \pi} \int a_{0} d a_{1} d a_{2}=\Psi\left(a_{0}, a_{1}, a_{2}\right) \tag{2.5}
\end{equation*}
$$

so that it is a metric independent object, whereas $\Phi$ defines a suitable scalar product

$$
\begin{equation*}
\left\langle a_{0} d a_{1}, b_{0} d b_{1}\right\rangle=\Phi\left(b_{0}^{*} a_{0}, a_{1}, b_{1}^{*}\right) \tag{2.6}
\end{equation*}
$$

on the space of 1 -forms and thus depends on the conformal class of the metric. Furthermore, this scalar product is positive and invariant with respect to the action of the unitary elements of $\mathcal{A}$ on 1-forms, and its relation to the cyclic cocycle $\Psi$ allows to prove various inequalities involving topological quantities. In particular we shall get a topological bound for the action which is a two dimensional analogue of the inequality in four dimensional Yang-Mills theory. In analogy with this theory, the configurations giving (absolute) minima will be called $\sigma$-model instantons.

Having such a cocycle $\Phi$ we can compose it with a morphism $\pi: \mathcal{B} \rightarrow \mathcal{A}$ to obtain a positive cocycle on $\mathcal{B}$ defined by

$$
\begin{equation*}
\Phi_{\pi}=\Phi \circ(\pi \otimes \pi \otimes \pi) \tag{2.7}
\end{equation*}
$$

Since our goal is to build an action functional, which assigns a number to any morphism $\pi$, we have to evaluate the cocycle $\Phi_{\pi}$ on a suitably chosen element of $\mathcal{B} \otimes \mathcal{B} \otimes \mathcal{B}$. Such an element is provided by the noncommutative analogue of the metric on the target, which we take simply as a positive element

$$
\begin{equation*}
G=\sum_{i} b_{0}^{i} \delta b_{1}^{i} \delta b_{2}^{i} \tag{2.8}
\end{equation*}
$$

of the space of universal 2-forms $\Omega^{2}(\mathcal{B})$. Thus, the quantity

$$
\begin{equation*}
S[\pi]=\Phi_{\pi}(G) \tag{2.9}
\end{equation*}
$$

is well defined and positive. We take it as a noncommutative analogue of the action functional (2.2) for non-linear $\sigma$-models.

Clearly, we consider $\pi$ as the dynamical variable (the embedding) whereas $\Phi$ (the conformal structure on the source) and $G$ (the metric on the target) are background structures that have been fixed. Alternatively, one could take only the metric $G$ on the target as a background field and use the morphism $\pi: \mathcal{B} \rightarrow \mathcal{A}$ to define the induced metric $\pi_{*} G$ on the source as

$$
\begin{equation*}
\pi_{*} G=\sum_{i} \pi\left(b_{0}^{i}\right) \delta \pi\left(b_{1}^{i}\right) \delta \pi\left(b_{2}^{i}\right) \tag{2.10}
\end{equation*}
$$

which is obviously a positive universal 2 -form on $\mathcal{A}$. To such an object one can associate, by means of a variational problem (see [C2] and [C4]), a positive Hochschild cocycle that stands for the conformal class of the induced metric.

The critical points of the $\sigma$-model corresponding to the action functional (2.9) are noncommutative generalization of harmonic maps and describe 'minimally embedded surfaces' in the noncommutative space associated with $\mathcal{B}$.

## 3. Models on the noncommutative torus

In this section we shall work out explicitly the previous construction for the noncommutative torus as the source space and a two point space as a target. The cocycle $\Phi$ and the metric $G$ will be replaced by their explicit simple expressions.
3.1. Two points as a target space. The simplest example of a target space one can think of is that of a finite space made of two points $\mathcal{M}=\{1,2\}$, like in the Ising model. Of course, any continuous map from a connected surface to a discrete space is constant and the resulting (commutative) theory would be trivial. However, this is no longer true if the source is a noncommutative space and one has, in general, lots of such maps (i.e. algebra morphisms). Now, the algebra of functions over $\mathcal{M}=\{1,2\}$ is just $\mathcal{B}=\mathbb{C}^{2}$ and any element $f \in \mathcal{M}$ is a couple of complex numbers $\left(f_{1}, f_{2}\right)$ with $f_{a}=f(a)$, the value of $f$ at the point $a$. As a vector space $\mathcal{B}$ is generated by the function $e$ defined by $e(1)=1, e(2)=0$. Clearly $e$ is a hermitian idempotent (a projection), $e^{2}=e^{*}=e$, and $\mathcal{B}$ can be thought of as the unital *-algebra generated by such a projection $e$. As a consequence, any $*$-algebra morphism $\pi$ from $\mathcal{B}$ to $\mathcal{A}$ is given by a projection $p=\pi(e)$ in $\mathcal{A}$.

Choosing the metric $G=\delta e \delta e$ on the space $\mathcal{M}$ of two points, the action functional (2.9) simply becomes

$$
\begin{equation*}
S[p]=\Phi(1, p, p), \tag{3.1}
\end{equation*}
$$

where $\Phi$ is a given Hochschild cocycle standing for the conformal structure.
As we have already mentioned, from general consideration of positivity in Hochschild cohomology this action is bounded by a topological term [C2]. In the following we shall explicitly prove this fact when taking the noncommutative torus as source space.
3.2. The noncommutative torus. We recall the very basic aspects of the noncommutative torus that we shall need in the following and refer the reader to [R4] for a survey.

Consider an ordinary square two-torus $\mathbb{T}^{2}$ with coordinate functions $U_{1}=\mathrm{e}^{2 \pi i x}$ and $U_{2}=\mathrm{e}^{2 \pi i y}$, where $x, y \in[0,1]$. By Fourier expansion the algebra $C^{\infty}\left(\mathbb{T}^{2}\right)$ of complex-valued smooth functions on the torus is made up of all power series of the form

$$
\begin{equation*}
a=\sum_{(m, n) \in \mathbb{Z}^{2}} a_{m, n} U_{1}^{m} U_{2}^{n} \tag{3.2}
\end{equation*}
$$

with $\left\{a_{m, n}\right\} \in S\left(\mathbb{Z}^{2}\right)$ a complex-valued Schwartz function on $\mathbb{Z}^{2}$. This means that the sequence of complex numbers $\left\{a_{m, n} \in \mathbb{C} \mid(m, n) \in \mathbb{Z}^{2}\right\}$ decreases rapidly at 'infinity', i.e. for any $k \in \mathbb{N}_{0}$ one has bounded semi-norms

$$
\begin{equation*}
\|a\|_{k}=\sup _{(m, n) \in \mathbb{Z}^{2}}\left|a_{m, r}\right|(1+|m|+|r|)^{k}<\infty \tag{3.3}
\end{equation*}
$$

Let us now fix a real number $\theta$. The algebra $\mathcal{A}_{\theta}=C^{\infty}\left(\mathbb{T}_{\theta}^{2}\right)$ of smooth functions on the noncommutative torus is the associative algebra made up of all elements of the form (3.2), but now the two generators $U_{1}$ and $U_{2}$ satisfy

$$
\begin{equation*}
U_{2} U_{1}=\mathrm{e}^{2 \pi i \theta} U_{1} U_{2} \tag{3.4}
\end{equation*}
$$

The algebra $\mathcal{A}_{\theta}$ can be made into a $*$-algebra by defining a involution by

$$
\begin{equation*}
U_{1}^{*}:=U_{1}^{-1}, U_{2}^{*}:=U_{2}^{-1} \tag{3.5}
\end{equation*}
$$

From (3.3) with $k=0$ one gets a $C^{*}$-norm and the corresponding closure of $\mathcal{A}_{\theta}$ in this norm is the universal $C^{*}$-algebra $A_{\theta}$ generated by two unitaries with the relation (3.4); the algebra $\mathcal{A}_{\theta}$ is dense in $A_{\theta}$ and is thus a pre- $C^{*}$-algebra.

There is a one-to-one correspondence between elements of the noncommutative torus algebra $\mathcal{A}_{\theta}$ and the commutative torus algebra $C^{\infty}\left(\mathbb{T}^{2}\right)$ given by the Weyl map $\Omega$ and its inverse, the Wigner map. As is usual for a Weyl map there are operator ordering ambiguities, and so we will take the prescription

$$
\begin{equation*}
\Omega\left(\sum_{(m, r) \in \mathbb{Z}^{2}} f_{m, r} \mathrm{e}^{2 \pi i(m x+r y)}\right):=\sum_{(m, r) \in \mathbb{Z}^{2}} f_{m, r} \mathrm{e}^{\pi i m r \theta} U_{1}^{m} U_{2}^{r} \tag{3.6}
\end{equation*}
$$

This choice (called Weyl or symmetric ordering) maps real-valued functions on $\mathbb{T}^{2}$ into hermitian elements of $\mathcal{A}_{\theta}$. The inverse map is given by

$$
\begin{equation*}
\Omega^{-1}\left(\sum_{(m, r) \in \mathbb{Z}^{2}} a_{m, r} U_{1}^{m} U_{2}^{r}\right)=\sum_{(m, r) \in \mathbb{Z}^{2}} a_{m, r} \mathrm{e}^{-\pi i m r \theta} \mathrm{e}^{2 \pi i(m x+r y)} \tag{3.7}
\end{equation*}
$$

Clearly, the map $\Omega: C^{\infty}\left(\mathbb{T}^{2}\right) \rightarrow \mathcal{A}_{\theta}$ is not an algebra homomorphism. It can be used to deform the commutative product on the algebra $C^{\infty}\left(\mathbb{T}^{2}\right)$ into a noncommutative star-product by defining

$$
\begin{equation*}
f \star g:=\Omega^{-1}(\Omega(f) \Omega(g)), f, g \in C^{\infty}\left(\mathbb{T}^{2}\right) \tag{3.8}
\end{equation*}
$$

A straightforward computation gives

$$
\begin{equation*}
f \star g=\sum_{\left(r_{1}, r_{2}\right) \in \mathbb{Z}^{2}}(f \star g)_{r_{1}, r_{2}} \mathrm{e}^{2 \pi i\left(r_{1} x+r_{2} y\right)} \tag{3.9}
\end{equation*}
$$

with the coefficients of the expansion of the star-product given by a twisted convolution

$$
\begin{equation*}
(f \star g)_{r_{1}, r_{2}}=\sum_{\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2}} f_{s_{1}, s_{2}} g_{r_{1}-s_{1}, r_{2}-s_{2}} \mathrm{e}^{\pi i\left(r_{1} s_{2}-r_{2} s_{1}\right) \theta} \tag{3.10}
\end{equation*}
$$

which reduces to the usual Fourier convolution product in the limit $\theta=0$. Up to isomorphism, the deformed product depends only on the cohomology class in the group cohomology $\mathrm{H}^{2}\left(\mathbb{Z}^{2}, U(1)\right)$ of the $U(1)$-valued two-cocycle on $\mathbb{Z}^{2}$ given by

$$
\begin{equation*}
\lambda(r, s):=\mathrm{e}^{\pi i\left(r_{1} s_{2}-r_{2} s_{1}\right) \theta} \tag{3.11}
\end{equation*}
$$

with $r=\left(r_{1}, r_{2}\right), s=\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2}$.
Heuristically, the noncommutative structure (3.4) of the torus is the exponential of the Heisenberg commutation relation $[y, x]=i \theta / 2 \pi$. Acting on functions of $x$ alone, the operator $U_{1}$ is represented as multiplication by $\mathrm{e}^{2 \pi i x}$ while conjugation by $U_{2}$ yields the shift $x \mapsto x+\theta$,

$$
\begin{align*}
\Omega^{-1}\left(U_{1} \Omega(f(x))\right) & =\mathrm{e}^{2 \pi i x} f(x) \\
\Omega^{-1}\left(U_{2} \Omega(f(x)) U_{2}^{-1}\right) & =f(x+\theta) \tag{3.12}
\end{align*}
$$

Analogously, on functions of $y$ alone we have

$$
\begin{align*}
\Omega^{-1}\left(U_{1} \Omega(g(y)) U_{1}^{-1}\right) & =g(y-\theta) \\
\Omega^{-1}\left(U_{2} \Omega(g(y))\right) & =\mathrm{e}^{2 \pi i y} g(y) \tag{3.13}
\end{align*}
$$

From (3.4) it follows that $\mathcal{A}_{\theta}$ is commutative if and only if $\theta$ is an integer, and one identifies $\mathcal{A}_{0}$ with the algebra $C^{\infty}\left(\mathbb{T}^{2}\right)$. Also, for any $n \in \mathbb{Z}$ there is an isomorphism $\mathcal{A}_{\theta} \cong \mathcal{A}_{\theta+n}$ since (3.4) does not change under integer shifts $\theta \mapsto \theta+n$. Thus we may restrict the noncommutativity parameter to the interval $0 \leq \theta<1$. Furthermore, since $U_{1} U_{2}=\mathrm{e}^{-2 \pi i \theta} U_{2} U_{1}=\mathrm{e}^{2 \pi i(1-\theta)} U_{2} U_{1}$, the correspondence $U_{2} \mapsto U_{1}, U_{1} \mapsto U_{2}$ yields an isomorphism $\mathcal{A}_{\theta} \cong \mathcal{A}_{1-\theta}$. These are the only possible isomorphisms and the interval $\theta \in\left[0, \frac{1}{2}\right]$ parametrizes a family of non-isomorphic algebras.

When the deformation parameter $\theta$ is a rational number the corresponding algebra is related to the commutative torus algebra $C^{\infty}\left(\mathbb{T}^{2}\right)$, i.e. $\mathcal{A}_{\theta}$ is Morita equivalent to it in this case $[\mathbf{R 1}]$. Let $\theta=M / N$, with $M$ and $N$ integers which we take to be relatively prime with $N>0$. Then $\mathcal{A}_{M / N}$ is isomorphic to the algebra of all smooth sections of an algebra bundle $\mathcal{B}_{M / N} \rightarrow \mathbb{T}^{2}$ whose typical fiber is the algebra $\mathbb{M}_{N}(\mathbb{C})$ of $N \times N$ complex matrices. Moreover, there is a smooth vector bundle $E_{M / N} \rightarrow \mathbb{T}^{2}$ with typical fiber $\mathbb{C}^{N}$ such that $\mathcal{B}_{M / N}$ is the endomorphism bundle $\operatorname{End}\left(E_{M / N}\right)$.

With $\omega=\mathrm{e}^{2 \pi i M / N}$, one introduces the $N \times N$ clock and shift matrices

$$
\mathcal{C}_{N}=\left(\begin{array}{ccccc}
1 & & & &  \tag{3.14}\\
& \omega & & & \\
& & \omega^{2} & & \\
& & & \ddots & \\
& & & & \omega^{N-1}
\end{array}\right), \mathcal{S}_{N}=\left(\begin{array}{ccccc}
0 & 1 & & & 0 \\
& 0 & 1 & & \\
& & \ddots & \ddots & \\
& & & \ddots & 1 \\
1 & & & & 0
\end{array}\right)
$$

which are unitary and traceless (since $\sum_{k=0}^{N-1} \omega^{k}=0$ ), satisfy

$$
\begin{equation*}
\left(\mathcal{C}_{N}\right)^{N}=\left(\mathcal{S}_{N}\right)^{N}=\mathbb{I}_{N} \tag{3.15}
\end{equation*}
$$

and obey the commutation relation

$$
\begin{equation*}
\mathcal{S}_{N} \mathcal{C}_{N}=\omega \mathcal{C}_{N} \mathcal{S}_{N} \tag{3.16}
\end{equation*}
$$

Since $M$ and $N$ are relatively prime the matrices (3.14) generate the finite dimensional algebra $\mathbb{M}_{N}(\mathbb{C})$ : they generate a $C^{*}$-subalgebra which commutes only with multiples of the identity matrix $\mathbb{I}_{N}$ which thus has to be the full matrix algebra. Were $M$ and $N$ not coprime the generated algebra would be a proper subalgebra of $\mathbb{M}_{N}(\mathbb{C})$.

The algebra $\mathcal{A}_{M / N}$ has a 'huge' center $\mathcal{C}\left(\mathcal{A}_{M / N}\right)$ which is generated by the elements $U_{1}^{q}$ and $U_{2}^{q}$, and one identifies $\mathcal{C}\left(\mathcal{A}_{M / N}\right)$ with the commutative algebra $C^{\infty}\left(\mathbb{T}^{2}\right)$ of smooth functions on an ordinary torus $\mathbb{T}^{2}$ which is 'wrapped' $N$ times onto itself. There is a surjective algebra homomorphism

$$
\begin{equation*}
\pi_{N}: \mathcal{A}_{M / N} \longrightarrow \mathbb{M}_{N}(\mathbb{C}) \tag{3.17}
\end{equation*}
$$

given by

$$
\begin{equation*}
\pi_{N}\left(\sum_{(m, r) \in \mathbb{Z}^{2}} a_{m, r} U_{1}^{m} U_{2}^{r}\right)=\sum_{(m, r) \in \mathbb{Z}^{2}} a_{m, r}\left(\mathcal{C}_{N}\right)^{m}\left(\mathcal{S}_{N}\right)^{r} \tag{3.18}
\end{equation*}
$$

Under this homomorphism the whole center $\mathcal{C}\left(\mathcal{A}_{M / N}\right)$ is mapped to $\mathbb{C}$.

From now on we will assume that $\theta$ is an irrational number unless otherwise explicitly stated. On $\mathcal{A}_{\theta}$ there is a unique normalized positive definite trace which we shall denote by the symbol $f: \mathcal{A}_{\theta} \rightarrow \mathbb{C}$ and which is given by

$$
f \sum_{(m, r) \in \mathbb{Z}^{2}} a_{m, r} U_{1}^{m} U_{2}^{r}:=a_{0,0}
$$

$$
\begin{equation*}
=\int_{\mathbb{T}^{2}} d x d y \Omega^{-1}\left(\sum_{(m, r) \in \mathbb{Z}^{2}} a_{m, r} U_{1}^{m} U_{2}^{r}\right)(x, y) . \tag{3.19}
\end{equation*}
$$

Then, for any $a, b \in \mathcal{A}_{\theta}$, one readily checks the properties

$$
\begin{equation*}
f a b=f b a, f \mathbb{I}=1, f a^{*} a>0, a \neq 0 \tag{3.20}
\end{equation*}
$$

with $f a^{*} a=0$ if and only if $a=0$ (i.e. the trace is faithful). This trace is invariant under the natural action of the commutative torus $\mathbb{T}^{2}$ on $\mathcal{A}_{\theta}$ whose infinitesimal form is by two commuting derivations $\partial_{1}, \partial_{2}$ acting by

$$
\begin{equation*}
\partial_{\mu}\left(U_{\nu}\right)=2 \pi i \delta_{\mu}^{\nu} U_{\nu}, \mu, \nu=1,2 \tag{3.21}
\end{equation*}
$$

Invariance is just the statement that $f \partial_{\mu}(a)=0, \mu=1,2$, for any $a \in \mathcal{A}_{\theta}$.
The cyclic 2-cocycle allowing the integration of two forms is simply given by

$$
\begin{equation*}
\Psi\left(a_{0}, a_{1}, a_{2}\right)=\frac{i}{2 \pi} f a_{0}\left(\partial_{1} a_{1} \partial_{2} a_{2}-\partial_{2} a_{1} \partial_{1} a_{2}\right) \tag{3.22}
\end{equation*}
$$

Its normalization ensures that for any projection $p \in \mathcal{A}_{\theta}$ the quantity $\Psi(p, p, p)$ is an integer: it is indeed the index of a Fredholm operator.

In two dimensions, the conformal class of a general constant metric is parametrized by a complex number $\tau \in \mathbb{C}, \Im \tau>0$. Up to a conformal factor, the metric is given by

$$
g=\left(g_{\mu \nu}\right)=\left(\begin{array}{cc}
1 & \Re \tau  \tag{3.23}\\
\Re \tau & |\tau|^{2}
\end{array}\right)
$$

Clearly $\sqrt{\operatorname{detg}}=\Im \tau$, and the inverse metric is found to be

$$
g^{-1}=\left(g^{\mu \nu}\right)=\frac{1}{(\Im \tau)^{2}}\left(\begin{array}{cc}
|\tau|^{2} & -\Re \tau  \tag{3.24}\\
-\Re \tau & 1
\end{array}\right)
$$

By using the two derivations $\partial_{1}, \partial_{2}$ defined in (3.21) we may think of 'the complex torus' $\mathbb{T}^{2}$ as acting on the noncommutative torus $\mathcal{A}_{\theta}$ and construct two associated derivations of $\mathcal{A}_{\theta}$ given by

$$
\begin{equation*}
\partial_{(\tau)}=\frac{1}{(\tau-\bar{\tau})}\left(-\bar{\tau} \partial_{1}+\partial_{2}\right), \bar{\partial}_{(\tau)}=\frac{1}{(\tau-\bar{\tau})}\left(\tau \partial_{1}-\partial_{2}\right) \tag{3.25}
\end{equation*}
$$

In the terminology of $[\mathbf{S}-\mathbf{A}, \mathbf{D S}]$ we are endowing the noncommutative torus $\mathcal{A}_{\theta}$ with a complex structure. Then, with the two complex derivatives (3.25) one easily finds that

$$
\begin{equation*}
\partial_{(\tau)} \bar{\partial}_{(\tau)}=\bar{\partial}_{(\tau)} \partial_{(\tau)}=\frac{1}{4} g^{\mu \nu} \partial_{\mu} \partial_{\nu}=\frac{1}{4} \Delta \tag{3.26}
\end{equation*}
$$

the operator $\Delta=g^{\mu \nu} \partial_{\mu} \partial_{\nu}$ being just the Laplacian of the metric (3.23).

By working with the metric (3.23) the positive Hochschild cocycle $\Phi$ associated with the cyclic one (3.22) will be given by

$$
\begin{equation*}
\Phi\left(a_{0}, a_{1}, a_{2}\right)=\frac{2}{\pi} f \sqrt{\operatorname{detg}} a_{0} \partial_{(\tau)} a_{1} \bar{\partial}_{(\tau)} a_{2} \tag{3.27}
\end{equation*}
$$

A construction of the cocycle (3.27) as the conformal class of a general constant metric on the torus can be found in $[\mathbf{C} 2]$ and $[\mathbf{C 4}]$.

Before we procede, we briefly mention how to construct a spectral geometry in the sense of $[\mathbf{C 2}, \mathbf{C} 3]$ for the noncommutative torus.

The algebra $\mathcal{A}_{\theta}$ can be represented faithfully as operators acting on a separable Hilbert space $\mathcal{H}_{0}$, the GNS representation space $\mathcal{H}_{0}=L^{2}\left(\mathcal{A}_{\theta}, f\right)$, defined as the completion of $\mathcal{A}_{\theta}$ itself in the Hilbert norm

$$
\begin{equation*}
\|a\|_{\mathrm{GNS}}:=\left(f a^{*} a\right)^{1 / 2} \tag{3.28}
\end{equation*}
$$

with $a \in \mathcal{A}_{\theta}$. Since the trace is faithful the map $\mathcal{A}_{\theta} \ni a \mapsto \widehat{a} \in \mathcal{H}_{0}$ is injective and the faithful GNS representation $\pi: \mathcal{A}_{\theta} \rightarrow \mathcal{B}(\mathcal{H})$ is simply given by

$$
\begin{equation*}
\pi(a) \widehat{b}=\widehat{a b} \tag{3.29}
\end{equation*}
$$

for any $a, b \in \mathcal{A}_{\theta}$. The vector $1=\widehat{\mathbb{I}}$ of $\mathcal{H}_{0}$ is cyclic (i.e. $\pi\left(\mathcal{A}_{\theta}\right) 1$ is dense in $\mathcal{H}_{0}$ ) and separating (i.e. $\pi(a) 1=0$ implies $a=0$ ) so that the Tomita involution is just

$$
\begin{equation*}
J(\widehat{a})=\widehat{a^{*}}, \quad \forall \widehat{a} \in \mathcal{H}_{0} \tag{3.30}
\end{equation*}
$$

It is worth mentioning that the $C^{*}$-algebra norm on $\mathcal{A}_{\theta}$ given in (3.3) with $k=0$ coincides with the operator norm in (3.28) when $\mathcal{A}_{\theta}$ is represented on the Hilbert space $\mathcal{H}_{0}$, and also with the $L^{\infty}$-norm in the Wigner representation. For ease of notation, in what follows we will not distinguish between elements of the algebra $\mathcal{A}_{\theta}$ and their corresponding operators in the GNS representation.

A two dimensional noncommutative geometry $\left(\mathcal{A}_{\theta}, \mathcal{H}, D, \gamma, J\right)$ for the torus $\mathcal{A}_{\theta}$ is constructed as follows. The Hilbert space $\mathcal{H}$ is just $\mathcal{H}=\mathcal{H}_{0} \oplus \mathcal{H}_{0}$ on which $\mathcal{A}_{\theta}$ acts diagonally with two copies of the representation $\pi$ in (3.29). Moreover,

$$
\gamma=\left(\begin{array}{cc}
1 & 0  \tag{3.31}\\
0 & -1
\end{array}\right), \quad J=\left(\begin{array}{cc}
0 & -J_{0} \\
J_{0} & 0
\end{array}\right)
$$

The Dirac operator $D$ is

$$
D=\left(\begin{array}{cc}
0 & \bar{\partial}_{(\tau)}  \tag{3.32}\\
\partial_{(\tau)} & 0
\end{array}\right)
$$

For the particular choice $\tau=i$ this reduces to $D=\partial_{1} \sigma_{1}+\partial_{2} \sigma_{2}$ with $\sigma_{1}, \sigma_{2}$, two of the Pauli matrices.

The Hochschild 2-cycle $c$ giving the orientation and volume form is

$$
\begin{equation*}
c=\frac{1}{(2 i \pi)^{2}} \frac{1}{(\tau-\bar{\tau})}\left(U_{2}^{-1} U_{1}^{-1} \otimes U_{1} \otimes U_{2}-U_{1}^{-1} U_{2}^{-1} \otimes U_{2} \otimes U_{1}\right) \tag{3.33}
\end{equation*}
$$

Detail on this geometry can be found in [C3] (see also [V]) where one shows that all properties of a real spectral geometry are satisfied. Here we only mention that the 'area' $f D^{-2}$ of the torus depends on the complex parameter $\tau$, as it should be.

Indeed, with $\Phi$ the cyclic 2-cocycle in (3.22), after some computations one finds that

$$
\begin{equation*}
f D^{-2}=\langle\Phi, c\rangle=\frac{1}{2 \pi \Im \tau} \tag{3.34}
\end{equation*}
$$

Here $\langle\cdot, \cdot\rangle$ indicates the pairing between cocycles and cycles.
3.3. The action and the field equations. With $\mathcal{P}_{\theta}=\operatorname{Proj}\left(\mathcal{A}_{\theta}\right)$ denoting the collection of all projections in the algebra $\mathcal{A}_{\theta}$ we construct an action functional $S: \mathcal{P}_{\theta} \rightarrow \mathbb{R}^{+}$by

$$
\begin{equation*}
S_{(\tau)}(p)=\Phi(1, p, p)=\frac{2}{\pi} f \sqrt{\operatorname{detg}} \partial_{(\tau)} p \bar{\partial}_{(\tau)} p \tag{3.35}
\end{equation*}
$$

By using (3.25) this action functional can also be written as

$$
\begin{equation*}
S_{(\tau)}(p)=\frac{1}{2 \pi} f \sqrt{\operatorname{det} g} g^{\mu \nu} \partial_{\mu} p \partial_{\nu} p=\frac{1}{\pi} f \sqrt{\operatorname{det} g} g^{\mu \nu} p \partial_{\mu} p \partial_{\nu} p \tag{3.36}
\end{equation*}
$$

Here the two derivations $\partial_{\mu}$ are the ones defined in (3.21) while the metric $g$ is the one in (3.23)-(3.24) which carries also the dependence on the complex parameter $\tau$. The equality follows from the constraint $p^{2}=p$ and the use of Leibniz rule. That the value of the action is a positive real number follows from the properties of the trace $f$.

Then, we shall look for critical points of the action functional (3.36) in a given connected component of the space $\mathcal{P}_{\theta}$. It is well known $[\mathbf{R 1}, \mathbf{P V}]$ that these are parametrized by two integers $r, q \in \mathbb{Z}$ such that $r+\theta q \geq 0$. When $\theta$ is irrational the corresponding projections are of trace $r+\theta q$ and of $K_{0}$-class equal to $(r, q)$.

In order to derive field equations from the action functional (3.36), we need to have a look at the tangent space to $\mathcal{P}_{\theta}$ at any of its 'point' $p$. An element $\delta p \in T_{p}\left(\mathcal{P}_{\theta}\right)$ is not arbitrary but needs to fulfill two requirements. First of all it must be hermitian, $(\delta p)^{*}=\delta p$, and this implies that it is written as

$$
\begin{equation*}
\delta p=p x p+(1-p) y(1-p)+(1-p) z p+p z^{*}(1-p) \tag{3.37}
\end{equation*}
$$

with $x=x^{*}, y=y^{*}, z$ three arbitrary elements in $\mathcal{A}_{\theta}$. Furthermore, it must be such that $(p+\delta p)^{2}=p+\delta p+O(\delta p)$ which implies that $(1-p) \delta p=\delta p p$. When using (3.37) we get the most general tangent vector as

$$
\begin{equation*}
\delta p=(1-p) z p+p z^{*}(1-p) \tag{3.38}
\end{equation*}
$$

with $z$ an arbitrary elements in $\mathcal{A}_{\theta}$.
As usual, the equation of motion are obtained by equating to zero the first variation of the action functional (3.36),

$$
\begin{align*}
0 & =\delta S_{(\tau)}(p) \\
& =-\frac{1}{2 \pi} f \sqrt{\operatorname{detg}} g^{\mu \nu}\left(\partial_{\mu} \partial_{\nu} p\right) \delta p \\
& =-\frac{1}{2 \pi} f \sqrt{\operatorname{detg}} g^{\mu \nu}\left(\partial_{\mu} \partial_{\nu} p\right)\left[(1-p) z p+p z^{*}(1-p)\right] \\
& =-\frac{1}{2 \pi} f[\sqrt{\operatorname{det} g} p \Delta(p)(1-p)] z+[\sqrt{\operatorname{detg}}(1-p) \Delta(p) p] z^{*} \tag{3.39}
\end{align*}
$$

With $\Delta=g^{\mu \nu} \partial_{\mu} \partial_{\nu}$ the laplacian of the metric $g$. We have 'integrated by part' and used the invariance of the integral to get rid of the 'boundary terms', and we have
used ciclicity of the integral. Since $z$ is arbitrary we get the field equations

$$
\begin{equation*}
p \Delta(p)(1-p)=0, \text { and }(1-p) \Delta(p) p=0 \tag{3.40}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
p \Delta(p)-\Delta(p) p=0 \tag{3.41}
\end{equation*}
$$

The previous equations are non-linear equations of the second order and it is rather difficult to explicit their solutions in closed form. Presently, we shall show that the absolute minima of (3.36) in a given connected component of $\mathcal{P}_{\theta}$ actually fulfill first order equations which are easier to solve.
3.4. Topological Charges and Self-Duality Equations. Given a projection $p \in \mathcal{A}_{\theta}$, its 'topological charge' (the first Chern number) is computed by using the cyclic 2-cocycle in (3.22),

$$
\begin{equation*}
\Psi(p):=\frac{i}{2 \pi} f p\left[\partial_{1}(p) \partial_{2}(p)-\partial_{2}(p) \partial_{1}(p)\right] \in \mathbb{Z} \tag{3.42}
\end{equation*}
$$

(we refer to $[\mathbf{C 1}]$ for a detailed discussion). Then we have the following
Proposition 3.1. For any $p \in \mathcal{P}_{\theta}$ there is the inequality

$$
\begin{equation*}
S_{(\tau)}(p) \geq 2\|\Psi(p)\| \tag{3.43}
\end{equation*}
$$

Proof. Due to positivity of the trace $f$ and its cyclic properties, we have that

$$
\begin{align*}
0 \leq & f \sqrt{\operatorname{detg}} g^{\mu \nu}\left[\partial_{\mu}(p) p \pm i \epsilon_{\mu}^{\alpha} \partial_{\alpha}(p) p\right]^{*}\left[\partial_{\nu}(p) p \pm i \epsilon_{\nu}^{\theta} \partial_{\theta}(p) p\right] \\
\leq & f \sqrt{\operatorname{detg}}\left[g^{\mu \nu} p \partial_{\mu}(p) \partial_{\nu}(p)+g^{\mu \nu} \epsilon_{\mu}^{\alpha} \epsilon_{\nu}^{\theta} p \partial_{\alpha}(p) \partial_{\theta}(p)\right] \\
& \pm i f \sqrt{\operatorname{detg}}\left[\epsilon^{\mu \theta} p \partial_{\mu}(p) \partial_{\theta}(p)-\epsilon^{\nu \alpha} p \partial_{\alpha}(p) \partial_{\nu}(p)\right] \\
\leq & 2 f \sqrt{\operatorname{detg}} g^{\mu \nu} p \partial_{\mu}(p) \partial_{\nu}(p) \pm 2 i f \epsilon_{f l a t}^{\mu \nu} p \partial_{\mu}(p) \partial_{\nu}(p) \tag{3.44}
\end{align*}
$$

By comparing (3.44) with the definitions (3.36) and (3.42) we get the inequality (3.43).

In the derivation of (3.44) we have used the following equalities which are valid for any metric $g$,

$$
\begin{equation*}
g^{\mu \nu} \epsilon_{\mu}^{\alpha} \epsilon_{\nu}^{\theta}=g^{\alpha \theta}, \epsilon^{\mu \nu}=\frac{1}{\sqrt{\operatorname{detg}}} \epsilon_{f l a t}^{\mu \nu} \tag{3.45}
\end{equation*}
$$

with $\epsilon_{\text {flat }}^{\mu \nu}$ the antisymmetric two-tensor determined by $\epsilon_{\text {flat }}^{1,1}=1$.
From (3.44) it is clear that the equality in (3.43) occurs when the projection $p$ satisfies the following self-duality or anti-self duality equations

$$
\begin{equation*}
\left[\partial_{\mu} p \pm i \epsilon_{\mu}^{\alpha} \partial_{\alpha} p\right] p=0 \text { and/or } p\left[\partial_{\mu} p \mp i \epsilon_{\mu}^{\alpha} \partial_{\alpha} p\right]=0 . \tag{3.46}
\end{equation*}
$$

By using the equality

$$
\begin{equation*}
\epsilon_{\mu}^{\alpha}=\sqrt{\operatorname{detg}} g^{\alpha \nu} \epsilon_{\mu \nu}^{f l a t} \tag{3.47}
\end{equation*}
$$

and the derivations $\partial_{(\tau)}$ and $\bar{\partial}_{(\tau)}$ in (3.25), the self-duality equations (3.46) reduce to

$$
\begin{equation*}
\bar{\partial}_{(\tau)}(p) p=0 \text { and } / \text { or } p \partial_{(\tau)}(p)=0 \tag{3.48}
\end{equation*}
$$

while the anti-self-duality one is

$$
\begin{equation*}
\partial_{(\tau)}(p) p=0 \text { and } / \text { or } p \bar{\partial}_{(\tau)}(p)=0 \tag{3.49}
\end{equation*}
$$

Simple manipulations show directly that each of the equations (3.48) and (3.49) implies the field equations (3.41) as it should be.

## 4. Noncommutative $\sigma$-model instantons

From now on we shall concentrate on the self-dual equations (3.48), a solution of which we shall call $\sigma$-model instanton. A similar analysis would be possible for the anti self-dual equations (3.49), whose solutions would be $\sigma$-model anti-instantons .

As we have mentioned already, the connected components of $\mathcal{P}_{\theta}$ are parametrized by two integers $r$ and $q$ and when $\theta$ is irrational, the corresponding projections are exactly the projections of trace $r+q \theta$ and the topological charge $\Psi(p)$ appearing in (3.42) is just given by $q$. Thus we have to find projections that belongs to the previous homotopy classes and satisfy the self-duality equation $\bar{\partial}_{(\tau)}(p) p=0$ or, equivalently, $p \partial_{(\tau)} p=0$. Although these equations look very simple, they are far from being easy to solve because of their non-linear nature; the next step will be to reduce them to a linear problem. The key point is to identify the algebra $\mathcal{A}_{\theta}$ as the endomorphism algebra of a suitable bundle and to think of any projection in it as an operator on such a bundle. The bundle in question will be a finite projective module on a different copy $\mathcal{A}_{\alpha}$ of the noncommutative torus, the two algebras $\mathcal{A}_{\theta}$ and $\mathcal{A}_{\alpha}$ being related by the fact that they are Morita equivalent to each other.
4.1. The modules. Let us then consider another copy $\mathcal{A}_{\alpha}$ of the noncommutative torus with generators $Z_{1}, Z_{2}$ obeying the relation

$$
\begin{equation*}
Z_{2} Z_{1}=e^{2 \pi i \alpha} Z_{1} Z_{2} \tag{4.1}
\end{equation*}
$$

When $\alpha$ is not rational, every finitely generated projective module over the algebra $\mathcal{A}_{\alpha}$ which is not free is isomorphic to a Heisenberg module [C1, R2]. Any such a module $\mathcal{E}_{r, q}$ is characterized by two integers $r, q$. If $q=0, \mathcal{E}_{r, q}=\mathcal{A}_{\alpha}^{|r|}$. Otherwise, they can be taken to be relatively coprime with $q>0$ (a similar construction being possible for $q<0$ ), or $r=0$ and $q=1$. We shall briefly describe them. As a vector space

$$
\begin{equation*}
\mathcal{E}_{r, q}=\mathcal{S}\left(\mathbb{R} \times \mathbb{Z}_{q}\right) \simeq \mathcal{S}(\mathbb{R}) \otimes \mathbb{C}^{q} \tag{4.2}
\end{equation*}
$$

the space of Schwartz functions of one continuous variable $s \in \mathbb{R}$ and a discrete one $k \in \mathbb{Z}_{q}$ (we shall implicitly understand that such a variable is defined modulo $q$ ). By introducing the shorthand

$$
\begin{equation*}
\varepsilon=r / q-\alpha \tag{4.3}
\end{equation*}
$$

the space $\mathcal{E}_{r, q}$ is made a right module over $\mathcal{A}_{\alpha}$ by defining

$$
\begin{align*}
\left(\xi Z_{1}\right)(s, k) & :=\xi(s-\varepsilon, k-r) \\
\left(\xi Z_{2}\right)(s, k) & :=e^{2 \pi i(s-k / q)} \xi(s, k) \tag{4.4}
\end{align*}
$$

for any $\xi \in \mathcal{E}_{r, q}$, the relations (4.1) being easily verified.

On the module $\mathcal{E}_{r, q}$ one defines an $\mathcal{A}_{\alpha}$-valued hermitian structure, namely a sesquilinear form $\langle\cdot, \cdot\rangle_{\alpha}: \mathcal{E}_{r, q} \times \mathcal{E}_{r, q} \rightarrow \mathcal{A}_{\alpha}$, which is antilinear in the first variable and such that

$$
\begin{align*}
& \langle\xi, \eta a\rangle_{\alpha}=\langle\xi, \eta\rangle_{\alpha} a \\
& \left(\langle\xi, \eta\rangle_{\alpha}\right)^{*}=\langle\eta, \xi\rangle_{\alpha}, \\
& \langle\xi, \xi\rangle_{\alpha} \geq 0,\langle\xi, \xi\rangle_{\alpha}=0 \Longleftrightarrow \xi=0 \tag{4.5}
\end{align*}
$$

for all $\xi, \eta \in \mathcal{E}_{r, q}, a \in \mathcal{A}_{\alpha}$.
This hermitian structure is explicitly given by

$$
\begin{equation*}
\langle\xi, \eta\rangle_{\alpha}:=\sum_{m, n} \sum_{k=0}^{q-1} \int_{-\infty}^{+\infty} d s \overline{\xi(s-m \varepsilon, k-m p)} \eta(s, k) e^{-2 \pi i n(s-k / q)} Z_{1}^{m} Z_{2}^{n} \tag{4.6}
\end{equation*}
$$

It is proven in $[\mathbf{C R}]$ that the endomorphism algebra $E n d_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{r, q}\right)$, which acts on the left on $\mathcal{E}_{r, q}$, can be identified with another copy of the noncommutative torus $\mathcal{A}_{\theta}$ where the parameter $\theta$ is 'uniquely' determined by $\alpha$ in the following way. Since $r$ and $q$ are coprime, there exist integer numbers $a, b \in \mathbb{Z}$ such that $a r+b q=1$. Then, the transformed parameter is given by

$$
\begin{equation*}
\theta=\frac{a \alpha+b}{-q \alpha+r} \tag{4.7}
\end{equation*}
$$

Given any two other integers $a^{\prime}, b^{\prime} \in \mathbb{Z}$ such that $a^{\prime} r+b^{\prime} q=1$, one would find that $\theta^{\prime}-\theta \in \mathbb{Z}$ so that $\mathcal{A}_{\theta^{\prime}} \simeq \mathcal{A}_{\theta}$. Thus we are saying that the algebra $E n d_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{r, q}\right)$ is generated by two operators $U_{1}, U_{2}$ acting on the left on $\mathcal{E}_{r, q}$ by

$$
\begin{align*}
& \left(U_{1} \xi\right)(s, k):=\xi(s-1 / q, k-1) \\
& \left(U_{2} \xi\right)(s, k):=e^{2 \pi i(s / \varepsilon-a k) / q} \xi(s, k), \tag{4.8}
\end{align*}
$$

and one easily verify that

$$
\begin{equation*}
U_{2} U_{1}=e^{2 \pi i \theta} U_{1} U_{2} \tag{4.9}
\end{equation*}
$$

namely the defining relations of the algebra $\mathcal{A}_{\theta}$.
Furthermore, the $\mathcal{A}_{\theta}-\mathcal{A}_{\alpha}$-bimodule $\mathcal{E}_{r, q}$ is a Morita equivalence between the two algebras $\mathcal{A}_{\theta}$ and $\mathcal{A}_{\alpha}$. That is, there exists also a $\mathcal{A}_{\theta}$-valued hermitian structure on $\mathcal{E}_{r, q}$,

$$
\begin{equation*}
\langle\cdot, \cdot\rangle_{\theta}: \mathcal{E}_{r, q} \times \mathcal{E}_{r, q} \rightarrow \mathcal{A}_{\theta}, \tag{4.10}
\end{equation*}
$$

which is compatible with the $\mathcal{A}_{\alpha}$-valued one $\langle\cdot, \cdot\rangle_{\alpha}$,

$$
\begin{equation*}
\langle\xi, \eta\rangle_{\theta} \zeta=\xi\langle\eta, \zeta\rangle_{\alpha} \tag{4.11}
\end{equation*}
$$

for all $\xi, \eta, \zeta \in \mathcal{E}_{r, q}$.
The second hermitian structure is explicitly given by

$$
\begin{align*}
\langle\xi, \eta\rangle_{\theta}:=\frac{1}{|q \varepsilon|} \sum_{m, n} \sum_{k=0}^{q-1} \int_{-\infty}^{+\infty} d s \xi(s, k) & \overline{\eta(s-m / q, k-m)} \times \\
& \times e^{-2 \pi i n / q[(s-m / q) / \varepsilon-a k]} Z_{1}^{m} Z_{2}^{n} \tag{4.12}
\end{align*}
$$

Notice that now the antilinearity is in the second variable. The hermitian structure $\langle\cdot, \cdot\rangle_{\theta}$ will obey properties analogous to the ones in (4.5) but now there is a left linearity, $\langle a \xi, \eta\rangle_{\theta}=a\langle\xi, \eta\rangle_{\theta}$, with $a \in \mathcal{A}_{\theta}$.

The proof of the compatibility condition (4.11) goes as follows. By using the explicit formula (4.6) for the right hermitian structure, the right hand side of (4.11) is

$$
\begin{array}{r}
\left(\xi\langle\eta, \zeta\rangle_{\alpha}\right)(s, k)=\sum_{m, n} \sum_{l=0}^{q-1} \int_{-\infty}^{+\infty} d t \xi(s-m \varepsilon, k-m p) \bar{\eta}(t-m \varepsilon, l-m p) \zeta(t, l) \times \\
\times e^{2 \pi i n[s-t-1 / q(k-l)]} \\
=\sum_{m, n} \sum_{l=0}^{q-1} \xi(s-m \varepsilon, k-m p) \bar{\eta}\left(s+\frac{l-k}{q}+n-m \varepsilon, l-m p\right) \zeta\left(s+\frac{l-k}{q}+n, l\right),
\end{array}
$$

where we have used a Poisson resummation formula for the periodic delta function, $\sum_{n \in \mathbb{Z}} e^{2 \pi i n x}=\sum_{n \in \mathbb{Z}} \delta(x+n)$, and we have integrated over the variable $t$. On the other hand, by using similar techniques, we find that the left hand side of (4.11) is

$$
\begin{aligned}
\left(\langle\xi, \eta\rangle_{\theta} \zeta\right)(s, k)=\sum_{x, y} \sum_{d=0}^{q-1} & \xi(s+\varepsilon[a(d-k)+q y], d) \times \\
& \times \bar{\eta}\left(s+\varepsilon[a(d-k)+q y]-\frac{x}{q}, d-x\right) \zeta\left(s-\frac{x}{q}, k-x\right)
\end{aligned}
$$

By comparing these two expressions we see that they coincide provide the indices on which we sum are related by $m=q y-a(d-k), n=(k-l-x) / q, l=k-x \bmod q$; notice that the last relation assures that $n$ is an integer.

By using the previous construction one can construct projections in the algebra $\mathcal{A}_{\theta}$ by picking suitable vectors $\xi \in \mathcal{E}_{p, q}$ with $\langle\xi, \xi\rangle_{\alpha}=\mathbb{I}$. Then, the bimodule property (4.11) implies that $p=\langle\xi, \xi\rangle_{\theta}$ is a non-trivial projection in $\mathcal{A}_{\theta}$,

$$
\begin{equation*}
p^{2}=\langle\xi, \xi\rangle_{\theta}\langle\xi, \xi\rangle_{\theta}=\left\langle\langle\xi, \xi\rangle_{\theta} \xi, \xi\right\rangle_{\theta}=\left\langle\xi\langle\xi, \xi\rangle_{\alpha}, \xi\right\rangle_{\theta}=\langle\xi, \xi\rangle_{\theta}=p \tag{4.13}
\end{equation*}
$$

By using the identification $\mathcal{A}_{\theta} \simeq \operatorname{End}_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{p, q}\right)$, any such a projection may be equivalently written in the more suggestive form

$$
\begin{equation*}
p_{\psi}=\left\langle\psi\left(\langle\psi, \psi\rangle_{\alpha}\right)^{-1 / 2}, \psi\left(\langle\psi, \psi\rangle_{\alpha}\right)^{-1 / 2}\right\rangle_{\theta}=|\psi\rangle \frac{1}{\langle\psi, \psi\rangle_{\alpha}}\langle\psi| \tag{4.14}
\end{equation*}
$$

where for each vector $|\psi\rangle \in \mathcal{E}_{p, q}$ the corresponding dual vector $\langle\psi| \in\left(\mathcal{E}_{p, q}\right)^{*}$ is defined by means of the $\mathcal{A}_{\alpha}$-valued hermitian structure as $\langle\psi|(\eta):=\langle\psi, \eta\rangle_{\alpha} \in \mathcal{A}_{\alpha}$. We are only assuming that $\langle\psi, \psi\rangle_{\alpha}$ is an invertible element of the algebra $\mathcal{A}_{\alpha}$.

In order to translate the self-duality equations (3.48) for $p_{\psi}$ to equations for $\psi$, we need to introduce a gauge connection on the right $\mathcal{A}_{\alpha}$-module $\mathcal{E}_{p, q}$.
4.2. The constant curvature connections. Again the theory of gauge connection on noncommutative tori is worked out in $[\mathbf{C R}]$. A gauge connection on the right $\mathcal{A}_{\alpha}$-module $\mathcal{E}_{r, q}$ is given by two covariant derivatives

$$
\begin{equation*}
\nabla_{\mu}: \mathcal{E}_{r, q} \rightarrow \mathcal{E}_{r, q}, \quad \mu=1,2 \tag{4.15}
\end{equation*}
$$

which satisfy a right Leibniz rule

$$
\begin{equation*}
\nabla_{\mu}(\xi a)=\left(\nabla_{\mu} \xi\right) a+\xi\left(\partial_{\mu} a\right), \mu=1,2 \tag{4.16}
\end{equation*}
$$

for any $\xi \in \mathcal{E}_{r, q}$ and any $a \in \mathcal{A}_{\alpha}$. One also requires compatibility with the $\mathcal{A}_{\alpha^{-}}$ valued hermitian structure,

$$
\begin{equation*}
\partial_{\mu}\left(\langle\xi, \eta\rangle_{\alpha}\right)=\left\langle\nabla_{\mu} \xi, \eta\right\rangle_{\alpha}+\left\langle\xi, \nabla_{\mu} \eta\right\rangle_{\alpha}, \mu=1,2 . \tag{4.17}
\end{equation*}
$$

It is not difficult to see that any other compatible connection $\widetilde{\nabla}_{\mu}$ must be of the form $\widetilde{\nabla}_{\mu}=\nabla_{\nu}+\eta_{\mu}$ with the $\eta_{\mu}$ 's (skew-adjoint) elements in $E n d_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{r, q}\right)$.

Given any compatible connection, the operators $\nabla_{\mu}$ can be used to define derivations on the endomorphism algebra $\operatorname{End} \mathcal{A}_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{r, q}\right)$ by

$$
\begin{equation*}
\hat{\delta}_{\mu}(T):=\nabla_{\mu} \circ T-T \circ \nabla_{\mu}, \mu=1,2 \tag{4.18}
\end{equation*}
$$

for any $T \in E n d_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{r, q}\right)$. By using the compatibility (4.17) and the right Leibniz rule (4.16), one easily prove that the connection $\nabla_{\mu}$ is compatible for the derivations $\hat{\delta}_{\mu}$ and the hermitian structure $\langle\cdot, \cdot\rangle_{\theta}$, that is,

$$
\begin{equation*}
\hat{\delta}_{\mu}\left(\langle\xi, \eta\rangle_{\theta}\right)=\left\langle\nabla_{\mu} \xi, \eta\right\rangle_{\theta}+\left\langle\xi, \nabla_{\mu} \eta\right\rangle_{\theta}, \mu=1,2 \tag{4.19}
\end{equation*}
$$

Moreover, there is also a left Leibniz rule,

$$
\begin{equation*}
\nabla_{\mu}(T \xi)=T\left(\nabla_{\mu} \xi\right)+\left(\hat{\delta}_{\mu} T\right) \xi, \mu=1,2 \tag{4.20}
\end{equation*}
$$

for any $\xi \in \mathcal{E}_{r, q}$ and any $T \in \operatorname{End}_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{r, q}\right)$.
A particular connection on the right $\mathcal{A}_{\alpha}$-module $\mathcal{E}_{r, q}$ is given by the operators

$$
\begin{equation*}
\left(\nabla_{1} \xi\right)(s, k):=\frac{2 \pi i}{\varepsilon} s \xi(s, k),\left(\nabla_{2} \xi\right)(s, k):=\frac{d \xi}{d s}(s, k) \tag{4.21}
\end{equation*}
$$

Notice that the discrete index $k$ is not touched. The previous connection is of constant curvature,

$$
\begin{equation*}
F_{1,2}:=\left[\nabla_{1}, \nabla_{2}\right]-\nabla_{\left[\partial_{1}, \partial_{2}\right]}=-\frac{2 \pi i}{\varepsilon} \mathbb{I}_{\mathcal{E}_{r, q}} \tag{4.22}
\end{equation*}
$$

where $\mathbb{I}_{\mathcal{E}_{r, q}}$ is the identity operator on $\mathcal{E}_{r, q}$.
Finally, by remembering that $\operatorname{End}_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{r, q}\right) \simeq \mathcal{A}_{\theta}$, one also proves that the derivations $\hat{\delta}_{\mu}$ on $E n d_{\mathcal{A}_{\alpha}}\left(\mathcal{E}_{r, q}\right)$ determined by the constant curvature connection (4.21) are proportional to the generators of the infinitesimal action of the commutative torus $\mathbb{T}^{2}$ on $\mathcal{A}_{\theta}$, that is,

$$
\begin{equation*}
\hat{\delta}_{\mu}\left(U_{\nu}\right)=\frac{2 \pi i}{q \varepsilon} \delta_{\mu}^{\nu} U_{\nu}, \mu, \nu=1,2 . \tag{4.23}
\end{equation*}
$$

That the induced derivations are the canonical derivations on $\mathcal{A}_{\theta}$ is crucial for our analysis in the following (see the proof of Prop. 4.1). Any other connection with this same property will have the form $\widetilde{\nabla}_{\mu}=\nabla_{\nu}+\lambda_{\mu}$ where $\lambda_{1}$ and $\lambda_{2}$ are (pureimaginary) constants. Then, the corresponding curvature $\widetilde{F}_{1,2}$ will be constant and in fact will coincide with the constant curvature $F_{1,2}$ in (4.22). It is known [CR] that constant curvature connections are exactly the connections that minimize a suitable Yang-Mills functional and that all this minimizing connections must have the same curvature. Moreover, the moduli spaces of these connections is just (in the simplest possible case) an ordinary two-torus $\mathbb{T}^{2}$.

In the following we shall also need the covariant derivatives $\nabla_{(\tau)}$ and $\bar{\nabla}_{(\tau)}$ which lift the complex derivations $\partial_{(\tau)}$ and $\bar{\partial}_{(\tau)}$ in (3.25). By using (4.21) they are given by

$$
\begin{equation*}
\nabla_{(\tau)}=\frac{1}{(\tau-\bar{\tau})}\left(-\bar{\tau} \nabla_{1}+\nabla_{2}\right), \bar{\nabla}_{(\tau)}=\frac{1}{(\tau-\bar{\tau})}\left(\tau \nabla_{1}-\nabla_{2}\right) \tag{4.24}
\end{equation*}
$$

These connections will endow the module $\mathcal{E}_{r, q}$ with a complex (or better holomorphic) structure (see also [DS, S-A, PS, S-M]).
4.3. The Instantons. We are now ready to look for solutions of the self-dual equations (3.48) of the form

$$
\begin{equation*}
p_{\psi}:=|\psi\rangle\left(\langle\psi, \psi\rangle_{\alpha}\right)^{-1}\langle\psi|, \tag{4.25}
\end{equation*}
$$

with the vector $|\psi\rangle \in \mathcal{E}_{p, q}$ assumed to be such that $\langle\psi, \psi\rangle_{\alpha}$ is invertible in $\mathcal{A}_{\alpha}$.
Then, one can prove the following
Proposition 4.1.
Let the vector $|\psi\rangle \in \mathcal{E}_{r, q}$ be such that $\langle\psi, \psi\rangle_{\alpha} \in \mathcal{A}_{\theta}$ is invertible. And consider the projection $p_{\psi}:=|\psi\rangle\left(\langle\psi, \psi\rangle_{\alpha}\right)^{-1}\langle\psi|$.
Then,
1.) If there exists an element $\lambda \in \mathcal{A}_{\alpha}$ such that $\psi=|\psi\rangle$ is a solution of the equations

$$
\begin{equation*}
\bar{\nabla} \psi-\psi \lambda=0 \tag{4.26}
\end{equation*}
$$

where $\bar{\nabla}$ is the anti-holomorphic connection (4.24), then the projection $p_{\psi}$ is a solution of the self-duality equations,

$$
\begin{equation*}
\bar{\partial}_{(\tau)}\left(p_{\psi}\right) p_{\psi}=0 . \tag{4.27}
\end{equation*}
$$

2.) Conversely, if $p_{\psi}$ is a solution of the equations (4.27), then $\psi=|\psi\rangle$ obeys the equations (4.26) with

$$
\begin{equation*}
\lambda=\left(\langle\psi, \psi\rangle_{\alpha}\right)^{-1}\langle\psi, \bar{\nabla} \psi\rangle_{\alpha} \tag{4.28}
\end{equation*}
$$

Proof. A straightforward computation using the properties of the connection, notably the fact that the induced derivations on the endomorphism algebra are the canonical derivations on $\mathcal{A}_{\theta}$, and left and right Leibniz rules and metric compatibilities.

For a generic element $\lambda \in \mathcal{A}_{\alpha}$, equations (4.26) still are horribly complicated. A very important class of examples is obtained by considering constant parameters $\lambda \in \mathbb{C}$.

Proposition 4.2. Let $\lambda \in \mathbb{C}$. Then the Gaussian

$$
\begin{equation*}
\psi_{\lambda}(s, k)=A_{k} \mathrm{e}^{i \tau \pi s^{2} / \varepsilon+\lambda(\bar{\tau}-\tau) s} \quad, k=1, \ldots, q \tag{4.29}
\end{equation*}
$$

is a solution of the equation (4.26) such that the element $\left\langle\psi_{\lambda}, \psi_{\lambda}\right\rangle_{\alpha} \in \mathcal{A}_{\alpha}$ is invertible. The vector $A=\left(A_{1}, \ldots, A_{q}\right) \in \mathbb{C}^{q}$ can be taken to lie in the complex projective space $\mathbb{C P}^{q-1}$ by removing an inessential normalization.

Proof. Recall first that we are taking $\Im \tau>0$, hence the generalized gaussian $\psi_{\lambda}(s, k)$ in (4.29) is an element of $\mathcal{E}_{r, q}$. That it is also a solution of the equations (4.26) (with the constant curvature connection (4.21)) is a straightforward computation. As for invertibility of the corresponding element $\left\langle\psi_{\lambda}, \psi_{\lambda}\right\rangle_{\alpha} \in \mathcal{A}_{\alpha}$ this is more difficult. For the lowest values of the parameters, i.e. $q=1, r=0$, (and with $\tau=i, \lambda=0$ ), the invertibility of

$$
\begin{equation*}
\left\langle\psi_{\lambda=0}, \psi_{\lambda=0}\right\rangle_{-1 / \theta}=\frac{1}{\sqrt{2 \theta}} \sum_{(m, n) \in \mathbb{Z}^{2}} \mathrm{e}^{i \pi m n / \theta-\pi\left(m^{2}+n^{2}\right) / 2 \theta} Z_{1}^{m} Z_{2}^{n} \tag{4.30}
\end{equation*}
$$

(now $\alpha=-1 / \theta$ ) was proved in $[\mathbf{B}]$ for a restricted range of the deformation parameter $\theta$. The invertibility was extended in $[\mathbf{W}]$ for all values $0<\theta<1$. As for the general case, a careful extension of the techniques of $[\mathbf{B}]$ and $[\mathbf{W}]$ provides invertibility.

Furthermore, a lengthy computation gives that the projection $p_{\lambda} \in \mathcal{A}_{\theta}$ corresponding to the Gaussian (4.29) has dimension ( $=$ rank) $r+q \theta: f\left(p_{\lambda}\right)=r+q \theta$, and topological charge $q: \Psi\left(p_{\lambda}\right)=q$.

Before we pass to the general case of nonconstant 'parameter' $\lambda$ in the equations (4.26) we need to introduce gauge transformations.
4.4. Gauge Transformations. Having lifted our duality equations to equations on the bundle $\mathcal{E}_{r, q}$ has introduced what we could call 'gauge degrees of freedom'. Then, there are analogous of (complex) gauge transformations. These are given by invertible elements in $\mathcal{A}_{\alpha}$ acting on the right on $\mathcal{E}_{r, q}$,

$$
\begin{equation*}
\mathcal{E}_{r, q} \ni|\psi\rangle \rightarrow\left|\psi^{g}\right\rangle=|\psi\rangle g \in \mathcal{E}_{r, q}, \forall g \in \mathrm{GL}\left(\mathcal{A}_{\alpha}\right) . \tag{4.31}
\end{equation*}
$$

Notice that we do not require $g$ to be unitary. Then, it is straightforward to prove that projections of the form (4.25) are invariant under gauge transformations. Indeed,

$$
\begin{aligned}
p_{\psi} \rightarrow p_{\psi}^{g} & =\left|\psi^{g}\right\rangle\left(\left\langle\psi^{g}, \psi^{g}\right\rangle_{\alpha}\right)^{-1}\left\langle\psi^{g}\right|=|\psi\rangle g\left(g^{*}\langle\psi, \psi\rangle_{\alpha} g\right)^{-1} g^{*}\langle\psi| \\
& =|\psi\rangle g g^{-1}\left(\langle\psi, \psi\rangle_{\alpha}\right)^{-1}\left(g^{*}\right)^{-1} g^{*}\langle\psi|=|\psi\rangle\left(\langle\psi, \psi\rangle_{\alpha}\right)^{-1}\langle\psi| \\
& =p_{\psi} .
\end{aligned}
$$

Equally straightforward is to find the gauge transformed of the self duality equations (4.26). Indeed, let $|\psi\rangle \in \mathcal{E}_{r, q}$ be a solution of the equations (4.26): $\bar{\nabla} \psi-\psi \lambda=0$; and let $g \in \operatorname{GL}\left(\mathcal{A}_{\alpha}\right)$. Then by using the Leibniz rule for the connection, one finds that the gauge transformed vector $\left|\psi^{g}\right\rangle$ will be a solution of an equation of the same form: $\bar{\nabla} \psi^{g}-\psi^{g} \lambda_{g}=0$ with $\lambda_{g}$ given by

$$
\begin{equation*}
\lambda_{g}=g^{-1} \lambda g+g^{-1} \bar{\partial}_{(\tau)} g \tag{4.32}
\end{equation*}
$$

Let us then analyze how the gaussian projections transform under the action of the gauge transformations (4.31). We have the following

Proposition 4.3. Let $|\psi\rangle$ be a solution of equation (4.26), $\lambda \in \mathbb{C}$; and let $g \in \operatorname{GL}\left(\mathcal{A}_{\alpha}\right)$. Then the transformed $\lambda_{g}$ will again be constant if an only if there exists a couple of integer $(m, n) \in \mathbb{Z}^{2}$ such that

$$
\begin{equation*}
g=g_{m n} U^{m} V^{n} \text { no sum. } \tag{4.33}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\lambda_{g}-\lambda=\frac{2 \pi i \tau}{\tau-\bar{\tau}}\left(m-\frac{1}{\tau} n\right) \tag{4.34}
\end{equation*}
$$

Proof. The first statement in the direction right to left of the statement is obvious. On the other hand, assume that $\lambda_{g} \in \mathbb{C}$. Any $g \in \operatorname{GL}\left(\mathcal{A}_{\alpha}\right)$ is written as $g=\sum_{(m, n) \in \mathbb{Z}^{2}} g_{m n} U^{m} V^{n}$. When substituting in (4.32) one gets an equation which requires that only one term in the sum does not vanish. The relation (4.34) is straightforwardly worked out.

One could also act directly on gaussian functions, which are elements of the module $\mathcal{E}_{r, q}$ on which $\mathrm{GL}\left(\mathcal{A}_{\alpha}\right)$ acts on the left. Indeed, let the solution corresponding to the parameter $\lambda \in \mathbb{C}$ be the Gaussian $\psi_{\lambda}$ as in (4.29). When acting on $\psi_{\lambda}$ with the invertible element $g=g_{m n} U^{m} V^{n} \in \mathrm{GL}\left(\mathcal{A}_{\alpha}\right)$ one produces a new Gaussian $\psi_{\lambda_{g}}$ with the constant parameter $\lambda_{g}$ given exactly as in (4.34). By putting together these results with Proposition 4.2, we have the following result which parallel an analogous one for connections minimizing a Yang-Mill functional (for which the connections are forced to be of constant curvature) [CR].

Corollary 4.4. The moduli space of 'gaussian projection' is given by an ordinary complex torus times an ordinary projective space

$$
\begin{equation*}
\mathbb{C} /(\tau \mathbb{Z}+\mathbb{Z}) \times \mathbb{C P}^{q-1} \tag{4.35}
\end{equation*}
$$

As for the generic case of the equations (4.26) for a nonconstant element $\lambda \in \mathcal{A}_{\alpha}$, at the moment we are unable to state a general result. In [DKL1, DKL2] it was suggested that any solution of the these self-duality equations could be gauged away to a gaussian solution. This would be equivalent to the statement that given any element $\rho \in \mathcal{A}_{\alpha}$, there exists an element $g \in \operatorname{GL}\left(\mathcal{A}_{\alpha}\right)$ such that $\rho=\lambda+g^{-1} \bar{\partial}_{(\tau)} g$, with $\lambda \in \mathbb{C}$. That this fact is not true follows from recent work in $[\mathbf{P}-\mathbf{A}]$.
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# Towards the fractional quantum Hall effect: a noncommutative geometry perspective 

Matilde Marcolli and Varghese Mathai


#### Abstract

In this paper we give a survey of some models of the integer and fractional quantum Hall effect based on noncommutative geometry. We begin by recalling some classical geometry of electrons in solids and the passage to noncommutative geometry produced by the presence of a magnetic field. We recall how one can obtain this way a single electron model of the integer quantum Hall effect. While in the case of the integer quantum Hall effect the underlying geometry is Euclidean, we then discuss a model of the fractional quantum Hall effect, which is based on hyperbolic geometry simulating the multi-electron interactions. We derive the fractional values of the Hall conductance as integer multiples of orbifold Euler characteristics. We compare the results with experimental data.


## 1. Electrons in solids - Bloch theory and algebraic geometry

We first recall some general facts about the mathematical theory of electrons in solids. In particular, after reviewing some basic facts about Bloch theory, we recall an approach pioneered by Gieseker at al. [16] [17], which uses algebraic geometry to treat the inverse problem of determining the pseudopotential from the data of the electric and optical properties of the solid.

Crystals. The Bravais lattice of a crystal is a lattice $\Gamma \subset \mathbb{R}^{d}$ (where we assume $d=2,3$ ), which describes the symmetries of the crystal.
The electron-ions interaction is described by a periodic potential

$$
\begin{equation*}
U(x)=\sum_{\gamma \in \Gamma} u(x-\gamma), \tag{1.1}
\end{equation*}
$$

namely, $U$ is invariant under the translations in $\Gamma$,

$$
\begin{equation*}
T_{\gamma} U=U, \quad \forall \gamma \in \Gamma \tag{1.2}
\end{equation*}
$$

When one takes into account the mutual interaction of electrons, one obtains an $N$-particles Hamiltonian of the form

$$
\begin{equation*}
\sum_{i=1}^{N}\left(-\Delta_{x_{i}}+U\left(x_{i}\right)\right)+\frac{1}{2} \sum_{i \neq j} W\left(x_{i}-x_{j}\right) . \tag{1.3}
\end{equation*}
$$

This can be treated in the independent electron approximation, namely by introducing a modification $V$ of the single electron potential

$$
\begin{equation*}
\sum_{i=1}^{N}\left(-\Delta_{x_{i}}+V\left(x_{i}\right)\right) \tag{1.4}
\end{equation*}
$$

It is remarkable that, even though the original potential $U$ is unbounded, a reasonable independent electron approximation can be obtained with $V$ a bounded function.
The wave function for the $N$-particle problem (1.4) is then of the form

$$
\psi\left(x_{1}, \ldots, x_{N}\right)=\operatorname{det}\left(\psi_{i}\left(x_{j}\right)\right)
$$

for $(-\Delta+V) \psi_{i}=E_{i} \psi_{i}$ so that $\sum\left(-\Delta_{x_{i}}+V\left(x_{i}\right)\right) \psi=E \psi$ with $E=\sum E_{i}$. This reduces a multi-electron problem to the single particle case.
However, in this approximation, usually the single electron potential $V$ is not known explicitly, hence the focus shifts on the inverse problem of determining $V$.

Bloch electrons. Let $T_{\gamma}$ denote the unitary operator on $\mathcal{H}=L^{2}\left(\mathbb{R}^{d}\right)$ implementing the translation by $\gamma \in \Gamma$, as in (1.2). We have, for $H=-\Delta+V$,

$$
\begin{equation*}
T_{\gamma} H T_{\gamma^{-1}}=H, \quad \forall \gamma \in \Gamma \tag{1.5}
\end{equation*}
$$

Thus, we can simultaneously diagonalize these operators. This can be done via characters of $\Gamma$, or equivalently, via its Pontrjagin dual $\hat{\Gamma}$. In fact, the eigenvalue equation is of the form $T_{\gamma} \psi=c(\gamma) \psi$. Since $T_{\gamma_{1} \gamma_{2}}=T_{\gamma_{1}} T_{\gamma_{2}}$, and the operators are unitaries, we have $c: \Gamma \rightarrow U(1)$, of the form

$$
c(\gamma)=e^{i\langle k, \gamma\rangle}, \quad k \in \hat{\Gamma}
$$

The Pontrjagin dual $\hat{\Gamma}$ of the abelian group $\Gamma \cong \mathbb{Z}^{d}$ is a compact group isomorphic to $T^{d}$, obtained by taking the dual of $\mathbb{R}^{d}$ modulo the reciprocal lattice

$$
\begin{equation*}
\Gamma^{\sharp}=\left\{k \in \mathbb{R}^{d}:\langle k, \gamma\rangle \in 2 \pi \mathbb{Z}, \forall \gamma \in \Gamma\right\} . \tag{1.6}
\end{equation*}
$$

Brillouin zones. By definition, the Brillouin zones of a crystals are fundamental domains for the reciprocal lattice $\Gamma^{\sharp}$ obtained via the following inductive procedure. The Bragg hyperplanes of a crystal are the hyperplanes along which a pattern of diffraction of maximal intensity is observed when a beam of radiation (X-rays for instance) is shone at the crystal. The $N$-th Brillouin zone consists of all the points in (the dual) $\mathbb{R}^{d}$ such that the line from that point to the origin crosses exactly $(n-1)$ Bragg hyperplanes of the crystal.

Band structure. One obtains this way ( $c f .[16]$ ) a family self-adjoint elliptic boundary value problems, parameterized by the lattice momenta $k \in \mathbb{R}^{d}$,

$$
D_{k}=\left\{\begin{array}{c}
(-\Delta+V) \psi=E \psi  \tag{1.7}\\
\psi(x+\gamma)=e^{i\langle k, \gamma\rangle} \psi(x)
\end{array}\right.
$$

For each value of the momentum $k$, one has eigenvalues $\left\{E_{1}(k), E_{2}(k), E_{3}(k), \ldots\right\}$. As functions of $k$, these satisfy the periodicity

$$
E(k)=E(k+u) \quad \forall u \in \Gamma^{\sharp}
$$



Figure 1. Brillouin zones in a $2 D$ crystal
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Figure 2. Examples of Fermi surfaces

It is customary therefore to plot the eigenvalue $E_{n}(k)$ over the n-the Brillouin zone and obtain this way a map

$$
k \mapsto E(k) \quad k \in \mathbb{R}^{d}
$$

called the energy-crystal momentum dispersion relation.
Fermi surfaces and complex geometry. Many electric and optical properties of the solid can be read off the geometry of the Fermi surface. This is a hypersurface $F$ in the space of crystal momenta $k$,

$$
\begin{equation*}
F_{\lambda}(\mathbb{R})=\left\{k \in \mathbb{R}^{d}: E(k)=\lambda\right\} . \tag{1.8}
\end{equation*}
$$

A comprehensive archive of Fermi surfaces for various chemical elements can be found in [9], or online at http://www.phys.ufl.edu/fermisurface. We reproduce in Figure 2 an example of the complicated geometry of Fermi surfaces.

The approach to the theory of electrons in solids proposed by $[\mathbf{1 6}][\mathbf{1 7}]$ is based on the idea that the geometry of the Fermi surfaces can be better understood by passing to complex geometry and realizing (1.8) as a cycle on a complex hypersurface. One considers first the complex Bloch variety defined by the condition

$$
B(V)=\left\{(k, \lambda) \in \mathbb{C}^{d+1}: \begin{array}{c}
\exists \psi \text { nontrivial solution of }  \tag{1.9}\\
(-\Delta+V) \psi=\lambda \psi \\
\psi(x+\gamma)=e^{i\langle k, \gamma\rangle} \psi(x)
\end{array}\right\}
$$

Then the complex Fermi surfaces are given by the fibers of the projection to $\lambda \in \mathbb{C}$,

$$
\begin{equation*}
F_{\lambda}(\mathbb{C})=\pi^{-1}(\lambda) \subset B(V) \tag{1.10}
\end{equation*}
$$

This is a complex hypersurface in $\mathbb{C}^{d}$. To apply the tools of projective algebraic geometry, one works in fact with a singular projective hypersurface (a compactification of $B(V)$, cf. [16]).
One can then realize the original Fermi surface (1.8) as a cycle $F_{\lambda} \cap \mathbb{R}^{d}=F_{\lambda}(\mathbb{R})$ representing a class in the homology $H_{d-1}\left(F_{\lambda}(\mathbb{C}), \mathbb{Z}\right)$. A result of $[\mathbf{1 6}]$ is that the integrated density of states

$$
\begin{equation*}
\rho(\lambda)=\lim _{\ell \rightarrow \infty} \frac{1}{\ell} \#\{\text { eigenv of } H \leq \lambda\} \tag{1.11}
\end{equation*}
$$

for $H=-\Delta+V$ on $L^{2}\left(\mathbb{R}^{d} / \ell \Gamma\right)$, is obtained from a period

$$
\begin{equation*}
\frac{d \rho}{d \lambda}=\int_{F_{\lambda}(\mathbb{R})} \omega_{\lambda} \tag{1.12}
\end{equation*}
$$

where $\omega_{\lambda}$ is a holomorphic differential on $F_{\lambda}(\mathbb{C})$.
Discretization. It is often convenient to treat problems like (1.7) by passing to a discretized model. On $\ell^{2}\left(\mathbb{Z}^{d}\right)$, one considers the random walk operator

$$
\begin{align*}
\mathcal{R} \psi\left(n_{1}, \ldots, n_{d}\right)= & +\sum_{i=1}^{d} \psi\left(n_{1}, \ldots, n_{i}+1, \ldots, n_{d}\right) \\
& +\sum_{i=1}^{d} \psi\left(n_{1}, \ldots, n_{i}-1, \ldots, n_{d}\right) \tag{1.13}
\end{align*}
$$

This is related to the discretized Laplacian by

$$
\begin{equation*}
\Delta \psi\left(n_{1}, \ldots, n_{d}\right)=(2 d-\mathcal{R}) \psi\left(n_{1}, \ldots, n_{d}\right) \tag{1.14}
\end{equation*}
$$

In this discretization, the complex Bloch variety is described by a polynomial equation in $z_{i}, z_{i}^{-1}(c f .[\mathbf{1 6}])$

$$
B(V)=\left\{\begin{array}{ll} 
& \exists \psi \in \ell^{2}(\Gamma) \text { nontriv sol of } \\
\left(z_{1} \ldots, z_{d}, \lambda\right): & (\mathcal{R}+V) \psi=(\lambda+2 d) \psi \\
& R_{\gamma_{i}} \psi=z_{i} \psi
\end{array}\right\}
$$

where $R_{\gamma_{i}} \psi\left(n_{1}, \ldots, n_{d}\right)=\psi\left(n_{1}, \ldots, n_{i}+a_{i}, \ldots, n_{d}\right)$.
It will be very useful for us in the following to also consider a more general random walk for a discrete group $\Gamma$, as an operator on $\mathcal{H}=\ell^{2}(\Gamma)$. Let $\gamma_{i}$ be a symmetric set of generators of $\Gamma$, i.e. a set of generators and their inverses. The random walk operator is defined as

$$
\begin{equation*}
\mathcal{R} \psi(\gamma)=\sum_{i=1}^{r} R_{\gamma_{i}} \psi(\gamma)=\sum_{i=1}^{r} \psi\left(\gamma \gamma_{i}\right) \tag{1.15}
\end{equation*}
$$

and the corresponding discretized Laplacian is $\Delta=r-\mathcal{R}$.

The breakdown of classical Bloch theory. The approach to the study of electrons in solids via Bloch theory breaks down when either a magnetic field is present, or when the periodicity of the lattice is replaced by an aperiodic configuration, such as those arising in quasi-crystals. What is common to both cases is that the commutation relation $T_{\gamma} H=H T_{\gamma}$ fails.
Both cases can be studied by replacing ordinary geometry by noncommutative geometry (cf. [12]). Ordinary Bloch theory is replaced by noncommutative Bloch theory [18]. A good introduction to the treatment via noncommutative geometry of the case of aperiodic solids can be found in [4].
For our purposes, we are mostly interested in the other case, namely the presence of magnetic field, as that is the source of the Hall effects. Bellissard pioneered an approach to the quantum Hall effect via noncommutative geometry and derived a complete and detailed mathematical model for the Integer Quantum Hall Effect within this framework, $[3]$.

## 2. Quantum Hall effect

We describe the main aspects of the classical and quantum (integer and fractional) Hall effects, and some of the current approaches used to produce a mathematical model. Our introduction will not be exhaustive. In fact, for reasons of space, we will not discuss many interesting mathematical results on the quantum Hall effect and will concentrate mostly on the direction leading to the use of noncommutative geometry.

Classical Hall effect. The classical Hall effect was first observed in the XIX century [19]. A thin metal sample is immersed in a constant uniform strong orthogonal magnetic field, and a constant current $\mathbf{j}$ flows through the sample, say, in the $x$-direction. By Flemming's rule, an electric field is created in the $y$-direction, as the flow of charge carriers in the metal is subject to a Lorentz force perpendicular to the current and the magnetic field. This is called the Hall current.
The equation for the equilibrium of forces in the sample

$$
\begin{equation*}
N e \mathbf{E}+\mathbf{j} \wedge \mathbf{B}=0 \tag{2.1}
\end{equation*}
$$

defines a linear relation. The ratio of the intensity of the Hall current to the intensity of the electric field is the Hall conductance,

$$
\begin{equation*}
\sigma_{H}=\frac{N e \delta}{B} \tag{2.2}
\end{equation*}
$$

In the stationary state, $\sigma_{H}$ is proportional to the dimensionless filling factor $\nu=\frac{\rho h}{e B}$, where $\rho$ is the 2 -dimensional density of charge carriers, $h$ is the Planck constant, and $e$ is the electron charge. More precisely, we have

$$
\begin{equation*}
\sigma_{H}=\frac{\nu}{R_{H}} \tag{2.3}
\end{equation*}
$$

where $R_{H}=h / e^{2}$ denotes the Hall resistance, which is a universal constant. This measures the fraction of Landau level filled by conducting electrons in the sample.


Figure 3. Hall effect

Integer quantum Hall effect. In 1980, von Klitzing's experiment showed that, lowering the temperature below 1 K , quantum effects dominate, and the relation of Hall conductance to filling factor shows plateaux at integer values, $[\mathbf{2 1}]$. The effect is measured with very high precision (of the order of $10^{-8}$ ) and allows for a very accurate measurement of the fine structure constant $e^{2} / \hbar c$.
Under the above conditions, one can effectively use the independent elector approximation discussed in the previous section and reduce the problem to a single particle case.
The main physical properties of the integer quantum Hall effect are the following:

- $\sigma_{H}$, as a function of $\nu$, has plateaux at integer multiples of $e^{2} / h$.
- At values of $\nu$ corresponding to the plateaux, the conductivity along the current density axis (direct conductivity) vanishes.

Laughlin first suggested that IQHE should have a geometric explanation [23]. More precisely, the fact that the quantization of the Hall conductance appears as a very robust phenomenon, insensitive to changes in the sample and its geometry, or to the presence of impurities, suggests the fact that the effect should have the same qualities of the index theorem, which assigns an integer invariant to an elliptic differential operator, in a way that is topological and independent of perturbations. The prototype of such index theorems is the Gauss-Bonnet theorem, which extracts from an infinitesimally variable quantity, the curvature of a closed surface, a robust topological invariant, its Euler characteristic. The idea of modelling the integer quantum Hall effect on an index theorem started fairly early after the discovery of the effect. Laughlin's formulation can already be seen as a form of GaussBonnet, while this was formalized more precisely in such terms shortly afterwards by Thouless et al. (1982) and by Avron, Seiler, and Simon (1983) (cf. [31] [1]).
One of the early successes of Connes' noncommutative geometry [12] was a rigorous mathematical model of the integer quantum Hall effect, developed by Bellissard, van Elst, and Schulz-Baldes, [3]. Unlike the previous models, this accounts for all the aspects of the phenomenon: integer quantization, localization, insensitivity to the presence of disorder, and vanishing of direct conductivity at plateaux levels. Again the integer quantization is reduced to an index theorem, albeit of a more sophisticated nature, involving the Connes-Chern character, the $K$-theory of $C^{*}$ algebras and cyclic cohomology (cf. [11]).


Figure 4. Fractional quantum Hall effect

Fractional quantum Hall effect. The fractional QHE was discovered by Stormer and Tsui in 1982. The setup is as in the quantum Hall effect: in a high quality semi-conductor interface, which will be modelled by an infinite 2-dimensional surface, with low carrier concentration and extremely low temperatures $\sim 10 \mathrm{mK}$, in the presence of a very strong magnetic field, the experiment shows that the same graph of $\frac{h}{e^{2}} \sigma_{H}$ against the filling factor $\nu$ exhibits plateaux at certain fractional values (Figure 4).

Under the conditions of the experiments, the independent electron approximation that reduces the problem to a single electron is no longer viable and one has to incorporate the Coulomb interaction between the electrons in a many-electron theory. For this reason, many of the proposed mathematical models of the fractional quantum Hall effect resort to quantum field theory and, in particular, Chern-Simons theory (cf. e.g. [28]).
In this survey we will only discuss a proposed model [24] [25], which is based on extending the validity of the Bellissard approach to the setting of hyperbolic geometry as in [5], where passing to a negatively curved geometry is used as a device to simulate the many-electrons Coulomb interaction while remaining within a single electron model.
What is expected of any proposed mathematical model? Primarily three things: to account for the strong electron interactions, to exhibit the observed fractions and predict new fractions, and to account for the varying width of the observed plateaux. We will discuss these various aspects in the rest of the paper.

## 3. Noncommutative geometry models

In the theory of the quantum Hall effect noncommutativity arises from the presence of the magnetic field, which has the effect of turning the Brillouin zone into a noncommutative space. In Bellissard's model of the integer quantum Hall effect [3] the noncommutative space obtained this way is the noncommutative torus


Figure 5. Tiling of the hyperbolic plane
and the integer values of the Hall conductance are obtained from the corresponding Connes-Chern character. We will consider a larger class of noncommutative spaces, associated to the action of a Fuchsian group of the first kind without parabolic elements on the hyperbolic plane. The idea is that, by effect of the strong interaction with the other electrons, a single electron "sees" the surrounding geometry as curved, while the lattice sites appear to the moving electron, in a sort of multiple image effect, as sites in a lattice in the hyperbolic plane. This model will recover the integer values but will also produce fractional values of the Hall conductance.
3.1. Hyperbolic geometry. Let $\mathbb{H}$ denote the hyperbolic plane. Its geometry is described as follows. Consider the pseudosphere $\left\{x^{2}+y^{2}+z^{2}-t^{2}=1\right\}$ in 4-dimensional Minkowski space-time $M$. The $z=0$ slice of the pseudosphere realizes an isometric embedding of the hyperbolic plane $\mathbb{H}$ in $M$. In this geometry, a periodic lattice on the resulting surface is determined by a Fuchsian group $\Gamma$ of isometries of $\mathbb{H}$ of signature $\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$,

$$
\begin{equation*}
\Gamma=\Gamma\left(g ; \nu_{1}, \ldots, \nu_{n}\right) . \tag{3.1}
\end{equation*}
$$

This is a discrete cocompact subgroup $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ with generators $a_{i}, b_{i}, c_{j}$, with $i=1, \ldots, g$ and $j=1, \ldots, n$ and a presentation of the form

$$
\begin{equation*}
\Gamma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)=\left\langle a_{i}, b_{i}, c_{j} \mid \prod_{i=1}^{g}\left[a_{i}, b_{i}\right] c_{1} \cdots c_{n}=1, c_{j}^{\nu_{j}}=1\right\rangle \tag{3.2}
\end{equation*}
$$

The quotient of the action of $\Gamma$ by isometrieson $\mathbb{H}$,

$$
\begin{equation*}
\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right):=\Gamma \backslash \mathbb{H} \tag{3.3}
\end{equation*}
$$

is a hyperbolic orbifold, namely a compact Riemann surface of genus $g$ with $n$ cone points $\left\{x_{1}, \ldots, x_{n}\right\}$, which are the image of points in $\mathbb{H}$ with non-trivial stabilizer of the action of $\Gamma$. In the torsion free case, where we only have generators $a_{i}$ and $b_{i}$, we obtain smooth compact Riemann surfaces of genus $g$.


Figure 6. Thurston's teardrop orbifold

Orbifolds. The space $\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$ of (3.3) is a special case of good orbifolds. These are orbifolds that are orbifold-covered by a smooth manifold. In dimension two, in the oriented compact case, the only exceptions (bad orbifolds) are the Thurston teardrop (Figure 6) with a single cone point of angle $2 \pi / p$, and the double teardrop.

In particular, all the hyperbolic orbifolds $\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$ are good orbifolds and they are orbifold-covered by a smooth compact Riemann surface,

$$
\begin{equation*}
\Sigma_{g^{\prime}} \xrightarrow{G} \Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)=\Gamma \backslash \mathbb{H}, \tag{3.4}
\end{equation*}
$$

where the genus $g^{\prime}$ satisfies the Riemann-Hurwitz formula for branched covers

$$
\begin{equation*}
g^{\prime}=1+\frac{\# G}{2}(2(g-1)+(n-\nu)) \tag{3.5}
\end{equation*}
$$

for $\nu=\sum_{j=1}^{n} \nu_{j}^{-1}$.
Notice moreover that the orbifolds $\Sigma=\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$ are an example of classifying space for proper actions in the sense of Baum-Connes, namely they are of the form

$$
\begin{equation*}
\Sigma=\underline{B} \Gamma=\Gamma \backslash \underline{E} \Gamma . \tag{3.6}
\end{equation*}
$$

An important invariant of orbifold geometry, which will play a crucial role in our model of the fractional quantum Hall effect, is the orbifold Euler characteristic. This is an analog of the usual topological Euler characteristic, but it takes values in rational numbers, $\chi_{\text {orb }}(\Sigma) \in \mathbb{Q}$. It is multiplicative over orbifold covers, it agrees with the usual topological Euler characteristic $\chi$ for smooth manifolds, and it satisfies the inclusion-exclusion principle

$$
\begin{align*}
\chi_{o r b}\left(\Sigma_{1} \cup \cdots \cup \Sigma_{r}\right)= & \sum_{i} \chi_{o r b}\left(\Sigma_{i}\right)-\sum_{i, j} \chi_{o r b}\left(\Sigma_{i} \cap \Sigma_{j}\right) \\
\cdots & +(-1)^{r+1} \chi_{o r b}\left(\Sigma_{1} \cap \cdots \cap \Sigma_{r}\right) . \tag{3.7}
\end{align*}
$$

In the case of the hyperbolic orbifolds $\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$, the orbifold Euler characteristic is given by the formula

$$
\begin{equation*}
\chi_{\text {orb }}\left(\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)\right)=2-2 g+\nu-n \tag{3.8}
\end{equation*}
$$

Magnetic field and symmetries. The magnetic field can be described by a 2 -form $\omega=d \eta$, where $\omega$ and $\eta$ are the field and potential, respectively, subject to the customary relation $\mathbf{B}=\operatorname{curl} \mathbf{A}$.
One then considers the magnetic Schrödinger operator

$$
\begin{equation*}
\Delta^{\eta}+V \tag{3.9}
\end{equation*}
$$

where the magnetic Laplacian is given by $\Delta^{\eta}:=(d-i \eta)^{*}(d-i \eta)$ and $V$ is the electric potential of the independent electron approximation.
The 2-form $\omega$ satisfies the periodicity condition $\gamma^{*} \omega=\omega$, for all $\gamma \in \Gamma=\mathbb{Z}^{d}$ (e.g. one might assume that the magnetic field is a constant field $B$ perpendicular to the sample). Thus, we have the relation $0=\omega-\gamma^{*} \omega=d\left(\eta-\gamma^{*} \eta\right)$, which implies

$$
\begin{equation*}
\eta-\gamma^{*} \eta=d \phi_{\gamma} \tag{3.10}
\end{equation*}
$$

Due to the fact that $\eta$ itself need not be periodic, but only subject to condition (3.10), the magnetic Laplacian no longer commutes with the $\Gamma$ action, unlike the ordinary Laplacian. This is, in a nutshell, how turning on a magnetic field brings about noncommutativity.
What are then the symmetries of the magnetic Laplacian? These are given by the magnetic translations. Namely, after writing (3.10) in the form $\phi_{\gamma}(x)=\int_{x_{0}}^{x}(\eta-$ $\gamma^{*} \eta$ ), we consider the unitary operators

$$
\begin{equation*}
T_{\gamma}^{\phi} \psi:=\exp \left(i \phi_{\gamma}\right) T_{\gamma} \psi \tag{3.11}
\end{equation*}
$$

It is easy to check that these satisfy the desired commutativity $(d-i \eta) T_{\gamma}^{\phi}=$ $T_{\gamma}^{\phi}(d-i \eta)$. However, commutativity is still lost in another way, namely, magnetic translations, unlike the ordinary translations by elements $\gamma \in \Gamma=\mathbb{Z}^{d}$, no longer commute among themselves (except in the case of integer flux). We have instead

$$
\begin{equation*}
T_{\gamma}^{\phi} T_{\gamma^{\prime}}^{\phi}=\sigma\left(\gamma, \gamma^{\prime}\right) T_{\gamma \gamma^{\prime}}^{\phi} \tag{3.12}
\end{equation*}
$$

Instead of obtaining a representation of $\Gamma$, the magnetic translations give rise to a projective representation, with the cocycle

$$
\begin{equation*}
\sigma\left(\gamma, \gamma^{\prime}\right)=\exp \left(-i \phi_{\gamma}\left(\gamma^{\prime} x_{0}\right)\right) \tag{3.13}
\end{equation*}
$$

where $\phi_{\gamma}(x)+\phi_{\gamma^{\prime}}(\gamma x)-\phi_{\gamma^{\prime} \gamma}(x)$ is independent of $x$.
Algebra of observables. The $C^{*}$-algebra of observables should be minimal, yet large enough to contain all of the spectral projections onto gaps in the spectrum of the magnetic Schrödinger operators $\Delta^{\eta}+V$ for any periodic potential $V$. Now let $\mathcal{U}$ denote the set of all bounded operators on $L^{2}(\mathbb{H})$ that commute with the magnetic translations. By a theorem of von Neumann, $\mathcal{U}$ is a von Neumann algebra. By Lemma 1.1, $[\mathbf{2 2}]$, any element $Q \in \mathcal{U}$ can be represented uniquely as

$$
Q=\sum_{\gamma \in \Gamma} T_{\gamma}^{-\phi} \otimes Q(\gamma)
$$

where $Q(\gamma)$ is a bounded operator on the Hilbert space $L^{2}(\mathbb{H} / \Gamma)$. Let $\mathcal{L}^{1}$ denote the subset of $\mathcal{U}$ consisting of all bounded operators on $Q$ on $L^{2}(\mathbb{H})$ that commute with the magnetic translations and such that $\sum_{\gamma \in \Gamma}\|Q(\gamma)\|<\infty$. The norm closure of $\mathcal{L}^{1}$ is a $C^{*}$-algebra denoted by $\mathcal{C}^{*}$, that is taken to be the algebra of observables. Using the Riesz representation for projections onto spectral gaps cf.(3.26), one can
show as in $[\mathbf{2 2}]$ that $C^{*}$ contains all of the projections onto the spectral gaps of the magnetic Schrödinger operators. In fact, it can be shown that $C^{*}$ is Morita equivalent to the reduced twisted group $C^{*}$ algebra $C_{r}^{*}(\Gamma, \bar{\sigma})$, explained later in the text, showing that in both the continuous and the discrete models for the quantum Hall effect, the algebra of observables are Morita equivalent, so they describe the same physics. Hence we will mainly discuss the discrete model in this paper.

Semiclassical properties, as the electro-magnetic coupling constant goes to zero. Recall the magnetic Schrödinger operator

$$
\begin{equation*}
\Delta^{\eta}+\mu^{-2} V \tag{3.14}
\end{equation*}
$$

where $\Delta^{\eta}$ is the magnetic Laplacian, $V$ is the electric potential and $\mu$ is the electromagnetic coupling constant. When $V$ is a Morse type potential, i.e. for all $x \in \mathbb{H}$, $V(x) \geq 0$. Moreover, if $V\left(x_{0}\right)=0$ for some $x_{0}$ in $\mathcal{M}$, then there is a positive constant $c$ such that $V(x) \geq c\left|x-x_{0}\right|^{2} I$ for all $x$ in a neighborhood of $x_{0}$. Also assume that $V$ has at least one zero point. Observe that all functions $V=|d f|^{2}$, where $|d f|$ denotes the pointwise norm of the differential of a $\Gamma$-invariant Morse function $f$ on $\mathbb{H}$, are examples of Morse type potentials.
Under these assumptions, the semiclassical properties of the spectrum of the magnetic Schrödinger operator, and the Hall conductance were studied by Kordyukov, Mathai and Shubin in [22], as the electro-magnetic coupling constant $\mu$ goes to zero. One result obtained is that there exists an arbitrarily large number of gaps in the spectrum of the magnetic Schrödinger operator for all $\mu$ sufficiently small. Another result obtained in [22] is that the low energy bands do not contribute to the Hall conductance, again for all $\mu$ sufficiently small.

Extending Pontrjagin duality. An advantage of noncommutative geometry is that it provides a natural generalization of Pontrjagin duality. Namely, the duals of discrete groups are noncommutative spaces.
In fact, first recall that, if $\Gamma$ is a discrete abelian group, then its Pontrjagin dual $\hat{\Gamma}$, which is the group of characters of $\Gamma$ is a compact abelian group. The duality is given by Fourier transform $e^{i\langle k, \gamma\rangle}$, for $\gamma \in \Gamma$ and $k \in \hat{\Gamma}$.
In particular, this shows that the algebra of functions on $\hat{\Gamma}$ can be identified with the (reduced) $C^{*}$-algebra of the group $\Gamma$,

$$
\begin{equation*}
C(\hat{\Gamma}) \cong C_{r}^{*}(\Gamma) \tag{3.15}
\end{equation*}
$$

where the reduced $C^{*}$-algebra $C_{r}^{*}(\Gamma)$ is the $C^{*}$-algebra generated by $\Gamma$ in the regular representation on $\ell^{2}(\Gamma)$.
When $\Gamma$ is non-abelian, although Pontrjagin duality no longer works in the classical sense, the left hand side of (3.15) still makes perfect sense and behaves "like" the algebra of functions on the dual group. In other words, we can say that, for a non-abelian group, the Pontrjagin dual $\hat{\Gamma}$ still exists as a noncommutative space whose algebra of functions is $C_{r}^{*}(\Gamma)$.
This point of view can be adopted to work with the theory of electrons in solids whenever classical Bloch theory breaks down. In the case of aperiodicity, the dual $\hat{\Gamma}$ (which is identified with the Brillouin zone) is replaced by a noncommutative $C^{*}$ algebra. This is the case, similarly, for the presence of magnetic field in the quantum


Figure 7. The Harper operator on the square lattice

Hall effect. The magnetic field deforms the Brillouin zone to a noncommutative space, given by the (noncommutative) algebra of the magnetic translation.

Harper operators. It is again convenient to discretize the problem. The discretized magnetic Laplacian is given in terms of the Harper operator, which is an analog of the random walk operator seen in the previous section, but defined using the magnetic translations. For $\Gamma=\mathbb{Z}^{2}$, the Harper operator is of the form

$$
\begin{align*}
H_{\alpha_{1}, \alpha_{2}} \psi(m, n) & =e^{-i \alpha_{1} n} & \psi(m+1, n) \\
& +e^{i \alpha_{1} n} & \psi(m-1, n)  \tag{3.16}\\
& +e^{-i \alpha_{2} m} & \psi(m, n+1) \\
& +e^{i \alpha_{2} m} & \psi(m, n-1)
\end{align*}
$$

Here the 2-cocycle $\sigma: \Gamma \times \Gamma \rightarrow U(1)$ is given by

$$
\begin{equation*}
\sigma\left(\left(m^{\prime}, n^{\prime}\right),(m, n)\right)=\exp \left(-i\left(\alpha_{1} m^{\prime} n+\alpha_{2} m n^{\prime}\right)\right) \tag{3.17}
\end{equation*}
$$

The magnetic translations are generated by $U=R_{(0,1)}^{\sigma}$ and $V=R_{(1,0)}^{\sigma}$ of the form

$$
\begin{equation*}
U \psi(m, n)=\psi(m, n+1) e^{-i \alpha_{2} m} \quad V \psi(m, n)=\psi(m+1, n) e^{-i \alpha_{1} n} \tag{3.18}
\end{equation*}
$$

These satisfy the commutation relations of the noncommutative torus $\mathcal{A}_{\theta}$, with $\theta=\alpha_{2}-\alpha_{1}$, namely

$$
\begin{equation*}
U V=e^{i \theta} V U \tag{3.19}
\end{equation*}
$$

The Harper operator (3.16) is in fact more simply written as $H_{\sigma}=U+U^{*}+V+V^{*}$. This shows that, on a 2-dimensional lattice, the effect of the magnetic field is to deform the usual Brillouin zone (which is an ordinary torus $T^{2}$ ) to a noncommutative torus, where the parameter $\theta$ depends on the magnetic flux through a cell of the lattice.


Figure 8. Harper operator on a lattice in the hyperbolic plane

As in the case of the discretization of the ordinary Laplacian, for the magnetic Laplacian we can also consider the corresponding Harper operator on a more general (possibly non-abelian) discrete group $\Gamma$. This will be useful later, in our model of the fractional quantum Hall effect, but we introduce it here for convenience. For the general setup for finitely generated discrete groups recalled here below, we follow [5].
Suppose given a finitely generated discrete group $\Gamma$ and a multiplier $\sigma: \Gamma \times \Gamma \rightarrow U(1)$ (a 2-cocycle)

$$
\sigma\left(\gamma_{1}, \gamma_{2}\right) \sigma\left(\gamma_{1} \gamma_{2}, \gamma_{3}\right)=\sigma\left(\gamma_{1}, \gamma_{2} \gamma_{3}\right) \sigma\left(\gamma_{2}, \gamma_{3}\right)
$$

$\sigma(\gamma, 1)=\sigma(1, \gamma)=1$.
On the Hilbert space $\ell^{2}(\Gamma)$, consider the left/right $\sigma$-regular representations

$$
\begin{equation*}
L_{\gamma}^{\sigma} \psi\left(\gamma^{\prime}\right)=\psi\left(\gamma^{-1} \gamma^{\prime}\right) \sigma\left(\gamma, \gamma^{-1} \gamma^{\prime}\right) \quad R_{\gamma}^{\sigma} \psi\left(\gamma^{\prime}\right)=\psi\left(\gamma^{\prime} \gamma\right) \sigma\left(\gamma^{\prime}, \gamma\right) \tag{3.20}
\end{equation*}
$$

These satisfy

$$
\begin{equation*}
L_{\gamma}^{\sigma} L_{\gamma^{\prime}}^{\sigma}=\sigma\left(\gamma, \gamma^{\prime}\right) L_{\gamma \gamma^{\prime}}^{\sigma} \quad R_{\gamma}^{\sigma} R_{\gamma^{\prime}}^{\sigma}=\sigma\left(\gamma, \gamma^{\prime}\right) R_{\gamma \gamma^{\prime}}^{\sigma} \tag{3.21}
\end{equation*}
$$

The cocycle identity can be used to show that the left $\sigma$-regular representation commutes with the right $\bar{\sigma}$-regular representation, where $\bar{\sigma}$ denotes the conjugate cocycle. Also the left $\bar{\sigma}$-regular representation commutes with the right $\sigma$-regular representation.
Let $\left\{\gamma_{i}\right\}_{i=1}^{r}$ be a symmetric set of generators of $\Gamma$. The Harper operator is given by

$$
\begin{equation*}
\mathcal{R}_{\sigma}=\sum_{i=1}^{r} R_{\gamma_{i}}^{\sigma} . \tag{3.22}
\end{equation*}
$$

The operator $r-\mathcal{R}_{\sigma}$ is the discrete analog of the magnetic Laplacian (cf. [30]).

Algebra of observables (discrete model). We continue in the same generality as above. The special case of interest for the integer quantum Hall effect will be for $\Gamma=\mathbb{Z}^{2}$, but we adopt a more general setting in view of applications to the fractional case.

For $\Gamma$ a finitely generated discrete group, let $\mathbb{C}(\Gamma, \sigma)$ be the algebra generated by the magnetic translations represented as operators in $\mathcal{B}\left(\ell^{2}(\Gamma)\right)$ through the right $\sigma$-regular representation $R_{\gamma}^{\sigma}$. Equivalently, the algebra $\mathbb{C}(\Gamma, \sigma)$ consists of functions

$$
f: \Gamma \rightarrow \mathbb{C}
$$

with the convolution product

$$
f_{1} * f_{2}(\gamma)=\sum_{\gamma_{1} \gamma_{2}=\gamma} f_{1}\left(\gamma_{1}\right) f_{2}\left(\gamma_{2}\right) \sigma\left(\gamma_{1}, \gamma_{2}\right)
$$

acting on the Hilbert space $\ell^{2}(\Gamma)$.
By taking the weak closure of $\mathbb{C}(\Gamma, \sigma)$ one obtains the twisted group von Neumann algebra $\mathcal{U}(\Gamma, \sigma)$. This is equivalently (by the commutant theorem of von Neumann) described as

$$
\mathcal{U}(\Gamma, \sigma)=\left\{A \in B\left(\ell^{2}(\Gamma)\right):\left[L_{\gamma}^{\bar{\sigma}}, A\right]=0 \forall \gamma \in \Gamma\right\}
$$

That is, $\mathcal{U}(\Gamma, \sigma)$ is the commutant of the left $\bar{\sigma}$-regular representation. When taking the norm closure of $\mathbb{C}(\Gamma, \sigma)$ one obtains the twisted (reduced) group $C^{*}$-algebra $C_{r}^{*}(\Gamma, \sigma)$, which is the algebra of observables in the discrete model.
The key properties of these algebras are summarized as follows. $\mathcal{U}(\Gamma, \sigma)$ is generated by its projections and it is also closed under the measurable functional calculus, i.e. if $a \in \mathcal{U}(\Gamma, \sigma)$ and $a=a^{*}, a>0$, then $f(a) \in \mathcal{U}(\Gamma, \sigma)$ for all essentially bounded measurable functions $f$ on $\mathbb{R}$. On the other hand, $C_{r}^{*}(\Gamma, \sigma)$ has only at most countably many projections and is only closed under the continuous functional calculus.
In the case when $\sigma=1$ (integer flux), with the group $\Gamma=\mathbb{Z}^{2}$, we simply have $\mathcal{U}(\Gamma, 1) \cong L^{\infty}\left(T^{2}\right)$ and $C^{*}(\Gamma, 1) \cong C\left(T^{2}\right)$, i.e. functions on the classical Brillouin zone. Here the ordinary torus $T^{2}$ is identified with the group $\widehat{\Gamma}$ of characters of the abelian group $\Gamma=\mathbb{Z}^{2}$.
In Bellissard's model of the integer quantum Hall effect, where $\Gamma=\mathbb{Z}^{2}$, with $\sigma$ the nontrivial cocycle described in (3.17) and $\theta=\alpha_{2}-\alpha_{1}$, the twisted (reduced) group $C^{*}$-algebra is the irrational rotation algebra of the noncommutative torus,

$$
\begin{equation*}
C_{r}^{*}(\Gamma, \sigma) \cong A_{\theta} \tag{3.23}
\end{equation*}
$$

We will not describe in detail the derivation of the quantization of the Hall conductance in this model of the integer quantum Hall effect. In fact, we will concentrate mostly on a model for the fractional quantum Hall effect and we will show how to recover the integer quantization within that model, using the results of [5].

Spectral theory. For $\Gamma$ a finitely generated discrete group and $\left\{g_{i}\right\}_{i=1}^{r}$ a symmetric set of generators, the Cayley graph $\mathcal{G}=\mathcal{G}\left(\Gamma, g_{i}\right)$ has as set of vertices the elements of $\Gamma$ and as set of edges emanating from a given vertex $h \in \Gamma$ the set of translates $g_{i} h$.
The random walk operator (1.15) for $\Gamma$ is then an average on nearest neighbors in the Cayley graph. The discrete analog of the Schrödinger equation is of the form

$$
\begin{equation*}
i \frac{\partial}{\partial t} \psi=\mathcal{R}_{\sigma} \psi+V \psi \tag{3.24}
\end{equation*}
$$

where all physical constants have been set equal to 1 . It describes the quantum mechanics of a single electron confined to move along the Cayley graph of $\Gamma$, subject to the periodic magnetic field. Here $\mathcal{R}_{\sigma}$ is the Harper operator encoding the magnetic


Figure 9. Hofstadter butterfly
field and $V$ is the electric potential of the independent electron approximation. The latter can be taken to be an operator in the twisted group algebra, $V \in \mathbb{C}(\Gamma, \sigma)$. More precisely, equation (3.24) should be formulated with the discrete magnetic laplacian $\delta_{\sigma}=r-\mathcal{R}_{\sigma}$ in place of $\mathcal{R}_{\sigma}$, with $r$ the cardinality of a symmetric set of generators for $\Gamma$. This does not really matter as far as the spectral properties are concerned, as the spectrum of one determines the spectrum of the other.
As in the case of the theory of electrons in solids without magnetic field recalled in the first section, an important problem is understanding the energy levels of the Hamiltonian $H_{\sigma, V}=\mathcal{R}_{\sigma}+V$, and the band structure (gaps in the spectrum).
The Harper operator $\mathcal{R}_{\sigma}$ is a bounded self-adjoint operator on $\ell^{2}(\Gamma)$, since it is defined in terms of a symmetric set of generators of $\Gamma$. Thus, the spectrum $\operatorname{Spec}\left(\mathcal{R}_{\sigma}\right)$ is a closed and bounded subset of $\mathbb{R}$. It follows that the complement $\mathbb{R} \backslash \operatorname{Spec}\left(\mathcal{R}_{\sigma}\right)$ is an open subset of $\mathbb{R}$, hence a countable union of disjoint open intervals. Each such interval is called a gap in the spectrum.
There are two very different situations. When the complement of the spectrum consists of a finite collection of intervals then the operator has a band structure, while if the complement consists of an infinite collection of intervals then the spectrum is a Cantor set. In the case of the group $\Gamma=\mathbb{Z}^{2}$, one or the other possibility occurs depending on the rationality or irrationality of the flux

$$
\theta=\langle[\sigma],[\Gamma]\rangle .
$$

This gives rise to a diagram known as the Hofstadter butterfly (Figure 9).

Range of the trace. In our model of the fractional quantum Hall effect, $\Gamma$ is a cocompact Fuchsian group of signature $\left(g, \nu_{1}, \ldots, \nu_{n}\right)$. In this case ( $c f$. [25]), if $[\sigma]$ is rational, then there is only a finite number of gaps in the spectrum of $H_{\sigma}+V$.

In fact, if $\theta=p / q$ then the number of gaps is at most

$$
\begin{equation*}
(q+1) \prod_{j=1}^{n}\left(\nu_{j}+1\right) \tag{3.25}
\end{equation*}
$$

In terms of the algebra of observables, the question of how many gaps there are in the spectrum of $H_{\sigma, V}$ can be reduced to studying the number of projections in the $C^{*}$-algebra $C_{r}^{*}(\Gamma, \sigma)$ (up to equivalence). In fact, we have

$$
H_{\sigma, V} \in \mathbb{C}(\Gamma, \sigma) \subset C_{r}^{*}(\Gamma, \sigma) \subset \mathcal{U}(\Gamma, \sigma)
$$

In particular, $H_{\sigma}$ and its spectral projections

$$
P_{E}=\chi_{(-\infty, E]}\left(H_{\sigma, V}\right)
$$

belong to the algebra $\mathcal{U}(\Gamma, \sigma)$. Moreover, when $E \notin \operatorname{Spec}\left(H_{\sigma, V}\right)$, the spectral projection $P_{E}$ is in $C_{r}^{*}(\Gamma, \sigma)$. In fact, suppose that the spectrum of $H_{\sigma, V}$ is contained in a closed interval, and that the open interval $(a, b)$ is a spectral gap of $H_{\sigma, V}$. Suppose that $E \in(a, b)$, i.e. $E \notin \operatorname{Spec}\left(H_{\sigma, V}\right)$. Then there is a holomorphic function $\phi$ on a neighborhood of $\operatorname{spec}\left(H_{\sigma, V}\right)$ such that

$$
\begin{equation*}
P_{E}=\phi\left(H_{\sigma, V}\right)=\int_{C} \frac{d \lambda}{\lambda-H_{\sigma, V}} \tag{3.26}
\end{equation*}
$$

where $C$ is a closed contour enclosing the spectrum of $H_{\sigma, V}$ to the left of $E$. Since $C_{r}^{*}(\Gamma, \sigma)$ is closed under the holomorphic functional calculus, it follows that $P_{E} \in$ $C_{r}^{*}(\Gamma, \sigma)$.
The equivalence relation we need to consider on projections, so that the counting will provide the counting of spectral gaps, is described as follows. Let $\operatorname{Proj}\left(C_{r}^{*}(\Gamma, \sigma) \otimes\right.$ $\mathcal{K})$ denote the projections in $C_{r}^{*}(\Gamma, \sigma) \otimes \mathcal{K}$, where $\mathcal{K}$ the $C^{*}$ algebra of compact operators. Two projections $P, Q \in \operatorname{Proj}\left(C_{r}^{*}(\Gamma, \sigma) \otimes \mathcal{K}\right)$ are said to be Murray-von Neumann equivalent if there is an element $V \in C_{r}^{*}(\Gamma, \sigma) \otimes \mathcal{K}$ such that $P=V^{*} V$ and $Q=V V^{*}$, and we write $P \sim Q$. It can be shown that $\operatorname{Proj}\left(C_{r}^{*}(\Gamma, \sigma) \otimes \mathcal{K}\right) / \sim$ is an abelian semi-group under direct sums, and the Grothendieck group $K_{0}\left(C_{r}^{*}(\Gamma, \sigma)\right)$ ) is defined as the associated abelian group.
Now the estimate on the number of equivalence classes of projections is achieved by computing the range of a trace. The von Neumann algebra $\mathcal{U}(\Gamma, \sigma)$ and $C^{*}$-algebra $C_{r}^{*}(\Gamma, \sigma)$ have a canonical faithful finite trace $\tau$, where

$$
\tau(a)=\left\langle a \delta_{1}, \delta_{1}\right\rangle_{\ell^{2}(\Gamma)}
$$

where $\delta_{\gamma}$ is the basis of $\ell^{2}(\Gamma)$. If $\operatorname{Tr}$ denotes the standard trace on bounded operators in an $\infty$-dimensional separable Hilbert space $\mathcal{H}$, then we obtain a trace

$$
\operatorname{tr}=\tau \otimes \operatorname{Tr}: \operatorname{Proj}\left(C_{r}^{*}(\Gamma, \sigma) \otimes \mathcal{K}\right) \rightarrow \mathbb{R}
$$

This induces a trace on the $K$-group

$$
\left.[\operatorname{tr}]: K_{0}\left(C_{r}^{*}(\Gamma, \sigma)\right)\right) \rightarrow \mathbb{R}
$$

with

$$
\operatorname{tr}\left(\operatorname{Proj}\left(C_{r}^{*}(\Gamma, \sigma)\right)\right)=[\operatorname{tr}]\left(K_{0}\left(C_{r}^{*}(\Gamma, \sigma)\right)\right) \cap[0,1]
$$

The result quoted above in (3.25), counting the energy gaps in our hyperbolic model, can then be derived from the following result proved in [25].

Theorem 3.1. Let $\Gamma$ be a cocompact Fuchsian group of signature $\left(g: \nu_{1}, \ldots, \nu_{n}\right)$ and $\sigma$ be a multiplier on $\Gamma$ with flux $\theta$. Then the range of the trace is,

$$
\begin{equation*}
[\operatorname{tr}]\left(K_{0}\left(C_{r}^{*}(\Gamma, \sigma)\right)\right)=\mathbb{Z}+\theta \mathbb{Z}+\sum_{j} \frac{1}{\nu_{j}} \mathbb{Z} \tag{3.27}
\end{equation*}
$$

Here the flux is again given by the pairing $\theta=\langle[\sigma],[\Gamma]\rangle$, where $[\Gamma]=\frac{\left[\Sigma_{g^{\prime}}\right]}{\# G}$ is the fundamental class of the group $\Gamma=\Gamma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$ and $g^{\prime}$ is given by the formula (3.5).

The Baum-Connes conjecture holds for the Fuchsian groups $\Gamma=\Gamma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$, and one can compute the $K$-theory of the $C^{*}$-algebra $C_{r}^{*}(\Gamma, \sigma)$ in terms of the orbifold K-theory of $\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$. This uses a Morita equivalence $\left(A \otimes C_{0}(G)\right) \rtimes$ $\Gamma \simeq C_{0}(\Gamma \backslash G, \mathcal{E})$, where $\mathcal{E}=A \times_{\Gamma} G \rightarrow \Gamma \backslash G$, in the case where $G=\operatorname{PSL}(2, \mathbb{R})$. Without the twisting by $\sigma$, one can identify

$$
K_{\bullet}\left(C_{r}^{*}(\Gamma)\right) \cong K_{S O(2)}^{\bullet}\left(P\left(g ; \nu_{1}, \ldots, \nu_{n}\right)\right),
$$

where $P\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$ is the frame bundle $\Gamma \backslash \operatorname{PSL}(2, \mathbb{R})$. The result can be identified with the orbifold K-theory

$$
K_{o r b}^{\bullet}\left(\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)\right) \cong \begin{cases}\mathbb{Z}^{2-n+\sum \nu_{j}} & \bullet=\text { even } \\ \mathbb{Z}^{2 g} & \bullet=\text { odd }\end{cases}
$$

In the twisted case, one still has the equivalence $C_{0}(\Gamma \backslash G, \mathcal{E}) \simeq C_{0}\left(\Gamma \backslash G, \mathcal{E}_{\sigma}\right)$ when the class $\delta(\sigma)=0$, where $\delta: H^{2}(\Gamma, U(1)) \rightarrow H^{3}(\Gamma, \mathbb{Z})$ is a surjection coming from the long exact sequence of $1 \rightarrow \mathbb{Z} \hookrightarrow \mathbb{R} \xrightarrow{\exp (2 \pi i \cdot)} U(1) \rightarrow 1$.
The computation of the range of the trace (3.27) then follows from an index theorem. Let $\mathcal{E}$ be an orbifold vector bundle over $\Sigma=\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$, and $[\mathcal{E}] \in K_{o r b}^{\bullet}(\Sigma)$. Let $\tilde{\phi}_{\mathcal{E}}^{+}$be the twisted Dirac operator on the universal cover $\mathbb{H}$. For $\nabla^{2}=i \omega$ the magnetic field, the operator $\tilde{\partial}_{\mathcal{E}}^{+} \otimes \nabla$ commutes with the projective action of $(\Gamma, \sigma)$. There is an analytic index

$$
\begin{equation*}
\operatorname{ind}_{(\Gamma, \sigma)} \tilde{\phi}_{\mathcal{E}}^{+} \otimes \nabla \in K_{0}\left(C_{r}^{*}(\Gamma, \sigma)\right), \tag{3.28}
\end{equation*}
$$

which is the image under the (twisted) Kasparov map

$$
\mu_{\sigma}([\mathcal{E}])=\operatorname{ind}_{(\Gamma, \sigma)} \tilde{\dot{q}}_{\mathcal{E}}^{+} \otimes \nabla .
$$

To compute the range of the trace $[\operatorname{tr}]: K_{0}\left(C_{r}^{*}(\Gamma, \sigma)\right) \rightarrow \mathbb{R}$ one computes then the index

$$
\begin{equation*}
\operatorname{Ind}_{L^{2}}\left(\tilde{\partial}_{\mathcal{E}}^{+} \otimes \nabla\right)=[\operatorname{tr}]\left(\operatorname{ind}_{(\Gamma, \sigma)} \tilde{\mathscr{\phi}}_{\mathcal{E}}^{+} \otimes \nabla\right) . \tag{3.29}
\end{equation*}
$$

We have

$$
\operatorname{Ind}_{L^{2}}\left(\tilde{\phi}_{\mathcal{E}}^{+} \otimes \nabla\right)=\frac{1}{2 \pi} \int_{\Sigma} \hat{A} \operatorname{tr}\left(e^{R^{\varepsilon}}\right) e^{\omega}
$$

Since $\Sigma$ is of real dimension 2, this formula reduces to

$$
\frac{\operatorname{rank} \mathcal{E}}{2 \pi} \int_{\Sigma} \omega+\frac{1}{2 \pi} \int_{\Sigma} \operatorname{tr}\left(R^{\mathcal{E}}\right)
$$

The first term is computed by

$$
\frac{\operatorname{rank}(\mathcal{E})}{2 \pi} \int_{\Sigma} \omega=\frac{\operatorname{rank}(\mathcal{E})}{2 \pi \# G} \int_{\Sigma_{g^{\prime}}} \omega=\operatorname{rank}(\mathcal{E})\langle[\sigma],[\Gamma]\rangle \in \theta \mathbb{Z}
$$

while the second term is computed by the Kawasaki index theorem for orbifolds

$$
\mathbb{Z} \ni \operatorname{ind}\left(\not \partial_{\mathcal{E}}^{+}\right)=\frac{1}{2 \pi} \int_{\Sigma} \operatorname{tr}\left(R^{\mathcal{E}}\right)+\frac{1}{2 \pi} \sum_{i=1}^{n} \frac{\beta_{i}}{\nu_{i}},
$$

where $\left(\beta_{i}, \nu_{i}\right)$ are the Seifert invariants of $\mathcal{E}$. This implies that

$$
\frac{1}{2 \pi} \int_{\Sigma} \operatorname{tr}\left(R^{\mathcal{E}}\right) \in \mathbb{Z}+\sum_{i=1}^{n} \frac{1}{\nu_{i}} \mathbb{Z}
$$

Rieffel, and Pimsner and Voiculescu established analogous results in the case $\Gamma=$ $\mathbb{Z}^{2}$. The result in the case of torsion-free Fuchsian groups was established in [5]. In more recent work, Mathai generalized this result to discrete subgroups of rank 1 groups and to all amenable groups, and more generally whenever the BaumConnes conjecture with coefficients holds for the discrete group, $[\mathbf{2 6}]$. By contrast, the behavior of spectral gaps when the flux is irrational is still mysterious. The problem can be formulated in terms of the following conjecture (also known as the "generalized ten Martini problem"), cf. [24] [25].

Conjecture 3.1. Let $\Gamma$ be a cocompact Fuchsian group and $\sigma$ be a multiplier on $\Gamma$. If the flux $\theta$ is irrational, then there is $a V \in \mathbb{C}(\Gamma, \sigma)$ such that $H_{\sigma, V}$ has an infinite number of gaps in its spectrum.

It is not yet known if any gaps exist at all in this case! However, using Morse-type potentials, Mathai and Shubin [27] proved that there is an arbitrarily large number of gaps in the spectrum of magnetic Schrödinger operators on covering spaces, (i.e. in the continuous model).
Recent work of Dodziuk, Mathai, and Yates [14] shows another interesting property of the spectrum, namely the fact that all $L^{2}$ eigenvalues of the Harper operators of surface groups $\Gamma$ are algebraic numbers, whenever the multiplier is algebraic, that is, when $[\sigma] \in H^{2}(\Gamma, \overline{\mathbb{Q}} / \mathbb{Z})$. In fact the same result remains true when adding potentials $V$ in $\overline{\mathbb{Q}}(\Gamma, \sigma)$ to the Harper operator.

## 4. Hall conductance

We finally come to a discussion of the quantization of the Hall conductance. This will follow again from a topological argument, and index theorem, as in the Bellissard case, but in our setting with hyperbolic geometry. We will derive, from our model, a formula for the Hall conductance in terms of values of the orbifold Euler characteristic, and we will compare the results with experimentally observed values.

A smooth subalgebra. We will consider a cyclic cocycle associated to the Connes-Kubo formula for the conductance, which will be defined in terms of certain derivations. For this reason, we need to introduce a smooth subalgebra, namely, a dense involutive subalgebra of the algebra of observables $C_{r}^{*}(\Gamma, \sigma)$. This subalgebra contains $\mathbb{C}(\Gamma, \sigma)$ and is contained in the domain of definition of the derivations. It contains the spectral projection $P_{E}$, when the Fermi level is in a gap of the energy spectrum. Moreover, it satisfies the following two key properties.
(1) The inclusion $\mathcal{R} \subset C_{r}^{*}(\Gamma, \sigma)$ induces an isomorphism in $K$-theory.
(2) Polynomial growth group cocycles on $\Gamma$ define cyclic cocycles on $\mathbb{C}(\Gamma, \sigma)$ that extend continuously to $\mathcal{R}$.
$\mathcal{R}$ is defined as follows. Consider an operator $D$ defined as

$$
D \delta_{\gamma}=\ell(\gamma) \delta_{\gamma} \forall \gamma \in \Gamma
$$

where $\ell(\gamma)$ denotes the word length of $\gamma$. Let $\delta=\operatorname{ad}(D)$ denote the commutator $[D, \cdot]$. Then $\delta$ is an unbounded, but closed derivation on $C_{r}^{*}(\Gamma, \sigma)$. Define

$$
\mathcal{R}:=\bigcap_{k \in \mathbb{N}} \operatorname{Dom}\left(\delta^{k}\right)
$$

It is clear that $\mathcal{R}$ contains $\delta_{\gamma} \forall \gamma \in \Gamma$ and so it contains $\mathbb{C}(\Gamma, \sigma)$. Hence it is dense in $C_{r}^{*}(\Gamma, \sigma)$. It is not hard to see that $\mathcal{R}$ is closed under the holomorphic functional calculus, and therefore by a result of Connes, property (1) above holds, and by equation (3.26), $P_{E} \in \mathcal{R}$.
Until now, we have not used any special property of the group $\Gamma$. But now assume that $\Gamma$ is a surface group. Then it follows from a result of $[\mathbf{2 0}],[\mathbf{2 2}]$ that there is a $k \in \mathbb{N}$ and a positive constant $C^{\prime}$ such that for all $f \in \mathbb{C}(\Gamma, \sigma)$, one has the Haagerup inequality

$$
\begin{equation*}
\|f\| \leq C^{\prime} \nu_{k}(f), \tag{4.1}
\end{equation*}
$$

where $\|f\|$ denotes the operator norm of the operator on $\ell^{2}(\Gamma)$ given by left convolution by $f$, and the bound $\nu_{k}(f)$ is given in terms of the $L^{2}$ norms of $f$ and of $\left(1+l^{2}\right)^{s / 2} f$, for all $0 \leq s \leq k$. Using this, it is routine to show that property (2) holds.
Notice that the spectral projections onto gaps in the Hamiltonian $H$ belong to the algebra of observables $\mathcal{R}$, for any choice of electric potential $V$.

Cyclic cocycles. Cyclic cohomology was introduced by Connes in [11]. It is a main source of invariants of noncommutative spaces, obtained by the pairing of cyclic cocycles with $K$-theory. Cyclic cocycles are also called multilinear traces, and the word cyclic refers to invariance under the cyclic group $\mathbb{Z} /(n+1) \mathbb{Z}$ acting on the slots of the Cartesian product. Namely, $t$ is a cyclic $n$-cocycle if

$$
t: \mathcal{R} \times \mathcal{R} \cdots \times \mathcal{R} \rightarrow \mathbb{C}
$$

satisfies the cyclic condition

$$
t\left(a_{0}, a_{1}, \ldots, a_{n}\right)=t\left(a_{n}, a_{0}, a_{1}, \ldots, a_{n-1}\right)=\cdots=t\left(a_{1}, \ldots, a_{n}, a_{0}\right)
$$

and the cocycle condition

$$
t\left(a a_{0}, a_{1}, \ldots, a_{n}\right)-t\left(a, a_{0} a_{1}, \ldots, a_{n}\right) \cdots(-1)^{n+1} t\left(a_{n} a, a_{0}, \ldots, a_{n-1}\right)=0 .
$$

For instance, a cyclic 0-cocycle is just a trace. In fact, in this case, the condition it satisfies is $t(a b)=t(b a)$. A cyclic 1-cocycle satisfies $t(a, b)=t(b, a)$ and $t(a b, c)-$ $t(a, b c)+t(c a, b)=0$, and a cyclic 2-cocycle satisfies

$$
\begin{gathered}
t(a, b, c)=t(c, a, b)=t(b, c, a) \quad \text { and } \\
t(a b, c, d)-t(a, b c, d)+t(a, b, c d)-t(d a, b, c)=0 .
\end{gathered}
$$

Conductance cocycle. A formula for the Hall conductance is obtained from transport theory. In the case of $\Gamma=\mathbb{Z}^{2}$, the current density in $e_{1}$ direction corresponds to the functional derivative $\delta_{1}$ of $H_{\sigma}$ by $A_{1}$, the corresponding component of the magnetic potential. The expected value of current is the given by $\operatorname{tr}\left(P \delta_{1} H\right)$ for a state $P$ of the system. Using $\partial_{t} P=i[P, H]$ and $\partial_{t}=\frac{\partial A_{2}}{\partial t} \times \delta_{2}$, where $e_{2} \perp e_{1}$, one gets

$$
i \operatorname{tr}\left(P\left[\partial_{t} P, \delta_{1} P\right]\right)=-i E_{2} \operatorname{tr}\left(P\left[\delta_{2} P, \delta_{1} P\right]\right)
$$

where the electrostatic potential has been gauged away, leaving $\mathbf{E}=-\frac{\partial \mathbf{A}}{\partial t}$. Because the charge carriers are Fermions, two different charge carriers must occupy different quantum eigenstates of the Hamiltonian $H$. In the zero temperature limit, charge carriers occupy all levels below the Fermi level, so that we can set $P=P_{F}$ in the formula above. This gives the Kubo formula for the conductance

$$
\sigma_{H}=\operatorname{tr}\left(P_{F}\left[\delta_{1} P_{F}, \delta_{2} P_{F}\right]\right)
$$

This argument can be generalized to our setting, keeping into account the fact that, in our model, by effect of the strong multi-electron interaction, to a moving elector the directions $\left\{e_{1}, e_{2}\right\}$ appear split into $\left\{e_{i}, e_{i+g}\right\}_{i=1, \ldots, g}$ corresponding to $a_{i}, b_{i}$, for some lattice in the hyperbolic plane. The following is a general mathematical formulation of the result.
Given a 1-cocycle $a$ on the discrete group $\Gamma$, i.e.

$$
a\left(\gamma_{1} \gamma_{2}\right)=a\left(\gamma_{1}\right)+a\left(\gamma_{2}\right) \quad \forall \gamma_{1}, \gamma_{2} \in \Gamma
$$

one can define a linear functional $\delta_{a}$ on the twisted group algebra $\mathbb{C}(\Gamma, \sigma)$

$$
\delta_{a}(f)(\gamma)=a(\gamma) f(\gamma)
$$

Then one verifies that $\delta_{a}$ is a derivation:

$$
\begin{aligned}
& \delta_{a}(f g)(\gamma)=a(\gamma) f g(\gamma) \\
& =a(\gamma) \sum_{\gamma=\gamma_{1} \gamma_{2}} f\left(\gamma_{1}\right) g\left(\gamma_{2}\right) \sigma\left(\gamma_{1}, \gamma_{2}\right) \\
& =\sum_{\gamma=\gamma_{1} \gamma_{2}}\left(a\left(\gamma_{1}\right)+a\left(\gamma_{2}\right)\right) f\left(\gamma_{1}\right) g\left(\gamma_{2}\right) \sigma\left(\gamma_{1}, \gamma_{2}\right) \\
& =\sum_{\gamma=\gamma_{1} \gamma_{2}}\left(\delta_{a}(f)\left(\gamma_{1}\right) g\left(\gamma_{2}\right) \sigma\left(\gamma_{1}, \gamma_{2}\right)+f\left(\gamma_{1}\right) \delta_{a}(g)\left(\gamma_{2}\right) \sigma\left(\gamma_{1}, \gamma_{2}\right)\right) \\
& =\left(\delta_{a}(f) g\right)(\gamma)+\left(f \delta_{a} g\right)(\gamma)
\end{aligned}
$$

In the case of a Fuchsian group $\Gamma$, the first cohomology $H^{1}(\Gamma, \mathbb{Z})$ of the group $\Gamma$ is a free Abelian group of rank $2 g$, where $g$ is the genus of $\Gamma \backslash \mathbb{H}$. The cohomology $H^{1}(\Gamma, \mathbb{R})$ is in fact a symplectic vector space, and we can assume that $\left\{a_{j}, b_{j}\right\}_{j=1, \ldots, g}$ is a symplectic basis.
We denote $\delta_{a_{j}}$ by $\delta_{j}$ and $\delta_{b_{j}}$ by $\delta_{j+g}$. These derivations give rise to a cyclic 2-cocycle on the twisted group algebra $\mathbb{C}(\Gamma, \sigma)$,

$$
\begin{equation*}
\operatorname{tr}_{K}\left(f_{0}, f_{1}, f_{2}\right)=\sum_{j=1}^{g} \operatorname{tr}\left(f_{0}\left(\delta_{j}\left(f_{1}\right) \delta_{j+g}\left(f_{2}\right)-\delta_{j+g}\left(f_{1}\right) \delta_{j}\left(f_{2}\right)\right)\right) \tag{4.2}
\end{equation*}
$$

$\operatorname{tr}_{K}$ is called the conductance 2-cocycle.
Let $P_{E}$ denote denote the spectral projection associated to the Fermi level, i.e. $P_{E}=\chi_{(-\infty, E]}(H)$. Then, in the zero temperature limit, the Hall conductance is given by

$$
\sigma_{E}=\operatorname{tr}_{K}\left(P_{E}, P_{E}, P_{E}\right)
$$

Quantum adiabatic limit. We recall briefly the justification of (4.2) in terms of the quantum adiabatic limit for a slowly varying time dependent Hamiltonian, cf. [7].
If $H(s)$ is a smooth family of self-adjoint Hamiltonians and $P(s)$ are spectral projections on a gap in the spectrum of $H(s)$, then

$$
X(s)=\frac{1}{2 \pi i} \oint_{C} R(z, s) \partial_{s} P(s) R(z, s) d z
$$

with $R(z, s)=(H(s)-z)^{-1}$, satisfies the commutation relations

$$
\left[\partial_{s} P(s), P(s)\right]=[H(s), X(s)] .
$$

The quantum adiabatic limit theorem (cf. [2]) then shows that the adiabatic evolution approximates well the physical evolution, for large values of the adiabatic parameter $\tau \rightarrow \infty$, via an estimate of the form

$$
\begin{gathered}
\left\|\left(U_{\tau}(s)-U_{a}(s)\right) P(0)\right\| \leq \\
\frac{1}{\tau} \max _{s \in[0, \infty)}\left\{2\|X(s) P(s)\|+\left\|\partial_{s}(X(s) P(s)) P(s)\right\|\right\}
\end{gathered}
$$

Here the physical evolution satisfies

$$
i \partial_{s} U_{\tau}(s)=\tau H(s) U_{\tau}(s)
$$

$U_{\tau}(0)=1$, where $s=t / \tau$ is a scaled time, and the adiabatic evolution is defined by the equation

$$
P(s)=U_{a}(s) P(0) U_{a}(s)^{*}
$$

with $U_{a}(0)=1$.
In our setting, the functional derivative $\delta_{k} H$, with respect to a component $A_{k}$ of the magnetic potential, gives a current density $J_{k}$. Its expectation value in a state described by a projection $P$ on a gap in the spectrum of the Hamiltonian is then computed by $\operatorname{tr}\left(P \delta_{k} H\right)$. In the quantum adiabatic limit, one can replace $\delta_{k} H$ with $\delta_{k} H_{a}$, where the adiabatic Hamiltonian $H_{a}$ satisfies

$$
i \partial_{s} U_{a}(s)=\tau H_{a}(s) U_{a}(s)
$$

and the equation of motion

$$
\left[H_{a}(s), P(s)\right]=\frac{i}{\tau} \partial_{s} P(s) .
$$

This implies that the relation

$$
\begin{equation*}
\operatorname{tr}\left(P\left[\partial_{t} P, \delta_{k} P\right]\right)=i \operatorname{tr}\left(\delta_{k}\left(P H_{a}\right)\right)-i \operatorname{tr}\left(P \delta_{k} H_{a}\right) \tag{4.3}
\end{equation*}
$$

We make some simplifying assumptions. If the trace is invariant under variations of $A_{k}$, then the first term in the right hand side of (4.3) vanishes. We also assume that the only time dependence of $H$ and $P$ is in the adiabatic variation of a component $A_{j}$ distinct from $A_{k}$, and we work in the Landau gauge, so that the electrostatic potential vanishes and the electric field is given by $\mathbf{E}=-\partial \mathbf{A} / \partial t$. Then we have $\partial_{t}=-E_{j} \delta_{j}$, so that the expectation of the current $J_{k}$ is given by

$$
\begin{aligned}
& \operatorname{tr}\left(P \delta_{k} H\right)=i \operatorname{tr}\left(P\left[\partial_{t} P, \delta_{k} P\right]\right) \\
& \quad=-i E_{j} \operatorname{tr}\left(P\left[\delta_{j} P, \delta_{k} P\right]\right)
\end{aligned}
$$

hence the conductance for a current in the $k$ direction induced by an electric field in the $j$ direction is given by $-i \operatorname{tr}\left(P\left[\delta_{j} P, \delta_{k} P\right]\right)$. The analytic aspects of this formal argument can be made rigorous following the techniques used in [33].

Area cocycle. Our conclusion above, as in the case of the integer Hall effect, is that one can compute the Hall conductance by evaluating a certain cyclic cocycle on a projection, namely on some element in K-theory. It is often the case that, in order to compute the pairing of a cyclic cocycle with K-theory, one can simplify the problem by passing to another cocycle in the same cohomology class, i.e. that differs by a coboundary. This is what will happen in our case.
We introduce another cyclic cocycle, which has a more direct geometric meaning. On $G=\operatorname{PSL}(2, \mathbb{R})$, there is an area cocycle (cf. [12]). This is the 2-cocycle

$$
\begin{aligned}
C: G \times G & \rightarrow \mathbb{R} \\
C\left(\gamma_{1}, \gamma_{2}\right)= & \text { (oriented) hyperbolic area of the } \\
& \text { geodesic triangle with } \\
& \text { vertices at }\left(z_{0}, \gamma_{1}^{-1} z_{0}, \gamma_{2} z_{0}\right), \quad z_{0} \in \mathbb{H}
\end{aligned}
$$

The restriction of this cocycle to a discrete subgroup $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ gives the area group cocycle on $\Gamma$. This in turn defines a cyclic 2-cocycle on $\mathbb{C}(\Gamma, \sigma)$ by

$$
\begin{equation*}
\operatorname{tr}_{C}\left(f_{0}, f_{1}, f_{2}\right)=\sum_{\gamma_{0} \gamma_{1} \gamma_{2}=1} f_{0}\left(\gamma_{0}\right) f_{1}\left(\gamma_{1}\right) f_{2}\left(\gamma_{2}\right) C\left(\gamma_{1}, \gamma_{2}\right) \sigma\left(\gamma_{1}, \gamma_{2}\right) \tag{4.4}
\end{equation*}
$$

Since $C$ is (polynomially) bounded, $\operatorname{tr}_{C}$ can be shown to extend to the smooth subalgebra $\mathcal{R}$.

Comparison. Two cyclic 2-cocycles $t_{1}$ and $t_{2}$ differ by a coboundary (that is, they define the same cyclic cohomology class) iff

$$
t_{1}\left(a_{0}, a_{1}, a_{2}\right)-t_{2}\left(a_{0}, a_{1}, a_{2}\right)=\lambda\left(a_{0} a_{1}, a_{2}\right)-\lambda\left(a_{0}, a_{1} a_{2}\right)+\lambda\left(a_{2} a_{0}, a_{1}\right)
$$

where $\lambda$ is a cyclic 1-cocycle.
As in $[\mathbf{5}],[\mathbf{2 4}]$, the difference between the conductance cocycle $\operatorname{tr}_{K}$ and the area cocycle $\operatorname{tr}_{C}$ can be evaluated in terms of the difference between the hyperbolic area of a geodesic triangle and the Euclidean area of its image under the Abel-Jacobi map. This difference can be expressed as a sum of three terms

$$
\begin{equation*}
U\left(\gamma_{1}, \gamma_{2}\right)=h\left(\gamma_{2}^{-1}, 1\right)-h\left(\gamma_{1}^{-1}, \gamma_{2}\right)+h\left(1, \gamma_{1}\right) \tag{4.5}
\end{equation*}
$$

where each term is a difference of line integrals, one along a geodesic segment in $\mathbb{H}$ and one along a straight line in the Jacobian variety. The cocycles correspondingly differ by

$$
\operatorname{tr}_{K}\left(f_{0}, f_{1}, f_{2}\right)-\operatorname{tr}_{C}\left(f_{0}, f_{1}, f_{2}\right)=\sum_{\gamma_{0} \gamma_{1} \gamma_{2}=1} f_{0}\left(\gamma_{0}\right) f_{1}\left(\gamma_{1}\right) f_{2}\left(\gamma_{2}\right) U\left(\gamma_{1}, \gamma_{2}\right) \sigma\left(\gamma_{1}, \gamma_{2}\right)
$$

This expression can be written as $\lambda\left(f_{0} f_{1}, f_{2}\right)-\lambda\left(f_{0}, f_{1} f_{2}\right)+\lambda\left(f_{2} f_{0}, f_{1}\right)$ where

$$
\lambda\left(f_{0}, f_{1}\right)=\sum_{\gamma_{0} \gamma_{1}=1} f_{0}\left(\gamma_{0}\right) f_{1}\left(\gamma_{1}\right) h\left(1, \gamma_{1}\right) \sigma\left(\gamma_{0}, \gamma_{1}\right)
$$

with $h$ as in (4.5).
Thus, the cocycles $\operatorname{tr}_{K}$ and $\operatorname{tr}_{C}$ differ by a coboundary. Since they are cohomologous, $\operatorname{tr}_{K}$ and $\operatorname{tr}_{C}$ induce the same map on $K$-theory.

Values of the Hall conductance. The problem of deriving the values of the Hall conductance is now reduced to computing the pairing of the area cyclic 2cocycle with $K$-theory. The computation is again done through an index theorem. This time the appropriate framework is (a twisted version of) the Connes-Moscovici higher index theorem [13]. We have the following result, [24]:

Theorem 4.1. The values of the Hall conductance are given by the twisted higher index formula

$$
\begin{equation*}
\operatorname{Ind}_{c, \Gamma, \sigma}\left(\partial_{\mathcal{E}}^{+} \otimes \nabla\right)=\frac{1}{2 \pi \# G} \int_{\Sigma_{g^{\prime}}} \hat{A} \operatorname{tr}\left(e^{R_{\mathcal{E}}}\right) e^{\omega} u_{c} \tag{4.6}
\end{equation*}
$$

where $\omega=d \eta$ is the 2-form of the magnetic field, $\nabla^{2}=i \omega, c$ is a cyclic cocycle $c$ and $u_{c}$ is its lift, as in [13], to a 2-form on $\Sigma_{g^{\prime}}$.

Again, since $\Sigma$ is 2-dimensional, the formula (4.6) reduces to just the term

$$
\begin{equation*}
\operatorname{Ind}_{c, \Gamma, \sigma}\left(\not \partial_{\mathcal{E}}^{+} \otimes \nabla\right)=\frac{\operatorname{rank} \mathcal{E}}{2 \pi \# G} \int_{\Sigma_{g^{\prime}}} u_{c} . \tag{4.7}
\end{equation*}
$$

Notice that, while it seems at first that in (4.7) all dependence on the magnetic field has disappeared in this formula, in fact it is still present through the orbifold vector bundle $\mathcal{E}$ that corresponds (through Baum-Connes) to the class of the spectral projection $P_{E}$ in $K_{0}\left(C_{r}^{*}(\Gamma, \sigma)\right.$, of the Fermi level.
When $c$ is the area cocycle, the corresponding 2-form $u_{c}$ is just the hyperbolic volume form, hence the right hand side of (4.7) is computed by the Gauss-Bonnet formula $\int_{\Sigma_{g^{\prime}}} u_{c}=2 \pi\left(2 g^{\prime}-2\right)$, so that

$$
\begin{equation*}
\frac{\operatorname{rank}(\mathcal{E})}{2 \pi \# G} \int_{\Sigma_{g^{\prime}}} u_{c}=\operatorname{rank}(\mathcal{E}) \frac{\left(2 g^{\prime}-2\right)}{\# G}=-\operatorname{rank}(\mathcal{E}) \chi_{o r b}(\Sigma) \in \mathbb{Q} \tag{4.8}
\end{equation*}
$$

which yields an integer multiple of the orbifold Euler characteristic.
The conclusion is that, in our model, the Hall conductance takes rational values that are integer multiples of orbifold Euler characteristics, Rational values of the conductance

$$
\sigma_{H}=\operatorname{tr}^{K}\left(P_{F}, P_{F}, P_{F}\right)=\operatorname{tr}^{C}\left(P_{F}, P_{F}, P_{F}\right) \in \mathbb{Z} \chi_{\text {orb }}(\Sigma)
$$

Discussion of the model. A first important observation, in terms of physical predictions, is that our model of FQHE predicts the existence of an absolute lower bound on the fractional values of the Hall conductance. The lower bound is imposed by the orbifold geometry, and does not have an analog in other theoretical models, hence it appears to be an excellent possible experimental test of the validity of our theoretical model. The lower bound is obtained from the Hurwitz theorem, which states that the maximal order of a finite group $G$ acting by isometries on a smooth Riemann surface $\Sigma_{g^{\prime}}$ is $\# G=84\left(g^{\prime}-1\right)$. This imposes the constraint on the possible quantum Hall fractions:

$$
\phi \geq \frac{2\left(g^{\prime}-1\right)}{84\left(g^{\prime}-1\right)}=\frac{1}{42}
$$

The lower bound is realized by $1 / 42=-\chi_{\text {orb }}(\Sigma(0 ; 2,3,7))$.
A key advantage of our hyperbolic model is that it treats the FQHE within the same framework developed by Bellissard et al. for the IQHE, with hyperbolic geometry
replacing Euclidean geometry, to account for the effect of electron correlation, while remaining formally within a single particle model.
The fractions for the Hall conductance that we get are obtained from an equivariant index theorem and are thus topological in nature. Consequently, the Hall conductance is seen to be stable under small deformations of the Hamiltonian. Thus, this model can be generalized to systems with disorder as in [6], and then the hypothesis that the Fermi level is in a spectral gap of the Hamiltonian can be relaxed to the assumption that it is in a gap of extended states. This is a necessary step in order to establish the presence of plateaux.
In fact, this solves the apparent paradox that we still have a FQHE, even though the Hamiltonian $H_{\sigma, V}$ may not have any spectral gaps. The reason is that, as explained in [6], the domains of the cyclic 2-cocycles $\operatorname{tr}_{C}$ and $\operatorname{tr}_{K}$ are in fact larger than the smooth subalgebra $\mathcal{R}$. More precisely, there is a $*$-subalgebra $\mathcal{A}$ such that $\mathcal{R} \subset \mathcal{A} \subset \mathcal{U}(\Gamma, \sigma)$ and $\mathcal{A}$ is contained in the domains of $\operatorname{tr}_{C}$ and $\operatorname{tr}_{K} . \mathcal{A}$ is closed under the Besov space functional calculus, and the spectral projections $P_{E}$ of the Hamiltonian $H_{\sigma, V}$ that lie in $\mathcal{A}$ are called gaps in extended states. They include all the spectral projections onto gaps in the energy spectrum, but contain many more spectral projections. In particular, even though the Hamiltonian $H_{\sigma, V}$ may not have any spectral gaps, it may still have gaps in extended states. The results extend in a straightforward way to the case with disorder, where one allows the potential $V$ to be random, $c f$. [6].
Let us discuss the comparison with experimental data on the quantum Hall effect. Our model recovers the observed fractions (including the elusive $1 / 2$ ). Table 1 below illustrates how low genus orbifolds with a small number of cone points are sufficient to recover many observed fractions. In this first table, we consider experimentally observed fractions, which we recover in our model. Notice how fractions like $1 / 3,2 / 5,2 / 3$, which experimentally appear with a wider and more clearly marked plateau, also correspond to the fractions realized by a larger number of orbifolds (we only checked the number of solutions for small values $\nu_{j} \leq 20, n=3$, $g=0$, and $\phi<1$ ). These observations should be compared with the experimental data, cf. e.g. $[\mathbf{2 9}][8]$.
Regarding the varying width of the plateaux, what appears promising in Table 1 is the fact that the fractions that are more easily observed experimentally, i.e. those that appear with a larger and more clearly marked plateau (cf. e.g. [29], $[8]$ ), also correspond to orbifold Euler characteristics that are realized by a large number of orbifolds. We can derive a corresponding qualitative graph of the widths, to be compared with the experimental ones. Table 2 shows how to obtain some experimentally observed fractions with $\phi>1$ (without counting multiplicities).
The main limitation of our model is that it seems to predict too many fractions, which at present do not seem to correspond to experimentally observed values. To our knowledge, however, this is also a limitation in the other theoretical models available in the literature. Another serious limitation is the fact that this model does not explain why even denominator fractions are more difficult to observe than odd ones. In fact, even for small number of cone points and low genus, one obtains a large number of orbifold Euler characteristics with even denominator, which are not justified experimentally. On the occurrence of even denominators in the fractional quantum Hall effect experiments, cf. [32] [10] [15]. Table 3 provide a list of odd
and even denominator fractions predicted by our model, using genus zero orbifolds with three cone points.

Questions and directions. We have discussed the transition from classical Bloch theory to noncommutative Bloch theory, as effect of the presence of a magnetic field. In particular, we have seen that the Brillouin zone becomes a noncommutative space. It would be interesting to investigate, using this point of view based on noncommutative geometry, what happens to the algebro-geometric theory of Fermi curves and periods. Another natural question related to the results discussed here is whether a Chern-Simons approach to the fractional quantum Hall effect may give a different justification for the presence of the orbifolds $\Sigma\left(g ; \nu_{1}, \ldots, \nu_{n}\right)$. In fact, these and their symmetric products appear as spaces of vortices in Chern-Simons (or Seiberg-Witten) theory.

Tables 1 and 2: experimental fractions.

| experimental | $g=0 n=3$ | experimental | $g=0 n=3$ |
| :---: | :---: | :---: | :---: |
| $1 / 3$ | $\Sigma(0 ; 3,6,6)$ | $2 / 5$ | $\Sigma(0 ; 5,5,5)$ |
|  | $\Sigma(0 ; 4,4,6)$ |  | $\Sigma(0 ; 4,4,10)$ |
|  | $\Sigma(0 ; 3,4,12)$ |  | $\Sigma(0 ; 3,6,10)$ |
|  | $\Sigma(0 ; 2,12,12)$ |  | $\Sigma(0 ; 3,6,10)$ |
|  | $\Sigma(0 ; 2,10,15)$ |  | $\Sigma(0 ; 3,5,15)$ |
|  | $\Sigma(0 ; 2,9,18)$ |  | $\Sigma(0 ; 2,20,20)$ |
| $2 / 3$ | $\Sigma(0 ; 9,9,9)$ | $3 / 5$ | $\Sigma(0 ; 5,10,10)$ |
|  | $\Sigma(0 ; 8,8,12)$ |  | $\Sigma(0 ; 6,6,15)$ |
|  | $\Sigma(0 ; 6,12,12)$ |  | $\Sigma(0 ; 4,12,15)$ |
|  | $\Sigma(0 ; 6,10,15)$ |  | $\Sigma(0 ; 4,10,20)$ |
|  | $\Sigma(0 ; 6,9,18)$ |  |  |
|  | $\Sigma(0 ; 5,15,15)$ |  |  |
|  | $\Sigma(0 ; 5,12,20)$ |  |  |
| $4 / 9$ | $\Sigma(0 ; 3,9,9)$ | $5 / 9$ | $\Sigma(0 ; 6,6,9)$ |
|  | $\Sigma(0 ; 4,4,18)$ |  | $\Sigma(0 ; 4,9,12)$ |
|  | $\Sigma(0 ; 3,6,18)$ |  | $\Sigma(0 ; 3,18,18)$ |
| $4 / 5$ | $\Sigma(0 ; 15,15,15)$ | $3 / 7$ | $\Sigma(0 ; 4,4,14)$ |
|  | $\Sigma(0 ; 12,15,20)$ |  | $\Sigma(0 ; 3,6,14)$ |
|  | $\Sigma(0 ; 10,20,20)$ |  |  |
| $4 / 7$ | $\Sigma(0 ; 7,7,7)$ | $5 / 7$ | $\Sigma(0 ; 7,14,14)$ |


| experimental | $g=0$ or $g=1$ |
| :---: | :---: |
| $8 / 5$ | $\Sigma(0 ; 2,4,4,5,5)$ |
| $11 / 7$ | $\Sigma(0 ; 2,2,7,7,7)$ |
| $14 / 9$ | $\Sigma(1 ; 3,9)$ |
| $4 / 3$ | $\Sigma(1 ; 3,3)$ |
| $7 / 5$ | $\Sigma(0 ; 5,5,10,10)$ |
| $10 / 7$ | $\Sigma(0 ; 7,7,7,7)$ |
| $13 / 9$ | $\Sigma(0 ; 6,6,9,9)$ |
| $5 / 2$ | $\Sigma(1 ; 6,6,6)$ |

Table 3: predicted fractions.

| odd | $g=0 n=3$ | even | $g=0 n=3$ |
| :---: | :---: | :---: | :---: |
| $8 / 15$ | $\Sigma(0 ; 5,6,10) \Sigma(0 ; 5,5,15)$ | $1 / 2$ | $\Sigma(0 ; 6,6,6) \Sigma(0 ; 5,5,10)$ |
|  | $\Sigma(0 ; 4,6,20) \Sigma(0 ; 3,15,15)$ |  | $\Sigma(0 ; 4,8,8) \Sigma(0 ; 4,6,12)$ |
|  | $\Sigma(0 ; 3,12,20)$ |  | $\Sigma(0 ; 4,5,20) \Sigma(0 ; 3,12,12)$ |
|  |  |  | $\Sigma(0 ; 3,10,15) \Sigma(0 ; 3,9,18)$ |
| $7 / 9$ | $\Sigma(0 ; 12,12,18) \Sigma(0 ; 10,15,18)$ | $1 / 4$ | $\Sigma(0 ; 4,4,4) \Sigma(0 ; 3,4,6)$ |
|  | $\Sigma(0 ; 9,18,18)$ |  | $\Sigma(0 ; 3,3,12) \Sigma(0 ; 2,8,8)$ |
|  |  |  | $\Sigma(0 ; 3,3,12) \Sigma(0 ; 2,8,8)$ |
|  |  |  | $\Sigma(0 ; 2,6,12) \Sigma(0 ; 2,5,20)$ |
| $11 / 21$ | $\Sigma(0 ; 6,6,7) \Sigma(0 ; 4,7,12)$ | $7 / 12$ | $\Sigma(0 ; 6,8,8) \Sigma(0 ; 6,6,12)$ |
|  | $\Sigma(0 ; 3,14,14)$ |  | $\Sigma(0 ; 5,6,20) \Sigma(0 ; 4,12,12)$ |
|  |  |  | $\Sigma(0 ; 4,10,15) \Sigma(0 ; 4,9,18)$ |
| $16 / 21$ | $\Sigma(0 ; 12,12,14) \Sigma(0 ; 10,14,15)$ |  |  |
|  | $\Sigma(0 ; 9,14,18)$ |  |  |
| $11 / 15$ | $\Sigma(0 ; 10,10,15) \Sigma(0 ; 10,12,12)$ |  |  |
|  | $\Sigma(0 ; 9,10,18) \Sigma(0 ; 6,20,20)$ |  |  |
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# Homological algebra for Schwartz algebras of reductive p-adic groups 

Ralf Meyer


#### Abstract

Let $G$ be a reductive group over a non-Archimedean local field. Then the canonical functor from the derived category of smooth tempered representations of $G$ to the derived category of all smooth representations of $G$ is fully faithful. Here we consider representations on bornological vector spaces. As a consequence, if $G$ is semi-simple, $V$ and $W$ are tempered irreducible representations of $G$, and $V$ or $W$ is square-integrable, then $\operatorname{Ext}_{G}^{n}(V, W) \cong 0$ for all $n \geq 1$. We use this to prove in full generality a formula for the formal dimension of square-integrable representations due to Schneider and Stuhler.


## 1. Introduction

Let $G$ be a linear algebraic group over a non-Archimedean local field whose connected component of the identity element is reductive; we briefly call such groups reductive p-adic groups. For the purposes of exposition, we assume throughout the introduction that the connected centre of $G$ is trivial, although we treat groups with arbitrary centre in the main body of this article.

We are going to compare homological and cohomological computations for the Hecke algebra $\mathcal{H}(G)$ and the Harish-Chandra Schwartz algebra $\mathcal{S}(G)$. Our main result asserts that the derived category of $\mathcal{S}(G)$ is a full subcategory of the derived category of $\mathcal{H}(G)$. These derived categories incorporate a certain amount of functional analysis because $\mathcal{S}(G)$ is more than just an algebra. Before we discuss this, we sketch two purely algebraic applications of our main theorem.

Let $\operatorname{Mod}_{\mathrm{alg}}(G)$ be the category of smooth representations of $G$ on complex vector spaces. We compute some extension spaces in this Abelian category. If both $V$ and $W$ are irreducible tempered representations and one of them is squareintegrable, then $\operatorname{Ext}_{G}^{n}(V, W)=0$ for $n \geq 1$. If the local field underlying $G$ has characteristic 0 , this is proven by very different means in [20]. We get a more transparent proof that also works in prime characteristic.

The vanishing of $\operatorname{Ext}_{G}^{n}(V, W)$ is almost trivial if $V$ or $W$ is supercuspidal because then $V$ or $W$ is both projective and injective in $\operatorname{Mod}_{\text {alg }}(G)$. This is related to the fact that supercuspidal representations are isolated points in the admissible dual. Square-integrable representations are isolated points in the tempered dual. Hence they are projective and injective in an appropriate category $\operatorname{Mod}(\mathcal{S}(G))$ of tempered smooth representations of $G$. Both $\operatorname{Mod}(\mathcal{S}(G))$ and $\operatorname{Mod}_{\text {alg }}(G)$ are full
subcategories in a larger category $\operatorname{Mod}(G)$. That is, we have fully faithful functors

$$
\operatorname{Mod}(\mathcal{S}(G)) \rightarrow \operatorname{Mod}(G) \leftarrow \operatorname{Mod}_{\mathrm{alg}}(G)
$$

We will show that the induced functors between the derived categories,

$$
\operatorname{Der}(\mathcal{S}(G)) \rightarrow \operatorname{Der}(G) \leftarrow \operatorname{Der}_{\mathrm{alg}}(G)
$$

are still fully faithful. This contains the vanishing result for Ext as a special case.
Another application involves Euler characteristics for square-integrable representations. Let $V$ be an irreducible square-integrable representation of $G$. By a theorem of Joseph Bernstein, any finitely generated smooth representation of $G$, such as $V$, has a finite type projective resolution $P_{\bullet} \rightarrow V$. Its Euler characteristic is defined as

$$
\chi(V):=\sum(-1)^{n}\left[P_{n}\right] \in \mathrm{K}_{0}(\mathcal{H}(G)) .
$$

Since $V$ is square-integrable, it is a projective $\mathcal{S}(G)$-module and therefore defines a class $[V] \in \mathrm{K}_{0}(\mathcal{S}(G))$. We show that the map $\mathrm{K}_{0}(\mathcal{H}(G)) \rightarrow \mathrm{K}_{0}(\mathcal{S}(G))$ induced by the embedding $\mathcal{H}(G) \rightarrow \mathcal{S}(G)$ maps $\chi(V)$ to $[V]$. This is useful because in [20] Peter Schneider and Ulrich Stuhler construct very explicit finite type projective resolutions, so that we get a nice formula for $[V] \in \mathrm{K}_{0}(\mathcal{S}(G))$. This implies an explicit formula for the formal dimension of $V$, which is proven in [20] if $V$ is supercuspidal or if $G$ has characteristic 0 . One consequence of this formula is that the formal dimensions are quantised, that is, they are all multiples of some $\alpha>0$. This allows to estimate the number of irreducible square-integrable representations that contain a given representation of a compact open subgroup of $G$.

Although these applications can be stated purely algebraically, their proofs require functional analysis. We may view $\mathcal{S}(G)$ just as an algebra and consider the category $\operatorname{Mod}_{\text {alg }}(\mathcal{S}(G))$ of modules over $\mathcal{S}(G)$ in the algebraic sense as in [21]. However, the functor $\operatorname{Der}_{\text {alg }}(\mathcal{S}(G)) \rightarrow \operatorname{Der}_{\text {alg }}(G)$ fails to be fully faithful. This problem already occurs for $G=\mathbb{Z}$. The issue is that the tensor product of $\mathcal{S}(G)$ with itself plays a crucial role. If we work in $\operatorname{Mod}_{\text {alg }}(\mathcal{S}(G))$, we have to deal with $\mathcal{S}(G) \otimes \mathcal{S}(G)$, which appears quite intractable. In $\operatorname{Mod}(\mathcal{S}(G))$ we meet instead the much simpler completion $\mathcal{S}(G \times G)$ of this space.

Now it is time to explain briefly how we do analysis. I am an advocate of bornologies as opposed to topologies. This means working with bounded subsets and bounded maps instead of open subsets and continuous maps. General bornological vector spaces behave better than general topological vector spaces for purposes of representation theory and homological algebra (see $[15,17]$ ). The spaces that we shall use here carry both a bornology and a topology, and both structures determine each other. Therefore, readers who are familiar with topological vector spaces may be able to follow this article without learning much about bornologies. We explain some notions of bornological analysis along the way because they may be unfamiliar to many readers.

We let $\operatorname{Mod}(G)$ be the category of smooth representations of $G$ on bornological vector spaces as in [15]. The algebras $\mathcal{H}(G)$ and $\mathcal{S}(G)$ are bornological algebras in a natural way. A smooth representation $\pi: G \rightarrow \operatorname{Aut}(V)$ on a bornological vector space $V$ is called tempered if its integrated form extends to a bounded algebra homomorphism $\mathcal{S}(G) \rightarrow \operatorname{End}(V)$. We may identify $\operatorname{Mod}(G)$ with the category of essential (or non-degenerate) bornological left modules over $\mathcal{H}(G)$ ([15]). As our notation suggests, this identifies the subcategory $\operatorname{Mod}(\mathcal{S}(G))$ with the category
of essential bornological modules over $\mathcal{S}(G)$. We turn $\operatorname{Mod}(G)$ and $\operatorname{Mod}(\mathcal{S}(G))$ into exact categories using the class of extensions with a bounded linear section. The exact category structure allows us to form the derived categories $\operatorname{Der}(G)$ and $\operatorname{Der}(\mathcal{S}(G))$ as in [11]. Actually, the passage to derived categories is rather easy in both cases because our categories have enough projective and injective objects.

Equipping a vector space with the finest possible bornology, we identify the category of vector spaces with a full subcategory of the category of bornological vector spaces. Thus $\operatorname{Mod}_{\text {alg }}(G)$ becomes a full subcategory of $\operatorname{Mod}(G)$. Moreover, this embedding maps projective objects again to projective objects. Therefore, the induced functor $\operatorname{Der}_{\text {alg }}(G) \rightarrow \operatorname{Der}(G)$ is still fully faithful. Our main theorem asserts that the canonical functor $\operatorname{Der}(\mathcal{S}(G)) \rightarrow \operatorname{Der}(G)$ is fully faithful as well. The basic technology for its proof is already contained in [16, 17].

In [17], I define the category $\operatorname{Mod}(A)$ of essential modules and its derived category $\operatorname{Der}(A)$ for a "quasi-unital" bornological algebra $A$ and extend some homological machinery to this setting. A morphism $A \rightarrow B$ is called isocohomological if the induced functor $\operatorname{Der}(B) \rightarrow \operatorname{Der}(A)$ is fully faithful. [17] gives several equivalent characterisations of isocohomological morphisms. The criterion that is most easy to verify is the following: let $P_{\bullet} \rightarrow A$ be a projective $A$-bimodule resolution of $A$; then $A \rightarrow B$ is isocohomological if and only if $B \hat{\otimes}_{A} P_{\bullet} \hat{\otimes}_{A} B$ is a resolution of $B$ (in both cases, resolution means that there is a bounded contracting homotopy).

The article [16] deals with the special case of the embedding $\mathbb{C}[G] \rightarrow \mathcal{S}_{1}(G)$ for a finitely generated discrete group $G$ and a certain Schwartz algebra $\mathcal{S}_{1}(G)$, which is defined by $\ell_{1}$-estimates. The chain complex whose contractibility decides whether this embedding is isocohomological turns out to be a coarse geometric invariant of $G$. That is, it depends only on the quasi-isometry class of a word-length function on $G$. If the group $G$ admits a sufficiently nice combing, then I construct an explicit contracting homotopy of this chain complex. Thus $\mathbb{C}[G] \rightarrow \mathcal{S}_{1}(G)$ is isocohomological for such groups.

The argument for Schwartz algebras of reductive $p$-adic groups follows the same pattern. Let $H \subseteq G$ be some compact open subgroup and let $X:=G / H$. This is a discrete space which inherits a canonical coarse geometric structure from $G$. Since $G$ is reductive, it acts properly and cocompactly on a Euclidean building, namely, its affine Bruhat-Tits building. Such buildings are CAT(0) spaces and hence combable. Since $X$ is coarsely equivalent to the building, it is combable as well. Thus the geometric condition of [16] is easily fulfilled for all reductive $p$-adic groups. However, we also have to check that the constructions in [16] are compatible with uniform smoothness of functions because $G$ is no longer discrete. This forces us to look more carefully at the geometry of the building.

## 2. Bornological analysis

Algebras like the Schwartz algebra $\mathcal{S}(G)$ of a reductive $p$-adic group carry an additional structure that allows to do analysis in them. The homological algebra for modules over such algebras simplifies if we take this additional structure into account. One reason is that the complete tensor product $\mathcal{S}(G) \hat{\otimes} \mathcal{S}(G)$ can be identified with $\mathcal{S}\left(G^{2}\right)$ (Lemma 2).

It is customary to describe this additional structure using a locally convex topology. We prefer to use bornologies instead. This means that we work with bounded subsets and bounded operators instead of open subsets and continuous
operators. A basic reference on bornologies is [9]. We use bornologies because of their advantages in connection with homological algebra (see [17]).

We mainly need bornological vector spaces that are complete and convex. Therefore, we drop these adjectives and tacitly require all bornologies to be complete and convex. When we use incomplete bornologies, we explicitly say so.

We need two classes of examples: fine bornologies and von Neumann bornologies. Let $V$ be a vector space over $\mathbb{C}$. The fine bornology Fine $(V)$ is the finest possible bornology on $V$. A subset $T \subseteq V$ is bounded in Fine $(V)$ if and only if there is a finite-dimensional subspace $V_{T} \subseteq V$ such that $T$ is a bounded subset of $V_{T} \cong \mathbb{R}^{n}$ in the usual sense. We also write Fine $(V)$ for $V$ equipped with the fine bornology.

Any linear map Fine $(V) \rightarrow W$ is bounded. This means that Fine is a fully faithful functor from the category of vector spaces to the category of bornological vector spaces that is left-adjoint to the forgetful functor in the opposite direction.

Let $V$ be a (quasi)complete locally convex topological vector space. A subset $T \subseteq V$ is called von Neumann bounded if it is absorbed by all neighbourhoods of zero. These subsets form a bornology on $V$ called the von Neumann bornology (following [9]). We write $\mathrm{vN}(V)$ for $V$ equipped with this bornology.

This defines a functor vN from topological to bornological vector spaces. Its restriction to the full subcategory of Fréchet spaces or, more generally, of LF-spaces, is fully faithful. That is, a linear map between such spaces is bounded if and only if it is continuous. A crucial advantage of bornologies is that joint boundedness is much weaker than joint continuity for multilinear maps: if $V_{1}, \ldots, V_{n}, W$ are (quasi)complete locally convex topological vector spaces, then any separately continuous $n$-linear map $V_{1} \times \cdots \times V_{n} \rightarrow W$ is (jointly) bounded. The converse also holds under mild hypotheses.

Let $G$ be a reductive $p$-adic group. We carefully explain how the Schwartz algebra $\mathcal{S}(G)$ looks like as a bornological algebra. The most convenient definition for our purposes is due to Marie-France Vignéras ([25]). Let $\sigma: G \rightarrow \mathbb{N}$ be the usual scale on $G$. It can be defined using a representation of $G$. Let $L_{2}(G)$ be the Hilbert space of square-integrable functions with respect to some Haar measure on $G$. Let

$$
L_{2}^{\sigma}(G):=\left\{f: G \rightarrow \mathbb{C} \mid f \cdot \sigma^{k} \in L_{2}(G) \text { for all } k \in \mathbb{N}\right\}
$$

A subset $T \subseteq L_{2}^{\sigma}(G)$ is bounded if for all $k \in \mathbb{N}$ there exists a constant $C_{k} \in \mathbb{R}_{+}$ such that $\left\|f \cdot \sigma^{k}\right\|_{L_{2}(G)} \leq C_{k}$ for all $f \in T$. This is the von Neumann bornology with respect to the Fréchet topology on $L_{2}^{\sigma}(G)$ defined by the sequence of semi-norms

$$
\|f\|_{2}^{k}:=\left\|f \cdot \sigma^{k}\right\|_{L_{2}(G)}
$$

Let $\mathrm{CO}(G)$ be the set of compact open subgroups of $G$, ordered by inclusion. For $U \in \operatorname{CO}(G)$, let $\mathcal{S}(G / / U)=L_{2}^{\sigma}(G / / U)$ be the subspace of $U$-bi-invariant functions in $L_{2}^{\sigma}(G)$. We give $\mathcal{S}(G / / U)$ the subspace bornology, that is, a subset is bounded if and only if it is bounded in $L_{2}^{\sigma}(G)$. Finally, we let

$$
\mathcal{S}(G):=\underset{\longrightarrow}{\lim } \mathcal{S}(G / / U),
$$

where $U$ runs through $\mathrm{CO}(G)$. We equip $\mathcal{S}(G)$ with the direct-limit bornology. That is, a subset of $\mathcal{S}(G)$ is bounded if and only if it is a bounded subset of $\mathcal{S}(G / / U)$ for some $U \in \mathrm{CO}(G)$. We may also characterise this bornology as the von Neumann bornology with respect to the direct-limit topology on $\mathcal{S}(G)$, using the well-known description of bounded subsets in LF-spaces (see [24, Proposition 14.6]).

Lemma 1 ([25]). The definition of the Schwartz algebra above agrees with the one of Harish-Chandra in [22, 26].

Proof. The first crucial point is that the space of double cosets $G / / U$-as opposed to the group $G$ itself-has polynomial growth with respect to the scale $\sigma$. It suffices to check this for a good maximal compact subgroup $K$ because the map $G / / U \rightarrow G / / K$ is finite-to-one. By the Iwasawa decomposition, the double cosets in $G / / K$ can be parametrised by points in a maximal split torus. The scale on $G$ restricts to a standard word-length function on this torus, so that we get the desired polynomial growth. As a result, there exists $d>0$ such that $\sum_{x \in G / / U} \sigma^{-d}(x)$ is bounded.

Moreover, we need the following relationship between the growth of the double cosets $U x U$ and the Harish-Chandra spherical function $\Xi$ : there are constants $C, r>0$ such that

$$
\operatorname{vol}(U x U) \leq C \sigma(x)^{r} \cdot \Xi(x)^{-2}, \quad \Xi(x)^{-2} \leq C \sigma(x)^{r} \cdot \operatorname{vol}(U x U)
$$

This follows from Equation I.1.(5) and Lemma II.1.1 in [26]. Hence

$$
\begin{aligned}
\int_{G}|f(x)|^{2} \sigma(x)^{s} d x= & \sum_{x \in G / / U}|f(U x U)|^{2} \sigma(x)^{s} \operatorname{vol}(U x U) \\
\leq & \leq \sum_{x \in G / / U}|f(U x U)|^{2} \Xi(x)^{-2} C \sigma(x)^{r+s} \\
& \leq \max _{x \in G}|f(x)|^{2} \Xi(x)^{-2} \sigma(x)^{r+s+d} \sum_{y \in G / / U} C \sigma^{-d}(y) .
\end{aligned}
$$

A similar computation shows

$$
\int_{G}|f(x)|^{2} \sigma(x)^{s} d x \geq \max _{x \in G}|f(x)|^{2} \Xi(x)^{-2} C^{-1} \sigma(x)^{s-r}
$$

Therefore, the sequences of semi-norms $\left\|f \sigma^{s}\right\|_{2}$ and $\left\|f \Xi^{-1} \sigma^{s}\right\|_{\infty}$ for $s \in \mathbb{N}$ are equivalent and define the same function space $\mathcal{S}(G / / U)$.

Convolution defines a continuous bilinear map $\mathcal{S}(G / / U) \times \mathcal{S}(G / / U) \rightarrow \mathcal{S}(G / / U)$ for any $U \in \mathrm{CO}(G)$ by [26, Lemme III.6.1]. Since $\mathcal{S}(G / / U)$ is a Fréchet space, boundedness and continuity of the convolution are equivalent. Since any bounded subset of $\mathcal{S}(G)$ is already contained in $\mathcal{S}(G / / U)$ for some $U$, the convolution is a bounded bilinear map on $\mathcal{S}(G)$, so that $\mathcal{S}(G)$ is a bornological algebra. In contrast, the convolution on $\mathcal{S}(G)$ is only separately continuous.

Now we return to the general theory and define the Hom functor and the tensor product. Let $\operatorname{Hom}(V, W)$ be the vector space of bounded linear maps $V \rightarrow W$. A subset $T$ of $\operatorname{Hom}(V, W)$ is bounded if and only if it is equibounded, that is, $\{f(v) \mid f \in T, v \in S\}$ is bounded for any bounded subset $S \subseteq V$. This bornology is automatically complete if $W$ is.

The complete projective bornological tensor product $\hat{\otimes}$ is defined in [8] by the expected universal property: it is a bornological vector space $V \hat{\otimes} W$ together with a bounded bilinear map $b: V \times W \rightarrow V \hat{\otimes} W$ such that $l \mapsto l \circ b$ is a bijection between bounded linear maps $V \hat{\otimes} W \rightarrow X$ and bounded bilinear maps $V \times W \rightarrow X$. This tensor product enjoys many useful properties. It is commutative, associative, and commutes with direct limits. It satisfies the adjoint associativity relation

$$
\begin{equation*}
\operatorname{Hom}(V \hat{\otimes} W, X) \cong \operatorname{Hom}(V, \operatorname{Hom}(W, X)) \tag{1}
\end{equation*}
$$

Therefore, a bornological module over a bornological algebra $A$ can be defined in three equivalent ways, using a bounded linear map $A \rightarrow \operatorname{End}(V)$, a bounded bilinear $\operatorname{map} A \times V \rightarrow V$, or a bounded linear map $A \hat{\otimes} V \rightarrow V$.

Let $\otimes$ be the usual tensor product of vector spaces. The fine bornology functor is compatible with tensor products; that is, the obvious map $V \otimes W \rightarrow V \hat{\otimes} W$ is a bornological isomorphism

$$
\begin{equation*}
\operatorname{Fine}(V \otimes W) \cong \operatorname{Fine}(V) \hat{\otimes} \operatorname{Fine}(W) \tag{2}
\end{equation*}
$$

for any two vector spaces $V$ and $W$. More generally, if $W$ is any bornological vector space, then the underlying vector space of $\operatorname{Fine}(V) \hat{\otimes} W$ is equal to the purely algebraic tensor product $V \otimes W$. A subset $T \subseteq V \otimes W$ is bounded if and only if there is a finite-dimensional subspace $V_{T} \subseteq V$ such that $T$ is contained in and bounded in $V_{T} \otimes W \cong \mathbb{R}^{n} \otimes W \cong W^{n}$. Here $W^{n}$ carries the direct-sum bornology. The reason for this is that $\hat{\otimes}$ commutes with direct limits.

If $V_{1}$ and $V_{2}$ are Fréchet-Montel spaces, then we have a natural isomorphism

$$
\begin{equation*}
\mathrm{vN}\left(V_{1} \hat{\otimes}_{\pi} V_{2}\right) \cong \mathrm{vN}\left(V_{1}\right) \hat{\otimes} \mathrm{vN}\left(V_{2}\right) \tag{3}
\end{equation*}
$$

where $\hat{\otimes}_{\pi}$ denotes the complete projective topological tensor product (see $[7,24]$ ). This isomorphism is proven in [13, Appendix A.1.4], based on results of Alexander Grothendieck. The Montel condition means that all von Neumann bounded subsets are precompact (equivalently, relatively compact).

Lemma 2. Let $G$ be a reductive p-adic group. Then $\mathcal{S}(G) \hat{\otimes} \mathcal{S}(G) \cong \mathcal{S}(G \times G)$.
Proof. It is shown in [25] that $\mathcal{S}(G / / U)$ is a nuclear Fréchet space for all $U \in \mathrm{CO}(G)$; in fact, this follows easily from the proof of Lemma 1. Equip $G^{2}$ with the scale $\sigma(a, b):=\sigma(a) \sigma(b)$ for all $a, b \in G$. By definition, $\mathcal{S}\left(G^{2}\right) \cong \underset{\longrightarrow}{\lim } \mathcal{S}\left(G^{2} / / U^{2}\right)$. Since $\hat{\otimes}$ commutes with direct limits,

$$
\mathcal{S}(G) \hat{\otimes} \mathcal{S}(G) \cong \underline{\lim } \mathcal{S}(G / / U) \hat{\otimes} \mathcal{S}(G / / U)
$$

as well. It remains to prove $\mathcal{S}(G / / U)^{\hat{\otimes} 2} \cong \mathcal{S}\left(G^{2} / / U^{2}\right)$. Since these Fréchet spaces are nuclear, they are Montel spaces. Hence (3) allows us to replace $\hat{\otimes}$ by $\hat{\otimes}_{\pi}$. Now we merely have to recall the definition of nuclearity (see [7,24]).

Let $V$ and $W$ be Fréchet spaces. The natural map $V \otimes W \rightarrow \operatorname{Hom}\left(V^{\prime}, W\right)$ defines another topology on $V \otimes W$, which may be weaker than the projective tensor product topology. A Fréchet space is nuclear if and only if this topology coincides with the projective tensor product topology. Equivalently, there is only one topology on $V \otimes W$ for which the canonical maps $V \times W \rightarrow V \otimes W$ and $V \otimes W \rightarrow \operatorname{Hom}\left(V^{\prime}, W\right)$ are continuous. It is clear that the subspace topology from $\mathcal{S}\left(G^{2} / / U^{2}\right)$ on $\mathcal{S}(G / / U) \otimes \mathcal{S}(G / / U)$ has these two properties. Hence it agrees with the projective tensor product topology. Now the assertion follows because $\mathcal{S}(G / / U)^{\otimes 2}$ is dense in $\mathcal{S}\left(G^{2} / / U^{2}\right)$.

## 3. Basic homological algebra over the Hecke algebra

Throughout this section, $G$ denotes a totally disconnected, locally compact group, $H$ denotes a fixed compact open subgroup of $G$, and $X:=G / H$.

Let $V$ be a bornological vector space and let $\pi: G \rightarrow \operatorname{Aut}(V)$ be a representation of $G$ by bounded linear operators. The representation $\pi$ is called smooth if for any bounded subset $T \subseteq V$ there exists an open subgroup $U \subseteq G$ such that
$\pi(g, v)=v$ for all $g \in U, v \in T$ (see [15]). For example, the left and right regular representations of $G$ on $\mathcal{S}(G)$ are smooth. If $V$ carries the fine bornology, the definition above is equivalent to the usual notion of a smooth representation on a vector space.

Let $\operatorname{Mod}(G)$ be the category of smooth representations of $G$ on bornological vector spaces; its morphisms are the $G$-equivariant bounded linear maps. Let $\operatorname{Mod}_{\mathrm{alg}}(G)$ be the category of smooth representations of $G$ on $\mathbb{C}$-vector spaces. The fine bornology functor identifies $\operatorname{Mod}_{\mathrm{alg}}(G)$ with a full subcategory of $\operatorname{Mod}(G)$.

Let $\mathcal{H}(G)$ be the Hecke algebra of $G$; its elements are the locally constant, compactly supported functions on $G$. The convolution is defined by

$$
f_{1} * f_{2}(g)=\int_{G} f_{1}(x) f_{2}\left(x^{-1} g\right) d x
$$

for some left-invariant Haar measure $d x$; we normalise it so that $\operatorname{vol}(H)=1$. We equip $\mathcal{H}(G)$ with the fine bornology, so that $\mathcal{H}(G) \in \operatorname{Mod}_{\text {alg }}(G) \subseteq \operatorname{Mod}(G)$. More generally, given any bornological vector space $V$, we let $\mathcal{H}(G, V):=\mathcal{H}(G) \hat{\otimes} V$. The underlying vector space of $\mathcal{H}(G, V)$ is just $\mathcal{H}(G) \otimes V$ because $\mathcal{H}(G)$ carries the fine bornology. Hence $\mathcal{H}(G, V)$ is the space of locally constant, compactly supported functions $G \rightarrow V$. The left regular representation $\lambda$ and the right regular representation $\rho$ of $G$ on $\mathcal{H}(G, V)$ are defined by

$$
\lambda_{g} f(x):=f\left(g^{-1} x\right), \quad \rho_{g} f(x):=f(x g)
$$

as usual. They are both smooth.
Any continuous representation $\pi: G \rightarrow \operatorname{Aut}(V)$ on a bornological vector space $V$ can be integrated to a bounded algebra homomorphism $\mathcal{H}(G) \rightarrow \operatorname{End}(V)$, which we again denote by $\pi$. By adjoint associativity, this corresponds to a map

$$
\pi_{*}: \mathcal{H}(G, V)=\mathcal{H}(G) \hat{\otimes} V \rightarrow V, \quad f \mapsto \int_{G} \pi(g, f(g)) d g
$$

The map $\pi_{*}$ is $G$-equivariant if $G$ acts on $\mathcal{H}(G, V)$ by $\lambda$. By [15, Proposition 4.7], the representation $\pi$ is smooth if and only if $\pi_{*}$ is a bornological quotient map, that is, any bounded subset of $V$ is of the form $\pi_{*}(T)$ for some bounded subset $T \subseteq \mathcal{H}(G, V)$. Even more, if $\pi$ is smooth, then $\pi_{*}$ has a bounded linear section. Namely, we can use

$$
\begin{equation*}
\sigma_{H}: V \rightarrow \mathcal{H}(G, V), \quad \sigma_{H} v(g)=\pi\left(g^{-1}, v\right) 1_{H}(g) \tag{4}
\end{equation*}
$$

where $1_{H}$ denotes the characteristic function of $H$. Thus the category $\operatorname{Mod}(G)$ becomes isomorphic to the category $\operatorname{Mod}(\mathcal{H}(G))$ of essential modules over $\mathcal{H}(G)$ (see [15, Theorem 4.8]). The term "essential" is a synonym for "non-degenerate" that is not as widely used for other purposes.

Let Ext be the class of all extensions in $\operatorname{Mod}(G)$ that have a bounded linear section. This turns $\operatorname{Mod}(G)$ into an exact category in the sense of Daniel Quillen. Hence the usual machinery of homological algebra applies to $\operatorname{Mod}(G)$ : we can form a derived category $\operatorname{Der}(G)$ and derived functors (see [11,17]). The exact category $\operatorname{Mod}(G)$ has enough projective and injective objects, so that the usual recipes for computing derived functors apply. We shall use the following standard projective resolution in $\operatorname{Mod}(G)$, which already occurs in [16].

The homogeneous space $X:=G / H$ is discrete because $H$ is open in $G$. Let

$$
\begin{equation*}
X_{n}:=\left\{\left(x_{0}, \ldots, x_{n}\right) \in X^{n+1} \mid x_{0} \neq x_{1}, \ldots, x_{n-1} \neq x_{n}\right\} \tag{5}
\end{equation*}
$$

We equip $\mathbb{C}\left[X_{n}\right]$ with the fine bornology. We let $G$ act diagonally on $X_{n}$ and equip $\mathbb{C}\left[X_{n}\right]$ with the induced representation

$$
g \cdot f\left(x_{0}, \ldots, x_{n}\right):=f\left(g^{-1} x_{0}, \ldots, g^{-1} x_{n}\right)
$$

The stabilisers of points

$$
\operatorname{Stab}\left(x_{0}, \ldots, x_{n}\right)=\bigcap_{j=0}^{n} x_{j} H x_{j}^{-1}
$$

are compact open subgroups of $G$ for each $\left(x_{0}, \ldots, x_{n}\right) \in X_{n}$. Let $X_{n}^{\prime} \subseteq X_{n}$ be a subset that contains exactly one representative from each orbit. We get

$$
\begin{equation*}
X_{n}=\coprod_{\xi \in X_{n}^{\prime}} G / \operatorname{Stab}(\xi), \quad \mathbb{C}\left[X_{n}\right]=\bigoplus_{\xi \in X_{n}^{\prime}} \mathbb{C}[G / \operatorname{Stab}(\xi)] \tag{6}
\end{equation*}
$$

If $U \in \operatorname{CO}(G)$, then we have a natural isomorphism

$$
\operatorname{Hom}_{G}(\mathbb{C}[G / U], V) \stackrel{\cong}{\leftrightarrows} \operatorname{Fix}(U, V), \quad f \mapsto f\left(1_{U}\right)
$$

Since $U$ is compact, this is an exact functor of $V$, so that $\mathbb{C}[G / U]$ is a projective object of $\operatorname{Mod}(G)$. Therefore, $\mathbb{C}\left[X_{n}\right]$ is projective by ( 6 ).

In the following, we view $X_{n}$ as a subset of $\mathbb{C}\left[X_{n}\right]$ in the usual way. We let $\left(x_{0}, \ldots, x_{n}\right)=0$ if $x_{j}=x_{j+1}$ for some $j \in\{0, \ldots, n-1\}$. Thus $\left(x_{0}, \ldots, x_{n}\right) \in \mathbb{C}\left[X_{n}\right]$ is defined for all $\left(x_{0}, \ldots, x_{n}\right) \in X^{n+1}$.

We define the boundary map $\delta=\delta_{n}: \mathbb{C}\left[X_{n+1}\right] \rightarrow \mathbb{C}\left[X_{n}\right]$ for $n \in \mathbb{N}$ by

$$
\delta\left(\left(x_{0}, \ldots, x_{n+1}\right)\right):=\sum_{j=0}^{n+1}(-1)^{j} \cdot\left(x_{0}, \ldots, \widehat{x_{j}}, \ldots, x_{n+1}\right),
$$

where $\widehat{x_{j}}$ means that $x_{j}$ is omitted. In terms of functions, we can write

$$
\begin{equation*}
\delta \phi\left(x_{0}, \ldots, x_{n}\right)=\sum_{j=0}^{n+1}(-1)^{j} \sum_{y \in X} \phi\left(x_{0}, \ldots, x_{j-1}, y, x_{j}, \ldots, x_{n}\right) \tag{7}
\end{equation*}
$$

The operators $\delta_{n}$ are $G$-equivariant for all $n \in \mathbb{N}$. We define the augmentation map $\alpha: \mathbb{C}\left[X_{0}\right] \rightarrow \mathbb{C}$ by $\alpha(x)=1$ for all $x \in X_{0}=X$. It is $G$-equivariant with respect to the trivial representation of $G$ on $\mathbb{C}$. It is easy to see that $\delta^{2}=0$ and $\alpha \circ \delta_{0}=0$. Hence we get a chain complex

$$
C_{\bullet}(X):=\left(\mathbb{C}\left[X_{n}\right], \delta_{n}\right)_{n \in \mathbb{N}}
$$

over $\mathbb{C}$. We also form the reduced complex $\tilde{C}_{\bullet}(X)$, which has $\mathbb{C}\left[X_{n}\right]$ in degree $n \geq 1$ and $\operatorname{ker}(\alpha: \mathbb{C}[X] \rightarrow \mathbb{C})$ in degree 0 . The complex $\tilde{C}_{\bullet}(X)$ is exact. Thus $C_{\bullet}(X) \rightarrow \mathbb{C}$ is a projective resolution of $\mathbb{C}$ in $\operatorname{Mod}_{\text {alg }}(G)$.

Next we define bivariant co-invariant spaces. For $V, W \in \operatorname{Mod}(G)$, let $V \hat{\otimes}_{G} W$ be the quotient of $V \hat{\otimes} W$ by the closed linear span of $v \otimes w-g v \otimes g w$ for $v \in V$, $w \in W, g \in G$. Thus $V \hat{\otimes}_{G} W$ is again a complete bornological vector space. By definition, we have

$$
V \hat{\otimes}_{G} W \cong W \hat{\otimes}_{G} V \cong(V \hat{\otimes} W) \hat{\otimes}_{G} \mathbb{C}
$$

where we equip $V \hat{\otimes} W$ with the diagonal representation and $\mathbb{C}$ with the trivial representation of $G$. If $X$ is another bornological vector space, then we may identify $\operatorname{Hom}\left(V \hat{\otimes}_{G} W, X\right)$ with the space of bounded bilinear maps $f: V \times W \rightarrow X$ that
satisfy $f(g v, g w)=f(v, w)$ for all $g \in G, v \in V, w \in W$. This universal property characterises $V \hat{\otimes}_{G} W$ uniquely. It follows from the defining property of $\hat{\otimes}$.

There is an alternative description of $V \hat{\otimes}_{G} W$ in terms of $\mathcal{H}(G)$-modules. Turn $V$ into a right and $W$ into a left bornological $\mathcal{H}(G)$-module by

$$
v * f:=\int_{G} f(g) g^{-1} v d g, \quad f * w:=\int_{G} f(g) g w d g
$$

for all $f \in \mathcal{H}(G), v \in V, w \in W$. Let $V \hat{\otimes}_{\mathcal{H}(G)} W$ be the quotient of $V \hat{\otimes} W$ by the closed linear span of $v * f \otimes w-v \otimes f * w$ for $v \in V, f \in \mathcal{H}(G)$, $w \in W$.

Lemma 3. $V \hat{\otimes}_{G} W=V \hat{\otimes}_{\mathcal{H}(G)} W$, that is, the elements $g v \otimes g w-v \otimes w$ and $v * f \otimes w-v \otimes f * w$ generate the same closed linear subspace.

Proof. We have to show $\operatorname{Hom}\left(V \hat{\otimes}_{G} W, X\right)=\operatorname{Hom}\left(V \hat{\otimes}_{\mathcal{H}(G)} W, X\right)$ for all bornological vector spaces $X$. By definition, $\operatorname{Hom}\left(V \hat{\otimes}_{G} W, X\right)$ is the space of bounded bilinear maps $l: V \times W \rightarrow X$ that satisfy $l\left(g^{-1} v, w\right)=l(v, g w)$ for all $v \in V, w \in W, g \in G$. This implies $l(v * f, w)=l(v, f * w)$ for all $v \in V, w \in W$, $f \in \mathcal{H}(G)$. Conversely, suppose $l(v * f, w)=l(v, f * w)$. Then

$$
\begin{aligned}
l(g v, g \cdot(f * w))=l(g v & \left.\left(\delta_{g} * f\right) * w\right) \\
& =l\left(g v *\left(\delta_{g} * f\right), w\right)=l\left(\left(g^{-1} \cdot g v\right) * f, w\right)=l(v, f * w)
\end{aligned}
$$

for all $v \in V, w \in W, g \in G, f \in \mathcal{H}(G)$. This implies $l(g v, g w)=l(v, w)$ for all $v \in V, w \in W, g \in G$ because any $w \in W$ is fixed by some $U \in \operatorname{CO}(G)$ and therefore of the form $\mu_{U} * w$, where $\mu_{U}$ is the normalised Haar measure of $U$.

Since $\hat{\otimes}_{G}$ is functorial in both variables, we can apply it to chain complexes. Especially, we get a chain complex of bornological vector spaces $V \hat{\otimes}_{G} C \cdot(X)$. Since $C_{\bullet}(X)$ is a projective resolution of the trivial representation, we denote the chain homotopy type of $V \hat{\otimes}_{G} C_{\bullet}(X)$ by $V \hat{\otimes}_{G}^{\mathbb{L}} \mathbb{C}$. The homology vector spaces of $V \hat{\otimes}_{G}^{\mathbb{L}} \mathbb{C}$ may be denoted $\operatorname{Tor}_{n}^{G}(V, \mathbb{C})$ or $\operatorname{Tor}_{n}^{\mathcal{H}(G)}(V, \mathbb{C})$. However, this passage to homology forgets an important part of the structure, namely, the bornology. Therefore, it is better to work with $V \hat{\otimes}_{G}^{L} \mathbb{C}$ instead.

If $V$ and $W$ are just vector spaces, we can identify $V \hat{\otimes}_{G} W$ with a purely algebraic construction. Let $V \otimes_{G} W$ be the quotient of $V \otimes W$ by the linear span of $v \otimes w-g v \otimes g w$ for $v \in V, w \in W, g \in G$. Then

$$
\operatorname{Fine}\left(V \otimes_{G} W\right) \cong \operatorname{Fine}(V) \hat{\otimes}_{G} \operatorname{Fine}(W)
$$

This follows from (2) and the fact that any linear subspace of a fine bornological vector space is closed. Therefore, $\operatorname{Fine}(V) \hat{\otimes}_{G} C_{\bullet}(X) \cong \operatorname{Fine}\left(V \otimes_{G} C_{\bullet}(X)\right)$, and $\operatorname{Tor}_{*}^{G}(V, \mathbb{C})$ is the homology of the chain complex $V \otimes_{G} C_{\bullet}(X)$. In this case, passage to homology is harmless because $V \hat{\otimes}_{G}^{L} \mathbb{C}$ carries the fine bornology; this implies that it is quasi-isomorphic to its homology viewed as a complex with vanishing boundary map.

Our next goal is to describe $V \hat{\otimes}_{G} C_{\bullet}(X)$ (Proposition 6). This requires some geometric preparations.

Definition 4. Given a finite subset $F \subseteq X$, we define the relation $\sim_{F}$ on $X$ by

$$
\begin{equation*}
x \sim_{F} y \Longleftrightarrow(x, y) \in \bigcup_{g \in G} g \cdot(\{H\} \times F) \Longleftrightarrow x^{-1} y \in H F H \tag{8}
\end{equation*}
$$

Here we view $x^{-1} y \in G / / H$ and $H F H \subseteq G / / H$.
A subset $S \subseteq X_{n}$ is controlled by $F$ if $x_{i} \sim_{F} x_{j}$ for all $\left(x_{0}, \ldots, x_{n}\right) \in S$ and all $i, j \in\{0, \ldots, n\}$. We call $S \subseteq X_{n}$ controlled if it is controlled by some finite $F$. Roughly speaking, this means that all entries of $S$ are uniformly close.

A subset $S \subseteq X_{n}$ is controlled if and only if $S$ is $G$-finite, that is, there is a finite subset $F \subseteq X_{n}$ such that $S \subseteq G \cdot F$. This alternative characterisation will be used frequently. Definition 4 emphasises a crucial link between the controlled support condition and geometric group theory.

A coarse (geometric) structure on a locally compact space such as $X$ is a family of relations on $X$ satisfying some natural axioms due to John Roe (see also [6]). The subrelations of the relations $\sim_{F}$ above define a coarse geometric structure on $X$ in this sense. Since it is generated by $G$-invariant relations, it renders the action of $G$ on $X$ isometric. This property already characterises the coarse structure uniquely: whenever a locally compact group acts properly and cocompactly on a locally compact space, there is a unique coarse structure for which this action is isometric (see [6, Example 6]). Moreover, with this coarse structure, the space $X$ is coarsely equivalent to $G$.

By definition, the notion of a controlled subset of $X_{n}$ depends only on the coarse geometric structure of $X$. Thus the space of functions on $X_{n}$ of controlled support only depends on the large scale geometry of $X$.

Although our main examples, reductive groups, are unimodular, we want to treat groups with non-trivial modular function as well. Therefore, we have to decorate several formulas with modular functions. We define the modular homomorphism $\Delta_{G}: G \rightarrow \mathbb{R}_{>0}$ by $\Delta_{G}(g) d\left(g^{-1}\right)=d g$ and $d(g h)=\Delta_{G}(h) d g$ for all $h \in G$.

Definition 5. Let $\mathcal{C}\left(X_{n}, V\right)^{\Delta}$ be the space of all maps $\phi: X_{n} \rightarrow V$ that have controlled support and satisfy the covariance condition

$$
\begin{equation*}
\phi(g \xi)=\Delta_{G}(g)^{-1} \pi(g, \phi(\xi)) \tag{9}
\end{equation*}
$$

for all $\xi \in X_{n}, g \in G$. A subset $T \subseteq \mathcal{C}\left(X_{n}, V\right)^{\Delta}$ is bounded if $\{\phi(\xi) \mid \phi \in T\}$ is bounded in $V$ for all $\xi \in X_{n}$ and the supports of all $\phi \in T$ are controlled by the same finite subset $F \subseteq X$.

Proposition 6. For any $V \in \operatorname{Mod}(G)$, there is a natural bornological isomorphism

$$
V \hat{\otimes}_{G} \mathbb{C}\left[X_{n}\right] \cong \mathcal{C}\left(X_{n}, V\right)^{\Delta}
$$

The induced boundary map on $V \hat{\otimes}_{G} \mathbb{C}\left[X_{n}\right]$ corresponds to the boundary map

$$
\delta=\delta_{n}: \mathcal{C}\left(X_{n+1}, V\right)^{\Delta} \rightarrow \mathcal{C}\left(X_{n}, V\right)^{\Delta}
$$

defined by (7).
We denote the resulting chain complex $\left(\mathcal{C}\left(X_{n}, V\right)^{\Delta}, \delta_{n}\right)_{n \in \mathbb{N}}$ by $\mathcal{C}\left(X_{\bullet}, V\right)^{\Delta}$.
Proof. The bifunctor $\hat{\otimes}_{G}$ commutes with direct limits and in particular with direct sums. Hence (6) yields

$$
\begin{equation*}
V \hat{\otimes}_{G} \mathbb{C}\left[X_{n}\right] \cong \bigoplus_{\xi \in X_{n}^{\prime}} V \hat{\otimes}_{G} \mathbb{C}[G \xi] \cong \bigoplus_{\xi \in X_{n}^{\prime}} V \hat{\otimes}_{G} \mathbb{C}[G / \operatorname{Stab}(\xi)] \tag{10}
\end{equation*}
$$

Fix $\xi \in X_{n}^{\prime}$ and let $\operatorname{Map}(G \cdot \xi, V)^{\Delta}$ be the space of all maps from $G \cdot \xi$ to $V$ that satisfy the covariance condition (9). We equip $\operatorname{Map}(G \cdot \xi, V)^{\Delta}$ with the product bornology as in Definition 5. We claim that the map

$$
I: V \hat{\otimes} \mathbb{C}[G \xi] \rightarrow \operatorname{Map}(G \xi, V), \quad v \otimes \phi \mapsto\left[\eta \mapsto \int_{G} \pi\left(h^{-1}, v\right) \cdot \phi(h \eta) d h\right]
$$

yields a bornological isomorphism

$$
V \hat{\otimes}_{G} \mathbb{C}[G \xi] \cong \operatorname{Map}_{G}(G \xi, V)^{\Delta}
$$

We check that $I$ descends to $V \hat{\otimes}_{G} \mathbb{C}[G \xi]$ and maps into $\operatorname{Map}(G \xi, V)^{\Delta}$ :

$$
\left.\begin{array}{l}
I(g v \otimes g \phi)(\eta)=\int_{G} \pi\left(h^{-1}, g v\right) \cdot g \phi(h \eta) d h
\end{array}=\int_{G} \pi\left(h^{-1} g, v\right) \cdot \phi\left(g^{-1} h \eta\right) d h\right] \quad=\int_{G} \pi\left(h^{-1}, v\right) \cdot \phi(h \eta) d h=I(v \otimes \phi), ~ \begin{aligned}
& I(v \otimes \phi)(g \eta)=\int_{G} \pi\left(h^{-1}, v\right) \cdot \phi(h g \eta) d h \\
&=\int_{G} \pi\left(g h^{-1}, v\right) \phi(h \eta) d\left(h g^{-1}\right)=\Delta_{G}\left(g^{-1}\right) \pi(g, I(v \otimes \phi)(\eta))
\end{aligned}
$$

Thus we get a well-defined map $V \hat{\otimes}_{G} \mathbb{C}[G \xi] \rightarrow \operatorname{Map}(G \xi, V)^{\Delta}$. Evaluation at $\xi$ defines a bornological isomorphism $\operatorname{Map}(G \xi, V)^{\Delta} \cong \operatorname{Fix}(\operatorname{Stab}(\xi), V)$. We claim that the latter is isomorphic to $V \hat{\otimes}_{G} \mathbb{C}[G / \operatorname{Stab}(\xi)]$. Since $\operatorname{Stab}(\xi)$ is compact and open, the Haar measure $\mu_{\mathrm{Stab}(\xi)}$ of $\operatorname{Stab}(\xi)$ is an element of $\mathcal{H}(G)$. Convolution on the right with $\mu_{\mathrm{Stab}(\xi)}$ is an idempotent left module homomorphism on $\mathcal{H}(G)$, whose range is $\mathbb{C}[G / \operatorname{Stab}(\xi)]$. Since $V \hat{\otimes}_{G} \mathcal{H}(G) \cong V$ for all $V$, additivity implies that $V \hat{\otimes}_{G} \mathbb{C}[G / \operatorname{Stab}(\xi)]$ is equal to the range of $\mu_{\mathrm{Stab}(\xi)}$ on $V$, that is, to $\operatorname{Fix}(\operatorname{Stab}(\xi), V)$. Thus we obtain an isomorphism $V \hat{\otimes}_{G} \mathbb{C}[G \xi] \cong \operatorname{Map}_{G}(G \xi, V)^{\Delta}$, which can easily be identified with the map $I$.

Recall that a subset of $X_{n}$ is controlled if and only if it meets only finitely many $G$-orbits. Therefore, we get the counterpart $\mathcal{C}\left(X_{n}, V\right)^{\Delta} \cong \bigoplus_{\xi \in X_{n}^{\prime}} \operatorname{Map}(G \xi, V)^{\Delta}$ to (10). We can piece our isomorphisms on orbits together to an isomorphism

$$
I: V \hat{\otimes}_{G} \mathbb{C}\left[X_{n}\right] \rightarrow \mathcal{C}\left(X_{n}, V\right)^{\Delta}, \quad v \otimes \phi \mapsto\left[\xi \mapsto \int_{G} \pi\left(g^{-1}, v\right) \phi(g \xi) d g\right]
$$

A straightforward computation yields $\delta \circ I(v \otimes \phi)=I(v \otimes \delta \phi)$ for all $v \in V$, $\phi \in \mathbb{C}\left[X_{n}\right]$ with $\delta$ as in (7). Therefore, $I$ intertwines id $\hat{\otimes}_{G} \delta$ and $\delta$.

Now let $C_{\bullet}(X, V):=C_{\bullet}(X) \hat{\otimes} V$, equipped with the diagonal representation of $G$. Since $C \bullet(X)$ carries the fine bornology, the underlying vector space of $\mathbb{C}\left[X_{n}\right] \hat{\otimes}$ $V$ may be identified with the space of functions $X_{n} \rightarrow V$ with finite support.

Lemma 7. The chain complex $C \bullet(X, V)$ is a projective resolution of $V$ in $\operatorname{Mod}(G)$.

Proof. The complex $C_{\bullet}(X, V)$ is exact because $\hat{\otimes}$ is exact on extensions with a bounded linear section. We have $\operatorname{Hom}_{G}(\mathbb{C}[G / U] \hat{\otimes} V, W) \cong \operatorname{Hom}_{U}(V, W)$ for any $U \in \operatorname{CO}(G)$ and any smooth representation $W$. Since this is an exact functor of $W$, $\mathbb{C}[G / U] \hat{\otimes} V$ is projective. Equation (6) shows that $\mathbb{C}\left[X_{n}\right] \hat{\otimes} V$ is a direct sum of such representations and therefore projective as well.

We view $\mathcal{H}(G)$ as a bimodule over itself in the usual way, by convolution on the left and right. Since right convolution commutes with the left regular representation, the complex $C_{\bullet}(X, \mathcal{H}(G))$ is a complex of $\mathcal{H}(G)$-bimodules. The same reasoning as in the proof of Lemma 7 shows that it is a projective $\mathcal{H}(G)$-bimodule resolution of $\mathcal{H}(G)$.

For $V, W \in \operatorname{Mod}(G)$, we let $\operatorname{Hom}_{G}(V, W)$ be the space of bounded $G$-equivariant linear maps $V \rightarrow W$, equipped with the equibounded bornology. It agrees with the space $\operatorname{Hom}_{\mathcal{H}(G)}(V, W)$ of bounded linear $\mathcal{H}(G)$-module homomorphisms. We also apply the bifunctor $\operatorname{Hom}_{G}$ to chain complexes. In particular, we can plug in the projective resolution $C_{\bullet}(X, V)$ of Lemma 7 . The homotopy type of the resulting cochain complex of bornological vector spaces $\operatorname{Hom}_{G}(C \bullet(X, V), W)$ is denoted by $\mathbb{R} \operatorname{Hom}_{G}(V, W)$. Its $n$th cohomology vector space is $\operatorname{Ext}_{G}^{n}(V, W)$. As with $V \hat{\otimes}_{G}^{\mathbb{L}} \mathbb{C}$, it is preferable to retain the cochain complex itself.

If $V$ and $W$ carry the fine bornology, then $C_{\bullet}(X, V)=C_{\bullet}(X) \otimes V$ with the fine bornology. Therefore, $\mathbb{R} \operatorname{Hom}_{G}(V, W)$ is equal to the space of all $G$-equivariant linear maps $C \cdot(X) \otimes V \rightarrow W$. Hence the Ext spaces above agree with the purely algebraic Ext spaces. In more fancy language, the embedding $\operatorname{Mod}_{\text {alg }}(G) \rightarrow \operatorname{Mod}(G)$ induces a fully faithful functor between the derived categories $\operatorname{Der}_{\text {alg }}(G) \rightarrow \operatorname{Der}(G)$. This allows us to apply results proven using analysis in a purely algebraic context.

## 4. Isocohomological smooth convolution algebras

We introduce a class of convolution algebras on totally disconnected, locally compact groups $G$. These have the technical properties that allow us to formulate the problem. Then we examine the notion of an isocohomological embedding and formulate a necessary and sufficient condition for $\mathcal{H}(G) \rightarrow \mathcal{T}(G)$ to be isocohomological. This criterion involves the contractibility of a certain bornological chain complex, which is quite close to the one that arises in [16].

### 4.1. Unconditional smooth convolution algebras with rapid decay.

 Let $G$ be a totally disconnected, locally compact group. Let $\sigma: G \rightarrow \mathbb{R}_{>1}$ be a scale with the following properties: $\sigma(a b) \leq \sigma(a) \sigma(b)$ and $\sigma(a)=\sigma\left(a^{-1}\right) ; \sigma$ is $U$-bi-invariant for some $U \in \mathrm{CO}(G)$; the map $\sigma$ is proper, that is, the subsets$$
\begin{equation*}
B_{R}(G):=\{g \in G \mid \sigma(g) \leq R\} \tag{11}
\end{equation*}
$$

are compact for all $R \geq 1$. The usual scale on a reductive $p$-adic groups has these properties. If the group $G$ is finitely generated and discrete, then $\sigma=1+\ell$ or $2^{\ell}$ for a word-length function $\ell$ are good, inequivalent choices.

Let $U \in \mathrm{CO}(G)$. Given sets $S, S^{\prime}$ of functions $G / / U \rightarrow \mathbb{C}$ we say that $S^{\prime}$ dominates $S$ if for any $\phi \in S$ there exists $\phi^{\prime} \in S^{\prime}$ with $\left|\phi^{\prime}(g)\right| \geq|\phi(g)|$ for all $g \in G$.

Definition 8 . Let $\mathcal{T}(G)$ be a bornological vector space of functions $\phi: G \rightarrow$ $\mathbb{C}$. We call $\mathcal{T}(G)$ an unconditional smooth convolution algebra of rapid decay if it satisfies the following conditions:
8.1. $\mathcal{T}(G)$ contains $\mathcal{H}(G)$;
8.2. $\mathcal{H}(G)$ is dense in $\mathcal{T}(G)$;
8.3. the convolution extends to a bounded bilinear map $\mathcal{T}(G) \times \mathcal{T}(G) \rightarrow \mathcal{T}(G)$;
8.4. $\mathcal{T}(G)=\underset{\longrightarrow}{\lim } \mathcal{T}(G / / U)$ as bornological vector spaces, where $U$ runs through $\mathrm{CO}(G)$ and $\vec{T}(G / / U)$ is the space of $U$-bi-invariant functions in $\mathcal{T}(G)$;
8.5. if a set of functions $G / / U \rightarrow \mathbb{C}$ is dominated by a bounded subset of $\mathcal{T}(G / / U)$, then it is itself a bounded subset of $\mathcal{T}(G / / U)$;
8.6. $M_{\sigma}$ is a bounded linear operator on $\mathcal{T}(G)$.

The first four conditions define a smooth convolution algebra, the fifth condition means that the convolution algebra is unconditional, the last one means that it has rapid decay.

An example of such a convolution algebra is the Schwartz algebra of a reductive $p$-adic group.

Let $\mathcal{T}(G)$ be an unconditional smooth convolution algebra of rapid decay. A representation $\pi: G \rightarrow \operatorname{Aut}(V)$ is called $\mathcal{T}(G)$-tempered if its integrated form extends to a bounded algebra homomorphism $\mathcal{T}(G) \rightarrow \operatorname{End}(V)$ or, equivalently, to a bounded bilinear map $\mathcal{T}(G) \times V \rightarrow V$. The density of $\mathcal{H}(G)$ in $\mathcal{T}(G)$ implies that this extension is unique once it exists. Furthermore, $G$-equivariant maps are $\mathcal{T}(G)$ module homomorphisms. Since the subalgebras $\mathcal{T}(G / / U)$ are unital, the algebra $\mathcal{T}(G)$ is "quasi-unital" in the notation of [17], so that the category $\operatorname{Mod}(\mathcal{T}(G))$ of essential bornological left $\mathcal{T}(G)$-modules is defined. This category is naturally isomorphic to the category of $\mathcal{T}(G)$-tempered smooth representations of $G$ (see [17]). Thus $\operatorname{Mod}(\mathcal{T}(G))$ is a full subcategory of $\operatorname{Mod}(G)$.

The following lemmas prove some technical properties of $\mathcal{T}(G)$ that are obvious in most examples, anyway. Define $P_{R}: \mathcal{T}(G) \rightarrow \mathcal{H}(G)$ by $P_{R} \phi(x)=\phi(x)$ for $x \in B_{R}(G)$ and $P_{R} \phi(x)=0$ otherwise, with $B_{R}(G)$ as in (11).

Lemma 9. $\lim _{R \rightarrow \infty} P_{R}(\phi)=\phi$ uniformly for $\phi$ in a bounded subset of $\mathcal{T}(G)$.
Proof. If $T \subseteq \mathcal{T}(G)$ is bounded, then $T \subseteq \mathcal{T}(G / / U)$ for some $U \in \operatorname{CO}(G)$. Shrinking $U$ further, we achieve that the scale $\sigma$ is $U$-bi-invariant. We may further assume that $\phi^{\prime} \in T$ whenever $\phi^{\prime}: G / / U \rightarrow \mathbb{C}$ is dominated by some $\phi \in T$ because $\mathcal{T}(G)$ is unconditional. Since $M_{\sigma}$ is bounded, the subset $M_{\sigma}(T) \subseteq \mathcal{T}(G / / U)$ is bounded as well. For any $\phi \in T$, we have $\left|\phi-P_{R} \phi\right| \leq R^{-1}\left|M_{\sigma} \phi\right|$, so that $\phi-P_{R} \phi \in$ $R^{-1} M_{\sigma}(T)$. This implies uniform convergence $P_{R}(\phi) \rightarrow \phi$ for $\phi \in T$.

In the following, we briefly write

$$
\mathcal{T}\left(G^{2}\right):=\mathcal{T}(G) \hat{\otimes} \mathcal{T}(G)
$$

Lemma 2 justifies this notation for Schwartz algebras of reductive groups. In general, consider the bilinear maps

$$
\mathcal{T}(G) \times \mathcal{T}(G) \rightarrow \mathbb{C}, \quad\left(\phi_{1}, \phi_{2}\right) \mapsto \phi_{1}(x) \phi_{2}(y)
$$

for $(x, y) \in G^{2}$. They extend to bounded linear functionals on $\mathcal{T}\left(G^{2}\right)$ and hence map $\mathcal{T}\left(G^{2}\right)$ to a space of smooth functions on $G^{2}$.

Lemma 10. This representation of $\mathcal{T}\left(G^{2}\right)$ by functions on $G^{2}$ is faithful, that is, $\phi \in \mathcal{T}\left(G^{2}\right)$ vanishes once $\phi(x, y)=0$ for all $x, y \in G$.

Proof. The claim follows easily from Lemma 9 (this is a well-known argument in connection with Grothendieck's Approximation Property). If $\phi(x, y)=0$ for all $x, y \in G$, then also $\left(P_{R} \hat{\otimes} P_{R}\right) \phi(x, y)=0$ for all $R \in \mathbb{N}, x, y \in G$. Since $P_{R} \hat{\otimes} P_{R}(\phi) \in \mathcal{H}\left(G^{2}\right)$, this implies $P_{R} \hat{\otimes} P_{R}(\phi)=0$ for all $R \in \mathbb{N}$. Lemma 9 implies that $P_{R} \hat{\otimes} P_{R}$ converges towards the identity operator on $\mathcal{T}(G) \hat{\otimes} \mathcal{T}(G)$. This yields $\phi=0$ as desired.

Hence we may view $\mathcal{T}\left(G^{2}\right)$ as a space of functions on $G^{2}$. It is easy to see that $\mathcal{T}\left(G^{2}\right)$ is again a smooth convolution algebra on $G^{2}$. Equip $G^{2}$ with the scale $\sigma_{2}(a, b):=\sigma(a) \sigma(b)$ for $a, b \in G$. Then the operator $M_{\sigma_{2}}=M_{\sigma} \hat{\otimes} M_{\sigma}$ is bounded, that is, $\mathcal{T}\left(G^{2}\right)$ also satisfies the rapid decay condition. However, $\mathcal{T}\left(G^{2}\right)$ need not be unconditional. We assume $\mathcal{T}\left(G^{2}\right)$ to be unconditional in the following. This is needed for the proof of our main theorem.

Let $\mathcal{T}_{c}(G)$ be $\mathcal{H}(G)$ equipped with the subspace bornology from $\mathcal{T}(G)$. This bornology is incomplete, of course. Similarly, we let $\mathcal{T}_{c}\left(G^{2}\right)$ be $\mathcal{H}\left(G^{2}\right)$ equipped with the subspace bornology from $\mathcal{T}\left(G^{2}\right)$.

LEMMA 11. The completions of $\mathcal{T}_{c}(G)$ and $\mathcal{T}_{c}\left(G^{2}\right)$ are naturally isomorphic to $\mathcal{T}(G)$ and $\mathcal{T}\left(G^{2}\right)$.

Proof. It suffices to prove this for $\mathcal{T}_{\mathrm{c}}(G)$. We verify by hand that $\mathcal{T}(G)$ satisfies the universal property that defines the completion of $\mathcal{T}_{c}(G)$. Alternatively, we could use general characterisations of completions in [14, Section 4]. We must show that any bounded linear map $f: \mathcal{T}_{c}(G) \rightarrow W$ into a complete bornological vector space $W$ extends uniquely to a bounded linear map on $\mathcal{T}(G)$. By Lemma 9 , the sequence of operators $P_{R}: \mathcal{T}(G) \rightarrow \mathcal{T}_{c}(G)$ converges uniformly on bounded subsets towards the identity map on $\mathcal{T}(G)$. Hence any bounded extension $\bar{f}$ of $f$ satisfies $\bar{f}(\phi)=\lim _{R \rightarrow \infty} f \circ P_{R}(\phi)$ for all $\phi \in \mathcal{T}(G)$. Conversely, this prescription defines a bounded linear extension of $f$.
4.2. Isocohomological convolution algebras. Let $A$ be a quasi-unital algebra such as $\mathcal{H}(G)$ or $\mathcal{T}(G)$. In [17] I define the exact category $\operatorname{Mod}(A)$ of essential bornological left $A$-modules and its derived category $\operatorname{Der}(A)$. A bounded algebra homomorphism $f: A \rightarrow B$ between two quasi-unital bornological algebras induces functors $f^{*}: \operatorname{Mod}(B) \rightarrow \operatorname{Mod}(A)$ and $f^{*}: \operatorname{Der}(B) \rightarrow \operatorname{Der}(A)$. Trivially, if $f$ has dense range then $f^{*}: \operatorname{Mod}(B) \rightarrow \operatorname{Mod}(A)$ is fully faithful. We call $f$ isocohomological if $f^{*}: \operatorname{Der}(B) \rightarrow \operatorname{Der}(A)$ is fully faithful as well ([17]). We are interested in the embedding $\mathcal{H}(G) \rightarrow \mathcal{T}(G)$. If it is isocohomological, we briefly say that $\mathcal{T}(G)$ is isocohomological. The following conditions are proven in [17, Theorem 35] to be equivalent to $\mathcal{T}(G)$ being isocohomological:

- $V \hat{\otimes}_{\mathcal{T}(G)}^{\mathbb{L}} W \cong V \hat{\otimes}_{G}^{\mathbb{L}} W$ for all $V, W \in \operatorname{Der}(\mathcal{T}(G))\left(\right.$ recall that $\left.\hat{\otimes}_{\mathcal{H}(G)}^{\mathbb{L}} \cong \hat{\otimes}_{G}^{\mathbb{L}}\right)$;
- $\mathbb{R} \operatorname{Hom}_{\mathcal{T}(G)}(V, W) \cong \mathbb{R} \operatorname{Hom}_{G}(V, W)$ for all $V, W \in \operatorname{Der}(\mathcal{T}(G))$;
- the functor $f^{*}: \operatorname{Der}(\mathcal{T}(G)) \rightarrow \operatorname{Der}(G)$ is fully faithful;
- $\mathcal{T}(G) \hat{\otimes}_{G}^{\mathbb{L}} V \cong V$ for all $V \in \operatorname{Mod}(\mathcal{T}(G))$;
- $\mathcal{T}(G) \hat{\otimes}_{G}^{\mathbb{L}} \mathcal{T}(G) \cong \mathcal{T}(G)$.

The last condition tends to be the easiest one to verify in practice. We will formulate it more concretely below. The signs " $\cong$ " in these statements mean isomorphism in the homotopy category of chain complexes of bornological vector spaces. This is stronger than an isomorphism of homology groups. As a consequence, we have $\operatorname{Tor}_{n}^{G}(V, W) \cong \operatorname{Tor}_{n}^{T(G)}(V, W)$ and $\operatorname{Ext}_{G}^{n}(V, W) \cong \operatorname{Ext}_{T(G)}^{n}(V, W)$ for all $V, W \in$ $\operatorname{Mod}(\mathcal{T}(G))$ if $\mathcal{T}(G)$ is isocohomological.

Notions equivalent to that of an isocohomological embedding have been defined independently by several authors, as kindly pointed out to me by A. Yu. Pirkovskii (see [18] and the references given there). We warn the reader that in categories of topological algebras some of the conditions above are no longer equivalent. Namely,
the cohomological conditions in terms of the derived category and $\mathbb{R}$ Hom are weaker than the homological conditions involving $\hat{\otimes}^{\underline{L}}$.

We have seen in Section 3 that $V \hat{\otimes}_{G} W \cong(V \hat{\otimes} W) \hat{\otimes}_{G} \mathbb{C}$ for all $V, W \in \operatorname{Mod}(G)$, where $V \hat{\otimes} W$ is equipped with the diagonal representation of $G$. Since $V \hat{\otimes} W$ is projective if $V$ or $W$ is projective, this implies an isomorphism

$$
V \hat{\otimes}_{G}^{\mathbb{L}} W \cong(V \hat{\otimes} W) \hat{\otimes}_{G}^{\mathbb{L}} \mathbb{C}
$$

for all $V, W \in \operatorname{Der}(G)$. Thus $\mathcal{T}(G)$ is isocohomological if and only if

$$
(\mathcal{T}(G) \hat{\otimes} \mathcal{T}(G)) \hat{\otimes}_{G}^{\mathbb{L}} \mathbb{C}=\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G}^{\mathbb{L}} \mathbb{C} \cong \mathcal{T}(G)
$$

Here we equip $\mathcal{T}\left(G^{2}\right)$ with the diagonal representation of $G$, which is given by

$$
g \cdot f(x, y):=\Delta_{G}(g) f\left(x g, g^{-1} y\right)
$$

for all $g \in G, f \in \mathcal{T}\left(G^{2}\right), x, y \in G$ because the left and right $\mathcal{H}(G)$-module structures on $\mathcal{T}(G)$ are the integrated forms of the left regular representation $\lambda$ and the twisted right regular representation $\rho \cdot \Delta_{G}$. The convolution map

$$
\mathcal{T}\left(G^{2}\right)=\mathcal{T}(G) \hat{\otimes} \mathcal{T}(G) \xrightarrow{*} \mathcal{T}(G)
$$

descends to a bounded linear map $\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G} \mathbb{C} \rightarrow \mathcal{T}(G)$. The latter map is a bornological isomorphism because $A \hat{\otimes}_{A} A \cong A$ for any quasi-unital bornological algebra by [17, Proposition 16]. Moreover, the convolution map $\mathcal{T}\left(G^{2}\right) \rightarrow \mathcal{T}(G)$ has a bounded linear section, namely, the map $\mathcal{T}(G) \rightarrow \mathcal{H}(G, \mathcal{T}(G)) \subseteq \mathcal{T}\left(G^{2}\right)$ defined in (4).

We may use the projective resolution $C_{\bullet}(X) \rightarrow \mathbb{C}$ to compute $\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G}^{\mathbb{L}} \mathbb{C}$. Proposition 6 identifies $\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G} C_{\bullet}(X)$ with $\mathcal{C}\left(X_{\bullet}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$. We augment this chain complex by the map

$$
\begin{equation*}
\alpha: \mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G} \mathbb{C}\left[X_{0}\right] \xrightarrow{\mathrm{id} \hat{\otimes}_{G}^{\alpha}} \mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G} \mathbb{C} \xrightarrow[\cong]{*} \mathcal{T}(G) \tag{12}
\end{equation*}
$$

We let $\tilde{\mathcal{C}}\left(X_{\bullet}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ be the subcomplex of $\mathcal{C}\left(X_{\bullet}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ that we get if we replace $\mathcal{C}\left(X_{0}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ by $\tilde{\mathcal{C}}\left(X_{0}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}:=\operatorname{ker} \alpha$.

Proposition 12. $\mathcal{T}(G)$ is isocohomological if and only if $\tilde{\mathcal{C}}\left(X_{\bullet}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ has a bounded contracting homotopy.

Proof. Our discussion of the convolution map implies that the augmentation map in (12) is a surjection with a bounded linear section. Hence it is a chain homotopy equivalence $\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G}^{\mathbb{L}} \mathbb{C} \rightarrow \mathcal{T}(G)$ if and only if its kernel $\tilde{\mathcal{C}}\left(X_{0}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ is contractible.

To give the reader an idea why the various characterisations of isocohomological embeddings listed above are equivalent, we explain how the contractibility of $\tilde{\mathcal{C}}\left(X_{\bullet}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ yields isomorphisms $\mathbb{R} \operatorname{Hom}_{\mathcal{T}(G)}(V, W) \cong \mathbb{R} \operatorname{Hom}_{G}(V, W)$ for $V, W \in \operatorname{Mod}(\mathcal{T}(G))$. Almost the same argument yields $V \hat{\otimes}_{\mathcal{T}(G)}^{\mathbb{L}} W \cong V \hat{\otimes}_{G}^{\mathbb{L}} W$. The extension to objects of the derived categories is a mere formality.

The space $\mathcal{T}\left(G^{2}\right)$ carries a $\mathcal{T}(G)$-bimodule structure via $f_{1} *\left(f_{2} \otimes f_{3}\right) * f_{4}=$ $\left(f_{1} * f_{2}\right) \otimes\left(f_{3} * f_{4}\right)$. This structure commutes with the inner conjugation action,
so that $P_{\bullet}:=\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G} C_{\bullet}(X)$ becomes a chain complex of bornological $\mathcal{T}(G)$ bimodules over $\mathcal{T}(G)$. As above, we can compute these spaces explicitly:

$$
\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G} \mathbb{C}\left[X_{n}\right] \cong \bigoplus_{\xi \in X_{n}^{\prime}} \operatorname{Fix}\left(\operatorname{Stab} \xi, \mathcal{T}\left(G^{2}\right)\right)
$$

It is not hard to see that $\mathcal{T}\left(G^{2}\right)$ is a projective object of $\operatorname{Mod}\left(\mathcal{T}\left(G^{2}\right)\right)$. That is, $\mathcal{T}\left(G^{2}\right)$ is a projective bimodule. Since the summands of $\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G} \mathbb{C}\left[X_{n}\right]$ are all retracts of $\mathcal{T}\left(G^{2}\right)$, we conclude that $\mathcal{T}\left(G^{2}\right) \hat{\otimes}_{G} \mathbb{C}\left[X_{n}\right]$ is a projective $\mathcal{T}(G)$-bimodule.

Suppose now that $P_{\bullet}$ is a resolution of $\mathcal{T}(G)$. Then it is a projective $\mathcal{T}\left(G^{2}\right)$ bimodule resolution. Since $\mathcal{T}(G)$ is projective as a right module, the contracting homotopy of $P_{\bullet}$ can be improved to consist of bounded right $\mathcal{T}(G)$-module homomorphisms. Therefore, $P_{\bullet} \hat{\otimes}_{T(G)} V$ is again a resolution of $V$. Explicitly,

$$
P_{n} \hat{\otimes}_{T(G)} V \cong \bigoplus_{\xi \in X_{n}^{\prime}} \operatorname{Fix}(\operatorname{Stab}(\xi), \mathcal{T}(G) \hat{\otimes} V)
$$

because $\mathcal{T}(G) \hat{\otimes}_{T(G)} V \cong V$. The summands are retracts of the projective left $\mathcal{T}(G)$ module $\mathcal{T}(G) \hat{\otimes} V$. Hence $P_{\bullet} \hat{\otimes}_{T(G)} V$ is a projective left $\mathcal{T}(G)$-module resolution of $V$. We use it to compute

$$
\mathbb{R} \operatorname{Hom}_{\mathcal{T}(G)}(V, W)=\operatorname{Hom}_{T(G)}\left(P_{\bullet} \hat{\otimes}_{\mathcal{T}(G)} V, W\right)
$$

Let $U \in \operatorname{CO}(G)$ act on $\mathcal{T}(G) \hat{\otimes} V$ by $\left.\Delta_{G}\right|_{U} \cdot \rho \otimes \pi=\rho \otimes \pi$. If $f: V \rightarrow W$ is bounded and $U$-equivariant, then $\phi \otimes v \mapsto \phi * f(v)$ defines a bounded $G$-equivariant linear $\operatorname{map} \operatorname{Fix}(U, \mathcal{T}(G) \hat{\otimes} V) \rightarrow W$. One can show that this establishes a bornological isomorphism

$$
\operatorname{Hom}_{T(G)}(\operatorname{Fix}(U, \mathcal{T}(G) \hat{\otimes} V), W) \cong \operatorname{Hom}_{U}(V, W)
$$

This yields a natural isomorphism

$$
\operatorname{Hom}_{\mathcal{T}(G)}\left(P_{n} \hat{\otimes}_{\mathcal{T}(G)} V, W\right) \cong \bigoplus_{\xi \in X_{n}^{\prime}} \operatorname{Hom}_{\text {Stab }(\xi)}(V, W)
$$

The right hand side no longer depends on $\mathcal{T}(G)$ ! Thus $\operatorname{Hom}_{G}\left(C_{\bullet}(X, V), W\right)$ is isomorphic to the same complex, and $\mathbb{R} \operatorname{Hom}_{\mathcal{T}(G)}(V, W) \cong \mathbb{R} \operatorname{Hom}_{G}(V, W)$ as asserted.

Next we simplify the chain complex $\mathcal{C}\left(X_{\bullet}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$. To $\phi \in \mathcal{C}\left(X_{n}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ we associate a function $\phi_{*}: G \times G \times X_{n} \rightarrow \mathbb{C}$ by $\phi_{*}(g, h, \xi):=\phi(\xi)(g, h)$. This identifies $\mathcal{C}\left(X_{n}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ with a space of functions on $G^{2} \times X_{n}$ by Lemma 10. More precisely, we get the space of functions $\phi: G^{2} \times X_{n} \rightarrow \mathbb{C}$ with the following properties:

- $\operatorname{supp} \phi \subseteq G^{2} \times S$ for some controlled subset $S \subseteq X_{n}$;
- the function $(a, b) \mapsto \phi(a, b, \xi)$ belongs to $\mathcal{T}\left(G^{2}\right)$ for all $\xi \in X_{n}$;
- $\phi\left(a g, g^{-1} b, g^{-1} \xi\right)=\phi(a, b, \xi)$ for all $\xi \in X_{n}, g, a, b \in G$ (the two modular functions cancel).
The last condition means that $\phi$ is determined by its restriction to $\{1\} \times G \times X_{n}$ by $\phi(a, b, \xi)=\phi(1, a b, a \xi)$. Thus we identify $\mathcal{C}\left(X_{n}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ with the following function space on $G \times X_{n}$ :

Definition 13. Let $\mathcal{C}\left(G \times X_{n}, \mathcal{T}\right)$ be the space of all functions $\phi: G \times X_{n} \rightarrow \mathbb{C}$ with the following properties:
13.1. $\operatorname{supp} \phi \subseteq G \times S$ for some controlled subset $S \subseteq X_{n}$;
13.2. the function $(a, b) \mapsto \phi(a b, a \xi)$ belongs to $\mathcal{T}\left(G^{2}\right)$ for all $\xi \in X_{n}$.

A subset $T \subseteq \mathcal{C}\left(G \times X_{n}, \mathcal{T}\right)$ is bounded if there is a controlled subset $S \subseteq G$ such that $\operatorname{supp} \phi \subseteq G \times S$ for all $\phi \in T$ and if for any $\xi \in X_{n}$, the set of functions $(a, b) \mapsto \phi(a b, a \xi)$ for $\phi \in T$ is bounded in $\mathcal{T}\left(G^{2}\right)$.

The boundary map $\delta$ on $\mathcal{C}\left(X_{n}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ corresponds to the boundary map

$$
\begin{aligned}
& \delta: \mathcal{C}\left(G \times X_{n+1}, \mathcal{T}\right) \rightarrow \mathcal{C}\left(G \times X_{n}, \mathcal{T}\right), \\
& \quad \delta \phi\left(g, x_{0}, \ldots, x_{n}\right)=\sum_{j=0}^{n+1}(-1)^{j} \sum_{y \in X} \phi\left(g, x_{0}, \ldots, x_{j-1}, y, x_{j}, \ldots, x_{n}\right) .
\end{aligned}
$$

The augmentation map $\mathcal{C}\left(X, \mathcal{T}\left(G^{2}\right)\right)^{\Delta} \rightarrow \mathcal{T}(G)$ corresponds to

$$
\begin{equation*}
\alpha: \mathcal{C}(G \times X, \mathcal{T}) \rightarrow \mathcal{T}(G), \quad \alpha \phi(g)=\sum_{x \in X} \phi(g, x) \tag{13}
\end{equation*}
$$

The proofs are easy computations, which we omit. Let $\tilde{\mathcal{C}}\left(G \times X_{0}, \mathcal{T}\right) \subseteq \mathcal{C}\left(G \times X_{0}, \mathcal{T}\right)$ be the kernel of $\alpha$ and let $\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}\right)$ be the bornological chain complex that we get if we replace $\mathcal{C}\left(G \times X_{0}, \mathcal{T}\right)$ by $\tilde{\mathcal{C}}\left(G \times X_{0}, \mathcal{T}\right)$. Thus

$$
\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}\right) \cong \tilde{\mathcal{C}}\left(X_{\bullet}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}
$$

Smooth functions of compact support automatically satisfy both conditions in Definition 13 , so that $\mathcal{H}(G) \otimes \mathbb{C}\left[X_{n}\right] \subseteq \mathcal{C}\left(G \times X_{n}, \mathcal{T}\right)$. These embeddings are compatible with the boundary and augmentation maps. Thus $\mathcal{H}(G) \otimes \tilde{C}_{\bullet}(X)$ becomes a subcomplex of $\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}\right)$. We write $\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}_{\mathrm{c}}\right)$ and $\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}_{\mathrm{c}}\right)$ for the chain complexes $\mathcal{H}(G) \otimes \tilde{C}_{\bullet}(X)$ and $\mathcal{H}(G) \otimes C_{\bullet}(X)$ equipped with the incomplete subspace bornologies from $\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}\right)$. The complex $\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}_{\mathrm{c}}\right)$ is contractible because $\tilde{C}_{\bullet}(X)$ is. However, the obvious contracting homotopy is unbounded.

Lemma 14. Suppose that there is a contracting homotopy $D$ for $\tilde{C}_{\bullet}(X)$ such that $\operatorname{id}_{\mathcal{H}(G)} \otimes D$ is bounded on $\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}_{\mathrm{c}}\right)$. Then $\mathcal{T}(G)$ is isocohomological.

Proof. We claim that $\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}\right)$ is the completion of $\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}_{c}\right)$. Then $\widetilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}\right) \cong \tilde{\mathcal{C}}\left(X_{\bullet}, \mathcal{T}\left(G^{2}\right)\right)^{\Delta}$ inherits a bounded contracting homotopy because completion is functorial. Proposition 12 yields that $\mathcal{T}(G)$ is isocohomological. It remains to prove the claim. We do this by reducing the assertion to Lemma 11. Since $\tilde{\mathcal{C}}\left(G \times X_{\bullet}, \mathcal{T}\right)$ is a direct summand in $\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}\right)$, it suffices to prove that $\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}\right)$ is the completion of $\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}_{c}\right)$. Recall that $X_{\bullet}^{\prime}$ denotes a subset of $X_{\bullet}$ containing one point from each $G$-orbit. The decomposition of $X_{\bullet}$ into $G$-orbits yields a direct-sum decomposition

$$
\begin{equation*}
\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}_{\mathrm{c}}\right) \cong \bigoplus_{\xi \in X_{\bullet}^{\prime}} \operatorname{Fix}\left(\operatorname{Stab} \xi, \mathcal{T}_{\mathrm{c}}\left(G^{2}\right)\right) \tag{14}
\end{equation*}
$$

and a similar decomposition for $\mathcal{C}(G \times X, \mathcal{T})$. Here direct sums are equipped with the canonical bornology: a subset is bounded if it is contained in and bounded in a finite sub-sum. The reason for (14) is that a subset of $X_{n}$ is controlled if and only if it meets only finitely many $G$-orbits. Since completion commutes with direct sums, the assertion now follows from Lemma 11.

## 5. Contracting homotopies constructed from combings

In order to apply Lemma 14, we have to construct contracting homotopies of $\tilde{C}_{\bullet}(X)$. For this we use the geometric recipes of [16]. The only ingredient is a sequence of maps $p_{k}: X \rightarrow X$ with certain properties. We first explain how such a sequence of maps gives rise to a contracting homotopy $D$ of $\tilde{C}_{\bullet}(X)$. Then we formulate conditions on $\left(p_{k}\right)$ and prove that they imply boundedness of $D$.
5.1. A recipe for contracting homotopies. The construction of $C_{\bullet}(X)$ and $\tilde{C}_{\bullet}(X)$ is natural: a map $f: X \rightarrow X$ induces a chain map $f_{*}: C_{\bullet}(X) \rightarrow C_{\bullet}(X)$ by $f_{*}\left(\left(x_{0}, \ldots, x_{n}\right)\right):=\left(f\left(x_{0}\right), \ldots, f\left(x_{n}\right)\right)$ or, equivalently,

$$
\begin{equation*}
f_{*} \phi\left(x_{0}, \ldots, x_{n}\right)=\sum_{y_{j}: f\left(y_{j}\right)=x_{j}} \phi\left(y_{0}, \ldots, y_{n}\right) \tag{15}
\end{equation*}
$$

Since $\alpha \circ f_{*}=\alpha$, this restricts to a chain map on $\tilde{C}_{\bullet}(X)$. We have $\mathrm{id}_{*}=$ id and $(f g)_{*}=f_{*} g_{*}$. Let $p_{0}$ be be the constant map $x \mapsto H$ for all $x \in X$. We claim that $\left(p_{0}\right)_{*}=0$ on $\tilde{C}_{\bullet}(X)$. On $\mathbb{C}\left[X_{n}\right]$ for $n \geq 1$ this is due to our convention that $\left(x_{0}, \ldots, x_{n}\right)=0$ if $x_{i}=x_{i+1}$ for some $i$. For $\phi \in \mathbb{C}\left[X_{0}\right]$, we get $\left(p_{0}\right)_{*} \phi=\alpha(\phi) \cdot(H)$, where $(H) \in \mathbb{C}[X]$ is the characteristic function of $H \in X$. This implies the claim.

Given maps $f, f^{\prime}: X \rightarrow X$, we define operators $D_{j}\left(f, f^{\prime}\right): \mathbb{C}\left[X_{n}\right] \rightarrow \mathbb{C}\left[X_{n+1}\right]$ for $j \in\{0, \ldots, n\}$ by

$$
\begin{equation*}
D_{j}\left(f, f^{\prime}\right)\left(\left(x_{0}, \ldots, x_{n}\right)\right):=\left(f\left(x_{0}\right), \ldots, f\left(x_{j}\right), f^{\prime}\left(x_{j}\right), \ldots, f^{\prime}\left(x_{n}\right)\right) \tag{16}
\end{equation*}
$$

and let $D\left(f, f^{\prime}\right):=\sum_{j=0}^{n}(-1)^{j} D_{j}\left(f, f^{\prime}\right)$. It is checked in [16] that

$$
\left[\delta, D\left(f, f^{\prime}\right)\right]:=\delta \circ D\left(f, f^{\prime}\right)+D\left(f, f^{\prime}\right) \circ \delta=f_{*}^{\prime}-f_{*}
$$

Thus the chain maps $f_{*}$ on $\tilde{C}_{\bullet}(X)$ for $f: X \rightarrow X$ are all chain homotopic. In particular, $D\left(\mathrm{id}, p_{0}\right)$ is a contracting homotopy of $\tilde{C}_{\bullet}(X)$ because $\left(p_{0}\right)_{*}=0$.

However, this trivial contracting homotopy does not work for Lemma 14. Instead, we use a sequence of maps $\left(p_{k}\right)_{k \in \mathbb{N}}$ with $p_{0}$ as above and $\lim _{k \rightarrow \infty} p_{k}=\mathrm{id}$, that is, for each $x \in X$ there is $k_{0} \in \mathbb{N}$ such that $p_{k}(x)=x$ for all $k \geq k_{0}$. We let

$$
D_{k}:=D\left(p_{k}, p_{k+1}\right), \quad D_{j k}:=D_{j}\left(p_{k}, p_{k+1}\right)
$$

Observe that $D_{j k}$ vanishes on the basis vector $\left(x_{0}, \ldots, x_{n}\right)$ unless $p_{k}\left(x_{j}\right) \neq p_{k+1}\left(x_{j}\right)$. Therefore, all but finitely many summands of

$$
D:=\sum_{k=0}^{\infty} D_{k}
$$

vanish on any given basis vector. Thus $D$ is a well-defined operator on $C_{\bullet}(X)$.
The operator $D$ is a contracting homotopy of $\tilde{C}_{\bullet}(X)$ because

$$
[D, \delta]=\sum_{k=0}^{\infty}\left[D\left(p_{k}, p_{k+1}\right), \delta\right]=\sum_{k=0}^{\infty}\left(p_{k+1}\right)_{*}-\left(p_{k}\right)_{*}=\lim _{k \rightarrow \infty}\left(p_{k}\right)_{*}-\left(p_{0}\right)_{*}=\mathrm{id}
$$

To verify this computation, plug in a basis vector and use that all but finitely many terms vanish. This is the operator we want to use in Lemma 14.
5.2. Sufficient conditions for boundedness. Construct $D$ as above and let $D^{\prime}:=\operatorname{id}_{\mathcal{H}(G)} \otimes D$. We want this to be a bounded operator on $\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}_{\mathrm{c}}\right)$. For this, we impose three further conditions on $\left(p_{k}\right)$. First, $\left(p_{k}\right)$ should be a combing. This notion comes from geometric group theory and is already used in [16]. It allows us to control the support of $D^{\prime} \phi$ for $\phi$ with controlled support. Secondly, the combing $\left(p_{k}\right)$ should be smooth. This allows us to control the smoothness of the functions $(a, b) \mapsto D^{\prime} \phi(a b, a \xi)$ on $G^{2}$ for $\xi \in X_{n}$. Only the third condition involves the convolution algebra $\mathcal{T}(G)$. It asks for a certain sequence of operators $\mathcal{T}_{c}(G) \rightarrow \mathcal{I}_{c}\left(G^{2}\right)$ to be equibounded.

The smoothness condition is vacuous for discrete groups. The third condition is almost vacuous for $\ell_{1}$-Schwartz algebras of discrete groups. Hence these two conditions are not needed in [16]. In our application to reductive groups, we construct the operators $\left(p_{k}\right)$ using the retraction of the affine Bruhat-Tits building of the group along geodesic paths. This is a combing because Euclidean buildings are CAT(0) spaces. Its smoothness amounts to the existence of congruence subgroups. The third condition follows easily from Lemma 2.

We now formulate the above conditions on $\left(p_{k}\right)$ in detail and state the main result. We use the relation $\sim_{F}$ for a finite subset, $F \subseteq X=G / H$ defined in (8) by $x \sim_{F} y \Longleftrightarrow x^{-1} y \in H F H$.

Definition 15. A sequence of maps $\left(p_{k}\right)_{k \in \mathbb{N}}$ as above is called a combing of $X$ if it has the following additional two properties:
15.1. there is a finite subset $F \subseteq X$ such that $p_{k}(x) \sim_{F} p_{k+1}(x)$ for all $k \in \mathbb{N}$, $x \in X$;
15.2. for any finite subset $F \subseteq X$ there is a finite subset $\bar{F} \subseteq X$ such that $p_{k}(x) \sim_{\bar{F}}$ $p_{k}(y)$ for all $k \in \mathbb{N}$ and $x, y \in X$ with $x \sim_{F} y$.
We say that the combing has polynomial growth (with respect to the scale $\sigma$ ) if the least $k_{0}$ such that $p_{k}(g H)=g H$ for all $k \geq k_{0}$ grows at most polynomially in $\sigma(g)$. (This definition of growth differs slightly from the one in [16].)

We may view the sequence $\left(p_{k}(x)\right)$ as a path from $H$ to $x$. The conditions on a combing mean that these paths do not jump too far in each step and that nearby elements have nearby paths $\left(p_{k}(x)\right)$.

Definition 16. A combing $\left(p_{k}\right)_{k \in G}$ of $G / H$ is called smooth if it has the following two properties:
16.1. all maps $p_{k}$ are $\tilde{H}$-equivariant for some open subgroup $\tilde{H} \subseteq H$;
16.2. for any $U \in \mathrm{CO}(G)$, there exists $V \in \mathrm{CO}(G)$ such that $a V b \subseteq U a b U$ for all $a, b \in G$ with $p_{k}(a b H)=a H$.

DEFINITION 17. Let $\left(p_{k}\right)$ be a smooth combing of polynomial growth. Define

$$
R_{k}: \mathcal{T}_{c}(G) \rightarrow \mathcal{T}_{c}\left(G^{2}\right), \quad R_{k} \phi(a, b):= \begin{cases}\phi(a b) & \text { if } p_{k}(a b H)=a H \\ 0 & \text { otherwise }\end{cases}
$$

We say that $\left(p_{k}\right)$ is compatible with $\mathcal{T}(G)$ if the sequence of operators $\left(R_{k}\right)$ is equibounded.

ThEOREM 18. Let $G$ be a totally disconnected, locally compact group and let $\mathcal{T}(G)$ be an unconditional smooth convolution algebra of rapid decay on $G$. Suppose also that the function space $\mathcal{T}\left(G^{2}\right)$ on $G^{2}$ is unconditional. If $G / H$ for some
compact open subgroup $H \subseteq G$ admits a smooth combing of polynomial growth that is compatible with $\mathcal{T}(G)$, then $\mathcal{T}(G)$ is isocohomological.

### 5.3. Proof of Theorem 18.

Lemma 19. Suppose that $\left(p_{k}\right)$ is a combing. Then for any controlled subset $S \subseteq X_{n}$ there is a controlled subset $\bar{S} \subseteq X_{n+1}$ such that $\operatorname{supp} \phi \subseteq S$ implies $\operatorname{supp} D(\phi) \subseteq \bar{S}$ for all $\phi \in \mathbb{C}\left[X_{n}\right]$.

Proof. Since $S$ is controlled, there is a finite subset $F \subseteq X$ such that $x_{i} \sim_{F} x_{j}$ for all $i, j \in\{0, \ldots, n\},\left(x_{i}\right) \in S$. Since $\left(p_{k}\right)$ is a combing, we can find a finite subset $\bar{F} \subseteq X$ such that $p_{k}\left(x_{i}\right) \sim_{\bar{F}} p_{k+1}\left(x_{i}\right)$ and $p_{k}\left(x_{i}\right) \sim_{\bar{F}} p_{k}\left(x_{j}\right)$ for all $k \in \mathbb{N}$ and all $\left(x_{j}\right) \in S$. Let $F^{\prime}:=H \bar{F} H \bar{F} H \subseteq G / H$. If $x \sim_{\bar{F}} y \sim_{\bar{F}} z$, then $x \sim_{F^{\prime}} z$. Hence $\left(p_{k}\left(x_{0}\right), \ldots, p_{k}\left(x_{j}\right), p_{k+1}\left(x_{j}\right), \ldots, p_{k+1}\left(x_{n}\right)\right)$ is controlled by $F^{\prime}$ for all $\left(x_{i}\right) \in S$. This means that all summands in $D\left(x_{0}, \ldots, x_{n}\right)$ are controlled by $F^{\prime}$.

Hence $D^{\prime}:=\operatorname{id}_{\mathcal{H}(G)} \otimes D$ preserves controlled supports in $\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}_{\mathrm{c}}\right)$. We have seen in (14) that

$$
\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}_{\mathrm{c}}\right) \cong \bigoplus_{\xi \in X_{\bullet}^{\prime}} \operatorname{Fix}\left(\operatorname{Stab} \xi, \mathcal{T}_{\mathrm{c}}\left(G^{2}\right)\right)
$$

The isomorphism sends $\phi: G \times X_{n} \rightarrow \mathbb{C}$ to the family of functions $\left(\phi_{\xi}\right)_{\xi \in X_{n}^{\prime}}$ defined by $\phi_{\xi}(a, b):=\phi(a b, a \xi)$. Thus we may describe any operator on $\mathcal{C}\left(G \times X_{\bullet}, \mathcal{T}_{c}\right)$ by a block matrix. In particular, we get $D^{\prime}=\left(D_{\xi \eta}^{\prime}\right)_{\xi, \eta \in X}$ : with certain operators

$$
D_{\xi \eta}^{\prime}: \operatorname{Fix}\left(\operatorname{Stab} \eta, \mathcal{T}_{\mathrm{c}}\left(G^{2}\right)\right) \rightarrow \operatorname{Fix}\left(\operatorname{Stab} \xi, \mathcal{T}_{\mathrm{c}}\left(G^{2}\right)\right)
$$

The fact that $D^{\prime}$ preserves controlled supports means that for fixed $\eta$ we have $D_{\xi \eta}^{\prime}=0$ for all but finitely many $\xi$. Thus the whole operator $D^{\prime}$ is bounded if and only if all its matrix entries $D_{\xi \eta}^{\prime}$ are bounded.

For $j, n \in \mathbb{N}, n \geq j$, define $p_{j k}: X_{n} \rightarrow X^{n+2}$ by

$$
p_{j k}\left(\left(x_{0}, \ldots, x_{n}\right)\right):=\left(p_{k}\left(x_{0}\right), \ldots, p_{k}\left(x_{j}\right), p_{k+1}\left(x_{j}\right), \ldots, p_{k+1}\left(x_{n}\right)\right)
$$

Then the operator $D_{j k}: \mathbb{C}\left[X_{n}\right] \rightarrow \mathbb{C}\left[X_{n+1}\right]$ is given by

$$
D_{j k} \phi(\xi)=\sum_{\left.\eta \in{p_{j k}^{-1}}^{-1} \xi\right)} \phi(\eta)
$$

Let $D_{j k}^{\prime}=\operatorname{id}_{\mathcal{H}(G)} \otimes D_{j k}$ and let $D_{j k, \xi \eta}^{\prime}$ be the matrix entries of $D_{j k}^{\prime}$ with respect to the decomposition (14). Thus $D_{\xi \eta}^{\prime}=\sum_{k \in \mathbb{N}} \sum_{j=0}^{n}(-1)^{j} D_{j k, \xi \eta}^{\prime}$. Writing $\phi_{\xi}(a, b)=$ $\phi(a b, a \xi)$ and $\phi_{\eta}\left(a g, g^{-1} b\right)=\phi(a b, a g \eta)$, we get

$$
\begin{align*}
D_{j k, \xi \eta}^{\prime} \psi(a, b)= & \sum_{\left\{g \in G / \operatorname{Stab}(\eta) \mid p_{j k}(a g \eta)=a \xi\right\}} \psi\left(a g, g^{-1} b\right)  \tag{17}\\
& =\operatorname{vol}(\operatorname{Stab} \eta)^{-1} \int_{\left\{g \in G \mid p_{j k}(a g \eta)=a \xi\right\}} \psi\left(a g, g^{-1} b\right) d g
\end{align*}
$$

for $\psi \in \operatorname{Fix}\left(\operatorname{Stab} \eta, \mathcal{T}_{\mathrm{c}}\left(G^{2}\right)\right)$. The right hand side of (17) makes sense for arbitrary $\psi \in \mathcal{I}_{\mathrm{c}}\left(G^{2}\right)$ and extends $D_{j k, \xi \eta}^{\prime}$ to an operator on $\mathcal{T}_{\mathrm{c}}\left(G^{2}\right)$. Now we fix $\xi, \eta$ until further notice and sometimes omit them from our notation.

Let $U \subseteq \operatorname{Stab}(\eta)$ be an open subgroup and $\phi \in \mathcal{T}_{\mathrm{c}}(G / / U)$. Let $\mu_{U} \in \mathcal{H}(G)$ be the normalised Haar measure of $U$, that is, $\operatorname{supp} \mu_{U}=U$ and $\mu_{U}(g)=\operatorname{vol}(U)^{-1}$ for $g \in U$. Equation (17) yields

$$
\begin{aligned}
& \operatorname{vol}(\operatorname{Stab} \eta) D_{j k, \xi \eta}^{\prime}\left(\phi \otimes \mu_{U}\right)(a, b) \\
& \quad=\operatorname{vol}(U)^{-1} \int_{\left\{g \in b U \mid p_{j k}(a g \eta)=a \xi\right\}} \phi(a g) d g= \begin{cases}\phi(a b) & \text { if } p_{j k}(a b \eta)=a \xi ; \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

Let $\chi_{j, \xi \eta}(a, b)$ be the number of $k \in \mathbb{N}$ with $p_{j k}(a b \eta)=a \xi$ and let

$$
\chi(a, b)=\chi_{\xi \eta}(a, b):=\sum_{j=0}^{n}(-1)^{j} \chi_{j, \xi \eta}(a, b)
$$

These numbers are finite for any $a, b \in G$ for the same reason that guarantees that the sum defining $D$ is finite on each basis vector. Define

$$
A=A_{\xi \eta}: \mathcal{T}_{\mathrm{c}}(G) \rightarrow \mathcal{T}_{\mathrm{c}}\left(G^{2}\right), \quad A \phi(a, b)=\chi(a, b) \cdot \phi(a b)
$$

Our computation shows that $A \phi=D_{\xi \eta}^{\prime}\left(\phi \otimes \mu_{U}\right) \cdot \operatorname{vol}(\operatorname{Stab} \eta)$ if $U$ is an open subgroup of Stab $\eta$ and $\phi \in \mathcal{T}_{c}(G / / U)$.

Lemma 20. The operator $D_{\xi \eta}^{\prime}$ is bounded if and only if $A_{\xi \eta}$ is bounded.
Proof. The boundedness of $D_{\xi \eta}^{\prime}$ implies that $A$ is bounded on $\mathcal{T}_{c}(G / / U)$ for sufficiently small $U$ and hence on all of $\mathcal{T}_{c}(G)$. Suppose conversely that $A$ is bounded. We turn $\mathcal{T}_{c}\left(G^{2}\right)$ into an (incomplete) bornological right $\mathcal{T}_{c}(G)$-module by

$$
\left(f_{1} \otimes f_{2}\right) * f_{3}:=f_{1} \otimes\left(f_{2} * f_{3}\right)
$$

This bilinear map $\mathcal{T}_{c}\left(G^{2}\right) \times \mathcal{T}_{c}(G) \rightarrow \mathcal{T}_{c}\left(G^{2}\right)$ is bounded because the convolution in $\mathcal{T}(G)$ is bounded. The operators $D_{j k, \xi \eta}^{\prime}$ and hence $D_{\xi \eta}^{\prime}$ are $\mathcal{T}_{c}(G)$-module homomorphisms by (17). Let $U \subseteq \operatorname{Stab}(\eta)$ be open and $\phi_{1}, \phi_{2} \in \mathcal{T}_{c}(G / / U)$. Then

$$
D_{\xi \eta}^{\prime}\left(\phi_{1} \otimes \phi_{2}\right)=D_{\xi \eta}^{\prime}\left(\phi_{1} \otimes \mu_{U}\right) * \phi_{2}=\operatorname{vol}(\operatorname{Stab} \eta)^{-1} A\left(\phi_{1}\right) * \phi_{2}
$$

This implies the boundedness of $D_{\xi \eta}^{\prime}$ because $U$ is arbitrarily small and $A$ and the convolution $\mathcal{T}_{\mathrm{c}}\left(G^{2}\right) \rightarrow \mathcal{T}_{\mathrm{c}}(G)$ are bounded.

Lemma 21. If the combing is smooth, then for any $U \in \operatorname{CO}(G)$ there is $V \in$ $\mathrm{CO}(G)$ such that $A$ maps $\mathcal{T}_{\mathrm{c}}(G / / U)$ into $\mathcal{T}_{\mathrm{c}}\left(G^{2} / / V^{2}\right)$.

Proof. Let $a, b \in G$. Clearly, $\chi(a, b y)=\chi(a, b)$ for $y \in \operatorname{Stab}(\eta)$. Since $p_{k}$ is $\tilde{H}$-equivariant, so is $p_{j k}$. Hence $\chi(h a, b)=\chi(a, b)$ for $h \in \tilde{H}$. Therefore, $A \phi(u a, b)=$ $A \phi(a, b)=A \phi(a, b u)$ for $\phi \in \mathcal{T}_{c}(G / / U)$ provided $U \subseteq \tilde{H} \cap \operatorname{Stab}(\eta)$. Moreover, we have $A \phi(a, x b)=A \phi(a x, b)$ if $x \in \operatorname{Stab}(\xi)$.

We may assume that the zeroth components $\eta_{0}$ and $\xi_{0}$ are $H$ : any $G$-orbit on $X_{n}$ has such a representative. Then $p_{j k}(a b \eta)=a \xi$ implies $p_{k}(a b H)=a H$. By the definition of a smooth combing, there is $V \in \mathrm{CO}(G)$ such that $a V b \subseteq U a b U$ whenever $p_{j k}(a b \eta)=a \xi$ for some $k \in \mathbb{N}$. Hence $\phi(a v b)=\phi(a b)$ for $(a, b) \in \operatorname{supp} \chi$ and $v \in V$. We may shrink $V$ such that $V \subseteq \operatorname{Stab}(\xi) \cap U$. Then $\chi(a, v b)=\chi(a, b)=$ $\chi(a v, b)$ as well, so that $A$ maps $\mathcal{T}_{c}(G / / U)$ to $\mathcal{T}_{c}\left(G^{2} / / V^{2}\right)$.

Definition 17 requires the following sequence of operators to be equibounded:

$$
R_{k}: \mathcal{T}_{\mathrm{c}}(G) \rightarrow \mathcal{T}_{\mathrm{c}}\left(G^{2}\right), \quad R_{k} \phi(a, b):= \begin{cases}\phi(a b) & \text { if } p_{k}(a b H)=a H \\ 0 & \text { otherwise }\end{cases}
$$

Hence $R:=\sum_{k \in \mathbb{N}}(k+1)^{-2} R_{k}$ is bounded. We have $R \phi(a, b)=\phi(a b) \chi^{\prime}(a, b)$, where

$$
\chi^{\prime}(a, b)=\sum_{\left\{k \in \mathbb{N} \mid p_{k}(a b H)=a H\right\}}(k+1)^{-2}
$$

Now let $S \subseteq \mathcal{T}_{c}(G)$ be bounded. Then $S \subseteq \mathcal{T}_{c}(G / / U)$ for some $U \in \mathrm{CO}(G)$. We have already found $V \in \mathrm{CO}(G)$ such that $A \phi \in \mathcal{T}_{c}\left(G^{2} / / V^{2}\right)$ for all $\phi \in \mathcal{T}_{c}(G / / U)$. Since pointwise multiplication by the scale $\sigma$ is bounded on $\mathcal{T}_{\mathrm{C}}(G / / V)$, it follows that the set of functions $\sigma(a)^{N} \sigma(b)^{N} R(S)$ is bounded in $\mathcal{T}_{c}\left(G^{2} / / V^{2}\right)$. We claim that $\sigma(a)^{N} \sigma(b)^{N} R(S)$ dominates $A(S)$ for sufficiently large $N$. Since $\mathcal{T}\left(G^{2}\right)$ is unconditional, this implies the boundedness of $A$.

Since $A$ and $R$ are multiplication operators, the claim follows if $\chi^{\prime} \sigma^{N}$ dominates $\chi_{j, \xi \eta}$ for any fixed $j, \xi, \eta$. This is what we are going to prove. Let $k_{0}(a b)$ be the least $k_{0}$ such that $p_{k}\left(a b \eta_{j}\right)=a b \eta_{j}$ for all $k \geq k_{0}$. The polynomial growth of the combing implies that $k_{0}(a b)$ is dominated by $C \sigma(a b)^{N} \leq C \sigma(a)^{N} \sigma(b)^{N}$ for sufficiently large $C, N$. Since $\xi_{j} \neq \xi_{j+1}$, we have $p_{j k}(a b \eta) \notin G \xi$ for $k \geq k_{0}$. Hence, if $p_{j k}(a b \eta)=a \xi$, then $k<k_{0}$. We choose the set of representatives $X_{\bullet}^{\prime}$ such that $\xi_{0}=H$ for all $\xi \in X_{\bullet}^{\prime}$. Then $p_{j k}(a b \eta)=a \xi$ implies $p_{k}(a b H)=a H$. Therefore, for each summand 1 in $\chi_{j, \xi \eta}(a, b)$ there is a summand $1 /(k+1)^{2} \geq 1 / k_{0}^{2}$ in $\chi^{\prime}(a, b)$. This yields the desired estimate $\chi_{j, \xi \eta}(a, b) \leq k_{0}(a, b)^{2} \chi^{\prime}(a, b) \leq C^{2} \sigma(a)^{2 N} \sigma(b)^{2 N} \chi^{\prime}(a, b)$. Thus the operators $A_{\xi \eta}$ are bounded for all $\xi, \eta$. This implies boundedness of $D_{\xi \eta}^{\prime}$ by Lemma 20. By Lemma 19, it follows that $D^{\prime}$ is bounded. Finally, Lemma 14 yields that $\mathcal{T}(G)$ is isocohomological. This finishes the proof of Theorem 18.

## 6. A smooth combing for reductive $p$-adic groups

The following theorem is the main goal of this section. In addition, we prove a variant (Theorem 28) that deals with the subcategories of $\chi$-homogeneous representations for a character $\chi: C(G) \rightarrow \mathrm{U}(1)$ of the connected centre of $G$.

Theorem 22. The Schwartz algebra $\mathcal{S}(G)$ of a reductive p-adic group $G$ is isocohomological.

Proof. We are going to apply Theorem 18. Let $\sigma$ be the standard scale as in the definition of the Schwartz algebra and let $\mathcal{T}(G):=\mathcal{S}(G)$. The space $\mathcal{T}\left(G^{2}\right)$ is defined as $\mathcal{T}(G) \hat{\otimes} \mathcal{T}(G)$. This notation is permitted because of Lemma 2, which identifies $\mathcal{S}(G) \hat{\otimes} \mathcal{S}(G)$ with the Schwartz algebra of $G^{2}$ (which is again a reductive p-adic group). Clearly, the Schwartz algebras $\mathcal{S}(G)$ and $\mathcal{S}\left(G^{2}\right)$ are unconditional smooth convolution algebras of rapid decay.

We let $\mathcal{B T}=\mathcal{B} \mathcal{T}(G)$ be the affine Bruhat-Tits building of $G$, as defined in [5,23]. This is a Euclidean building on which $G$ acts isometrically, properly, and cocompactly. Let $C(G)$ be the connected centre of $G$, so that the quotient $G / C(G)$ is semi-simple. In Section 7 , we will also use the variant $\mathcal{B T}(G / C(G))$ of $\mathcal{B} \mathcal{T}(G)$, which we call the semi-simple affine Bruhat-Tits building of $G$.

Let $G_{\circ}$ be the connected component of $G$ as an algebraic group. Thus $G_{\circ}$ is a reductive group and $G$ is a finite extension of $G_{\circ}$. Inspection of the definition in [23] shows that the buildings for $G$ and $G_{0}$ are equal. We remark that it is not hard to
reduce the case of general reductive $p$-adic groups to the special case of connected semi-simple groups, or even connected simple groups. At first I followed this route myself. Eventually, it turned out that this intermediate step is unnecessary because all arguments work directly in the generality we need.

Let $\xi_{0} \in \mathcal{B} \mathcal{T}, H:=\operatorname{Stab}\left(\xi_{0}\right)$, and $X:=G / H$. We have $H \in \operatorname{CO}(G)$, and $X$ may be identified with the discrete subset $G \xi_{0} \subseteq \mathcal{B} \mathcal{T}$. We need a combing of $X$. As a preparation, we construct a combing of $\mathcal{B T}$, using that Euclidean buildings are CAT(0) spaces, that is, have "non-positive curvature" (see [4,5]). In particular, any two points in $\mathcal{B T}$ are joined by a unique geodesic. For $\xi \in \mathcal{B} \mathcal{T}$, let

$$
p(\xi):\left[0, d\left(\xi, \xi_{0}\right)\right] \rightarrow \mathcal{B} \mathcal{T}, \quad t \mapsto p_{t}(\xi)
$$

be the unit speed geodesic segment from $\xi_{0}$ to $\xi$; extend this by $p_{t}(\xi):=\xi$ for $t>d\left(\xi, \xi_{0}\right)$. Restricting to $t \in \mathbb{N}$, we get a sequence of maps $p_{k}: \mathcal{B T} \rightarrow \mathcal{B T}$.

LEMMA 23. The maps $p_{k}$ for $k \in \mathbb{N}$ form a combing of linear growth of $\mathcal{B T}$.
This means $d\left(p_{k}(\xi), p_{k}(\eta)\right) \leq R \cdot d(\xi, \eta)+R$ and $d\left(p_{k}(\xi), p_{k+1}(\xi)\right) \leq R$ for all $\xi, \eta \in \mathcal{B} \mathcal{T}, k \in \mathbb{N}$, for some $R>0$. Linear growth means that the least $k_{0}$ such that $p_{k}(\xi)$ is constant for $k \geq k_{0}$ grows at most linearly in $d\left(\xi, \xi_{0}\right)$.

Proof. By construction, $d\left(p_{s}(\xi), p_{t}(\xi)\right) \leq|t-s|$ for all $s, t \in \mathbb{R}_{+}, \xi \in \mathcal{B} \mathcal{T}$, and $p_{s}(\xi)$ is constant for $s \geq d\left(\xi, \xi_{0}\right)$. The lemma follows if we prove the following claim: $d\left(p_{t}(\xi), p_{t}(\eta)\right) \leq d(\xi, \eta)$ for all $\xi, \eta \in \mathcal{B} \mathcal{T}, t \in \mathbb{R}_{+}$.

Fix $\xi, \eta \in \mathcal{B} \mathcal{T}$ and $t \in \mathbb{R}_{+}$. We may assume $d\left(\xi, \xi_{0}\right) \geq d\left(\eta, \xi_{0}\right)$ (otherwise exchange $\xi$ and $\eta$ ) and $d\left(\xi, \xi_{0}\right) \geq t$ (otherwise $p_{t}(\xi)=\xi$ and $p_{t}(\eta)=\eta$ ). Let $d^{*}$ be the usual flat Euclidean metric on $\mathbb{R}^{2}$. Let $\xi^{*}$ and $\eta^{*}$ be points in $\mathbb{R}^{2}$ with

$$
d^{*}\left(\xi^{*}, 0\right)=d\left(\xi, \xi_{0}\right), \quad d^{*}\left(\eta^{*}, 0\right)=d\left(\eta, \xi_{0}\right), \quad d^{*}\left(\xi^{*}, \eta^{*}\right)=d(\xi, \eta)
$$

The CAT(0) condition means that distances between points on the boundary of the geodesic triangle ( $\xi, \eta, \xi_{0}$ ) are dominated by the distances between the corresponding points in the comparison triangle $\left(\xi^{*}, \eta^{*}, 0\right)$. Here the point $p_{t}(\xi)$ corresponds to the point $p_{t}(\xi)^{*}$ on $\left[0, \xi^{*}\right]$ of distance $t$ from the origin. The point $p_{t}(\eta)$ corresponds to the point $p_{t}(\eta)^{*}$ of distance $\min \left\{t, d\left(\eta, \xi_{0}\right)\right\}$ from the origin. An easy


Figure 1. A comparison triangle
computation or a glance at Figure 1 shows $d^{*}\left(p_{t}(\xi)^{*}, p_{t}(\eta)^{*}\right) \leq d^{*}\left(\xi^{*}, \eta^{*}\right)$. By the $\mathrm{CAT}(0)$ condition, this implies $d\left(p_{t}(\xi), p_{t}(\eta)\right) \leq d(\xi, \eta)$.

We identify $G / H$ with the orbit $G \xi_{0} \subseteq \mathcal{B T}$. Since the group action is cocompact, there is some $R>0$ such that for any $\xi \in \mathcal{B T}$ there exists $\xi^{\prime} \in G \xi_{0}$ with
$d\left(\xi, \xi^{\prime}\right)<R$. We let $p_{k}^{\prime}(\xi)$ for $\xi \in \mathcal{B} \mathcal{T}$ be a point in $G \xi_{0}$ with $d\left(p_{k}^{\prime}(\xi), p_{k}(\xi)\right)<R$. We claim that any such choice defines a combing of $G / H$.

If we equip $G \xi_{0}$ with the metric $d$ from $\mathcal{B} \mathcal{T}$, the maps $p_{k}^{\prime}$ on $G \xi_{0}$ still form a combing in the metric sense because they are "close" to the combing $\left(p_{k}\right)$. The subspace metric from $\mathcal{B T}$ and the relations $\sim_{F}$ in Definition 15 generate the same coarse geometric structure on $X$. That is, for any $R>0$ there is a finite subset $F \subseteq X$ such that $d(x, y) \leq R$ implies $x \sim_{F} y$, and for any finite subset $F \subseteq X$ there is $R>0$ such that $x \sim_{F} y$ implies $d(x, y) \leq R$. This is easy to verify by hand. Alternatively, it follows from the uniqueness of coarse structures mentioned after Definition 15 . Hence $\left(p_{k}^{\prime}\right)$ is a combing of $G / H$ in the sense we need.

We also need the combing to be smooth. To get this, we must choose the base point $\xi_{0}$ and the approximations $p_{k}^{\prime}(\xi)$ more carefully. This requires some geometric facts about the apartments in the building. Let $K$ be the non-Archimedean local field over which $G$ is defined. Let $S \subseteq G$ be a maximal $K$-split torus of $G$. We do not distinguish in our notation between the algebraic groups $S$ and $G$ and their locally compact groups of $K$-rational points. Let $X^{*}(S)$ and $X_{*}(S)$ be the groups of algebraic characters and cocharacters of $S$, respectively. The $\mathbb{R}$-vector space $A:=X_{*}(S) \otimes \mathbb{R}$ is the basic apartment of $(G, S)$.

Let $\Phi \subseteq X^{*}(S)$ be the set of roots of $G$ relative to $S$. Choose a simple system of roots $\Delta \subseteq \Phi$ and let $A_{+} \subseteq A$ be the corresponding closed Weyl chamber:

$$
A_{+}:=\{x \in A \mid \alpha(x) \geq 0 \text { for all } \alpha \in \Delta\}
$$

Let $W$ be the Weyl group of the root system $\Phi$. It is the Coxeter group generated by orthogonal reflections in the hyperplanes $\alpha(x)=0$ for $\alpha \in \Delta$. The positive cone $A_{+}$is a fundamental domain for this action, that is, $W\left(A_{+}\right)=A$ (see [10]).

Let $Z \subseteq G$ be the centraliser of $S$. There is a canonical homomorphism $\nu: Z \rightarrow$ $A$ (see $[23,(1.2)]$ ). Its kernel is compact and its range is a lattice $\Lambda \subseteq A$; that is, $\Lambda$ is a discrete and cocompact subgroup of $A$. Moreover, let $\Lambda_{+}:=\Lambda \cap A_{+}$. Since $\Lambda$ is free Abelian, we can lift it to a subgroup of $Z$ and view $\Lambda \subseteq Z \subseteq G$. Let $\Phi_{\text {af }}$ be the set of affine roots as in [23, (1.6)]. These are affine functions $\alpha: A \rightarrow \mathbb{R}$ of the form $\alpha(x)=\alpha_{0}(x)+\gamma$ with $\alpha_{0} \in \Phi$ and certain $\gamma \in \mathbb{R}$. Recall that $\Phi \subseteq \Phi_{\text {af }}$ and that $\Phi_{\text {af }}$ is invariant under translation by $\Lambda$. The subsets of $A$ of the form $\{x \in A \mid \alpha(x)=0\}$ and $\{x \in A \mid \alpha(x) \geq 0\}$ for $\alpha \in \Phi_{\text {af }}$ are called walls and half-apartments, respectively.

We define the closure $\operatorname{cl}(\Omega) \subseteq A$ of a non-empty subset $\Omega \subseteq A$ as the intersection of all closed half-apartments containing $\Omega$ (see $[5,(7.1 .2)]$ ). We claim that

$$
\begin{equation*}
\operatorname{cl}(\{0, \xi\})=A_{+} \cap\left(\xi-A_{+}\right) \tag{18}
\end{equation*}
$$

for all $\xi \in \Lambda_{+}$. Let $B:=A_{+} \cap\left(\xi-A_{+}\right)$. This is an intersection of half-apartments containing 0 and $\xi$ because $\Phi \cup(\xi-\Phi) \subseteq \Phi_{\text {af }}$. Hence $\operatorname{cl}(\{0, \xi\}) \subseteq B$. It remains to show that any half-apartment $C$ containing 0 and $\xi$ also contains $B$. Let $C$ be defined by the equation $\alpha \geq 0$ for some affine root $\alpha$ with linear part $\alpha_{0} \in \Phi$. We distinguish the cases $\alpha_{0}>0$ and $\alpha_{0}<0$. If $\alpha_{0}>0$, then $\alpha(x)=\alpha_{0}(x)+\alpha(0) \geq$ $\alpha_{0}(x)$ is non-negative on $A_{+}$; if $\alpha_{0}<0$, then $\alpha(\xi-x)=-\alpha_{0}(x)+\alpha(\xi) \geq-\alpha_{0}(x)$ is non-negative on $A_{+}$, so that $\alpha$ is non-negative on $\xi-A_{+}$. Thus $B \subseteq C$ in either case. This finishes the proof that $\mathrm{cl}(\{0, \xi\})=B$.

Lemma 24. There is $R>0$ such that for all $\xi \in \Lambda_{+}$and all $\eta \in \operatorname{cl}(\{0, \xi\})$, there is $\eta^{\prime} \in \Lambda \cap \operatorname{cl}(\{0, \xi\})$ with $d\left(\eta, \eta^{\prime}\right) \leq R$.

Proof. Let $\Delta=\left\{\alpha_{1}, \ldots, \alpha_{s}\right\}$ be the system of simple roots that determines $A_{+}$. If $G$ is semi-simple, these roots form a basis of $A$. In general, they are linearly independent, so that we can extend them to a basis by certain $\alpha_{j}$ for $s<j \leq r$. Define a vector space isomorphism $\gamma: A \rightarrow \mathbb{R}^{r}$ by $\gamma(\eta)_{j}=\alpha_{j}(\eta)$ for $j=1, \ldots, r$. This identifies $A_{+}$with the set of $\left(x_{j}\right) \in \mathbb{R}^{r}$ with $x_{j} \geq 0$ for $1 \leq j \leq s$. Equation (18) identifies $B:=\operatorname{cl}(\{0, \xi\})$ with

$$
\gamma(B)=\left\{\left(x_{j}\right) \in \mathbb{R}^{r} \mid 0 \leq x_{j} \leq \gamma(\xi)_{j}, j=1, \ldots, s\right\}
$$

We may assume $\alpha_{j} \in X_{*}(S) \otimes \mathbb{Q} \subseteq A$, so that $\gamma(\Lambda) \subseteq \mathbb{Q}^{r}$. Replacing $\gamma$ by $n^{-1} \gamma$ for some $n \in \mathbb{N}^{*}$, we can achieve $\mathbb{Z}^{r} \subseteq \gamma(\Lambda)$. Hence if $\left(x_{j}\right) \in \gamma(B)$, then the truncated vector $\left\lfloor\left(x_{j}\right)\right\rfloor:=\left(\left\lfloor x_{j}\right\rfloor\right)$ belongs to $\gamma(B \cap \Lambda)$. It satisfies $\left|x_{j}-\left\lfloor x_{j}\right\rfloor\right|<1$ for all $j$. Since the norm $\|\gamma(\eta)\|_{\infty}$ is equivalent to the Euclidean norm on $A$, we have $d\left(\gamma^{-1}\lfloor\gamma(\eta)\rfloor, \eta\right)<R$ for all $\eta \in B$ for some $R>0$.

The building $\mathcal{B} \mathcal{T}$ can be defined as the quotient of $G \times A$ by a certain equivalence relation. We may view $g A$ for $g \in G$ as a subspace of $\mathcal{B T}$; these are the apartments of $\mathcal{B} \mathcal{T}$. We now choose $\xi_{0}$ to be the origin in $A \subseteq \mathcal{B} \mathcal{T}$. Recall that $H \subseteq G$ denotes the stabiliser of $\xi_{0}$. We have the Cartan decomposition $G=H \Lambda_{+} H$ by [23, (3.3.3)], so that $G \xi_{0}=H \Lambda_{+} \xi_{0}$. Let $G_{0} \subseteq G$ be the connected component of the identity (as an algebraic variety) and let $H_{\circ}:=H \cap G_{\circ}$. These are open normal subgroups of finite index in $G$ and $H$, respectively, and $\mathcal{B} \mathcal{T}(G)$ is isomorphic to $\mathcal{B} \mathcal{T}\left(G_{0}\right)$ equipped with a canonical action of $G$.

Choose $\Lambda_{+}^{\prime} \subseteq \Lambda_{+}$to contain one representative for each $H$-orbit in $G \xi_{0}$. Fix $\xi \in \Lambda_{+}^{\prime}$ and $k \in \mathbb{N}$. We further decompose $H \xi$ as a disjoint union of finitely many $H_{\circ}$-orbits $H_{\circ} h_{j} \xi=h_{j} H_{\circ} \xi$ for suitable $h_{1}, \ldots, h_{N} \in H$. We let $p_{k}^{\prime}(\xi)$ be some point in $\Lambda \cap \operatorname{cl}(\{0, \xi\}) \subseteq A \subseteq \mathcal{B T}$ that has minimal distance from $p_{k}(\xi)$.

Proposition 25. Let $\Omega \subseteq A \subseteq \Omega \neq \emptyset$. If $g \in G_{\circ}$ satisfies $g x=x$ for all $x \in \Omega$, then $g x=x$ for all $x \in \mathrm{cl}(\Omega)$. (This may fail if we allow $g \in G$.)

Proof. The proof requires some facts about stabilisers of points in $\mathcal{B T}$, which are conveniently summarised in [20, Section I.1]. The subgroups $P_{\Omega} \subseteq G_{\circ}$ defined there manifestly satisfy $P_{\Omega}=P_{\operatorname{cl}(\Omega)}$. This implies our claim because

$$
P_{\Omega}=\left\{g \in G_{\circ} \mid g x=x \forall x \in \Omega\right\} .
$$

Proposition 25 allows us to define $p_{k}^{\prime}\left(h_{j} h_{\circ} \xi\right):=h_{j} h_{\circ} p_{k}^{\prime}(\xi)$ for all $h_{\circ} \in H_{\circ}$. Letting $\xi, j$ vary, we get a map $p_{k}^{\prime}: G \xi_{0} \rightarrow G \xi_{0}$. It is $H_{0}$-equivariant because $H_{\circ}$ is normal in $H$. Since $p_{k}(\xi) \in \operatorname{cl}(\{0, \xi\})$, Lemma 24 yields $R>0$ such that $d\left(p_{k}(\xi), p_{k}^{\prime}(\xi)\right) \leq R$ for all $k \in \mathbb{N}, \xi \in \Lambda_{+}^{\prime}$. The same holds for $\xi \in G \xi_{0}$ because $p_{k}$ is $H$-equivariant and $G$ acts isometrically on $\mathcal{B T}$. Moreover, $p_{0}^{\prime}(\xi)=\xi_{0}$ and $p_{k}^{\prime}(\xi)=\xi$ for $k \geq d\left(\xi, \xi_{0}\right)$. Thus ( $p_{k}^{\prime}$ ) is a combing of $G / H$ of linear growth.

Lemma 26. The combing ( $p_{k}^{\prime}$ ) is smooth.
Proof. There is a decreasing sequence $\left(U_{n}\right)_{n \in \mathbb{N}}$ in $\mathrm{CO}(G)$ such that each $U_{n}$ is normal in $H$ and can be written as $U_{n}^{+} \cdot U_{n}^{-}=U_{n}^{-} \cdot U_{n}^{+}$with

$$
\begin{equation*}
\lambda U_{n}^{+} \subseteq U_{n}^{+} \lambda, \quad U_{n}^{-} \lambda \subseteq \lambda U_{n}^{-} \tag{19}
\end{equation*}
$$

for all $\lambda \in \Lambda_{+}$(see [20, Section I.2]). Let $a, b \in G$ satisfy $p_{k}^{\prime}(a b H)=a H$. Write $a b=h_{1} \lambda h_{2}$ with $h_{1}, h_{2} \in H, \lambda \in \Lambda_{+}^{\prime}$, and $h_{1}$ chosen as carefully as above if $G$ is disconnected. Then $a=h_{1} p_{k}^{\prime}(\lambda) h_{3}$ with the same $h_{1}$ and some $h_{3} \in H$. Hence
$b=h_{3}^{-1} p_{k}^{\prime}(\lambda)^{-1} \lambda h_{2}$. Since $p_{k}^{\prime}(\lambda) \in \operatorname{cl}(\{0, \lambda\})$, equation (18) yields $p_{k}^{\prime}(\lambda) \in \Lambda_{+}$and $p_{k}^{\prime}(\lambda)^{-1} \lambda \in \Lambda_{+}$. Using (19) and that $U_{n}$ is normal in $H$, we get

$$
\begin{aligned}
a U_{n} b=h_{1} p_{k}^{\prime}(\lambda) U_{n}^{+} U_{n}^{-} p_{k}^{\prime}(\lambda)^{-1} \lambda h_{2} \subseteq & h_{1} U_{n}^{+} p_{k}^{\prime}(\lambda) p_{k}^{\prime}(\lambda)^{-1} \lambda U_{n}^{-} h_{2} \\
& \subseteq h_{1} U_{n} \lambda U_{n} h_{2}=U_{n} h_{1} \lambda h_{2} U_{n}=U_{n} a b U_{n}
\end{aligned}
$$

Thus the combing ( $p_{k}^{\prime}$ ) is smooth in the sense of Definition 16.
Finally, the compatibility condition of Definition 17 is easy to check using the explicit description of $\mathcal{S}\left(G^{2}\right)$ in Lemma 2. In order to cover also the Schwartz algebras for discrete groups, which are defined by $\ell_{1}$-estimates, we define spaces

$$
L_{p}^{\sigma}(G):=\left\{f: G \rightarrow \mathbb{C} \mid f \cdot \sigma^{k} \in L_{p}(G) \forall k \in \mathbb{N}\right\}
$$

for all $1 \leq p<\infty$, and equip them with the evident bornology: a subset $T \subseteq L_{p}^{\sigma}(G)$ is bounded if and only if for any $k \in \mathbb{N}$ there is $C_{k}$ such that $\left\|f \cdot \sigma^{k}\right\|_{L_{p}(G)} \leq C_{k}$ for all $f \in T$. Let $L_{p}^{\sigma}(G / / U)$ be the subspace of $U$-bi-invariant functions in $L_{p}^{\sigma}(G)$.

For $p=2$, this agrees with the previous definition, so that Lemma, 2 yields

$$
\mathcal{S}(G)=\underset{\longrightarrow}{\lim } L_{2}^{\sigma}(G / / U), \quad \mathcal{S}\left(G^{2}\right)=\underline{\lim } L_{2}^{\sigma}\left(G^{2} / / U^{2}\right)
$$

Lemma 27. Let $\left(p_{k}\right)$ be a combing of polynomial growth on $G / H$. Then the sequence of operators $\left(R_{k}\right)$ used in Definition 17 is uniformly bounded as operators $L_{p}^{\sigma}(G) \rightarrow L_{p}^{\sigma}\left(G^{2}\right)$. Here we use the scale $\sigma(a, b):=\sigma(a) \sigma(b)$ on $G^{2}$.

Proof. The operator $W \phi(x, y):=\phi\left(x, x^{-1} y\right)$ is an isometry of $L_{p}\left(G^{2}\right)$. It is also sufficiently compatible with the scale on $G^{2}$ for $W$ and its inverse to be bounded linear operators on $L_{p}^{\sigma}\left(G^{2}\right)$. We have $R_{k} \phi(a, b)=\phi(a b) 1_{p_{k}(a b H)}(a)$, where $1_{p_{k}(a b H)}$ denotes the characteristic function of $p_{k}(a b H) \subseteq G$. Hence

$$
W R_{k} \phi(x, y)=\phi(y) \cdot 1_{p_{k}(y H)}(x)
$$

Since the combing ( $p_{k}$ ) has polynomial growth, $\sigma\left(p_{k}(y H)\right)$ is controlled by a polynomial in $\sigma(y)$. The boundedness of $W \circ R_{k}$ is now immediate because all cosets $x H$ have volume 1. This implies the boundedness of $R_{k}$.

Since the combing $\left(p_{k}^{\prime}\right)$ is smooth, for any $U \in \mathrm{CO}(G)$ there exists $V \in \mathrm{CO}(G)$ such that $R_{k}$ maps $\mathcal{T}_{\mathrm{c}}(G / / U)$ into $\mathcal{T}_{\mathrm{c}}\left(G^{2} / / V^{2}\right)$. Together with Lemma 27 for $p=2$, this yields that the combing $\left(p_{k}^{\prime}\right)$ is compatible with $\mathcal{S}(G)$ in the sense of Definition 17. We have now verified all the hypotheses of Theorem 18. Thus $\mathcal{S}(G)$ is isocohomological.
6.1. Decomposition with respect to the centre of $G$. As before, we let $G$ be a reductive $p$-adic group. Let $C(G) \subseteq G$ be the connected centre of $G$ and let $\chi: C(G) \rightarrow \mathrm{U}(1)$ be a unitary character on $C(G)$. Let $\operatorname{Mod}_{\chi}(G)$ be the full subcategory of $\operatorname{Mod}(G)$ whose objects are the representations $\pi: G \rightarrow \operatorname{Aut}(V)$ that satisfy $\pi(z)=\chi(z)$ id $_{V}$ for all $z \in C(G)$. Let

$$
\operatorname{Mod}_{\chi}(\mathcal{S}(G)):=\operatorname{Mod}(\mathcal{S}(G)) \cap \operatorname{Mod}_{\chi}(G)
$$

be the subcategory of tempered representations in $\operatorname{Mod}_{\chi}(G)$. The class of extensions with a bounded linear section turns $\operatorname{Mod}_{\chi}(G)$ and $\operatorname{Mod}_{\chi}(\mathcal{S}(G))$ into exact categories, so that we can form the derived categories $\operatorname{Der}_{\chi}(G)$ and $\operatorname{Der}_{\chi}(\mathcal{S}(G))$. Let $G_{\mathrm{ss}}:=G / C(G)$, this is again a reductive $p$-adic group. If $\chi=1$, then
$\operatorname{Mod}_{\chi}(G)=\operatorname{Mod}\left(G_{\text {ss }}\right)$ and $\operatorname{Mod}_{\chi}(\mathcal{S}(G))=\operatorname{Mod}\left(\mathcal{S}\left(G_{\text {ss }}\right)\right)$. In general, there are quasi-unital bornological algebras $\mathcal{H}_{\chi}(G)$ and $\mathcal{S}_{\chi}(G)$ such that

$$
\operatorname{Mod}_{\chi}(G) \cong \operatorname{Mod}\left(\mathcal{H}_{\chi}(G)\right), \quad \operatorname{Mod}_{\chi}(\mathcal{S}(G)) \cong \operatorname{Mod}\left(\mathcal{S}_{\chi}(G)\right)
$$

We briefly recall their well-known definitions. A $C(G)$-invariant subset of $G$ is called $C(G)$-compact if its image in $G_{\mathrm{ss}}$ is compact. Let $\mathcal{H}_{\chi}(G)$ be the space of locally constant functions $f: G \rightarrow \mathbb{C}$ with $C(G)$-compact support such that $f\left(z^{-1} g\right)=\chi(z) f(g)$ for all $g \in G, z \in C(G)$. If $f_{1}, f_{2} \in \mathcal{H}_{\chi}(G)$, then the function $h \mapsto f_{1}(h) f_{2}\left(h^{-1} g\right)$ is $C(G)$-invariant, so that

$$
f_{1} * f_{2}(g):=\int_{G_{\mathrm{ss}}} f_{1}(h) f_{2}\left(h^{-1} g\right) d h
$$

makes sense; here $d h$ denotes the Haar measure on $G_{\text {ss }}$. This turns $\mathcal{H}_{\chi}(G)$ into an algebra, which we equip with the fine bornology.

Let $L_{2}^{\sigma}(G)_{\chi}$ be the space of functions $f: G \rightarrow \mathbb{C}$ that satisfy $f\left(z^{-1} g\right)=\chi(z) f(g)$ for all $g \in G, z \in C(G)$, and such that $z g \mapsto|f(g)|$ is an element of $L_{2}^{\sigma}\left(G_{\text {ss }}\right)$. Let

$$
\mathcal{S}_{\chi}(G):=\underset{\longrightarrow}{\lim } L_{2}^{\sigma}(G / / U)_{\chi}
$$

where $U$ runs through the set of compact open subgroups with $U \cap C(G) \subseteq$ ker $\chi$. The same estimates as for $\mathcal{S}\left(G_{\mathrm{ss}}\right)$ show that the convolution on $\mathcal{H}_{\chi}(G)$ extends to a bounded multiplication on $\mathcal{S}_{\chi}(G)$.

Consider the map

$$
\rho: \mathcal{H}(G) \rightarrow \mathcal{H}_{\chi}(G), \quad \rho f(g):=\int_{C(G)} \chi(z) f(z g) d z
$$

For appropriately normalised Haar measures, this is a surjective, bounded algebra homomorphism; that is, $\mathcal{H}_{\chi}(G)$ is a quotient algebra of $\mathcal{H}(G)$. Using $\rho$, we can pull back $\mathcal{H}_{\chi}(G)$-modules to $\mathcal{H}(G)$-modules. This construction maps essential modules again to essential modules ( $\rho$ is a proper morphism in the notation of [17]). Thus we have got a functor $\rho^{*}: \operatorname{Mod}\left(\mathcal{H}_{\chi}(G)\right) \rightarrow \operatorname{Mod}(\mathcal{H}(G))$. Since $\rho$ is surjective, $\rho^{*}$ is fully faithful. Thus $\operatorname{Mod}\left(\mathcal{H}_{\chi}(G)\right)$ becomes a full subcategory of $\operatorname{Mod}(G)$. It is easy to identify this subcategory with $\operatorname{Mod}_{\chi}(G)$. If $(V, \pi) \in \operatorname{Mod}_{\chi}(G)$, then $V$ becomes an essential $\mathcal{H}_{\chi}(G)$-module by

$$
\pi(f):=\int_{G_{\mathrm{ss}}} f(g) \pi(g) d g
$$

This is well-defined because $f(g z) \pi(g z)=f(g) \pi(g)$ for all $g \in G, z \in C(G)$.
We can extend $\rho$ to a bounded algebra homomorphism $\rho^{\mathcal{S}}: \mathcal{S}(G) \rightarrow \mathcal{S}_{\chi}(G)$. The map $\rho^{S}$ has a bounded linear section and its kernel is the closure of ker $\rho \subseteq$ $\mathcal{H}(G)$. Therefore, bounded algebra homomorphisms $\mathcal{S}_{\chi}(G) \rightarrow \operatorname{End}(V)$ correspond to bounded algebra homomorphisms $\mathcal{S}(G) \rightarrow \operatorname{End}(V)$ whose restriction to $\mathcal{H}(G)$ vanishes on $\operatorname{ker} \rho$. Equivalently, $\operatorname{Mod}\left(\mathcal{S}_{\chi}(G)\right) \cong \operatorname{Mod}(\mathcal{S}(G)) \cap \operatorname{Mod}_{\chi}(G)$. Thus $\mathcal{H}_{\chi}(G)$ and $\mathcal{S}_{\chi}(G)$ have the required properties.

THEOREM 28. The embedding $\mathcal{H}_{\chi}(G) \rightarrow \mathcal{S}_{\chi}(G)$ is isocohomological.
Proof. Let $\mathcal{H}_{\chi}(G)^{\text {op }}$ be the opposite algebra of $\mathcal{H}_{\chi}(G)$, so that $\operatorname{Mod}\left(\mathcal{H}_{\chi}(G)^{\mathrm{op}}\right)$ is the category of right $\mathcal{H}_{\chi}(G)$-modules. Since $\mathcal{H}_{\chi}(G)^{\mathrm{op}} \cong \mathcal{H}_{\chi^{-1}}(G)$, we have an isomorphism of categories $\operatorname{Mod}\left(\mathcal{H}_{\chi}(G)^{\text {op }}\right) \cong \operatorname{Mod}_{\chi^{-1}}(G)$.

Equip $X \in \operatorname{Mod}\left(\mathcal{H}_{\chi}(G)^{\text {op }}\right), V \in \operatorname{Mod}\left(\mathcal{H}_{\chi}(G)\right)$ with the associated representations of $G$. We equip $X \hat{\otimes} V$ with the diagonal representation. Since $\chi$ and $\chi^{-1}$ cancel, $C(G)$ acts trivially on $X \hat{\otimes} V$. Thus we obtain a bifunctor

$$
\begin{equation*}
\operatorname{Mod}\left(\mathcal{H}_{\chi}(G)^{\mathrm{op}}\right) \times \operatorname{Mod}\left(\mathcal{H}_{\chi}(G)\right) \rightarrow \operatorname{Mod}\left(G_{\mathrm{ss}}\right), \quad(X, V) \mapsto X \hat{\otimes} V \tag{20}
\end{equation*}
$$

This functor is evidently exact for extensions with a bounded linear section. Moreover, we claim that $X \hat{\otimes} V$ is projective if $X$ or $V$ are projective. It suffices to treat the case where $X$ is projective. We may even assume that $X$ is a free essential module $X_{0} \hat{\otimes} \mathcal{H}_{\chi}(G)$. The diagonal representation on $X_{0} \hat{\otimes} \mathcal{H}_{\chi}(G) \hat{\otimes} Y$ is isomorphic to the regular representation $\rho_{g} \otimes 1 \otimes 1$ on $\mathcal{H}\left(G_{\text {ss }}\right) \hat{\otimes} X_{0} \hat{\otimes} Y$. The intertwining operator is given by $\Phi(x \otimes f \otimes y)(g):=f(g) x \otimes g y$ for all $g \in G$; this function only depends on the class of $g$ in $G_{\text {ss }}$.

Let $X \in \operatorname{Mod}\left(\mathcal{H}_{\chi}(G)^{\circ \mathrm{p}}\right), V \in \operatorname{Mod}\left(\mathcal{H}_{\chi}(G)\right)$. Then $X \hat{\otimes}_{\mathcal{H}_{\chi}(G)} V$ is defined as the quotient of $X \hat{\otimes} V$ by the closed linear span of $x * f \otimes v-x \otimes f * v$ for $x \in X$, $f \in \mathcal{H}_{\chi}(G), v \in V$. Since $\rho: \mathcal{H}(G) \rightarrow \mathcal{H}_{\chi}(G)$ is surjective, this is the same as $X \hat{\otimes}_{\mathcal{H}(G)} V$, which we have identified with $X \hat{\otimes}_{G} V$ in Section 3. Thus

$$
X \hat{\otimes}_{\mathcal{H}_{\chi}(G)} V \cong \mathbb{C} \hat{\otimes}_{G_{\mathrm{ss}}}(X \hat{\otimes} V) .
$$

The same assertion holds for the total derived functors because the bifunctor in (20) is exact and preserves projectives. Especially, we get

$$
\mathcal{S}_{\chi}(G) \hat{\otimes}_{\mathcal{H}_{\chi}(G)}^{\mathbb{L}} \mathcal{S}_{\chi}(G) \cong \mathbb{C} \hat{\otimes}_{G_{\mathrm{ss}}}^{\mathbb{L}}\left(\mathcal{S}_{\chi}(G) \hat{\otimes} \mathcal{S}_{\chi}(G)\right)
$$

Here $\mathcal{S}_{\chi}(G) \hat{\otimes} \mathcal{S}_{\chi}(G)$ is equipped with the inner conjugation action of $G_{\mathrm{ss}}$. We identify $\mathcal{S}_{\chi}(G) \hat{\otimes} \mathcal{S}_{\chi}(G) \cong \mathcal{S}_{\chi \times \chi}(G \times G)$ as in Lemma 2. By [17, Theorem 35.2], the embedding $\mathcal{H}_{\chi}(G) \rightarrow \mathcal{S}_{\chi}(G)$ is isocohomological if and only if $\mathcal{S}_{\chi}(G) \hat{\otimes}_{\mathcal{H}_{\chi}(G)}^{\mathbb{L}} \mathcal{S}_{\chi}(G)$ is a resolution of $\mathcal{S}_{\chi}(G)$. Thus the assertion that we have to prove is equivalent to

$$
\mathbb{C} \hat{\otimes}_{G_{\mathrm{ss}}}^{\mathbb{L}} \mathcal{S}_{\chi \times \chi}(G \times G) \cong \mathcal{S}_{\chi}(G)
$$

We already know $\mathbb{C} \hat{\otimes}_{G_{\mathrm{ss}}}^{\mathbb{L}} \mathcal{S}\left(G_{\mathrm{ss}} \times G_{\mathrm{ss}}\right) \cong \mathcal{S}\left(G_{\mathrm{ss}}\right)$ because $\mathcal{S}\left(G_{\mathrm{ss}}\right)$ is isocohomological (Theorem 22) and this condition is equivalent to $\mathcal{S}\left(G_{\mathrm{ss}}\right)$ being isocohomological.

Now we choose a continuous section $s: G_{\mathrm{ss}} \rightarrow G$; this is possible because $G$ is totally disconnected. It yields bornological isomorphisms

$$
\begin{aligned}
\Psi^{\prime}: \mathcal{S}_{\chi}(G) \rightarrow \mathcal{S}\left(G_{\mathrm{ss}}\right), & \Psi^{\prime} f(g) & :=f \circ s(g), \\
\Psi: \mathcal{S}_{\chi \times \chi}(G \times G) \rightarrow \mathcal{S}\left(G_{\mathrm{ss}} \times G_{\mathrm{ss}}\right), & \Psi f(g, h) & :=f\left(s(g), s(g)^{-1} s(g h)\right)
\end{aligned}
$$

The isomorphism $\Psi$ intertwines the inner conjugation actions of $G_{\mathrm{ss}}$ on $\mathcal{S}_{\chi \times \chi}(G \times G)$ and $\mathcal{S}\left(G_{\mathrm{ss}} \times G_{\mathrm{ss}}\right)$. Thus we get isomorphisms

$$
\begin{equation*}
\mathbb{C} \hat{\otimes}_{G_{\mathrm{ss}}}^{\mathbb{L}} \mathcal{S}_{\chi \times \chi}(G \times G) \cong \mathbb{C} \hat{\otimes}_{G_{\mathrm{ss}}}^{\mathbb{L}} \mathcal{S}\left(G_{\mathrm{ss}} \times G_{\mathrm{ss}}\right) \cong \mathcal{S}\left(G_{\mathrm{ss}}\right) \cong \mathcal{S}_{\chi}(G) \tag{21}
\end{equation*}
$$

It is easy to see that the composite isomorphism is induced by the convolution map in $\mathcal{S}_{\chi}(G)$.

## 7. Applications to representation theory

Let $G$ be a reductive $p$-adic group, let $C(G)$ be its centre, and let $G_{\mathrm{ss}}:=$ $G / C(G)$. So far we have used very large projective $\mathcal{H}(G)$-module resolutions, which offer great flexibility for writing down contracting homotopies. Now we consider much smaller projective resolutions, which are useful for explicit calculations. We write $\operatorname{Mod}_{(\chi)}(G)$ if it makes no difference whether we work in $\operatorname{Mod}(G)$ or $\operatorname{Mod}_{\chi}(G)$
for some character $\chi: C(G) \rightarrow \mathrm{U}(1)$. Similarly, we write $\mathcal{H}_{(\chi)}(G)$ and $\mathcal{S}_{(\chi)}(G)$. The actual applications of our main theorem are contained in Sections 7.1, 7.7 and 7.8. The other subsections contain small variations on known results. Our presentation differs somewhat from the accounts in [20,25] because we want to exhibit connections with K-theory and assembly maps.
7.1. Cohomological dimension. Let $\mathrm{rk} G=\operatorname{dim} \mathcal{B T}(G)$ be the rank of $G$.

Theorem 29. The cohomological dimensions of the exact categories $\operatorname{Mod}(G)$ and $\operatorname{Mod}(\mathcal{S}(G))$ are (at most) $\mathrm{rk} G$; that is, any object has a projective resolution of length rk $G$. Similarly, the cohomological dimensions of $\operatorname{Mod}_{\chi}(G)$ and $\operatorname{Mod}_{\chi}(\mathcal{S}(G))$ for a character $\chi: C(G) \rightarrow \mathrm{U}(1)$ are at most rk $G_{\mathrm{ss}}$.

Proof. The assertions are well-known for $\operatorname{Mod}(G)$ and $\operatorname{Mod}_{\chi}(G)$. For the proof, equip $\mathcal{B T}=\mathcal{B} \mathcal{T}(G)$ with a CW-complex structure for which $G$ acts by cellular maps. Then the cellular chain complex $C_{\bullet}(\mathcal{B T})$ is a projective $\mathcal{H}(G)$ module resolution of the trivial representation of length $\mathrm{rk} G$. The chain complex $C \bullet(\mathcal{B} T) \hat{\otimes} V$ with the diagonal representation of $G$ is a projective $\mathcal{H}(G)$-module resolution of $V$ for arbitrary $V \in \operatorname{Mod}(G)$. If $V \in \operatorname{Mod}_{\chi}(G)$, we use the building $\mathcal{B} \mathcal{T}\left(G_{\mathrm{ss}}\right)$ instead; $C_{\bullet}\left(\mathcal{B} T\left(G_{\mathrm{ss}}\right)\right) \hat{\otimes} V$ is a projective resolution of $V$ in $\operatorname{Mod}_{\chi}(G)$.

What is new is that we get the same assertions for $\operatorname{Mod}(\mathcal{S}(G))$ and $\operatorname{Mod}\left(\mathcal{S}_{\chi}(G)\right)$. Since the argument is the same in both cases, we only write it down for $\mathcal{S}(G)$. Let $V \in \operatorname{Mod}(\mathcal{S}(G))$ and let $P_{\bullet} \rightarrow V$ be a projective resolution in $\operatorname{Mod}(G)$ of length rk $G$. Then $\mathcal{S}(G) \hat{\otimes}_{G} P_{\bullet}$ has the homotopy type of

$$
\begin{equation*}
\mathcal{S}(G) \hat{\otimes}_{G}^{\mathbb{L}} V \cong \mathcal{S}(G) \hat{\otimes}_{\mathcal{S}(G)}^{\mathbb{L}} V \cong V \tag{22}
\end{equation*}
$$

because $\mathcal{S}(G)$ is isocohomological (Theorem 22); here we use one of the equivalent characterisations of isocohomological embeddings listed in Section 4.2. Equation (22) means that $\mathcal{S}(G) \hat{\otimes}_{G} P_{\bullet}$ is a resolution of $V$. This resolution is projective and has length $\mathrm{rk} G$.

Conversely, there is $V \in \operatorname{Mod}(G)$ with $\operatorname{Ext}_{G}^{\mathrm{rk}}{ }^{G}(V, V) \neq 0$. Hence the cohomological dimension of $\operatorname{Mod}(G)$ is equal to rk $G$. We can even take $V$ tempered and irreducible. Hence $\operatorname{Ext}_{\mathcal{S}(G)}^{\mathrm{rk} G}(V, V) \neq 0$ as well because $\mathcal{S}(G)$ is isocohomological. Thus $\operatorname{Mod}(\mathcal{S}(G))$ also has cohomological dimension equal to rk $G$. Similarly, the cohomological dimension of $\operatorname{Mod}_{\chi}(G)$ and $\operatorname{Mod}_{\chi}(\mathcal{S}(G))$ is equal to rk $G_{\text {ss }}$.
7.2. Finite projective resolutions. We use a result of Joseph Bernstein to attach an Euler characteristic $\operatorname{Eul}(V)$ in $\mathrm{K}_{0}\left(\mathcal{H}_{(\chi)}(G)\right)$ to a finitely generated representation $V \in \operatorname{Mod}_{(\chi)}(G)$.

DEFINITION 30. A smooth representation $V$ is called finitely generated if there exist finitely many elements $v_{1}, \ldots, v_{n}$ such that the map

$$
\mathcal{H}(G)^{n} \rightarrow V, \quad\left(f_{1}, \ldots, f_{n}\right) \mapsto \sum_{j=1}^{n} f_{j} * v_{j}
$$

is a bornological quotient map.
An admissible representation is finitely generated if and only if it has finite length, that is, it has a Jordan-Hölder series of finite length.

Since $\mathcal{H}(G)^{n}$ carries the fine bornology, the same is true for its quotients. Hence a finitely generated representation necessarily belongs to $\operatorname{Mod}_{\text {alg }}(G)$. In the situation of Definition 30, there exists $U \in \mathrm{CO}(G)$ fixing $v_{j}$ for all $j \in\{1, \ldots, n\}$. Thus we get a bornological quotient map $\mathcal{H}(G / U)^{n} \rightarrow V$. Conversely, $\mathcal{H}(G / U)^{n}$ is finitely generated and projective. Thus a smooth representation is finitely generated if and only if it is a quotient of $\mathcal{H}(G / U)^{n}$ for some $U \in \operatorname{CO}(G)$. If $V \in \operatorname{Mod}_{\chi}(G)$, then we may replace $\mathcal{H}(G / U)^{n}$ by $\mathcal{H}_{\chi}(G / U)^{n}$ for some $U \in \operatorname{CO}(G)$ with $\left.\chi\right|_{U \cap C(G)}=1$.

Definition 31. An object of $\operatorname{Mod}_{(\chi)}(G)$ has type (FP) if it admits a resolution of finite length by finitely generated projective objects of $\operatorname{Mod}_{(\chi)}(G)$. Such a resolution is called a finite projective resolution.

Theorem 32 (Joseph Bernstein). An object of $\operatorname{Mod}_{(\chi)}(G)$ has type (FP) if and only if it is finitely generated.

Proof. It is trivial that representations of type (FP) are finitely generated. Conversely, if $V$ is finitely generated, then $V$ is a quotient of a finitely generated projective representation, say, $\partial_{0}: \mathcal{H}_{(\chi)}(G / U)^{n} \rightarrow V$. By [3, Remark 3.12], subrepresentations of finitely generated representations are again finitely generated. Especially, ker $\partial_{0}$ is finitely generated. By induction, we get a resolution $\left(P_{n}, \partial_{n}\right)$ of $V$ by finitely generated projective objects. By Theorem 29, the kernel of $\partial_{n}: P_{n} \rightarrow P_{n-1}$ is projective for sufficiently large $n$. Hence

$$
0 \rightarrow \operatorname{ker} \partial_{n} \rightarrow P_{n} \rightarrow \ldots \rightarrow P_{0} \rightarrow V
$$

is a finite projective resolution.
The algebraic K-theory $\mathrm{K}_{0}\left(\mathcal{H}_{(\chi)}(G)\right)$ is the Grothendieck group of the monoid of finitely generated projective $\mathcal{H}_{(\chi)}(G)$-modules. This is so because $\mathcal{H}_{(\chi)}(G)$ is a union of unital subalgebras.

Definition 33. Let $V \in \operatorname{Mod}_{(x)}(G)$ be finitely generated. Then $V$ is of type (FP) by Bernstein's Theorem 32. Choose a finite projective resolution

$$
0 \rightarrow P_{n} \rightarrow \ldots \rightarrow P_{0} \rightarrow V \rightarrow 0
$$

The Euler characteristic of $V$ is defined by

$$
\operatorname{Eul}(V):=\sum_{j=0}^{n}(-1)^{j}\left[P_{j}\right] \in \mathrm{K}_{0}\left(\mathcal{H}_{(\chi)}(G)\right)
$$

We check that this does not depend on the resolution (see also [19, Section 1.7]). Define the Euler characteristic $\operatorname{Eul}\left(P_{\bullet}\right)$ for finite projective complexes in the obvious fashion. Let $P_{\bullet}$ and $P_{\bullet}^{\prime}$ be two finite projective resolutions of $V$. The identity map on $V$ lifts to a chain homotopy equivalence $f: P_{\bullet} \rightarrow P_{\bullet}^{\prime}$. Hence the mapping cone $C_{f}$ of $f$ is contractible. The Euler characteristic vanishes for contractible complexes. $\operatorname{Hence} \operatorname{Eul}\left(C_{f}\right)=0$. This is equivalent to $\operatorname{Eul}\left(P_{\bullet}\right)=\operatorname{Eul}\left(P_{\bullet}^{\prime}\right)$.

Definition 34. Let

$$
\operatorname{HH}_{0}\left(\mathcal{H}_{(\chi)}(G)\right):=\mathcal{H}_{(\chi)}(G) /\left[\mathcal{H}_{(\chi)}(G), \mathcal{H}_{(\chi)}(G)\right]
$$

The universal trace is a map

$$
\operatorname{tr}_{\text {univ }}: \mathrm{K}_{0}\left(\mathcal{H}_{(\chi)}(G)\right) \rightarrow \operatorname{HH}_{0}\left(\mathcal{H}_{(\chi)}(G)\right)
$$

If $\left(p_{i j}\right) \in M_{n}\left(\mathcal{H}_{(\chi)}(G)\right)$ is an idempotent with $\mathcal{H}_{(\chi)}(G)^{n} \cdot\left(p_{i j}\right) \cong V$, then we have $\operatorname{tr}_{\text {univ }}[V]=\left[\sum p_{i i}\right]$.

The above definitions are inspired by constructions of Hyman Bass in [2], where $\operatorname{tr}_{\text {univ }} \operatorname{Eul}(V)$ is constructed for modules of type (FP) over unital algebras.
7.3. Traces from admissible representations. Let $W \in \operatorname{Mod}_{(\chi)}(G)$ be an admissible representation. Its integrated form is an algebra homomorphism $\rho$ from $\mathcal{H}_{(\chi)}(G)$ to the algebra $\operatorname{End}_{\text {fin }}(W):=\tilde{W} \otimes W$ of smooth finite rank operators on $W$. Here $\tilde{W}$ denotes the contragradient representation and $\operatorname{End}_{\text {fin }}(W)$ carries the fine bornology. Composing $\rho$ with the standard trace on $\operatorname{End}_{\text {fin }}(W)$, we get a trace $\operatorname{tr}_{W}: \operatorname{HH}_{0}\left(\mathcal{H}_{(\chi)}(G)\right) \rightarrow \mathbb{C}$ and a functional

$$
\tau_{W}: \mathrm{K}_{0}\left(\mathcal{H}_{(\chi)}(G)\right) \rightarrow \mathbb{Z}
$$

The following computation of $\tau_{W}$ is a variant of [2, Proposition 4.2].
Proposition 35. Let $V, W \in \operatorname{Mod}_{(\chi)}(G)$, let $V$ be finitely generated projective and let $W$ be admissible. Then $\tau_{W}[V]=\operatorname{dim} \operatorname{Hom}_{G}(V, W)$ and $\operatorname{Hom}_{G}(V, W)$ is finite-dimensional.

Proof. The functoriality of $\mathrm{K}_{0}$ for the homomorphism $\mathcal{H}_{(\chi)}(G) \rightarrow \operatorname{End}_{\text {fin }}(W)$ maps $[V]$ to the class of the finitely generated projective module

$$
V^{\prime}:=\operatorname{End}_{\mathrm{fin}}(W) \hat{\otimes}_{\mathcal{H}_{(\chi)}(G)} V \cong W \otimes\left(\tilde{W} \otimes_{G} V\right) \cong W^{\operatorname{dim} \tilde{W} \otimes_{G} V}
$$

over $\operatorname{End}_{\text {fin }}(W)$. Thus $\tau_{W}[V]=\operatorname{dim} \tilde{W} \otimes_{G} V$. By adjoint associativity,

$$
\operatorname{Hom}\left(\tilde{W} \otimes_{G} V, \mathbb{C}\right) \cong \operatorname{Hom}_{G}(V, \operatorname{Hom}(\tilde{W}, \mathbb{C})) \cong \operatorname{Hom}_{G}(V, \tilde{\tilde{W}})
$$

We have $W \cong \tilde{\tilde{W}}$ because $W$ is admissible. Thus $\tau_{W}[V]=\operatorname{dim}_{\operatorname{Hom}_{G}}(V, W)$.
Let $V, W \in \operatorname{Mod}_{(\chi)}(G)$, let $W$ be admissible and let $V$ be finitely generated. By Bernstein's Theorem 32, there is a finite projective resolution $P_{\bullet} \rightarrow V$ in $\operatorname{Mod}_{(\chi)}(G)$. By Proposition 35, $\operatorname{Hom}_{G}\left(P_{\bullet}, W\right)$ is a chain complex of finite-dimensional vector spaces. Hence its homology $\operatorname{Ext}_{\mathcal{H}_{(x)}(G)}^{n}(V, W)$ is finite-dimensional as well and

$$
\begin{align*}
\sum_{n=0}^{\infty}(-1)^{n} \operatorname{dim} \operatorname{Ext}_{\mathcal{H}_{(x)}(G)}^{n}(V, W)=\sum_{n=0}^{\infty} & (-1)^{n} \operatorname{dim}_{\operatorname{Hom}_{G}}\left(P_{n}, W\right)  \tag{23}\\
& =\sum_{n=0}^{\infty}(-1)^{n} \tau_{W}\left[P_{n}\right]=\tau_{W}(\operatorname{Eul}(V))
\end{align*}
$$

We call this the Euler-Poincaré characteristic $\mathrm{EP}_{(\chi)}(V, W)$ of $V$ and $W$ (compare [20, page 135]).
7.4. Formal dimensions. Evaluation at $1 \in G$ is a trace on $\mathcal{H}_{(\chi)}(G)$, that is, a linear functional $\tau_{1}: \mathrm{HH}_{0}\left(\mathcal{H}_{(\chi)}(G)\right) \rightarrow \mathbb{C}$. The functional

$$
\operatorname{dim}:=\tau_{1} \circ \operatorname{tr}_{\text {univ }}: \mathrm{K}_{0}\left(\mathcal{H}_{(\chi)}(G)\right) \rightarrow \mathbb{C}
$$

computes the formal dimension for finitely generated projective $\mathcal{H}_{(\chi)}(G)$-modules. Recall that an irreducible representation in $\operatorname{Mod}_{\chi}(G)$ is projective if and only if it is supercuspidal. Unless $C(G)$ is compact, $\operatorname{Mod}(G)$ has no irreducible projective objects.

We can also define the formal dimension for representations that are squareintegrable (see [22]). Let $(V, \pi) \in \operatorname{Mod}_{\chi}(G)$ be irreducible and square-integrable (or, more precisely, square-integrable modulo the centre $C(G)$ ). Since irreducible
representations are admissible, $V$ carries the fine bornology. Moreover, squareintegrable representations are tempered. Thus the integrated form of $\pi$ extends to a bounded homomorphism $\pi: \mathcal{S}_{\chi}(G) \rightarrow \operatorname{End}_{\text {fin }}(V)$. Since $V$ is irreducible, this homomorphism is surjective. The crucial property of irreducible square-integrable representation is that there is an ideal $I \subseteq \mathcal{S}_{\chi}(G)$ such that $I \oplus \operatorname{ker} \pi \cong \mathcal{S}_{\chi}(G)$. Thus $\left.\pi\right|_{I}: I \rightarrow \operatorname{End}_{\mathrm{fin}}(V)$ is an algebra isomorphism. It is necessarily a bornological isomorphism because it is bounded and $\operatorname{End}_{\mathrm{fin}}(V)$ carries the fine bornology.

Proposition 36. Let $V \in \operatorname{Mod}_{\chi}(G)$ be irreducible and square-integrable. Then $V$ is both projective and injective as an object of $\operatorname{Mod}_{\chi}(\mathcal{S}(G))$.

Proof. The direct-sum decomposition $\mathcal{S}_{\chi}(G) \cong \operatorname{ker} \pi \oplus \operatorname{End}_{\text {fin }}(V)$ gives rise to an equivalence of exact categories

$$
\operatorname{Mod}_{\chi}(\mathcal{S}(G)) \cong \operatorname{Mod}(\operatorname{ker} \pi) \times \operatorname{Mod}\left(\operatorname{End}_{\operatorname{fin}}(V)\right)
$$

The representation $V$ belongs to the second factor. The algebra $\operatorname{End}_{\mathrm{fin}}(V)$ is canonically Morita equivalent to $\mathbb{C}$, so that $\operatorname{Mod}\left(\operatorname{End}_{\mathrm{fin}}(V)\right)$ and $\operatorname{Mod}(\mathbb{C})$ are equivalent exact categories. The easiest way to get this Morita equivalence uses a basis in $V$ to identify $\operatorname{End}_{\mathrm{fin}}(V) \cong \bigcup_{n=1}^{\infty} M_{n}(\mathbb{C})$. Since any extension in $\operatorname{Mod}(\mathbb{C})$ splits, any object of $\operatorname{Mod}(\mathbb{C})$ is both injective and projective.

We can also define $\mathrm{K}_{0}\left(\mathcal{S}_{(\chi)}(G)\right), \mathrm{HH}_{0}\left(\mathcal{S}_{(\chi)}(G)\right)$, and

$$
\operatorname{tr}_{\text {univ }}: \mathrm{K}_{0}\left(\mathcal{S}_{(\chi)}(G)\right) \rightarrow \operatorname{HH}_{0}\left(\mathcal{S}_{(\chi)}(G)\right)
$$

It is irrelevant for the following whether we divide by the linear or closed linear span of the commutators in the definition of $\mathrm{HH}_{0}\left(\mathcal{S}_{(\chi)}(G)\right)$. The trace $\tau_{1}$ extends to a bounded trace $\tau_{1}^{\mathcal{S}}: \mathrm{HH}_{0}\left(\mathcal{S}_{(\chi)}(G)\right) \rightarrow \mathbb{C}$. This induces a functional $\operatorname{dim}^{\mathcal{S}}: \mathrm{K}_{0}\left(\mathcal{S}_{(\chi)}(G)\right) \rightarrow \mathbb{Z}$. An irreducible square-integrable representation $V$ defines a class $[V] \in \mathrm{K}_{0}\left(\mathcal{S}_{(\chi)}(G)\right)$ by Proposition 36 ; we define its formal dimension by $\operatorname{dim}^{\mathcal{S}} V:=\operatorname{dim}^{\mathcal{S}}[V]$.

The embedding $\mathcal{H}_{(\chi)}(G) \rightarrow \mathcal{S}_{(\chi)}(G)$ induces natural maps

$$
\left.\begin{array}{ll}
\iota: \mathrm{K}_{0}\left(\mathcal{H}_{(\chi)}(G)\right) \rightarrow \mathrm{K}_{0}\left(\mathcal{S}_{(\chi)}(G)\right), & {[V] \mapsto\left[\mathcal{S}_{(\chi)}(V) \hat{\otimes}_{\mathcal{H}_{(\chi)}(G)} V\right],} \\
\iota: \operatorname{HH}_{0}\left(\mathcal{H}_{(\chi)}(G)\right) \rightarrow \operatorname{HH}_{0}\left(\mathcal{S}_{(\chi)}(G)\right) . &
\end{array}\right][f[f] .
$$

These maps are compatible with the universal traces and satisfy $\tau_{1}^{\mathcal{S}} \circ \iota=\tau_{1}$ and $\operatorname{dim}^{\mathcal{S}} \circ \iota=\operatorname{dim}$.

It is shown in [25] that $\mathcal{S}_{(\chi)}(G)$ is closed under holomorphic functional calculus in the $C^{*}$-algebra $C_{\text {red, }(\chi)}^{*}(G)$. Hence

$$
\mathrm{K}_{0}\left(\mathcal{S}_{(\chi)}(G)\right) \cong \mathrm{K}_{0}\left(C_{\mathrm{red},(\chi)}^{*}(G)\right)
$$

It follows also that any finitely generated projective module $V$ over $\mathcal{S}_{(\chi)}(G)$ is the range of a self-adjoint idempotent element in $M_{n}\left(\mathcal{S}_{(\chi)}(G)\right)$ for some $n \in \mathbb{N}$. Since the trace $\tau_{1}^{\mathcal{S}}$ is positive, we get $\operatorname{dim}^{\mathcal{S}} V>0$ unless $V=0$.

Yet another notion of formal dimension comes from the theory of von Neumann algebras. The ( $\chi$-twisted) group von Neumann algebra of $G$ is the closure $N_{(\chi)}(G)$ of $\mathcal{H}_{(\chi)}(G)$ or $\mathcal{S}_{(\chi)}(G)$ in the weak operator topology on $L_{2}(G)_{(\chi)}$. We may extend $\tau_{1}^{\mathcal{S}}$ to a positive unbounded trace $\tau_{1}^{N}$ on $N_{(\chi)}(G)$. Any normal *-representation $\rho$ of $N_{(\chi)}(G)$ on a separable Hilbert space is isomorphic to the left regular representation on the Hilbert space $\left(L_{2}(G)_{(\chi)} \bar{\otimes} \ell_{2}(\mathbb{N})\right) \cdot p_{\rho}$ for some projection $p_{\rho} \in N_{(\chi)}(G) \bar{\otimes}$
$B\left(\ell_{2} \mathbb{N}\right)$ where $\bar{\otimes}$ denotes spatial tensor products of Hilbert spaces and von Neumann algebras, respectively; the projection $p_{\rho}$ is unique up to unitary equivalence. We define the formal dimension $\operatorname{dim}^{N}(\rho)$ to be $\tau_{1}^{N}\left(p_{\rho}\right) \in[0, \infty]$; this does not depend on the choice of $p_{\rho}$.

By definition, we have $\operatorname{dim}^{N}\left(L_{2}(G)_{(\chi)}^{n} \cdot e\right)=\operatorname{dim}^{S}[e]$ if $e \in M_{n}\left(\mathcal{S}_{(\chi)}(G)\right)$ is a self-adjoint idempotent. Since $\mathcal{S}_{(\chi)}(G)$ is closed under holomorphic functional calculus in the reduced group $C^{*}$-algebra $C_{\text {red, }(\chi)}^{*}(G)$, any idempotent element of $\mathcal{S}_{(\chi)}(G)$ is similar to a self-adjoint idempotent. Hence $\operatorname{dim}^{N}\left(L_{2}(G)_{(\chi)}^{n} \cdot e\right)=\operatorname{dim}^{\mathcal{S}}[e]$ holds for any idempotent $e \in M_{n}\left(\mathcal{S}_{(\chi)}(G)\right)$. We have

$$
L_{2}(G)_{(\chi)} \hat{\otimes}_{\mathcal{S}_{(\chi)}(G)} \mathcal{S}_{(\chi)}(G)^{n} \cdot e \cong L_{2}(G)_{(\chi)}^{n} \cdot e
$$

Therefore, if $V$ is a finitely generated projective left $\mathcal{S}_{(\chi)}(G)$-module $V$, then we may view $L_{2}(G)_{(\chi)} \hat{\otimes}_{\mathcal{S}_{(\chi)}(G)} V$ as a Hilbert space equipped with a faithful normal *-representation of $N_{(\chi)}(G)$; the resulting representation is uniquely determined up to unitary equivalence because any two self-adjoint idempotents realising $V$ are unitarily equivalent in $\mathcal{S}_{(\chi)}(G)$. The formal dimensions from the Schwartz algebra and the von Neumann algebra are compatible in the following sense:

$$
\operatorname{dim}^{N}\left(L_{2}(G)(\chi) \hat{\otimes}_{\mathcal{S}_{(\chi)}(G)} V\right) \cong \operatorname{dim}^{\mathcal{S}}(V)
$$

Thus $\operatorname{dim}^{S} V$ only depends on the unitary equivalence class of the associated unitary representation $L_{2}(G)_{(\chi)} \hat{\otimes}_{S_{(\chi)}(G)} V$.
7.5. Compactly induced representations. Equip $U \in C O(G)$ with the restriction of the Haar measure from $G$. The map $i_{U}^{G}: \mathcal{H}(U) \rightarrow \mathcal{H}(G)$ that extends functions by 0 outside $U$ is an algebra homomorphism. Hence it induces a map

$$
\left(i_{U}^{G}\right)!: \operatorname{Rep}(U) \cong \mathrm{K}_{0}(\mathcal{H}(U)) \rightarrow \mathrm{K}_{0}(\mathcal{H}(G)), \quad[V] \mapsto\left[\mathcal{H}(G) \otimes_{\mathcal{H}(U)} V\right]
$$

This is the standard functoriality of K-theory. We denote it by $\left(i_{U}^{G}\right)!$ because this notation is used in [17]. We call representations of the form $\left(i_{U}^{G}\right)_{!}(V)$ compactly induced because $\mathcal{H}(G) \otimes \mathcal{H}_{(U)} V \cong \operatorname{c-Ind}_{U}^{G}(V)$ (see [15]).

Let $U, V \in \operatorname{CO}(G)$ and suppose that $g U g^{-1} \subseteq V$ for some $g \in G$. Then we have $i_{U}^{G}=\gamma_{g}^{-1} \circ i_{V}^{G} \circ i_{g U g^{-1}}^{V} \circ \gamma_{g}$, where $\gamma_{g}$ denotes conjugation by $g$. One checks that $\gamma_{g}$ acts trivially on $\mathrm{K}_{0}(\mathcal{H}(G))$. Hence ( $\left.i_{U}^{G}\right)$ ! is the composite of ( $i_{V}^{G}$ )! and the map $\operatorname{Rep}(U) \stackrel{\cong}{\leftrightharpoons} \operatorname{Rep}\left(g U_{g}^{-1}\right) \rightarrow \operatorname{Rep}(V)$ that is associated to the group homomorphism $U \rightarrow V, x \mapsto g x g^{-1}$. Let $\operatorname{Sub}(G)$ be the category whose objects are the compact open subgroups of $G$ and whose morphisms are these special group homomorphisms. We have exhibited that $U \mapsto \operatorname{Rep}(U)$ is a module over this category. The various maps $\left(i_{U}^{G}\right)!$ combine to a natural map

$$
\underset{\operatorname{Sub}(G)}{\lim _{(G)}} \operatorname{Rep}(U) \rightarrow \mathrm{K}_{0}(\mathcal{H}(G)) .
$$

We call this map the assembly map for $\mathrm{K}_{0}(\mathcal{H}(G))$ because it is a variant of the Farrell-Jones assembly map for discrete groups (see [12, Conjecture 3.3]), which is in turn closely related to the Baum-Connes assembly map.

The above definitions carry over to $\mathcal{H}_{\chi}(G)$ in a straightforward fashion. Let $\mathrm{CO}(G ; C(G))$ be the set of $C(G)$-compact open subgroups of $G$ containing $C(G)$. The projection to $G_{\mathrm{ss}}$ identifies $\operatorname{CO}(G ; C(G))$ with $\operatorname{CO}\left(G_{\mathrm{ss}}\right)$. As above, we get algebra homomorphisms $i_{U}^{G}: \mathcal{H}_{\chi}(U) \rightarrow \mathcal{H}_{\chi}(G)$ for $U \in \operatorname{CO}(G ; C(G))$. There is an
analogue of the Peter-Weyl theorem for $\mathcal{H}_{\chi}(U)$; that is, $\mathcal{H}_{\chi}(U)$ is a direct sum of matrix algebras. Therefore, finitely generated projective modules over $\mathcal{H}_{\chi}(U)$ are the same as finite-dimensional representations in $\operatorname{Mod}_{\chi}(U)$. This justifies defining $\operatorname{Rep}_{\chi}(U):=\mathrm{K}_{0}\left(\mathcal{H}_{\chi}(U)\right)$. As above, we can factor $\left(i_{U}^{G}\right)$ ! through $\left(i_{V}^{G}\right)!$ if $U$ is subconjugate to $V$. The relevant category organising these subconjugations is the category $\operatorname{Sub}(G ; C(G))$ whose set of objects is $\operatorname{CO}(G ; C(G))$ and whose morphisms are the group homomorphisms $U \rightarrow V$ of the form $x \mapsto g x g^{-1}$ for some $g \in G$. Thus we get an assembly map

$$
\begin{equation*}
\underset{\operatorname{Sub}(G ; C(G))}{\lim _{\longrightarrow}} \operatorname{Rep}_{\chi}(U) \rightarrow \mathrm{K}_{0}\left(\mathcal{H}_{\chi}(G)\right) \tag{24}
\end{equation*}
$$

Let $\Gamma\left(G_{\mathrm{ss}}, d g\right) \subseteq \mathbb{R}$ be the subgroup generated by $\operatorname{vol}(U)^{-1}$ for $U \in \operatorname{CO}\left(G_{\mathrm{ss}}\right)$. Since $\operatorname{vol}(U) / \operatorname{vol}(V) \in \mathbb{N}$ for $V \subseteq U$, this group is already generated by $\operatorname{vol}(U)^{-1}$ for maximal compact subgroups $U \subseteq G_{\mathrm{ss}}$. We have $\Gamma\left(G_{\mathrm{ss}}, d g\right)=\alpha \mathbb{Z}$ for some $\alpha>0$ because there are only finitely many maximal compact subgroups and $\operatorname{vol}(U) / \operatorname{vol}(V) \in \mathbb{Q}$ for all $U, V \in \operatorname{CO}\left(G_{\mathrm{ss}}\right)$. The number $\alpha$ depends on the choice of the Haar measure, of course. We let $\operatorname{size}(U):=\alpha \operatorname{vol}(U / C(G))$, so that $\operatorname{size}(U)^{-1} \in \mathbb{N}$ for all $U \in \mathrm{CO}(G ; C(G))$.

Lemma 37. Let $U \in \operatorname{CO}(G ; C(G))$, and let $W \in \operatorname{Mod}_{\chi}(U)$ be finite-dimensional. Let $c_{W}: U \rightarrow \mathbb{C}$ be the character of $W$. Then $\operatorname{tr}_{\text {univ }}\left(i_{U}^{G}\right)![W] \in \operatorname{HH}_{0}\left(\mathcal{H}_{\chi}(G)\right)$ is represented by the function

$$
c_{U, W}^{G}(g):= \begin{cases}\alpha \operatorname{size}(U)^{-1} \overline{c_{W}(g)} & \text { for } g \in U  \tag{25}\\ 0 & \text { for } g \notin U\end{cases}
$$

Moreover, $\operatorname{dim}\left(i_{U}^{G}\right)![W]=\alpha \operatorname{size}(U)^{-1} \operatorname{dim}(W)$. Thus $\operatorname{dim} x \in \alpha \mathbb{Z}$ for all $x$ in the range of the assembly map (24).

A similar result holds for compactly induced projective objects of $\operatorname{Mod}(G)$.
Proof. Since the universal trace is compatible with the functoriality of $\mathrm{K}_{0}$ and $\mathrm{HH}_{0}$, the first assertion follows if $\operatorname{tr}_{\text {univ }}[W]=\operatorname{vol}(U / C(G))^{-1} \overline{c_{W}(g)}$ in $\mathrm{HH}_{0}\left(\mathcal{H}_{\chi}(U)\right)$. We briefly recall how this well-known identity is proved. We may assume that $W$ is irreducible. Hence there is an idempotent $p_{W} \in \mathcal{H}_{\chi}(U)$ with $W \cong \mathcal{H}_{\chi}(U) p_{W}$. Thus $\operatorname{tr}_{\text {univ }}[W]=\left[p_{W}\right]$. We can compute $c_{W}(g)$ for $g \in G$ as the trace of the finite rank operator $f \mapsto \lambda(g) f * p_{W}$ on $\mathcal{H}_{\chi}(U)$. This operator has the integral kernel $(x, y) \mapsto p_{W}\left(y^{-1} g^{-1} x\right)$, so that

$$
\overline{c_{W}(g)}=c_{W}\left(g^{-1}\right)=\int_{U / C(G)} p_{W}\left(x^{-1} g x\right) d x
$$

This implies $\left[\overline{c_{W}}\right]=\int_{U / C(G)}[W] d x=\operatorname{vol}(U / C(G))[W]$ because conjugation does not change the class in $\mathrm{HH}_{0}\left(\mathcal{H}_{\chi}(U)\right)$. We get the formula for formal dimensions because $\operatorname{dim} x=\operatorname{tr}_{\text {univ }}(x)(1)$ and $c_{W}(1)=\operatorname{dim} W$. This lies in $\alpha \mathbb{Z}$ by construction of $\alpha$. By additivity, we get $\operatorname{dim} x \in \alpha \mathbb{Z}$ for all $x$ in the range of the assembly $\operatorname{map}(24)$.
7.6. Explicit finite projective resolutions. Let $V \in \operatorname{Mod}_{\chi}(G)$ be of finite length. Peter Schneider and Ulrich Stuhler construct an explicit finite projective resolution for such $V$ in [20]. We only sketch the construction very briefly. Let $\mathcal{B T}\left(G_{\mathrm{ss}}\right)$ be the affine Bruhat-Tits building of $G_{\text {ss }}$. One defines a coefficient system $\gamma_{e}(V)$ on
$\mathcal{B} \mathcal{T}\left(G_{\text {ss }}\right)$, which depends on an auxiliary parameter $e \in \mathbb{N}$ (see [20, Section II.2]); its value on a facet $F$ of $\mathcal{B T}\left(G_{\mathrm{ss}}\right)$ is the-finite-dimensional-space Fix $\left(U_{F}^{e}, V\right)$ for certain $U_{F}^{e} \in \mathrm{CO}(G)$. The cellular chain complex $C_{\bullet}\left(\mathcal{B} \mathcal{T}\left(G_{\mathrm{ss}}\right), \gamma_{e}(V)\right)$ with values in $\gamma_{e}(V)$ is a resolution of $V$ for sufficiently large $e([20$, Theorem II.3.1]). It is a finite projective resolution of $V$ in $\operatorname{Mod}_{\chi}(G)$ because the stabilisers of facets belong to $C O(G ; C(G))$ and the set of facets is $G_{\mathrm{ss}}$-finite.

Proposition 38. If $V \in \operatorname{Mod}_{\chi}(G)$ has finite length, then $\operatorname{Eul}(V)$ belongs to the range of the assembly map (24). Hence $\operatorname{dim}(\operatorname{Eul}(V)) \in \alpha \mathbb{Z}$.

Define the Euler-Poincaré function $f_{\mathrm{EP}}^{V} \in \mathcal{H}_{\chi}(G)$ of $V$ as in [20, page 135]. Then $\left[f_{\mathrm{EP}}^{V}\right]=\operatorname{tr}_{\text {univ }} \operatorname{Eul}(V) \in \mathrm{HH}_{0}\left(\mathcal{H}_{\chi}(G)\right)$. Thus $\operatorname{dim}(\operatorname{Eul}(V))=f_{\mathrm{EP}}(1)$ and $\mathrm{EP}_{\chi}(V, W)=\operatorname{tr}_{W}\left(f_{\mathrm{EP}}^{V}\right)$ for all admissible $W \in \operatorname{Mod}_{\chi}(G)$.

See also [20, Proposition III.4.22] and [20, Proposition III.4.1].
Proof. The finite projective resolution $C_{\bullet}\left(\mathcal{B} \mathcal{T}\left(G_{\mathrm{ss}}\right), \gamma_{e}(V)\right)$ is explicitly built out of compactly induced representations. Hence $\operatorname{Eul}(V)$ belongs to the range of the assembly map. Lemma 37 yields $\operatorname{dim}(\operatorname{Eul}(V)) \in \alpha \mathbb{Z}$ and allows us to compute $\operatorname{tr}_{\text {univ }} \operatorname{Eul}(V)$. Inspection shows that this is exactly $\left[f_{E P}^{V}\right]$.

Proposition 38 yields $\operatorname{dim} V=\operatorname{dim} \operatorname{Eul}(V) \in \alpha \mathbb{Z}$ if $V$ is irreducible supercuspidal. This rationality result is due to Marie-France Vignéras ([25]).

### 7.7. Euler characteristics and formal dimensions for square-integrable representations.

Theorem 39. Let $V \in \operatorname{Mod}_{\chi}(G)$ be irreducible and square-integrable. Let

$$
\iota: \mathrm{K}_{0}\left(\mathcal{H}_{\chi}(G)\right) \rightarrow \mathrm{K}_{0}\left(\mathcal{S}_{\chi}(G)\right)
$$

be induced by the embedding $\mathcal{H}_{\chi}(G) \rightarrow \mathcal{S}_{\chi}(G)$. Then $\iota(\operatorname{Eul}(V))=[V]$. Hence $[V]$ lies in the range of the assembly map

$$
\underset{\operatorname{Sub}(G ; C(G))}{\lim _{G}} \operatorname{Rep}_{\chi}(U) \rightarrow \mathrm{K}_{0}\left(\mathcal{H}_{\chi}(G)\right) \rightarrow \mathrm{K}_{0}\left(\mathcal{S}_{\chi}(G)\right)
$$

and $f_{\mathrm{EP}}^{V}(1)=\operatorname{dim}(\operatorname{Eul}(V))=\operatorname{dim}^{\mathcal{S}}(V)$. This number belongs to $\alpha \cdot \mathbb{N}_{\geq 1}$ with $\alpha$ as in Lemma 37.

Proof. Choose $e \in \mathbb{N}$ large enough such that $C \cdot\left(\mathcal{B T}\left(G_{\mathrm{ss}}\right), \gamma_{e}(V)\right)$ is a projective $\mathcal{H}_{\chi}(G)$-module resolution of $V$. Then

$$
\iota \operatorname{Eul}(V)=\sum_{n=0}^{\infty}(-1)^{n}\left[\mathcal{S}_{\chi}(G) \hat{\otimes}_{\mathcal{H}_{\chi}(G)} C_{n}\left(\mathcal{B} \mathcal{T}\left(G_{\mathrm{ss}}\right), \gamma_{e}(V)\right)\right]
$$

Since $\mathcal{S}_{\chi}(G)$ is isocohomological (Theorem 28), $\mathcal{S}_{\chi}(G) \hat{\otimes}_{\mathcal{H}_{\chi}(G)}^{\mathbb{L}} V \cong V$. Therefore, $\mathcal{S}_{\chi}(G) \hat{\otimes}_{\mathcal{H}_{\chi}(G)} C_{\bullet}\left(\mathcal{B} \mathcal{T}\left(G_{\text {ss }}\right), \gamma_{e}(V)\right)$ is still a projective $\mathcal{S}_{\chi}(G)$-module resolution of $V$. Since $V$ is projective as well (Proposition 36), this resolution splits by bounded $\mathcal{S}_{\chi}(G)$-module homomorphisms. This implies $[V]=\iota \operatorname{Eul}(V)$. The remaining assertions now follow from Proposition 38 and $\operatorname{dim}^{\mathcal{S}}(V)>0$.

Theorem 40. Let $U \in \operatorname{CO}(G ; C(G))$ and let $W \in \operatorname{Mod}_{\chi}(U)$ be finite-dimensional. Then there are at most $\operatorname{dim}(W) \cdot \operatorname{size}(U)^{-1}$ different irreducible square-integrable representations whose restriction to $U$ contains the representation $W$.

Proof. Let $V_{1}, \ldots, V_{N}$ be pairwise non-isomorphic irreducible square-integrable representations whose restriction to $U$ contains $W$. Let $X:=\mathcal{S}_{\chi}(G) \hat{\otimes}_{\mathcal{H}_{\chi}(U)} W$. There are natural adjoint associativity isomorphisms

$$
\operatorname{Hom}_{\mathcal{H}_{\chi}(U)}\left(W, V_{j}\right) \cong \operatorname{Hom}_{\mathcal{S}_{\chi}(G)}\left(X, V_{j}\right)
$$

for all $j$ (see [17]). Thus we get non-zero maps $X \rightarrow V_{j}$. They are surjective and admit bounded linear sections because the representations $V_{j}$ are irreducible and carry the fine bornology; since the representations $V_{j}$ are projective (Proposition 36), they even admit $G$-equivariant bounded linear sections. Thus $V_{1}, \ldots, V_{N}$ are direct summands of $X$. Since they are not isomorphic, $\bigoplus V_{j}$ is a direct summand of $X$ as well. Therefore, $\sum_{j=1}^{N} \operatorname{dim}^{S}\left(V_{j}\right) \leq \operatorname{dim}^{S} X$. Lemma 37 and Theorem 39 yield $\operatorname{dim}^{S} X=\alpha \operatorname{dim}(W) \operatorname{size}(U)^{-1}$ and $\operatorname{dim}^{S}\left(V_{j}\right) \geq \alpha$ for all $j$. Hence $N \leq \operatorname{dim}(W) \operatorname{size}(U)^{-1}$.

An irreducible square-integrable representation that is not supercuspidal is a subquotient of a representation that we get by Jacquet induction from a proper Levi subgroup. It is desirable in this situation to compute the formal dimension (and other invariants) of $V$ from its cuspidal data. This gives rise to some rather intricate computations; these are carried out in [1] for representations of $\mathrm{Gl}_{m}(D)$ for a division algebra $D$.

### 7.8. Some vanishing results.

Theorem 41. Let $V, W \in \operatorname{Mod}_{\chi}(G)$ be irreducible and tempered. If $V$ or $W$ is square-integrable, then $\operatorname{Ext}_{G}^{n}(V, W)=0$ for all $n \geq 1$ and

$$
\mathrm{EP}_{\chi}(V, W)= \begin{cases}1 & \text { if } V \cong W \\ 0 & \text { otherwise }\end{cases}
$$

Proof. Since $V$ and $W$ are tempered and $\mathcal{S}_{\chi}(G)$ is isocohomological, we have

$$
\operatorname{Ext}_{\mathcal{H}_{\chi}(G)}^{n}(V, W) \cong \operatorname{Ext}_{S_{\chi}(G)}^{n}(V, W)
$$

The latter vanishes for $n \geq 1$ by Proposition 36. For $n=0$ we are dealing with $\operatorname{Hom}_{G}(V, W)$, which is computed by Schur's Lemma.

THEOREM 42. If $V$ is irreducible and tempered but not square-integrable, then $f_{\mathrm{EP}}^{V}(1)=\operatorname{dim} \operatorname{Eul}(V)=0$.

Proof. This follows from the abstract Plancherel Theorem and Theorem 41 as in the proof of [20, Corollary III.4.7]. We merely outline the proof. The abstract Plancherel theorem applied to the type I $C^{*}$-algebra $C_{\text {red }, \chi}^{*}(G)$ yields that $f_{\mathrm{EP}}^{V}(1)$ is the integral of its Fourier transform $W \mapsto \operatorname{tr}_{W}\left(f_{\mathrm{EP}}^{V}\right)$ with respect to some measure $\mu$, which is called the Plancherel measure. Here $W$ runs through the tempered irreducible representations in $\operatorname{Mod}_{\chi}(G)$. Proposition 38 asserts that $\operatorname{tr}_{W}\left(f_{\mathrm{EP}}^{V}\right)=\mathrm{EP}_{\chi}(V, W)$.

We have $\operatorname{Ext}_{\mathcal{H}_{\chi}(G)}^{n}(V, W)=0$ for all $n \in \mathbb{N}$ and hence $\mathrm{EP}_{\chi}(V, W)=0$ unless $V$ and $W$ have the same infinitesimal character. Since the infinitesimal character is finite-to-one, the support of the function $W \mapsto \mathrm{EP}_{\chi}(V, W)$ is finite. Hence only atoms of the Plancherel measure $\mu$ contribute to the integral

$$
f_{\mathrm{EP}}^{V}(1)=\int \mathrm{EP}_{\chi}(V, W) d \mu(W)
$$

These atoms are exactly the square-integrable representations. Now Theorem 41 yields $f_{\mathrm{EP}}^{V}(1)=0$ unless $V$ is square-integrable. In addition, this computation shows that $f_{\mathrm{EP}}^{V}(1)=\operatorname{dim}^{\mathcal{S}}(V)$ if $V$ is square-integrable (compare Theorem 39).
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# A non-commutative geometry approach to the representation theory of reductive $p$-adic groups: Homology of Hecke algebras, a survey and some new results 

Victor Nistor


#### Abstract

We survey some of the known results on the relation between the homology of the full Hecke algebra of a reductive $p$-adic group $G$, and the representation theory of $G$. Let us denote by $\mathcal{C}_{c}^{\infty}(G)$ the full Hecke algebra of $G$ and by $\operatorname{HP}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ its periodic cyclic homology groups. Let $\hat{G}$ denote the admissible dual of $G$. One of the main points of this paper is that the groups $\mathrm{HP}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ are, on the one hand, directly related to the topology of $\hat{G}$ and, on the other hand, the groups $\mathrm{HP}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ are explicitly computable in terms of $G$ (essentially, in terms of the conjugacy classes of $G$ and the cohomology of their stabilizers). The relation between $\operatorname{HP}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ and the topology of $\hat{G}$ is established as part of a more general principle relating $\operatorname{HP}_{*}(A)$ to the topology of $\operatorname{Prim}(A)$, the primitive ideal spectrum of $A$, for any finite typee algebra $A$. We provide several new examples illustrating in detail this principle. We also prove in this paper a few new results, mostly in order to better explain and tie together the results that are presented here. For example, we compute the Hochschild homology of $\mathcal{O}(X) \rtimes \Gamma$, the crossed product of the ring of regular functions on a smooth, complex algebraic variety $X$ by a finite group $\Gamma$. We also outline a very tentative program to use these results to construct and classify the cuspidal representations of $G$. At the end of the paper, we also recall the definitions of Hochschild and cyclic homology.


## Introduction

To motivate the results surveyed in this paper, let us look at the following simple example. Precise definitions will be given below. Let $G$ be a finite group and $A:=\mathbb{C}[G]$ be its complex group algebra. Then $A$ is a finite dimensional, semisimple complex algebra, and hence $A \simeq \oplus_{j=1}^{d} M_{n_{j}}(\mathbb{C})$. (This is an elementary result that can be found in [31]; see also [50]). The Hochschild homology of $A$ is then, on the one hand,

$$
\begin{equation*}
\operatorname{HH}^{0}(A) \simeq \oplus_{j=1}^{d} \operatorname{HH}^{0}\left(M_{n_{j}}(\mathbb{C})\right) \simeq \mathbb{C}^{d} . \tag{1}
\end{equation*}
$$

On the other hand, $\operatorname{HH}^{0}(A)$ is the space of traces on $A$, and hence it identifies with the space of class functions on $G$. Let $\langle G\rangle$ denote the set of conjugacy classes of $G$ and $\# S$ denote the number of elements in a set $S$. Then $\operatorname{HH}^{0}(A)$ has dimension $\#\langle G\rangle$. In other words,

Proposition 0.1 (Classical). Let $G$ be a finite group. Then $G$ has as many (equivalence classes of) irreducible, complex representations as conjugacy classes.

One of our goals was to investigate to what extent Proposition 0.1 extends to other groups. It is clear that the formulation of any possible extension of Proposition 0.1 will depend on the class of groups considered and will not be as simple as in the finite group case. Moreover, this question will not be answered in a few papers and is more of a program (going back to Gelfand, Langlands, Manin, and other people) than an explicit question. Nevertheless, something from Proposition 0.1 does remain true in certain cases. An example is the theory of characters for compact Lie groups.

In this paper, we will investigate a possible analog of Proposition 0.1 for the case of a reductive $p$-adic group $G$. Recall that a $p$-adic group $G=\mathbb{G}(\mathbb{F})$ is the set of $\mathbb{F}$-rational points of a linear algebraic group $\mathbb{G}$ defined over a non-archemedean, non-discrete, locally compact field $\mathbb{F}$ of characteristic zero (so $\mathbb{F}$ is a finite algebraic extension of the field $\mathbb{Q}_{l}$ of $l$-adic numbers, for some prime $l$ ). A vague formulation of our main result is as follows.

Let $\operatorname{HP}_{k}(A)$ denote the periodic cyclic homology groups of the algebra $A$. Also, let $\mathcal{C}_{c}^{\infty}(G)$ denote the space of compactly supported, locally constant functions on $G$ and let $\hat{G}$ denote the admissible dual of $G$ with the Jacobson topology. Then the results of $[\mathbf{2}, \mathbf{3}, \mathbf{2 9}, \mathbf{4 7}]$ give the following result that will be made more precise below.

Theorem 0.2. The groups $\operatorname{HP}_{j}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ are explicitly determined by the geometry of the conjugacy classes of $G$ and the cohomology of their stabilizers and they are (essentially) isomorphic to the singular cohomology groups of $\hat{G}$.

One of the main purposes of this paper is to explain the above theorem. This theorem is useful especially because it is much easier to determine the groups $\mathrm{HP}_{j}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ (and hence, to a large extent, the algebraic cohomology of $\hat{G}$ ) than it is to determine $\hat{G}$ itself. Moreover, we will briefly sketch a plan to say more about the actual structure of $\hat{G}$ using the knowledge of the topology of $\hat{G}$ acquired from the determination of $\mathrm{HP}_{j}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ in terms of the geometry of the conjugacy classes of $G$ and the cohomology of their stabilizers. See also [1] for a survey of the applications of non-commutative geometry to the representation theory of reductive $p$-adic groups.

The paper is divided into two parts. The first part, consisting of Sections 1-4 is more advanced, whereas the last three sections review some basic material. In Section 1 we review the basic result relating the cohomology of the maximal spectrum of a commutative algebra $A$ to its periodic cyclic homology groups $\mathrm{HP}_{*}(A)$. The relation between forms on $\operatorname{Max}(A)$ and the Hochschild homology groups $\operatorname{HH}_{*}(A)$ are also discussed here. These are basic results due to Connes [16], Feigin and Tsygan [20], and Loday and Quillen [33]. We also discuss the Excisition principle in periodic cyclic homology [19] and it's relation with $K$-theory. In Section 2 we discuss generalizations of these results to finite type algebras, a class of algebras directly relevant to the representation theory of $p$-adic groups that was introduced in $[\mathbf{2 9}]$. We also use these results to compute the periodic cyclic homology and the Hochschild homology of several typical examples of finite type algebras. In the following section, Section 3, we introduce spectrum preserving morphisms, which were shown in [3] to induce isomorphisms on periodic cyclic homology. This then led to a determination of the periodic cyclic homology of Iwahori-Hecke algebras in that paper. In Section 4, we recall the explicit calculation of the Hochschild and periodic
cyclic homology groups of the full Hecke algebra $\mathcal{C}_{c}^{\infty}(G)$. The last three sections briefly review for the benefit of the reader the definitions of Hochschild homology, cyclic and periodic cyclic homology, and, respectively, the Chern character.

This first part of the paper follows fairly closely the structure of my talk given at the conference "Non-commutative geometry and number theory" organized by Yuri Manin and Matilde Marcolli, whom I thank for their great work and for the opportunity to present my results. I have included, however, some new results, mostly to better explain and illustrate the results surveyed.

## 1. Periodic cyclic homology versus singular cohomology

Let us discuss first to what extent the periodic cyclic homology groups $\operatorname{HP}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ are related to the topology - more precisely to the singular cohomology - of $\hat{G}$. In the next section, we will discuss this again in the more general framework of "finite type algebras" (Definition 2.1). The definitions of the homology groups considered in this paper and of the Connes-Karoubi character are recalled in the last three sections of this paper.

One of the main goals of non-commutative geometry is to generalize the correspondence (more precisely, contravariant equivalence of categories)

$$
\begin{equation*}
\text { "Space" } X \leftrightarrow \mathcal{F}(X):=\text { "the algebra of functions on } X \text { " } \tag{2}
\end{equation*}
$$

to allow for non-commutative algebras on the right-hand side of this correspondence. This philosophy was developed in many papers, including $[\mathbf{5}, \mathbf{1 3}, \mathbf{4}, \mathbf{1 5}$, $16,17,25,30,32,33,40,41,42,43,44]$, to mention only some of the more recent ones. The study of the $K$-theory of $C^{*}$-algebras, a field on its own, certainly fits into this philosophy. The extension of the correspondence in Equation 2 would lead to methods to study (possibly) non-commutative algebras using our geometric intuition. In Algebraic geometry, this philosophy is illustrated by the correspondence (i.e. contravariant equivalence of categories) between affine algebraic varieties over a field $\mathfrak{k}$ and commutative, reduced, finitely generated algebras over $\mathfrak{k}$. In Functional analysis, this principle is illustrated by the Gelfand-Naimark equivalence between the category of compact topological spaces and the category of commutative, unital $C^{*}$-algebras. In all these cases, the study of the "space" then proceeds through the study of the "algebra of functions on that space." For this approach to be useful, one should be able to define many invariants of $X$ in terms of $\mathcal{F}(X)$ alone, preferably without using the commutativity of $\mathcal{F}(X)$.

It is a remarkable fact that one can give completely algebraic definitions for $\Omega^{q}(X)$, the space of differential forms on $X$ (for suitable $X$ ) just in terms of $\mathcal{F}(X)$. Even more remarkable is that the singular cohomology of $X$ (again for suitable $X$ ) can be defined in purely algebraic terms using only $\mathcal{F}(X)$. In these definitions, we can then replace $\mathcal{F}(X)$ with a non-commutative algebra $A$. Let us now recall these results.

We denote by $\mathrm{HH}_{j}(A)$ the Hochschild homology groups of an algebra $A$ (see Section 5 for the definition). As we will see below, for applications to representation theory we are mostly interested in the algebraic case, so we state those first and then we state the results on smooth manifolds. We begin with a result of LodayQuillen [33], in this result $\mathcal{F}(X)=\mathcal{O}(X)$, the ring of regular (i.e. polynomial) functions on the algebraic variety $X$.

Theorem 1.1 (Loday-Quillen). Let $X$ be a smooth, complex, affine algebraic variety. Then

$$
\operatorname{HH}_{j}(\mathcal{O}(X)) \simeq \Omega^{j}(X)
$$

the space of algebraic forms on $X$.
A similar results holds when $X$ is a smooth compact manifold and $\mathcal{F}(X)=$ $\mathcal{C}^{\infty}(X)$ is the algebra of smooth functions on $X$ [16]. See also the Hochschild-Kostant-Rosenberg paper [23].

Theorem 1.2 (Connes). Let $X$ be a compact, smooth manifold. Then

$$
\operatorname{HH}_{j}\left(\mathcal{C}^{\infty}(X)\right) \simeq \Omega^{j}(X)
$$

the space of smooth forms on $X$.
These results extend to recover the singular cohomology of (suitable) spaces, as seen in the following two results due to Feigin-Tsygan [20] and Connes [16]. For any functor $F_{j}$ [respectively, $F^{j}$ ], we shall denote by $F_{[j]}=\oplus_{k} F_{j+2 k}$ [respectively, $\left.F^{[j]}=\oplus_{k} F^{j+2 k}\right]$. This will mostly be used for $F^{j}(X)=\mathrm{H}^{j}(X)$, the singular cohomology of $X$.

Theorem 1.3 (Feigin-Tsygan). Let $X$ be a complex, affine algebraic variety and $\mathcal{O}(X)$ be the ring of regular (i.e. polynomial) functions on $X$. Then

$$
\operatorname{HP}_{j}(\mathcal{O}(X)) \simeq \mathrm{H}^{[j]}(X)
$$

For smooth algebraic varieties, this result follows from the Loday-Quillen result on Hochschild homology mentioned above. See [29] for a proof of this theorem that proceed by reducing it to the case of smooth varieties. For smooth manifolds, the result again follows from the corresponding result on Hoschschild homology.

Theorem 1.4 (Connes). Let $X$ be a compact, smooth manifold and $\mathcal{C}^{\infty}(X)$ be the algebra of smooth functions on $X$. Then

$$
\operatorname{HP}_{j}\left(\mathcal{C}^{\infty}(X)\right) \simeq \mathrm{H}^{[j]}(X)
$$

These results are already enough justification for declaring periodic cyclic homology to be the "right" extension of singular cohomology for the category (suitable) spaces to suitable categories of algebras. However, the most remarkable result justifying this is the "Excision property" in periodic cyclic homology, a breakthrough result of Cuntz and Quillen [19].

Theorem 1.5 (Cuntz-Quillen). Any two-sided ideal J of an algebra A over a characteristic 0 field gives rise to a periodic six-term exact sequence


A similar results holds for Hochschild and cyclic homology, provided that the ideal $J$ is an $H$-unital algebra in the sense of Wodzicki [53], see Section 5. We shall refer to the following result of Wodzicki as the "Excision principle in Hochschild homology."

Theorem 1.6 (Wodzicki). Let $J \subset A$ be a $H$-unital ideal of a complex algebra A. Then there exists a long exact sequence

$$
\begin{aligned}
0 \leftarrow \mathrm{HH}_{0}(A / J) & \leftarrow H H_{0}(A) \leftarrow \mathrm{HH}_{0}(J) \stackrel{\partial}{\leftarrow} \mathrm{HH}_{1}(A / J) \\
& \leftarrow \mathrm{HH}_{k}(A / J) \leftarrow H H_{k}(A) \leftarrow \mathrm{HH}_{k}(J) \stackrel{\partial}{\leftarrow} \mathrm{HH}_{k+1}(A / J) \leftarrow \ldots
\end{aligned}
$$

The same result remains valid if we replace Hochschild homology with cyclic homology.

Also, there exist excision results for topological algebras $[\mathbf{1 2}, \mathbf{1 8}]$. An important part of the proof of the Excision property is to provide a different definition of cyclic homology in terms of $X$-complexes. Then the proof is ingeniously reduced to Wodzicki's result on the excision in Hochschild homology, using also an important theorem of Goodwillie [22] that we now recall.

Theorem 1.7 (Goodwillie). If $I \subset A$ is a nilpotent two-sided ideal, then the quotient morphism $A \rightarrow A / I$ induces an isomorphism $\mathrm{HP}_{*}(A) \rightarrow \mathrm{HP}_{*}(A / I)$. In particular, $\operatorname{HP}_{*}(I)=0$ whenever $I$ is nilpotent.

One of the main original motivations for the study of cyclic homology was the need for a generalization of the classical Chern character $C h: K^{j}(X) \rightarrow \mathrm{H}^{[j]}(X)$ $[\mathbf{1 6}, \mathbf{1 7}, \mathbf{2 5}, \mathbf{3 2}]$. Indeed, an extension is obtained in the form of the ConnesKaroubi character

$$
\begin{equation*}
C h: K_{j}(A) \rightarrow \operatorname{HP}_{j}(A) \tag{4}
\end{equation*}
$$

It is interesting then to notice that excision in periodic cyclic homology is compatible with excision in $K$-theory, which is seen from the following result [46], originally motivated by questions in the analysis of elliptic operators (more precisely, Index theory).

Theorem 1.8 (Nistor). Let $I \subset A$ the a two-sided ideal of a complex algebra A. Then the following diagram commutes


Let $X$ be a complex, affine algebraic variety, $\mathcal{O}(X)$ the ring of polynomial functions on $X, X^{\text {an }}$ the underlying locally compact topological space, and $Y \subset X$ be a subvariety. Let $I \subset \mathcal{O}(X)$ be the ideal of functions vanishing on $Y$. Then the above theorem shows, in particular, that the periodic six term exact sequence of periodic cyclic homology groups associated to the exact sequence

$$
\begin{equation*}
0 \longrightarrow I \longrightarrow \mathcal{O}(X) \longrightarrow \mathcal{O}(Y) \longrightarrow 0 \tag{5}
\end{equation*}
$$

of algebras by the Excision principle is obtained from the long exact sequence in singular cohomology of the pair ( $X^{\text {an }}, Y^{\text {an }}$ ) by making the groups periodic of period two $[\mathbf{2 9}, \mathbf{4 6}]$. The same result holds true for the exact sequence of algebras associated to a closed submanifold $Y$ of a smooth manifold $X$.

## 2. Periodic cyclic homology and $\hat{G}$

Let $A$ be an arbitrary complex algebra. The kernel of an irreducible representation of $A$ is called a primitive ideal of $A$. We shall denote by $\operatorname{Prim}(A)$ the primitive ideal spectrum of $A$, consisting of all primitive ideals of $A$. We endow $\operatorname{Prim}(A)$ with the Jacobson topology. Thus, a set $V \subset \operatorname{Prim}(A)$ is open if, and only if, $V$ is the set of primitive ideals not containing some fixed ideal $I$ of $A$. We have

$$
\operatorname{Prim}(\mathcal{O}(X))=: \operatorname{Max}(\mathcal{O}(X))=X
$$

the set of maximal ideals of $A=\mathcal{O}(X)$ with the Zariski topology. If $A=\mathcal{C}^{\infty}(X)$, where $X$ is a smooth compact manifold, then again $\operatorname{Prim}(A)=\operatorname{Max}(A)=X$ with the usual (i.e. locally compact, Hausdorff) topology on $X$. We are interested in the primitive ideal spectra of algebras because

$$
\begin{equation*}
\operatorname{Prim}\left(\mathcal{C}_{c}^{\infty}(G)\right)=\hat{G} \tag{6}
\end{equation*}
$$

a deep result due to Bernstein [7]. For the purpose of this paper, we could as well take $\operatorname{Prim}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ to be the actual definition of $\hat{G}$.

In view of the results presented in the previous section, it is reasonable to assume that the determination of the groups $\operatorname{HP}_{j}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ would give us some insight into the topology of $\hat{G}$. I do not know any general result relating the singular cohomology of $\hat{G}$ to $\mathrm{HP}_{j}\left(\mathcal{C}_{c}^{\infty}(G)\right)$, although it is likely that they coincide. Anyway, due to the fact that the topology on $\hat{G}$ is highly non-Hausdorff topology, it is not clear that the knowledge of the groups $\mathrm{H}^{j}(\hat{G})$ would be more helpful than the knowledge of the groups $\operatorname{HP}_{j}\left(\mathcal{C}_{c}^{\infty}(G)\right)$.

For reasons that we will explain below, it will be convenient in what follows to work in the framework of "finite typee algebras" [29]. All our rings have a unit (i.e. they are unital), but the algebras are not required to have a unit.

Definition 2.1. Let $\mathfrak{k}$ be a finitely generated commutative, complex ring. A finite typee $\mathfrak{k}$-algebra is a $\mathfrak{k}$-algebra that is a finitely generated $\mathfrak{k}$-module.

The study of $\hat{G}$ as well as that of $A=\mathcal{C}_{c}^{\infty}(G)$ reduces to the study of finite typee algebras by considering the connected components of $\hat{G}$ and their commuting algebras, in view of some results of Bernstein [7] that we now recall. Let $D \subset \hat{G}$ be a connected component of $\hat{G}$. Then $D$ corresponds to a cuspidal representation $\sigma$ of a Levi subgroup $M \subset G$. Let $M_{0}$ be the subgroup of $M$ generated by the compact subgroups of $M$ and $H_{D}$ be the representation of $G$ induced from the restriction of $\sigma$ to $M_{0}$. The space $H_{D}$ can be thought of as the holomorphic family of induced representations of $\operatorname{ind}_{M}^{G}(\sigma \chi)$, where $\chi$ ranges through the caracters of $M / M_{0}$. Let $A_{D}$ be the algebra of $G$-endomorphisms of $H_{D}$. This is Bernstein's celebrated "commuting algebra." The annihilator of $H_{D}$ turns out to be a direct summand of $\mathcal{C}_{c}^{\infty}(G)$ with complement the two-sided ideal $\mathcal{C}_{c}^{\infty}(G)_{D} \subset \mathcal{C}_{c}^{\infty}(G)$. Then the category of modules over $\mathcal{C}_{c}^{\infty}(G)_{D}$ is equivalent to the category of modules over $A_{D}$. Our main reason for introducing finite typee algebras is that the algebra $A_{D}$ is a unital finite typee algebra and

$$
\begin{equation*}
D=\operatorname{Prim}\left(A_{D}\right) \tag{7}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left.\mathcal{C}_{c}^{\infty}(G)\right)=\oplus_{D} \mathcal{C}_{c}^{\infty}(G)_{D} \tag{8}
\end{equation*}
$$

To get consequences for the periodic cyclic homology, we shall need the following result.

Proposition 2.2. Let $B$ be a complex algebra such that $B \simeq \oplus_{n \in \mathbb{N}} B_{n}$ for some two-sided ideals $B_{n} \subset B$. Assume that $B=\cup e_{k} B e_{k}$, for a sequence of idempotents $e_{k} \in B$ and that $\operatorname{HH}_{q}(B)=0$ for $q>N$, for some given $N$. Then

$$
\operatorname{HP}_{q}(B) \simeq \oplus_{n \in \mathbb{N}} \operatorname{HP}_{q}\left(B_{n}\right)
$$

Proof. The algebra $B$ and each of the two-sided ideals $B_{n}$ are $H$-unital. Then

$$
\mathrm{HH}_{q}(B) \simeq \oplus_{n \in \mathbb{N}} \mathrm{HH}_{q}\left(B_{n}\right),
$$

by Wodzicki's excision theorem and the continuity of Hochschild homology (i.e. the compatibility of Hochschild homology with inductive limits). Then $\mathrm{HH}_{q}\left(B_{n}\right)=0$ for $q>N$ and any $n$. Therefore $\operatorname{HP}_{k}\left(B_{n}\right)=\operatorname{HC}_{k}\left(B_{n}\right)$ for $k \geq N$, by the SBIlong exact sequence (this exact sequence is recalled in Section 6). Unlike periodic cyclic homology, cyclic homology is continuous (i.e. it is compatible with inductive limits). Using again Wodzicki's excision theorem, we obtain

$$
\operatorname{HP}_{k}=\operatorname{HC}_{k}(B) \simeq \oplus_{n \in \mathbb{N}} \operatorname{HC}_{k}\left(B_{n}\right)=\oplus_{n \in \mathbb{N}} \operatorname{HP}_{k}\left(B_{n}\right)
$$

for $k \geq N$. This completes the proof.
The above discussion gives the following result mentioned in [29] without proof. For the proof, we shal also use Theorem 4.1, which implies, in particular, that $\mathrm{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ vanishes for $q$ greater than the split rank of $G$. This is, in fact, a quite non-trivial property of $\mathcal{C}_{c}^{\infty}(G)$ and of the finite type algebras $A_{D}$, as we shall see below in Example 2.14.

THEOREM 2.3. Let $D$ be the set of connected components of $\hat{G}$, then

$$
\operatorname{HP}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)=\oplus_{D} \operatorname{HP}_{q}\left(\mathcal{C}_{c}^{\infty}(G)_{D}\right) \simeq \oplus_{D} \operatorname{HP}_{q}\left(A_{D}\right)
$$

Proof. The first part follows directly from the results above, namely from Equation (8), Proposition 2.2, and Theorem 4.1 (which implies that $\mathrm{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)=$ 0 for $q>N$, for $N$ large).

To complete the proof, we need to check that

$$
\begin{equation*}
\operatorname{HP}_{q}\left(\mathcal{C}_{c}^{\infty}(G)_{D}\right) \simeq \operatorname{HP}_{q}\left(A_{D}\right) \tag{9}
\end{equation*}
$$

Let $e_{k}$ be a sequence of idempotents of $\mathcal{C}_{c}^{\infty}(G)$ corresponding to a basis of neighborhood of the identity of $G$ consisting of compact open subgroups. Then, for $k$ large, the unital algebra $e_{k} \mathcal{C}_{c}^{\infty}(G) e_{k}$ is Morita equivalent to $A_{D}$, an imprimitivity module being given by $e_{k} H_{D}$. (Recall from above that $H_{D}$ is the induced representation from a cuspidal representation of $M_{0}$, where $M$ is a Levi subfactor defining the connected component $D$ and $M_{0}$ is the subgroup of $M$ generated by its compact subgroups.)

In particular, $\mathrm{HH}_{q}\left(e_{k} \mathcal{C}_{c}^{\infty}(G)_{d} e_{k}\right)$ vanish for $q$ large. The same argument as above (using Theorem 4.1 below) shows that $\operatorname{HP}_{q}\left(\mathcal{C}_{c}^{\infty}(G)_{D}\right) \simeq \operatorname{HP}_{q}\left(e_{k} \mathcal{C}_{c}^{\infty}(G)_{D} e_{k}\right)$, for $k$ large. The isomorphism $\operatorname{HP}_{q}\left(\mathcal{C}_{c}^{\infty}(G)_{D}\right) \simeq \mathrm{HP}_{q}\left(A_{D}\right)$ then follows from the invariance of Hochschild homology with respect to Morita equivalence.

For suitable $G$ and $D$,

$$
\begin{equation*}
A_{D}=H_{q} \tag{10}
\end{equation*}
$$

that is, the commuting algebra of $D$ is the Iwahori-Hecke algebra associated to $G$ (or to its extended affine Weyl group), [ $\mathbf{9}]$. The periodic cyclic homology groups of $H_{q}$ were determined in $[\mathbf{2}, \mathbf{3}]$, and will be recalled in Section 3.

In view of Equations (7) and (8) and of the Theorem 2.3, we see that in order to relate the groups $\operatorname{HP}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ to the topology of $\hat{G}$, it is enough to relate $\operatorname{HP}_{*}(A)$ to the topology of $\operatorname{Prim}(A)$ for an arbitrary finite typee algebra. For the rest of this and the following section, we shall therefore concentrate on finite typee algebras and their periodic cyclic homology.

If $\mathfrak{I} \subset A$ is a primitive ideal of the finite typee $\mathfrak{k}$-algebra $A$, then the intersection $\mathfrak{I} \cap Z(A)$ is a maximal ideal of $Z(A)$. The resulting map

$$
\Theta: \operatorname{Prim}(A) \rightarrow \operatorname{Max}(Z(A))
$$

is called the central character map. We similarly obtain a map $\Theta: \operatorname{Prim}(A) \rightarrow$ $\operatorname{Max}(\mathfrak{k})$, also called the central character map.

The topology on $\operatorname{Prim}(A)$ and the groups $\mathrm{HP}_{j}(A)$ are related through a spectral sequence whose $E^{2}$ are given by the singular cohomology of various strata of $\operatorname{Prim}(A)$ that are better behaved than $\operatorname{Prim}(A)$ itself, Theorem 2.5 below. To state our next result, due to Kazhdan, Nistor, and Schneider [29], we need to introduce some notation and definitions.

We shall use the customary notation to denote by 0 the ideal $\{0\}$. Recall that an algebra $B$ is called semiprimitive if the intersection of all its primitive ideals is 0 . Also, we shall denote by $Z(B)$ the center of an algebra $B$. We shall need the following definition from [29]

Definition 2.4. A finite decreasing sequence

$$
A=\mathfrak{I}_{0} \supset \mathfrak{I}_{1} \supset \ldots \supset \mathfrak{I}_{n-1} \supset \mathfrak{I}_{n}
$$

of two-sided ideals of a unital finite type algebra $A$ is an abelian filtration if and only if the following three conditions are satisfied for each $k$ :
(i) The quotient $A / \mathfrak{I}_{k}$ is semiprimitive.
(ii) For each maximal ideal $\mathfrak{p} \subset Z_{k}:=Z\left(A / \mathfrak{I}_{k}\right)$ not containing $I_{k-1}:=Z_{k} \cap$ $\left(\mathfrak{I}_{k-1} / \mathfrak{I}_{k}\right)$, the localization $\left(A / \mathfrak{I}_{k}\right)_{\mathfrak{p}}=\left(Z_{k} \backslash \mathfrak{p}\right)^{-1}\left(A / \mathfrak{I}_{k}\right)$ is an Azumaya algebra over $\left(Z_{k}\right)_{\mathfrak{p}}$,
(iii) The quotient $\left(\mathfrak{I}_{k-1} / \mathfrak{I}_{k}\right) / I_{k-1}\left(A / \mathfrak{I}_{k}\right)$ is nilpotent and $\mathfrak{I}_{n}$ is the intersection of all primitive ideals of $A$.

Consider an abelian filtration $\left(\mathfrak{I}_{k}\right), k=0, \ldots, n$ of a finite type $\mathfrak{k}$-algebra $A$. Then, for each $k$, the center $Z_{k}$ of $A / \mathfrak{I}_{k}$ is a finitely generated complex algebra, and hence it is isomorphic to the ring of regular functions on an affine, complex algebraic variety $X_{k}$. Let $Y_{k} \subset X_{k}$ be the subvariety defined by $I_{k-1}:=Z_{k} \cap\left(\mathfrak{I}_{k-1} / \mathfrak{I}_{k}\right)$. For any complex algebraic variety $X$, we shall denote by $X^{\text {an }}$ the topological space obtained by endowing the set $X$ with the locally compact topology induced by some embedding $X \subset \mathbb{C}^{N}, N$ large. We shall call $X^{\text {an }}$ the analytic space underlying $X$. For instance, we shall refer to $X_{k}^{\mathrm{an}}$ and $Y_{k}^{\text {an }}$ as the analytic spaces associated to the filtration $\left(\mathfrak{I}_{k}\right)$ of $A$. Then we have the following result from $[\mathbf{2 9 ]}$

THEOREM 2.5 (Kazhdan-Nistor-Schneider). If $Y_{p}^{\text {an }} \subset X_{p}^{\text {an }}$ are the analytic spaces associated to an abelian filtration of a finite type algebra $A$, then there exists a natural spectral sequence with

$$
E_{-p, q}^{1}=\mathrm{H}^{[q-p]}\left(X_{p}^{\mathrm{an}}, Y_{p}^{\mathrm{an}}\right)
$$

convergent to $\mathrm{HP}_{q-p}(A)$.
If the algebra $A$ in the above theorem is commutative, then any decreasing filtration of $A$ (by radical ideals) is abelian, which explains the terminology "abelian filtration." Moroever, in this case our spectral sequence reduces to the spectral sequence in singular cohomology associated to the filtration of a space by closed subsets.

Every finite type algebra has an abelian filtration. Indeed, we can take $\mathfrak{I}_{k}$ to be the intersection of the kernels of all irreducible representations of dimension at most $k$. This filtration is called the standard filtration.

Example 2.6. Let $a_{1}, a_{2}, \ldots, a_{l} \in \mathbb{C}$ be distinct points and $v_{1}, v_{2}, \ldots, v_{l} \in \mathbb{C}^{2}$ be non-zero (column) vectors. Let $\mathbb{C}[x]=\mathcal{O}(\mathbb{C})$ denote the algebra of polynomials in one variable and define

$$
\begin{equation*}
A_{1}:=\left\{P \in M_{2}(\mathbb{C}[x]), F\left(a_{j}\right) v_{j} \in \mathbb{C} v_{j}\right\} \tag{11}
\end{equation*}
$$

Then $A_{1}$ is a finite type algebra with center $Z=Z\left(A_{1}\right)$, the subalgebra of matrices of the form $P E_{2}$, where $P \in \mathbb{C}[x]$ and $E_{2}$ is the identity matrix in $M_{2}(\mathbb{C})$.

We filter $A_{1}$ by the ideals

$$
\mathfrak{I}_{1}=\left\{P \in A_{1}, F\left(a_{j}\right)=0\right\}
$$

and $\mathfrak{I}_{2}=0$. We have

$$
A_{1} / \mathfrak{I}_{1} \simeq \mathbb{C}^{2 k}
$$

a semi-primitive (i.e. reduced) commutative algebra with center

$$
Z_{1}:=Z\left(A_{1} / \mathfrak{I}_{1}\right)=A_{1} / \mathfrak{I}_{1}=\mathbb{C}^{2 k}
$$

Then $I_{0}:=Z\left(A_{1} / \mathfrak{I}_{1}\right) \cap \mathfrak{I}_{0}=A_{1}$ and hence no maximal ideal $\mathfrak{p}$ contains $I_{0}$. On the other hand, the algebra $A_{1} / \mathfrak{I}_{1}$ is an Azumaya algebra, so Condition (ii) of Definition 2.4 is automatically satisfied for $k=1$. Similarly, the quotient $\left(\mathfrak{I}_{0} / \mathfrak{I}_{1}\right) / I_{0}\left(A_{1} / \mathfrak{I}_{1}\right)=$ 0 , and hence it is nilpotent. Hence Condition (iii) of Definition 2.4 is also satisfied for $k=1$. The space $X_{1}$ consists of $2 l$ points (two copies of each $a_{j}$ ) and $Y_{1}$ is empty.

Next, $Z_{2}=Z \simeq \mathbb{C}[x]$ and $A_{1}=A_{1} / \Im_{2}$ is semi-primitive. The ideal $I_{1}:=Z_{2} \cap \mathfrak{I}_{1}$ consists of the polynomials vanishing at the given values $a_{j}$. In this case, $X_{2}=\mathbb{C}$ and $Y_{2}=\left\{a_{1}, \ldots, a_{l}\right\}$. The Conditions (i-iii) of Definition 2.4 are easily checked for $k=2$. This also follows from the fact that $\mathcal{I}_{j}$ is the standard filtration of $A_{1}$.

The spectral sequence of Theorem 2.5 then becomes $E_{-p, q}^{1}=0$, unless $p=1$ or $p=2$, in which case we get

$$
E_{-1, q}^{1}=\mathrm{H}^{[q-1]}\left(X_{1}, Y_{1}\right)= \begin{cases}\mathbb{C}^{2 l} & \text { if } q \text { is odd } \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
E_{-2, q}^{1}=\mathrm{H}^{[q-2]}\left(X_{2}, Y_{2}\right)= \begin{cases}\mathbb{C}^{l-1} & \text { if } q \text { is odd } \\ 0 & \text { otherwise } .\end{cases}
$$

The differential $d^{1}: E_{-p, q}^{1} \rightarrow E_{-p-1, q}^{1}$ turns out to be surjective for $p=1$ and $q$ odd. For some obvious geometric reasons, the spectral sequence $E_{p, q}^{r}$ at $r=2$ then collapses and gives

$$
\begin{equation*}
\operatorname{HP}_{0}\left(A_{1}\right) \simeq E_{-1,1}^{2} \simeq \mathbb{C}^{l+1} \tag{12}
\end{equation*}
$$

and $\operatorname{HP}_{1}\left(A_{1}\right)=0$. We shall look again at the algebra $A_{2}$, from a different point of view, in Example 3.5.

Let us consider now the following related example.
Example 2.7. Let $A_{2}=M_{2}(\mathbb{C}[x]) \oplus \mathbb{C}^{l}$. Then the standard filtration of $A_{2}$ is $\mathfrak{I}_{0}=A_{2}, \mathfrak{I}_{1}=M_{2}(\mathbb{C}[x])$, and $\mathfrak{I}_{2}=0$. The center of $A_{2} / \mathfrak{I}_{1}$ is $Z_{1} \simeq \mathbb{C}^{l}$. We have that $X_{1}$ consists of $l$ points and $Y_{1}=0$. The center of $A_{2} / \Im_{2}$ is $Z_{2} \simeq \mathbb{C}[x] \oplus \mathbb{C}^{l}$. Then $X_{2}=\mathbb{C} \cup X_{1}$ and $Y_{2}=X_{1}$, where $X_{1} \cap \mathbb{C}=\emptyset$.

The spectral sequence of Theorem 2.5 then becomes $E_{-p, q}^{1}=0$, unless $p=1$ or $p=2$, in which case we get

$$
E_{-1, q}^{1}=\mathrm{H}^{[q-1]}\left(X_{1}, Y_{1}\right)=\left\{\begin{array}{lr}
\mathbb{C}^{l} & \text { if } q \text { is odd } \\
0 & \text { otherwise }
\end{array}\right.
$$

and

$$
E_{-2, q}^{1}=\mathrm{H}^{[q-2]}\left(X_{2}, Y_{2}\right)=\left\{\begin{array}{lc}
0 & \text { if } q \text { is odd } \\
\mathbb{C} & \text { otherwise }
\end{array}\right.
$$

The spectral sequence collapses at the $E^{1}$ term for geometric reasons and hence

$$
\begin{equation*}
\operatorname{HP}_{0}\left(A_{2}\right) \simeq E_{-1,1}^{1} \oplus E_{-2,2}^{1} \simeq \mathbb{C}^{l+1} \tag{13}
\end{equation*}
$$

and $\operatorname{HP}_{1}\left(A_{1}\right)=0$.
The algebras $A_{1}$ and $A_{2}$ in the above examples turned out to have the same periodic cyclic homology groups. These algebras are simple, but representative, of the finite type algebras arising in the representation theory of reductive $p$-adic groups. Clearly, the periodic cyclic homology groups of these algebras provide important information on the structure of these algebras, but fails to distinguish them. At a heuristical level, distinguishing between $A_{1}$ and $A_{2}$ is the same problem as distinguishing between square integrable representations and supercuspidal representations. This issue arises because both these types of representations provide similar homology classes in $\mathrm{HP}_{0}$ (through the Chern characters of the idempotents defining them). It is then an important question to distinguish between these homology classes.

Let us complete our discussion with some related results on the Hochschild homology of finite type algebras. We begin with the Hochschild homology of certain cross product algebras.

Let $\Gamma$ be a finite group acting on a smooth complex algebraic variety $X$. For any $\gamma \in \Gamma$, let us denote by $X^{\gamma} \subset X$ the points of $X$ fixed by $\gamma$. Let

$$
\Gamma_{\gamma}:=\{g \in \Gamma, g \gamma=\gamma g\}
$$

denote the centralizer of $\gamma$ in $\Gamma$. Let $C_{\gamma}$ be the (finite, cyclic) subgroup generated by $\gamma$. There exists a natural $\Gamma$-invariant map

$$
\begin{equation*}
\hat{X}:=\bigcup_{\gamma \in \Gamma}\{\gamma\} \times X^{\gamma} \times\left(\Gamma_{\gamma} / C_{\gamma}\right) \rightarrow X \tag{14}
\end{equation*}
$$

given simply by the projection onto the second component. This gives then rise to a $\Gamma$-equivariant morphism $\mathcal{O}(X) \rightarrow \mathcal{O}(\hat{X})$. Choose a representative $x \in \Gamma$ from each conjugacy class $\langle x\rangle$ of $\Gamma$ and denote by $m_{x}$ the number of elements in the conjugacy class of $m_{x}$. Denote by $C_{\gamma}^{*}$ the dual of $C_{\gamma}$, that is the set of multiplicative maps
$\pi: C_{\gamma} \rightarrow \mathbb{C}^{*}$. Recall that $\langle\Gamma\rangle$ denotes the set of conjugacy classes of $\Gamma$. We are finally ready to define the morphisms

$$
\psi_{\gamma, \pi}: \mathcal{O}(X) \rtimes \Gamma \rightarrow M_{m_{x}}\left(\mathcal{O}\left(X^{\gamma}\right)\right)
$$

where $\gamma$ runs through a system of representatives of the conjugacy classes of $\Gamma$ and $\pi \in C_{\gamma}^{*}$

$$
\begin{align*}
& \psi=\bigoplus_{\langle\gamma\rangle \in\langle\Gamma\rangle, \pi \in C_{\gamma}^{*}} \psi_{\gamma, \pi}: \mathcal{O}(X) \rtimes \Gamma \rightarrow \mathcal{O}(\hat{X}) \rtimes \Gamma  \tag{15}\\
& \simeq \bigoplus_{\langle\gamma\rangle \in\langle\Gamma\rangle} M_{m_{x}}\left(\mathcal{O}\left(X^{\gamma}\right) \otimes \mathbb{C}\left[C_{\gamma}\right]\right) \simeq \bigoplus_{\langle\gamma\rangle \in\langle\Gamma\rangle, \pi \in C_{\gamma}^{*}} M_{m_{x}}\left(\mathcal{O}\left(X^{\gamma}\right)\right) .
\end{align*}
$$

The equations above give rise to a map

$$
\begin{equation*}
\phi=\bigoplus_{\langle\gamma\rangle \in\langle\Gamma\rangle} \phi_{\gamma}: \operatorname{HH}_{q}(\mathcal{O}(X) \rtimes \Gamma) \rightarrow \bigoplus_{\langle\gamma\rangle \in\langle\Gamma\rangle} \mathrm{H}^{q}\left(X^{\gamma}\right), \tag{16}
\end{equation*}
$$

defined using $\mathrm{HH}_{q}\left(M_{m}\left(\mathcal{O}\left(X^{\gamma}\right)\right)\right) \simeq \mathrm{HH}_{q}\left(\mathcal{O}\left(X^{\gamma}\right)\right) \simeq \mathrm{H}^{q}\left(X^{\gamma}\right)$ and

$$
\begin{equation*}
\phi_{\gamma}=\sum_{\pi \in C_{\gamma}^{*}} \frac{\overline{\pi(\gamma)}}{\# C_{\gamma}} \mathrm{HH}_{q}\left(\psi_{\gamma, \pi}\right): \operatorname{HH}_{q}(\mathcal{O}(X) \rtimes \Gamma) \rightarrow \Omega^{q}\left(X^{\gamma}\right) \tag{17}
\end{equation*}
$$

(This map was defined in a joint work in progress with J. Brodzki [11].)
Then we have the following lemma, which is a particular case of the Theorem 2.11 below.

Lemma 2.8. Assume that $X=\mathbb{C}^{n}$ and that $\Gamma$ acts linearly on $\mathbb{C}^{n}$. Then the map $\phi$ of Equation 16 defines an isomorphism

$$
\phi: \mathrm{HH}_{q}(\mathcal{O}(X) \rtimes \Gamma) \rightarrow \bigoplus_{\langle\gamma\rangle \in\langle\Gamma\rangle} \Omega^{q}\left(X^{\gamma}\right)^{\Gamma_{\gamma}}
$$

Proof. Let $A$ be a complex algebra acted upon by automorphisms by a group $\Gamma$. Let us recall $[\mathbf{2 1}, \mathbf{4 4}]$ that the groups $\mathrm{HH}_{q}(A \rtimes \Gamma)$ decompose naturally as a direct sum

$$
\begin{equation*}
\operatorname{HH}_{q}(A \rtimes \Gamma) \simeq \oplus_{\langle\gamma\rangle \in\langle\Gamma\rangle} \operatorname{HH}_{q}(A \rtimes \Gamma)_{\gamma} . \tag{18}
\end{equation*}
$$

The components $\mathrm{HH}_{q}(A \rtimes \Gamma)_{\gamma}$ are then identified as follows. Let $A_{\gamma}$ be the $A-A$ bimodule with action $a \cdot b \cdot c=a b \gamma(c)$. Let $\operatorname{HH}_{q}(A, M)$ denote the Hochschild homology groups of an $A$-bimodule $M[\mathbf{3 8}, \mathbf{3 9}, 52]$. Then

$$
\begin{equation*}
\mathrm{HH}_{q}(A \rtimes \Gamma)_{\gamma} \simeq \mathrm{HH}_{q}\left(A, A_{\gamma}\right)^{\Gamma_{\gamma}} . \tag{19}
\end{equation*}
$$

This follows from example from [44][Lemma 3.3] (take $G=\Gamma$ in that lemma). This will also be discussed in $[\mathbf{1 1}, 49]$.

Let now $A=\mathcal{O}(X)$, with $X=\mathbb{C}^{n}$ and $\Gamma$ acting linearly on $X$. The same method as the one used in the proof of [15][Lemma 5.2] shows that

$$
\begin{equation*}
\operatorname{HH}_{q}\left(A, A_{\gamma}\right) \simeq \operatorname{HH}_{q}\left(\mathcal{O}\left(X^{\gamma}\right), \mathcal{O}\left(X^{\gamma}\right)\right)=\operatorname{HH}_{q}\left(\mathcal{O}\left(X^{\gamma}\right)\right)=\Omega^{q}\left(X^{\gamma}\right) \tag{20}
\end{equation*}
$$

the isomorphism being given by the restriction morphism $\mathcal{O}(X) \rightarrow \mathcal{O}\left(X^{\gamma}\right)$.
A direct calculation based on the formula for the map $J$ in [44][Lemma 3.3] shows that the composition of the morphisms of Equations (19) and (20) is the map $\phi_{\gamma}$ of Equation (17). This completes the proof.

We now extend the above result to $X$ an arbitrary smooth, complex algebraic variety. To do this, we shall need two results on Hochschild homology. We begin with the following result of Brylinski from [14].

Proposition 2.9 (Brylinski). Let $S$ be a multiplicative subset of the center $Z$ of the algebra $A$. Then $\mathrm{HH}_{*}\left(S^{-1} A\right) \simeq S^{-1} \mathrm{HH}_{*}(A)$.

A related result, from [29], studies the completion of Hochschild homology. In the following result, we shall use topological Hochschild homology, whose definition is similar to that of the usual Hochschild homology, except that one completes with respect to the powers of an ideal (below, we shall use this for the ideals $I$ and $I A$ ).

THEOREM 2.10. Suppose that $A$ is a unital finite type $\mathfrak{k}$-algebra and $I \subset \mathfrak{k}$ is an ideal. Then the natural map $\mathrm{HH}_{*}(A) \rightarrow \mathrm{HH}_{*}^{\mathrm{top}}(\hat{A})$ and the $\mathfrak{k}$-module structure on $\mathrm{HH}_{*}(A)$ define an isomorphism

$$
\operatorname{HH}_{*}(A) \otimes_{\mathfrak{k}} \hat{\mathfrak{k}} \simeq \operatorname{HH}_{*}^{\mathrm{top}}(\hat{A})
$$

of $\hat{\mathfrak{k}}$-modules.
We are ready now to prove the following theorem.
Theorem 2.11. Assume that $X$ is a smooth, complex algebraic variety and that $\Gamma$ acts on $X$ by algebraic automorphisms. Then the map $\phi$ of Equation 16 defines an isomorphism

$$
\phi: \operatorname{HH}_{q}(\mathcal{O}(X) \rtimes \Gamma) \rightarrow \bigoplus_{\langle\gamma\rangle \in\langle\Gamma\rangle} \Omega^{q}\left(X^{\gamma}\right)^{\Gamma_{\gamma}}
$$

Proof. Let

$$
Z:=\mathcal{O}(X)^{\Gamma}=\mathcal{O}(X / \Gamma)
$$

Then the morphism $\psi$ of Equation (15) is $Z$-linear. It follows that the map $\phi$ of Equation (16) is also $Z$-linear. It is enough hence to prove that the localization of this map to any maximal ideal of $Z$ is an isomorphism. It is also enough to prove that the completion of any of these localizations with respect to that maximal ideal is an isomorphism. Since $X$ is smooth (and hence the completion of the local ring of $X$ at any point is a power series ring) this reduces to the case of $X=\mathbb{C}^{n}$ acted upon linearly by $\Gamma$. The result hence follows from Lemma 2.8.

Let us include the following corollary of the above proof.
Corollary 2.12. The map $\phi_{\gamma}: \mathrm{HH}_{q}(\mathcal{O}(X) \rtimes \Gamma) \rightarrow \Omega^{q}\left(X^{\gamma}\right)$ of (17) is such that $\phi_{\gamma}=0$ on $\mathrm{HH}_{q}(\mathcal{O}(X) \rtimes \Gamma)_{g}$ if $g$ and $\gamma$ are not in the same conjugacy class and induces an isomorphism

$$
\phi_{\gamma}: \mathrm{HH}_{q}(\mathcal{O}(X) \rtimes \Gamma)_{\gamma} \rightarrow \Omega^{q}\left(X^{\gamma}\right)^{\Gamma_{\gamma}}
$$

Let us apply these results to the algebra $A_{1}$ of Example 2.6.
Example 2.13. Let $\Gamma=\mathbb{Z} / 2 \mathbb{Z}$ act by $z \rightarrow-z$ on $\mathbb{C}$. Chose $l=1$ and $a_{1}=0$ in Example 2.6. Then $\mathcal{O}(\mathbb{C}) \rtimes \Gamma \simeq A_{1}$, and hence

$$
\operatorname{HH}_{q}\left(A_{1}\right) \simeq \begin{cases}\mathcal{O}(\mathbb{C})^{\Gamma} \oplus \mathbb{C} & \text { if } q=0 \\ \mathcal{O}(\mathbb{C})^{\Gamma} & \text { if } q=1 \\ 0 & \text { otherwise }\end{cases}
$$

In particular, $\mathrm{HH}_{q}\left(A_{1}\right)$ vanishes for $q$ large. Also, note that

$$
\mathcal{O}(\mathbb{C})^{\Gamma}=\mathbb{C}[x]^{\Gamma}=\mathbb{C}\left[x^{2}\right] \simeq \mathbb{C}[x]
$$

Let us see now an example of a finite type algebra for which Hochschild homology does not vanish in all degrees.

Example 2.14. Let $A_{3} \subset M_{2}(\mathcal{O}(\mathbb{C}))=M_{2}(\mathbb{C}[x])$ be the subalgebra of those matrices

$$
P=\left[\begin{array}{ll}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{array}\right]=: P_{11} e_{11}+P_{12} e_{12} P_{21} e_{21}+P_{22}
$$

with the property that $P_{21}(0)=P_{21}^{\prime}(0)=0$. For a suitable choice of $v_{1}$, this is a subalgebra of the algebra $A_{1}$ considered in Example 2.13. Let $V_{1}:=A_{3} e_{11}$ and $V_{2}:=A_{3} e_{22}$. Then $M:=V_{2} / V_{1} \simeq \mathbb{C}[x] /\left(x^{2}\right)$. The modules $V_{1}$ and $V_{2}^{\tau}:=e_{22} A_{3}$ can be used to produced a projective resolution of $A_{3}$ with free $A_{3}-A_{3}$ bimodules that gives

$$
\operatorname{HH}_{q}\left(A_{3}\right) \simeq \begin{cases}\mathbb{C}[x] \oplus M & \text { if } q=0  \tag{21}\\ \mathbb{C}[x] \oplus \mathbb{C} & \text { if } q=1 \\ \mathbb{C} & \text { otherwise }\end{cases}
$$

## 3. Spectrum preserving morphisms

We shall now give more evidence for the close relationship between the topology of $\operatorname{Prim}(A)$ and $\mathrm{HP}_{*}(A)$ by studying a class of morphisms implicitly appearing in Lusztig's work on the representation of Iwahori-Hecke algebras, see $[\mathbf{3 4}, \mathbf{3 5}, \mathbf{3 6}, \mathbf{3 7}]$.

Let $L$ and $J$ be two finite type $\mathfrak{k}$-algebras. If $\phi: L \rightarrow J$ is a $\mathfrak{k}$-linear morphism, we define

$$
\begin{equation*}
\mathcal{R}_{\phi}:=\left\{\left(\mathfrak{P}^{\prime}, \mathfrak{P}\right) \subset \operatorname{Prim}(J) \times \operatorname{Prim}(L), \phi^{-1}\left(\mathfrak{P}^{\prime}\right) \subset \mathfrak{P}\right\} \tag{22}
\end{equation*}
$$

We now introduce the class of morphisms we are interested in.
Definition 3.1. Let $\phi: L \rightarrow J$ be a k-linear morphism of unital, finite type $\mathfrak{k}$-algebras. We say that $\phi$ is a spectrum preserving morphism if, and only if, the set $\mathcal{R}_{\phi}$ defined in Equation (22) is the graph of a bijective function

$$
\phi^{*}: \operatorname{Prim}(J) \rightarrow \operatorname{Prim}(L) .
$$

More concretely, we see that $\phi: L \rightarrow J$ is spectrum preserving if, and only if, the following two conditions are satisfied:
(1) For any primitive ideal $\mathfrak{P}$ of $J$, the ideal $\phi^{-1}(\mathfrak{P})$ is contained in a unique primitive ideal of $L$, namely $\phi^{*}(\mathfrak{P})$, and
(2) The resulting map $\phi^{*}: \operatorname{Prim}(J) \rightarrow \operatorname{Prim}(L)$ is a bijection.

We have the following result combining two theorems from [3].
Theorem 3.2 (Baum-Nistor). Let $L$ and $J$ be finite type $\mathfrak{k}$-algebras and $\phi$ : $L \rightarrow J$ be a $\mathfrak{k}$-linear spectrum preserving morphism. Then the induced map $\phi^{*}:$ $\operatorname{Prim}(J) \rightarrow \operatorname{Prim}(L)$ between primitive ideal spectra is a homeomorphism and the induced map $\phi_{*}: \operatorname{HP}_{*}(L) \rightarrow \operatorname{HP}_{*}(J)$ between periodic cyclic homology groups is an isomorphism.

We also obtain an isomorphism on periodic cyclic homology for a slightly more general class of algebra morphisms.

Definition 3.3. A morphism $\phi: L \rightarrow J$ of finite type algebras is called weakly spectrum preserving if, and only if, there exist increasing filtrations

$$
(0)=L_{0} \subset L_{1} \subset \ldots \subset L_{n}=L \quad \text { and } \quad(0)=J_{0} \subset J_{1} \subset \ldots \subset J_{n}=J
$$

of two-sided ideals such that $\phi\left(L_{k}\right) \subset J_{k}$ and the induced morphisms $L_{k} / L_{k-1} \rightarrow$ $J_{k} / J_{k-1}$ are spectrum preserving.

Combining the above theorem with the excision property, we obtain the following result from $[\mathbf{3}]$.

Theorem 3.4 (Baum-Nistor). Let $L$ and $J$ be finite type $\mathfrak{k}$-algebras and $\phi$ : $L \rightarrow J$ be a $\mathfrak{k}$-linear weakly spectrum preserving morphism. Then the induced map $\phi_{*}: \mathrm{HP}_{*}(L) \rightarrow \mathrm{HP}_{*}(J)$ between periodic cyclic homology groups is an isomorphism.

The main application of this theorem is the determination of the periodic cyclic homology of Iwahori-Hecke algebras in $[\mathbf{2}, \mathbf{3}]$. Let $H_{q}$ be an Iwahori-Hecke algebra and $J$ the corresponding asymptotic Hecke algebra associated to an extended affine Weyl group $\widehat{W}[\mathbf{3 6}]$ (their definition is recalled in [3], where more details and more complete references are given). Then there exists a morphism $\phi: H_{q} \rightarrow J$ of $\mathfrak{k}$-finite type algebras, $\mathfrak{k}=Z\left(H_{q}\right)$ that is weakly spectrum-preserving provided that $q$ is not a root of unity or $q=1$. Therefore

$$
\begin{equation*}
\phi_{*}: \operatorname{HP}_{*}\left(H_{q}\right) \rightarrow \operatorname{HP}_{*}(J) \tag{23}
\end{equation*}
$$

is an isomorphism. The algebra $H_{1}$ is a group algebra, and hence its periodic cyclic homology can be calculated directly.

The above theorem also helps us clarify the Examples 2.6 and 2.7.
Example 3.5. Let us assume that $v_{j}=v \in \mathbb{C}^{2}$ in Example 2.6. Let $e \in$ $M_{2}(\mathbb{C})$ be the projection onto the vector $e$. The morphism $\phi: \mathbb{C}[x] \ni P \rightarrow P e \in$ $A_{1} \subset M_{2}(\mathbb{C}[x])$ is not weakly spectrum preserving. However, $\phi: \mathbb{C}[x] \rightarrow \mathfrak{I}_{1}$ is a spectrum preserving morphism of $\mathbb{C}[x]$-algebras. Combining with the inclusion $\mathfrak{I}_{1} \subset M_{2}(\mathbb{C}[x])$, we see that $\phi_{*}: \operatorname{HP}_{*}(\mathbb{C}[x]) \rightarrow \operatorname{HP}_{*}\left(\mathfrak{I}_{1}\right)$ is an isomorphism and $\operatorname{HP}_{*}\left(\Im_{1}\right)$ is a direct summand of $\operatorname{HP}_{*}\left(A_{1}\right)$. The excision theorem then gives $\operatorname{HP}_{q}\left(A_{1}\right) \simeq \operatorname{HP}_{q}\left(\mathfrak{I}_{1}\right) \oplus \operatorname{HP}_{q}\left(A / \mathfrak{I}_{1}\right) \simeq \operatorname{HP}_{q}(\mathbb{C}[x]) \oplus \operatorname{HP}_{q}\left(\mathbb{C}^{l}\right)= \begin{cases}\mathbb{C}^{l+1} & \text { if } q \text { is even } \\ 0 & \text { otherwise } .\end{cases}$

The case of the algebra $A_{2}$ of example is even simpler.
Example 3.6. The inclusion $Z\left(A_{2}\right) \rightarrow A_{2}$ is a spectrum preserving morphism of $Z\left(A_{2}\right)$-algebras. Consequently,

$$
\operatorname{HP}_{q}\left(A_{2}\right) \simeq \operatorname{HP}_{q}(\mathbb{C}[x]) \oplus \operatorname{HP}_{q}\left(\mathbb{C}^{l}\right)= \begin{cases}\mathbb{C}^{l+1} & \text { if } q \text { is even } \\ 0 & \text { otherwise }\end{cases}
$$

Let us notices that by considering the action of the natural morphisms

$$
\mathbb{C}[x] \rightarrow Z\left(A_{1}\right) \subset A_{1}, A_{1} \rightarrow M_{2}(\mathbb{C}[x]), \mathbb{C}[x] \rightarrow Z\left(A_{2}\right) \subset A_{2}, \text { or } A_{2} \rightarrow M_{2}(\mathbb{C}[x])
$$

on periodic cyclic homology, we will still not be able to distinguish between $A_{1}$ and $A_{2}$. However, the natural products $\operatorname{HP}_{i}(\mathbb{C}[x]) \otimes \operatorname{HP}_{j}\left(A_{k}\right) \rightarrow \operatorname{HP}_{*}\left(A_{k}\right)($ see $[\mathbf{2 6 , 2 7}])$ will distinguish between these algebras.

## 4. The periodic cyclic homology of $\mathcal{C}_{c}^{\infty}(G)$

Having discussed the relation between $\operatorname{HP}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ and the admissible spectrum $\hat{G}=\operatorname{Prim}\left(\mathcal{C}_{c}^{\infty}(G)\right)$, let us recall the explicit calculation of $\operatorname{HP}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ from [47]. The calculation of $\operatorname{HP}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ in $[\mathbf{4 7}]$ follows right away from the calculation of the Hochschild homology groups of $\mathcal{C}_{c}^{\infty}(G)$. The calculations of presented in this section complement the results on the cyclic homology of $p$-adic groups in $[\mathbf{4 5}, 48]$.

To state the main result of [47] on the Hochschild homology of the algebra $\mathcal{C}_{c}^{\infty}(G)$, we need to introduce first the concepts of a "standard subgroup" and of a "relatively regular element" of a standard subgroup. For any group $G$ and any subset $A \subset G$, we shall denote

$$
C_{G}(A):=\{g \in G, g a=a g, \forall a \in A\}, \quad N_{G}(A):=\{g \in G, g A=A g\}
$$

$W_{G}(A):=N_{G}(A) / C_{G}(A)$, and $Z(A):=A \cap C_{G}(A)$. This latter notation will be used only when $A$ is a subgroup of $G$. The subscript $G$ will be dropped from the notation whenever the group $G$ is understood. A commutative subgroup $S$ of $G$ is called standard if $S$ is the group of semisimple elements of the center of $C(s)$ for some semi-simple element $s \in G$. An element $s \in S$ with this property will be called regular relative to $S$, or $S$-regular. The set of $S$-regular elements will be denoted by $S^{\text {reg }}$.

We fix from now on a $p$-adic group $G$. (Recall that a $p$-adic group $G=\mathbb{G}(\mathbb{F})$ is the set of $\mathbb{F}$-rational points of a linear algebraic group $\mathbb{G}$ defined over a nonarchemedean, non-discrete, locally compact field $\mathbb{F}$ of characteristic zero.) Our results will be stated in terms of standard subgroups of $G$. We shall denote by $H_{u}$ the set of unipotent elements of a subgroup $H$. Sometimes, the set $C(S)_{u}$ is also denoted by $\mathcal{U}_{S}$, in order to avoid having to many paranthesis in our formulae. Let $\Delta_{C(S)}$ denote the modular function of the group $C(S)$ and let

$$
\mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right)_{\delta}:=\mathcal{C}_{c}^{\infty}\left(C(S)_{u}\right) \otimes \Delta_{C(S)}
$$

be $\mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right)$ as a vector space, but with the product $C(S)$-module structure, that is

$$
\gamma(f)(u)=\Delta_{C(S)}(\gamma) f\left(\gamma^{-1} u \gamma\right)
$$

for all $\gamma \in C(S), f \in \mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right)_{\delta}$ and $u \in \mathcal{U}_{S}$.
The groups $\mathrm{HH}_{*}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ are determined in terms of the following data:
(1) the set $\Sigma$ of conjugacy classes of standard subgroups $S$ of $G$;
(2) the subsets $S^{\text {reg }} \subset S$ of $S$-regular elements;
(3) the actions of the Weyl groups $W(S)$ on $\mathcal{C}_{c}^{\infty}(S)$; and
(4) the continuous cohomology of the $C(S)$-modules $\mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right)_{\delta}$.

Combining this proposition with Corollary 2.3, we obtain the main result of this section. Also, recall that $\mathcal{U}_{S}$ is the set of unipotent elements commuting with the standard subgroup $S$, and that the action of $C(S)$ on $\mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right)$ is twisted by the modular function of $C(S)$, yielding the module $\mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right)_{\delta}=\mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right) \otimes \Delta_{C(S)}$.

Theorem 4.1. Let $G$ be a p-adic group. Let $\Sigma$ be a set of representative of conjugacy classes of standard subgroups of $S \subset G$ and $W(S)=N(S) / C(S)$, then we have an isomorphism

$$
\operatorname{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right) \simeq \bigoplus_{S \in \Sigma} \mathcal{C}_{c}^{\infty}\left(S^{\mathrm{reg}}\right)^{W(S)} \otimes \mathrm{H}_{q}\left(C(S), \mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right)_{\delta}\right)
$$

The isomorphism of this theorem was obtained by identifying the $E^{\infty}$-term of a spectral sequence convergent to $\mathrm{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)$, and hence it is not natural. This isomorphism can be made natural by using a generalization of the Shalika germs [47].

The periodic cyclic homology groups of $\mathcal{C}_{c}^{\infty}(G)$ are then determined as follows. Recall that our convention is that $\mathrm{HH}_{[q]}:=\oplus_{k \in \mathbb{Z}} \mathrm{HH}_{q+2 k}$. An element $\gamma \in G$ is called compact if the closure of the set $\left\{\gamma^{n}\right\}$ is compact. The set $G_{\text {comp }}$ of compact elements of $G$ is open and closed in $G$, if we endow $G$ with the locally compact, Hausdorff topology obtained from an embedding $G \subset \mathbb{F}^{N}$. We clearly have $\gamma G_{c o m p} \gamma^{-1}=G_{c o m p}$, that is, $G_{c o m p}$ is $G$-invariant for the action of $G$ on itself by conjugation. Also, we shall denote by $\mathrm{HH}_{[q]}\left(\mathcal{C}_{c}^{\infty}(G)\right)_{\text {comp }}$ the localization of the homology group $\mathrm{HH}_{[q]}\left(\mathcal{C}_{c}^{\infty}(G)\right)$ to the set of compact elements of $G$ (see [8] or [44]). This localization is defined as follows. Let $R^{\infty}(G)$ be the ring of locally constant $A d_{G}$-invariant functions on $G$ with the pointwise product. If $\omega=f_{0} \otimes f_{1} \otimes \ldots f_{n} \in$ $\mathcal{C}_{c}^{\infty}(G)^{\otimes(n+1)}=\mathcal{C}_{c}^{\infty}\left(G^{n+1}\right)$ and $z \in R^{\infty}(G)$, then we define

$$
[z \omega]\left(g_{0}, g_{1}, \ldots, g_{n}\right)=z\left(g_{0} g_{1} \ldots g_{n}\right) \omega\left(g_{0}, g_{1}, \ldots, g_{n}\right) \in \mathcal{C}_{c}^{\infty}\left(G^{n+1}\right)
$$

Let $\chi$ be the characteristic function of $G_{\text {comp }}$ (so $\chi=1$ on $G_{\text {comp }}$ and $\chi=0$ otherwise $)$. Then $\mathrm{HH}_{[q]}\left(\mathcal{C}_{c}^{\infty}(G)\right)_{c o m p}=\chi \mathrm{HH}_{[q]}\left(\mathcal{C}_{c}^{\infty}(G)\right)$.

Theorem 4.2. We have

$$
\begin{equation*}
\operatorname{HP}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right) \simeq \mathrm{HH}_{[q]}\left(\mathcal{C}_{c}^{\infty}(G)\right)_{c o m p} \tag{24}
\end{equation*}
$$

Let $S_{\text {comp }}$ be the set of compact elements of a standard subgroup $S$, then

$$
\begin{equation*}
\operatorname{HP}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right) \simeq \bigoplus_{S \in \Sigma} \mathcal{C}_{c}^{\infty}\left(S_{\text {comp }}^{\mathrm{reg}}\right)^{W(S)} \otimes \mathrm{H}_{[q]}\left(C(S), \mathcal{C}_{c}^{\infty}\left(\mathcal{U}_{S}\right)_{\delta}\right) \tag{25}
\end{equation*}
$$

The Equation (24) follows also from the results in [45].
It is conceivable that a next step would be to study the "discrete parts" of the groups $\mathrm{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)$, following the philosophy of $[\mathbf{6}, \mathbf{2 8}]$. This can be defined as follows. In [47], we have defined "induction morphisms"

$$
\begin{equation*}
\phi_{M}^{G}: \operatorname{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right) \rightarrow \operatorname{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(M)\right) \tag{26}
\end{equation*}
$$

for every Levi subgroup $M \subset G$. We define $\operatorname{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)_{0}$ to be the intersection of all kernels of $\phi_{M}^{G}$, for $M$ a proper Levi subgroup of $G$ and call this the discrete part of $\mathrm{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)_{0}$.

Assuming that one has established, by induction, a procedure to construct the cuspidal representations of all $p$-adic groups of lower split rank, then one can study the action of the center of $\mathcal{C}_{c}^{\infty}(G)$ corresponding to the cuspidal associated to proper Levi subgroups on the discrete part of $\operatorname{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)$, which would hopefully allow us to distinguish between the cuspidal part of $\mathrm{HH}_{q}\left(\mathcal{C}_{c}^{\infty}(G)\right)_{0}$ and its part coming from square integrable representations that are not super-cuspidal.

## 5. Hochschild homology

We include now three short sections that recall some of the definitions used above. Nothing in this and the next section is new, and the reader interested in more details as well as precise references should consult the following standard references $[\mathbf{1 0}, 5,16, \mathbf{1 7}, \mathbf{2 5}, \mathbf{3 3}, \mathbf{3 2}, 51]$.

We begin by recalling the definitions of Hochschild homology groups of a complex algebra $A$, not necessarily with unit. We define $b$ and $b^{\prime}$ define two linear maps

$$
\begin{equation*}
b, b^{\prime}: A^{\otimes n+1} \rightarrow A^{\otimes n} \tag{27}
\end{equation*}
$$

where $A^{\otimes n}:=A \otimes A \otimes \ldots A$ ( $n$ times) by the formulas

$$
\begin{gather*}
b^{\prime}\left(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n}\right)=\sum_{i=0}^{n-1}(-1)^{i} a_{0} \otimes \ldots \otimes a_{i} a_{i+1} \otimes \ldots \otimes a_{n}  \tag{28}\\
b\left(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n}\right)=b^{\prime}\left(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n}\right)+(-1)^{n} a_{n} a_{0} \otimes \ldots \otimes a_{n-1},
\end{gather*}
$$

where $a_{0}, a_{1}, \ldots, a_{n} \in A$. Let

$$
\begin{equation*}
\mathcal{H}_{n}(A)=\mathcal{H}_{n}^{\prime}(A):=A \otimes A \otimes \ldots A(n+1 \text { times }) . \tag{29}
\end{equation*}
$$

Also, let $\mathcal{H}(A):=\left(\mathcal{H}_{n}(A), b\right)$ and $\mathcal{H}^{\prime}(A):=\left(\mathcal{H} /{ }_{n}(A), b^{\prime}\right)$. The homology groups of $\mathcal{H}(A)$ are, by definition, the Hochschild homology groups of $A$ and are non-zero. The $n$th Hochschild homology group of $A$ is denoted $\mathrm{HH}_{n}(A)$. By dualizing, we obtain the Hochschild cohomology groups $\mathrm{HH}^{n}(A)$.

If $A$ has a unit, then the complex $\mathcal{H}^{\prime}(A)$ is acyclic (i.e. it has vanishing homology groups) because $b^{\prime} s+s b^{\prime}=1$, where

$$
\begin{equation*}
s\left(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n}\right)=1 \otimes a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n} \tag{30}
\end{equation*}
$$

Therefore, if $A$ has a unit, the complex $\mathcal{H}^{\prime}(A)$ is a resolution of $A$ by free $A$ bimodules.

Recall that $a$ trace on $A$ is a linear map $\tau: A \rightarrow \mathbb{C}$ such that $\tau\left(a_{0} a_{1}-a_{1} a_{0}\right)=0$ for all $a_{0}, a_{1} \in A$. The space of all traces on $A$ is then isomorphic to $\operatorname{HH}^{0}(A)$.

An algebra $A$ such that $\mathcal{H}^{\prime}(A)$ is acyclic is called $H$-unital, following Wodzicki [53].

Clearly the groups $\mathrm{HH}_{n}(A)$ are covariant functors in $A$, in the sense that any algebra morphism $\phi: A \rightarrow B$ induces a morphism

$$
\phi_{*}=\mathrm{HH}_{n}(\phi): \mathrm{HH}_{n}(A) \rightarrow \mathrm{HH}_{n}(B)
$$

for any integer $n \geq 0$. Similarly, we also obtain a morphism $\phi^{*}=\operatorname{HH}^{n}(\phi)$ : $\mathrm{HH}^{n}(B) \rightarrow \mathrm{HH}^{n}(A)$. In other words, Hochschild cohomology is a contravariant functor. It is interesting to note that if $Z$ is the center of $A$, then $\operatorname{HH}_{n}(A)$ is also a $Z$-module, where, at the level of complexes the action is given by

$$
\begin{equation*}
z\left(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n}\right)=z a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n} \tag{31}
\end{equation*}
$$

for all $z \in Z$. As $z$ is in the center of $A$, this action will commute with the Hochschild differential $b$.

## 6. Cyclic homology

Let $A$ be a unital algebra. We shall denote by $t$ the (signed) generator of cyclic permutations:

$$
\begin{equation*}
t\left(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n}\right)=(-1)^{n} a_{n} \otimes a_{0} \otimes \ldots \otimes a_{n-1} \tag{32}
\end{equation*}
$$

Using the operator $t$ and the contracting homotopy $s$ of the complex $\mathcal{H}^{\prime}(A)$, Equation (30), we construct a new differential $B:=(1-t) B_{0}$, of degree +1 , where

$$
\begin{equation*}
B_{0}\left(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n}\right)=s \sum_{k=0}^{n} t^{k}\left(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{n}\right) \tag{33}
\end{equation*}
$$

It is easy to check that $B^{2}=0$ and that $[b, B]_{+}:=b B+B b=0$.
The differentials $b$ and $B$ give rise to the following complex


Figure 1. The cyclic bicomplex of the algebra $A$.
We notice that columns the above complex are copies of the Hochschild complex $\mathcal{H}(A)$. The cyclic complex $\mathcal{C}(A)$ is by definition the total complex of this double complex. Thus the space of cyclic $n$-chains is defined by

$$
\begin{equation*}
\mathcal{C}(A)_{n}=\bigoplus_{k \geq 0} \mathcal{H}_{n-2 k}(A) \tag{34}
\end{equation*}
$$

we see that $(\mathcal{C}(A), b+B)$, is a complex, called the cyclic complex of $A$, whose homology is by definition the cyclic homology of $A$, denoted $\mathrm{HC}_{q}(A), q \geq 0$.

There is a canonical operator $S: \mathcal{C}_{n}(A) \rightarrow \mathcal{C}_{n-2}(A)$, called the Connes periodicity operator, which shifts the cyclic complex left and down, explicitly defined by

$$
\begin{equation*}
S\left(\omega_{n}, \omega_{n-2}, \omega_{n-4}, \ldots\right) \mapsto\left(\omega_{n-2}, \omega_{n-4}, \ldots\right) \tag{35}
\end{equation*}
$$

where $\omega_{k} \in \mathcal{H}_{k}(A)$, for all $k$. This operator induces the short exact sequence of complexes

$$
0 \rightarrow \mathcal{H}(A) \xrightarrow{I} \mathcal{C}(A) \xrightarrow{S} \mathcal{C}(A)[2] \rightarrow 0
$$

where the map $I$ is the inclusion of the Hochschild complex as the first column of the cyclic complex. The snake Lemma in homology $[\mathbf{3 8}, \mathbf{3 9}, 52]$ gives the following long exact sequence, called the SBI-exact sequence

$$
\begin{equation*}
\ldots \rightarrow \mathrm{HH}_{n}(A) \xrightarrow{I} \mathrm{HC}_{n}(A) \xrightarrow{S} \mathrm{HC}_{n-2}(A) \xrightarrow{B} \mathrm{HH}_{n-1}(A) \xrightarrow{I} \ldots, \tag{36}
\end{equation*}
$$

where $B$ is the differential defined above, see $[\mathbf{1 6}, \mathbf{3 3}]$ for more details. The periodic cyclic complex of an algebra $A$ is the complex

$$
\mathcal{C}^{\text {per }}(A):=\lim _{\leftarrow} \mathcal{C}(A),
$$

the inverse limit being taken with respect to the periodicity morphism $S$. It is a $\mathbb{Z} / 2 \mathbb{Z}$-graded complex, whose chains are (possibly infinite) sequences of Hochschild chains with degrees of the same parity. The homology groups of the periodic cyclic complex $\mathcal{C}^{\text {per }}(A)$ are, by definition, the periodic cyclic homology groups of $A$. A simple consequence of the SBI-exact sequence is that if $\phi: A \rightarrow B$ is a morphism of algebras that induces an isomorphism on Hochschild homology, then $\phi$ induces
an isomorphism on cyclic and periodic cyclic homology groups as well. Here is an application of this simple principle.

Here is an application of this lemma. Consider

$$
\begin{equation*}
\operatorname{Tr}_{*}: \mathcal{H}_{q}\left(M_{N}(A)\right) \rightarrow \mathcal{H}_{q}(A), \quad q \in \mathbb{Z}_{+} \tag{37}
\end{equation*}
$$

the map defined by $\operatorname{Tr}_{*}\left(b_{0} \otimes \ldots \otimes b_{q}\right)=\operatorname{Tr}\left(m_{0} m_{1} \ldots m_{q}\right) a_{0} \otimes \ldots a_{q}$, if $b_{k}=m_{k} \otimes a_{k} \in$ $M_{N}(\mathbb{C}) \otimes A=M_{N}(A)$. Also consider the (unital) inclusion $\iota: A \rightarrow M_{N}(A)$ and $\iota_{*}$ be the morphism induced on the Hochschild complexes.

Proposition 6.1. The map $T r_{*}$ commutes with $b$ and $B$. Both $\iota_{*}$ and $\operatorname{Tr}_{*}$ induce isomorphisms on Hochschild, cyclic, and periodic cyclic homologies and cohomologies such that $\left(\iota_{*}\right)^{-1}=N^{-1} T r_{*}$.

The cyclic and periodic cyclic homology groups of a non-unital algebra $A$ are defined as the cokernels of the maps $\mathrm{HC}_{q}(\mathbb{C}) \rightarrow \mathrm{HC}_{q}\left(A^{+}\right)$and $\mathrm{HP}_{q}(\mathbb{C}) \rightarrow \mathrm{HP}_{q}\left(A^{+}\right)$, where $A^{+}=A \oplus \mathbb{C}$ is the algebra with adjoined unit.

More generally, cyclic homology groups can be defined for "mixed complexes," $[5,24,27,29]$.

## 7. The Chern character

We shall use these calculations to construct Chern characters. By taking $X$ to be a point in Theorem 1.3, we obtain that $\mathrm{HC}_{2 q}(\mathbb{C}) \simeq \mathbb{C}$ and $\mathrm{HC}_{2 q+1}(\mathbb{C}) \simeq 0$. We can take these isomorphisms to be compatible with the periodicity operator $S$ and such that for $q=0$ it reduces to

$$
\mathrm{HC}_{0}(\mathbb{C})=\mathrm{HH}_{0}(\mathbb{C})=\mathbb{C} /[\mathbb{C}, \mathbb{C}]=\mathbb{C}
$$

We shall denote by $\eta_{q} \in \mathrm{HC}_{2 q}(\mathbb{C})$ the unique element such that

$$
\begin{equation*}
S^{q} \eta_{q}=1 \in \mathbb{C}=\mathrm{HC}_{0}(\mathbb{C}) \tag{38}
\end{equation*}
$$

For any projection $e \in M_{N}(A)$ is a projection we obtain a (non-unital) morphism $\psi: \mathbb{C} \rightarrow M_{N}(A)$ by $\lambda \mapsto \lambda e$. Then Connes-Karoubi Chern character of $e$ in cyclic homology $[\mathbf{1 6}, \mathbf{1 7}, \mathbf{2 5}, \mathbf{3 2}]$ is defined by

$$
\begin{equation*}
C h_{q}([e])=\operatorname{Tr}_{*}\left(\psi_{*}\left(\eta_{q}\right)\right) \in \mathrm{HC}_{2 q}(A) \tag{39}
\end{equation*}
$$

This map can be shown to depend only on the class of $e$ in $K$-theory and to define a morphism

$$
\begin{equation*}
C h_{q}: K_{0}(A) \rightarrow \mathrm{HC}_{2 q}(A) \tag{40}
\end{equation*}
$$

One can define similarly the Chern character in periodic cyclic homology and the Chern character on $K_{1}$ (algebraic $K$-theory). For the Connes-Karoubi Chern character on $K_{1}$, we use instead $Y=\mathbb{C}^{*}$, whose algebra of regular functions is $\mathcal{O}[Y] \simeq \mathbb{C}\left[z, z^{-1}\right]$, the algebra of Laurent polynomials in $z$ and $z^{-1}$ (this algebra, in turn, is isomorphic to the group algebra of $\mathbb{Z})$. Then $\operatorname{HC}_{q}(\mathcal{O}[Y]) \simeq \mathbb{C}$, for any $q \geq 1$. We are interested in the odd groups, which will be generated by elements $v_{k} \in \mathrm{HC}_{2 k+1}(\mathcal{O}[Y])$, which can be chosen to satisfy $v_{1}=z^{-1} \otimes z$ and $S^{k} v_{2 k+1}=v_{1}$.

Then, if $u \in M_{N}(A)$ is an invertible element, it defines a morphism $\psi: \mathbb{C}\left[\mathbb{C}^{*}\right] \rightarrow$ $M_{N}(A)$. The Connes-Karoubi Chern character of $u$ in cyclic homology is thus defined by

$$
\begin{equation*}
C h_{q}([u])=\operatorname{Tr}_{*}\left(\psi_{*}\left(v_{q}\right)\right) \in \mathrm{HC}_{2 q+1}(A) \tag{41}
\end{equation*}
$$

Again, this map can be shown to depend only on the class of $u$ in $K$-theory and to define a morphism

$$
\begin{equation*}
C h_{q}: K_{1}(A) \rightarrow \mathrm{HC}_{2 q+1}(A) \tag{42}
\end{equation*}
$$

Both the Chern character on $K_{0}$ and on $K_{1}$ are functorial, by construction.
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# Three examples of non-commutative boundaries of Shimura varieties 

Frédéric Paugam


#### Abstract

Our modest aims in writing this paper were twofold: we first wanted to understand the linear algebra and algebraic group theoretic background of Manin's real multiplication program proposed in [Man]. Secondly, we wanted to find nice higher dimensional analogs of the non-commutative modular curve studied by Manin and Marcolli in [MM02]. These higher dimensional objects, that we call irrational or non-commutative boundaries of Shimura varieties, are double cosets spaces of the form $\Gamma \backslash G(\mathbb{R}) / P(K)$, where $G$ is a (connected) reductive $\mathbb{Q}$-algebraic group, $P(K)=M(K) A N \subset G(\mathbb{R})$ is a real parabolic subgroup corresponding to a rational parabolic subgroup $P \subset G$, and $\Gamma \subset G(\mathbb{Q})$ is an arithmetic subgroup. Along the way, it also seemed clear that the spaces $$
\Gamma \backslash G(\mathbb{R}) / M(K) A
$$ are of great interest, and sometimes more convenient to study. We study in this document three examples of these general spaces. These spaces describe degenerations of complex structures on tori in (multi)foliations.


## Introduction

The non-commutative modular curve is the chaotic space

$$
\mathrm{GL}_{2}(\mathbb{Z}) \backslash \mathbb{P}^{1}(\mathbb{R}) .
$$

Its first appearance in the non-commutative geometric world arose in the work [Con80] of Connes on differential geometry of non-commutative tori. Since the action of $\mathrm{GL}_{2}(\mathbb{Z})$ by homographies on $\mathbb{P}^{1}(\mathbb{R})$ is very chaotic, the classical quotient space, whose algebra is the one of continuous complex functions on $\mathbb{P}^{1}(\mathbb{R})$ that are invariant by $\mathrm{GL}_{2}(\mathbb{Z})$, is topologically identified with a point. The philosophy of Connes' non-commutative geometry and the related philosophy of topoi (as explained by Cartier in [Car98]) tell us that this quotient space is much more than that. Connes showed that the crossed product $C^{*}$-algebra $C^{*}\left(\mathbb{P}^{1}(\mathbb{R})\right) \rtimes \mathrm{GL}_{2}(\mathbb{Z})$ is a good analog of the algebra of continuous functions for such a chaotic space because it is possible to calculate from it nice cohomological invariants, as $K$-theory and cyclic cohomology (from its $C^{\infty}$ version), that have a real geometric meaning. He showed, indeed, that cyclic cohomology is a good analog of De Rham cohomology of manifolds for such chaotic spaces. This cohomology theory is a very profound tool that permitted Connes and Moscovici, to cite one example among many others, to prove a local index formula for foliations, which is an analog of the Riemann-Roch
theorem for the spaces of leaves [CM95]. This result was not accessible without non-commutative geometric intuition. Bost-Connes and Connes have also shown [BC95], [Con99], that non-commutative geometry can be very useful for arithmetic questions. We refer the reader to Marcolli [Mar04] for a nice survey on non-commutative arithmetic geometry.

The non-commutative modular curve also appeared some years ago in Connes, Douglas and Schwarz paper [CDS97] as moduli space for physical backgrounds for compactifications of string theory. It was already shown in [SW99] by Seiberg and Witten that non-commutative spaces can be good backgrounds for open string theory. The deformation quantization story of Kontsevich and Soibelman also gives related results. The author, being more informed of arithmetic geometry, will not discuss these physical motivations that are very important for future developments of non-commutative moduli spaces.

The arithmetic viewpoint of the non-commutative modular curve appeared first in the work of Manin and Marcolli [MM02], [MM01] and in Manin's real multiplication program [Man]. These works were for us the main inspirations for writing this paper.

The basic idea in our work is the following: the classical theory of Shimura varieties was completely rewritten in terms of Hodge structures by Deligne in [Del79] and it proved to be very helpful for arithmetics, for example in the theory of absolute Hodge motives made in [DMOS82] and for the construction of canonical models for all Shimura varieties, made by Milne in [Mil83]. One of the interests of this construction is to translate fine information about moduli spaces in terms of algebraic groups morphisms. The author wanted to know if it was possible to make such a translation for non-commutative boundaries of Shimura varieties.

As higher dimensional analogs of the boundary $\mathbb{P}^{1}(\mathbb{R})$ of the double half plane $\mathbb{H}^{ \pm}:=\mathbb{P}^{1}(\mathbb{C})-\mathbb{P}^{1}(\mathbb{R})$, we chose to use the components of Satake's compactifications of symmetric spaces. These components can be written as quotients $G(\mathbb{R}) / P(K)$, where $G$ is a (connected) reductive $\mathbb{Q}$-algebraic group and $P(K)=M(K) A N \subset$ $G(\mathbb{R})$ is a real parabolic subgroup ${ }^{1}$ corresponding to a rational parabolic subgroup $P \subset G$. The higher dimensional analogs of the non-commutative modular curve $\mathrm{GL}_{2}(\mathbb{Z}) \backslash \mathbb{P}^{1}(\mathbb{R})$, which we call irrational or non-commutative boundaries of Shimura varieties, are given by double coset spaces

$$
\Gamma \backslash G(\mathbb{R}) / P(K)
$$

where $\Gamma \subset G(\mathbb{Q})$ is an arithmetic subgroup. Along the way, it seemed also clear that the spaces

$$
\Gamma \backslash G(\mathbb{R}) / M(K) A
$$

which we call irrational or non-commutative shores of Shimura varieties, are of great interest, and sometimes more convenient to study from the algebraic group theoretical viewpoint.

The plan of this document is the following. In the first part, we study special geodesics on the modular curve that are good analogs of elliptic curves with complex multiplication. We explain how to relate the counting of these geodesics to number theoretical considerations. In the second part, we construct the moduli space and universal family of non-commutative tori in a way analogous to the construction of the moduli space of elliptic curves and its universal family. In the third part,

[^3]we give two higher dimensional examples of non-commutative shores of Shimura varieties that parametrize some degenerations of complex structures on tori in multifoliations.

## Notations

Definition 0.1. A pair $(P, X)$ consisting of a $\mathbb{Q}$-algebraic group $P$ and a left $P(\mathbb{R})$-space $X$ is called a pre-Shimura datum ${ }^{2}$. A morphism of pre-Shimura data $\left(P_{1}, X_{1}\right) \rightarrow\left(P_{2}, X_{2}\right)$ is a pair $(\phi, \psi)$ consisting of a morphism $\phi: P_{1} \rightarrow P_{2}$ of groups and a $P_{1}(\mathbb{R})$-equivariant map $\psi: X_{1} \rightarrow X_{2}$. If $(P, X)$ is a pre-Shimura datum and $K \subset P\left(\mathbb{A}_{f}\right)$ is a compact open subgroup, the set

$$
\operatorname{Sh}_{K}(P, X):=P(\mathbb{Q}) \backslash\left(X \times P\left(\mathbb{A}_{f}\right) / K\right)
$$

is called the pre-Shimura set of level $K$ for $(P, X)$, and the set

$$
\operatorname{Sh}(P, X):=\lim _{\leftarrow}{ }_{K} \operatorname{Sh}_{K}(P, X),
$$

where $K$ runs over all compact open subgroups in $P\left(\mathbb{A}_{f}\right)$, is called the pre-Shimura tower associated to $(P, X)$.

We warn the reader that even if $X$ has a nontrivial $C^{\infty}$-structure, the corresponding Shimura space, viewed as a quotient topological space, can be very degenerate (even trivial). In such cases, it may be more interesting to study the crossed product algebra

$$
C^{\infty}\left(X \times P\left(\mathbb{A}_{f}\right) / K\right) \rtimes P(\mathbb{Q})
$$

These are essentially the kind of non-commutative spaces we will consider in this paper.

## 1. Special geodesics on the modular curve

The modular curve is one of the basic examples of a Shimura variety. Its interpretation as a moduli space of Hodge structures (or simpler of complex structures) allows one to nicely define special points of this curve as those whose Mumford-Tate group is a torus.

We propose an analogous construction for the space $\mathrm{GL}_{2}(\mathbb{Z}) \backslash \mathrm{GL}_{2}(\mathbb{R}) / D(\mathbb{R})$ of leaves of the geodesic foliation (where $D(\mathbb{R})$ is the subgroup of diagonal matrices in $\mathrm{GL}_{2}(\mathbb{R})$ ). This naive translation gives another point of view of the strong analogy between the modular curve and the space of leaves of the geodesic flow, which was already known to Gauss. Being closer to the modern (i.e., adelic) point of view of Shimura varieties increases its chances to be generalized to boundaries of higher dimensional Shimura varieties.

[^4]1.1. Mumford-Tate groups of elliptic curves. Let $E$ be a complex elliptic curve. Let $M=H^{1}(E, \mathbb{Q})$ be its first singular homology group. We have the Hodge decomposition
$$
M_{\mathbb{C}}=H^{1}(E, \mathbb{C}) \cong H^{0}\left(E, \Omega_{E}^{1}\right) \oplus H^{1}\left(E, \mathcal{O}_{E}\right)
$$

Let $\mathbb{G}_{m, \mathbb{C}}$ be the multiplicative group of $\mathbb{C}$ as an algebraic group. We let $(x, y) \in$ $\left(\mathbb{C}^{*}\right)^{2}$ act on $M_{\mathbb{C}}$ by multiplication by $x$ on $H^{0}\left(E, \Omega_{E}^{1}\right)$ and $y$ on $H^{1}\left(E, \mathcal{O}_{E}\right)$. This defines a natural morphism $h: \mathbb{G}_{m, \mathbb{C}}^{2} \rightarrow \mathrm{GL}\left(M_{\mathbb{C}}\right)$. The Mumford-Tate group of $E$ is the smallest $\mathbb{Q}$-algebraic subgroup of $\mathrm{GL}(M)$ that contains the image of $h$ over $\mathbb{C}$. The following proposition serves us as a guide to define Mumford-Tate groups of geodesics.

Proposition 1.1.1. Let $E$ be an elliptic curve over $\mathbb{C}$. The Mumford-Tate group of $E$ is either $\mathrm{GL}_{2}$, or $\operatorname{Res}_{K / \mathbb{Q}} \mathbb{G}_{m}$ (i.e., the group $K^{\times}$as a $\mathbb{Q}$-algebraic group) with $K / \mathbb{Q}$ an imaginary quadratic field. In this case, we say that the curve is special or with complex multiplication.
1.2. Geodesics and analogs of Hodge structures. We recall that the space of geodesics on the modular curve can be written as a double coset space $Y:=$ $\mathrm{GL}_{2}(\mathbb{Z}) \backslash \mathrm{GL}_{2}(\mathbb{R}) / D(\mathbb{R})$ with $D(\mathbb{R})$ the subgroup of diagonal matrices in $\mathrm{GL}_{2}(\mathbb{R})$. We denote by $\mathbb{G}_{m, \mathbb{R}}$ the multiplicative group $\mathbb{R}^{*}$ viewed as an algebraic group. Let $h_{0}: \mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow \mathrm{GL}_{2, \mathbb{R}}$ be the morphism of algebraic groups that sends a pair $(x, y) \in\left(\mathbb{R}^{*}\right)^{2}$ to the diagonal matrix $\operatorname{diag}(x, y):=\left(\begin{array}{cc}x & 0 \\ 0 & y\end{array}\right)$. We remark that $\mathrm{GL}_{2}(\mathbb{R})$ acts on the space $\operatorname{Hom}\left(\mathbb{G}_{m, \mathbb{R}}^{2}, \mathrm{GL}_{2, \mathbb{R}}\right)$ by conjugation. Let

$$
X:=\mathrm{GL}_{2}(\mathbb{R}) \cdot h_{0}:=\left\{g h_{0} g^{-1}, g \in \mathrm{GL}_{2}(\mathbb{R})\right\}
$$

be the conjugacy class of the morphism $h_{0}$.
An easy computation shows that the centralizer of $h_{0}$ in $\mathrm{GL}_{2}(\mathbb{R})$ is the subgroup $D(\mathbb{R})$. We thus obtain an identification $X \cong \mathrm{GL}_{2}(\mathbb{R}) / D(\mathbb{R})$. There is also a left $\mathrm{GL}_{2}(\mathbb{Z})$-action on $X$, and this gives us an interpretation of the space of geodesics as the quotient $Y \cong \mathrm{GL}_{2}(\mathbb{Z}) \backslash X$.

The reader will probably ask now: what did we win in this translation? The author's answer is: a strong analogy with the modular curve.

This allows us to view $Y$ as the moduli space of triples $(M, F, \widetilde{F})$, where $M$ is a free $\mathbb{Z}$-module of rank 2 , and $F, \widetilde{F} \subset M_{\mathbb{R}}$ are two lines in the corresponding real vector space $M_{\mathbb{R}}:=M \otimes_{\mathbb{Z}} \mathbb{R}$. To each $h \in X$, we associate a triple $\left(\mathbb{Z}^{2}, F_{x}, F_{y}\right)$ with $F_{x}$ the line of weight $x$ for $h$ (i.e., $h(x, y) \cdot v=x \cdot v$ for all $v \in F_{x}$ ), and $F_{y}$ the line of weight $y$. It is helpful to think of the direct sum decomposition

$$
M_{\mathbb{R}}=F \oplus \widetilde{F}
$$

as an analog of the Hodge decomposition of the first complex singular cohomology group of an elliptic curve $E / \mathbb{C}$ :

$$
H^{1}(E, \mathbb{C})=H^{1}\left(E, \mathcal{O}_{E}\right) \oplus H^{0}\left(E, \Omega_{E}^{1}\right)
$$

1.3. Examples of bad Mumford-Tate groups. In view of the analogy in the previous paragraph, we can ask: for geodesics, what is the analog of the Mumford-Tate group ${ }^{3}$ of elliptic curves? Recall that an element $h \in X$ is a morphism of algebraic groups $h: \mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow \mathrm{GL}_{2, \mathbb{R}}$.

[^5]We suggest two possible analogs. The first is obtained by copying the usual definition.

Definition 1.3.1. Let $h \in X$. We define the bad Mumford-Tate group of $h$ to be the smallest $\mathbb{Q}$-algebraic subgroup $\operatorname{BMT}(h) \subset \mathrm{GL}_{2, \mathbb{Q}}$ such that $h\left(\left(\mathbb{R}^{*}\right)^{2}\right) \subset$ $\operatorname{BMT}(h)(\mathbb{R})$.

Let us test this definition on some examples. It is clear that $\operatorname{BMT}\left(h_{0}\right)=D \cong$ $\mathbb{G}_{m, \mathbb{Q}}^{2}$ is the group of rational diagonal matrices, the maximal torus of $\mathrm{GL}_{2, \mathbb{Q}}$.

Let $u \in \mathbb{R}$ and $g_{u}:=\left(\begin{array}{cc}1 & u \\ 0 & 1\end{array}\right)$ be the corresponding unipotent matrix. Denote $h_{u}:=g_{u} h_{0} g_{u}^{-1} \in X$. The morphism $h_{u}$ is given by the matrix $\left(\begin{array}{cc}x & u(y-x) \\ 0 & y\end{array}\right)$. If we suppose that $u$ is not rational, then $\operatorname{BMT}\left(h_{u}\right)$ is the subgroup $B \subset \mathrm{GL}_{2, \mathbb{Q}}$ of upper triangular matrices. Otherwise, $\operatorname{BMT}\left(h_{u}\right)=g_{u} D g_{u}^{-1} \cong \mathbb{G}_{m, \mathbb{Q}}^{2}$ is a maximal torus.

Let $h^{\prime}$ be the conjugate of $h_{0}$ by the matrix $g^{\prime}:=\left(\begin{array}{cc}1 & 1 \\ u & -u\end{array}\right)$, with $u=e \in \mathbb{R}$. Then we get $h^{\prime} \in X$ such that $\operatorname{BMT}\left(h^{\prime}\right)=\mathrm{GL}_{2, \mathbb{Q}}$.

Now let us consider a square free positive integer $d>1$. Let $g:=\left(\begin{array}{cc}1 & 1 \\ \sqrt{d} & -\sqrt{d}\end{array}\right)$. If we conjugate $h_{0}$ by $g$, we obtain the matrix $h^{\prime}=\left(\begin{array}{cc}a & b \\ d b & a\end{array}\right)$ with $a=\frac{x+y}{2}$ and $b=\frac{x-y}{2 \sqrt{d}}$. The group of matrices of the form $\left(\begin{array}{cc}a & b \\ d b & a\end{array}\right)$ with $a$ and $b$ rational is an algebraic torus over $\mathbb{Q}$, conjugated over $\mathbb{R}$ to the maximal torus $D(\mathbb{R})$. It is clearly the Mumford-Tate group of $h^{\prime}$.
1.4. Good Mumford-Tate groups. We now want to modify the definition of bad Mumford-Tate groups to obtain "good" ones. The examples of last paragraph give us a quite precise idea of the different kinds of bad Mumford-Tate groups that can appear. However, we would like to have reductive Mumford-Tate groups in order to have a closer analogy with the case of elliptic curves.

Definition 1.4.1. Let $h \in X$. A Mumford-Tate group for $h$ is a minimal reductive subgroup of $\mathrm{GL}_{2, \mathbb{Q}}$ that contains $\mathrm{BMT}(h)$.

With this new definition, a Mumford-Tate group is always reductive whereas BMT may be, for example, the group $B$ of upper triangular matrices.

Lemma 1.4.2. Let $h \in X$. Then there exists a unique Mumford-Tate group for $h$, which we denote by $\mathrm{MT}(h)$.

Proof. The group $\mathrm{BMT}_{\mathbb{R}}$ contains a maximal torus of $\mathrm{GL}_{2, \mathbb{R}}$ (the image of $h$ ). We thus have three possibilities, depending on the dimension $(2,3$ or 4$)$ of BMT: BMT is a maximal torus, a Borel subgroup or the whole of $\mathrm{GL}_{2, \mathbb{Q}}$. If BMT is a maximal torus or $\mathrm{GL}_{2, \mathbb{Q}}$ then MT is clearly well defined and equal to BMT. If BMT is a Borel subgroup, then the smallest reductive group that contains it is the group $\mathrm{GL}_{2, \mathbb{Q}}$.

We now arrive at the structure theorem for Mumford-Tate groups of geodesics.
Theorem 1.4.3. Let $h \in X$. The Mumford-Tate group of $h$ is of one of the following types:
(1) $\mathrm{MT}(h)=\mathrm{GL}_{2}$, the corresponding geodesic is called MT-generic,
(2) $\operatorname{MT}(h)=\operatorname{Res}_{E / \mathbb{Q}} \mathbb{G}_{m}$ with $E / \mathbb{Q}$ a real quadratic field, we say that the corresponding geodesic is special or has real multiplication by $E$,
(3) $\mathrm{MT}(h)=\mathbb{G}_{m, \mathbb{Q}}^{2}$, the geodesic is rational.

This theorem follows from the the fact that all maximal tori in $\mathrm{GL}_{2, \mathbb{Q}}$ are of the form $\operatorname{Res}_{E / \mathbb{Q}} \mathbb{G}_{m}$ with $E / \mathbb{Q}$ étale of dimension 2 . Such an algebra $E$ is either a real quadratic field, isomorphic to $\mathbb{Q}^{2}$, or an imaginary quadratic field. The imaginary quadratic case can not appear because the two lines $F_{x}$ and $F_{y}$ associated to $h$ (see Subsection 1.2) are real.

The properties of Mumford-Tate groups have a simple interpretation in terms of dynamical properties of geodesics on the modular curve, as explained to the author by Etienne Ghys. The first case corresponds to non-closed geodesics, the second to closed geodesics not homotopic to the cusps, and the last corresponds to closed geodesics homotopic to the cusps.
1.5. Special geodesics and class field theory. Let us look more closely at the second case in Theorem 1.4.3, following Gauss' ideas. So let $h \in X$ correspond to a special geodesic (i.e., one with real multiplication by a real quadratic field $E$ ) and let $T$ be its Mumford-Tate group. By definition, $h$ is a morphism into $T_{\mathbb{R}}$. The $T(\mathbb{R})$ conjugacy class of $h$ is reduced to $\{h\}$. The natural map $(T,\{h\}) \rightarrow\left(\mathrm{GL}_{2, \mathbb{Q}}, X\right)$ induces a map between the double coset spaces

whose image gives the space of geodesics with real multiplication by $E$. The left term of this morphism is the ideal class group $\operatorname{Pic}\left(\mathcal{O}_{E}\right)$ of this real multiplication field. The bottom arrow interprets $\operatorname{Pic}\left(\mathcal{O}_{E}\right)$ in terms of geodesics, a well known result of Gauss. The top arrow is an adelic formulation of this result which may admit a generalization to higher rank spaces.

We want to arrive at a similar geodesic interpretation for the connected component of the idèle class group $\pi_{0}(T(\mathbb{Q}) \backslash T(\mathbb{A}))$. Recall that if $(G, H)$ is a pair consisting of a reductive group over $\mathbb{Q}$ and a $G(\mathbb{R})$-left space $H$, we denote by

$$
\operatorname{Sh}(G, H)=\lim _{\leftarrow} G(\mathbb{Q}) \backslash\left(H \times G\left(\mathbb{A}_{f}\right) / K\right)
$$

where $K \subset G\left(\mathbb{A}_{f}\right)$ runs over all compact open subgroups. In [Del79], 2.2.3, it is shown that

$$
\pi_{0}(T(\mathbb{Q}) \backslash T(\mathbb{A}))=\operatorname{Sh}\left(T, \pi_{0}(T(\mathbb{R}))\right)
$$

At this point, the morphism $\left(T, \pi_{0}(T(\mathbb{R}))\right) \rightarrow\left(\mathrm{GL}_{2}, X\right)$ induces a map

$$
\begin{equation*}
\operatorname{Sh}\left(T, \pi_{0}(T(\mathbb{R}))\right) \rightarrow \operatorname{Sh}\left(\mathrm{GL}_{2}, X\right) \tag{1}
\end{equation*}
$$

Unfortunately, the archimedian component $\pi_{0}(T(\mathbb{R})):=T(\mathbb{R}) / T(\mathbb{R})^{+}$is killed under this mapping because $X \cong \mathrm{GL}_{2}(\mathbb{R}) / T(\mathbb{R})$. Therefore, one replaces $X$ by $X^{ \pm} \cong \mathrm{GL}_{2}(\mathbb{R}) / T(\mathbb{R})^{+}$in morphism (1) where $X^{ \pm}$is the space of morphisms $h \in X$ oriented by the choice of orientations $s_{x}, s_{y}$ on the corresponding real lines $F_{x}, F_{y}$. This space projects naturally onto $X$. The resulting map

$$
\pi_{0}(T(\mathbb{Q}) \backslash T(\mathbb{A}))=\operatorname{Sh}\left(T, \pi_{0}(T(\mathbb{R}))\right) \rightarrow \operatorname{Sh}\left(\mathrm{GL}_{2}, X^{ \pm}\right)
$$

yields the geodesic interpretation of the connected component of the idèle class group.

We are however far from a theory of real multiplication because a "natural" rational structure on the space of geodesics, analogous to the coordinates on the modular curve given by the $j$ and $\mathcal{P}$ functions, is missing.

## 2. Algebraic groups and moduli spaces of non-commutative tori

2.1. The moduli space of elliptic curves. This section recalls the classical construction of the universal family of elliptic curves in terms of mixed Shimura varieties [Pin90], 10.7. For classical Shimura varieties, we will refer to [Del79]. The basic definition of mixed Shimura varieties can be found in [Pin90], 2.1, 3.1, or [Mil90][VI]. We only need in this paper the notion of pre-Shimura datum defined in the Notations Section.

Let $\mathbb{S}:=\operatorname{Res}_{\mathbb{C} / \mathbb{R}} \mathbb{G}_{m}$ be the Deligne torus. This is an $\mathbb{R}$-algebraic group such that $\mathbb{S}(\mathbb{R})=\mathbb{C}^{*}$. Let $w: \mathbb{G}_{m, \mathbb{R}} \rightarrow \mathbb{S}$ be the weight morphism given by the natural inclusion $\mathbb{R}^{*} \subset \mathbb{C}^{*}$. Let $\mu: \mathbb{G}_{m, \mathbb{C}} \rightarrow \mathbb{S}_{\mathbb{C}} \cong \mathbb{G}_{m, \mathbb{C}} \times \mathbb{G}_{m, \mathbb{C}}$ be the Hodge morphism that sends $z$ to the pair $(z, 1)$ and let $\widetilde{\mu}$ the morphism that sends $z$ to the pair $(1, z)$. We call $\widetilde{\mu}$ the anti-Hodge morphism.

Let $V$ be an $\mathbb{R}$-vector space. Recall that a representation $h: \mathbb{S}_{\mathbb{C}} \rightarrow \mathrm{GL}\left(V_{\mathbb{C}}\right)$ in the $\mathbb{C}$-vector space $V_{\mathbb{C}}:=V \otimes_{\mathbb{R}} \mathbb{C}$ gives an ascending filtration, the so called weight filtration, $W_{\bullet} V_{\mathbb{C}}$ given by the cocharacter $h \circ w_{\mathbb{C}}$ and a descending filtration, the so called Hodge filtration, $F^{\bullet} V_{\mathbb{C}}$ given by the cocharacter $h \circ \mu$. We will also be interested by another descending, that we call the anti-Hodge filtration, $\widetilde{F}^{\bullet} V_{\mathbb{C}}$ given by the cocharacter $h \circ \widetilde{\mu}$. Note that if $h$ is not defined over $\mathbb{R}$, then the anti-Hodge filtration is not the complex conjugate filtration of $F^{\bullet} V_{\mathbb{C}}$.

Let $\mathbb{H}^{ \pm}:=\{\tau \in \mathbb{C}, \tau \notin \mathbb{R}\}$ be the Poincaré double half plane. This space can be identified with the $\mathrm{GL}_{2}(\mathbb{R})$-conjugacy class of the morphism of real algebraic groups $h_{i}: \mathbb{S} \rightarrow \mathrm{GL}_{2, \mathbb{R}}$ that maps $z=a+i b \in \mathbb{C}^{*}=\mathbb{S}(\mathbb{R})$ to the matrix $\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right)$. The map between this conjugacy class and $\mathbb{H}^{ \pm} \subset \mathbb{P}^{1}(\mathbb{C})$ is given by associating to $h: \mathbb{S} \rightarrow \mathrm{GL}_{2, \mathbb{R}}$ the line $F(h):=\operatorname{Ker}\left(h_{\mathbb{C}} \circ \mu(z)-z \cdot \mathrm{id}\right) \subset \mathbb{C}^{2}$.

Definition 2.1.1. The pair $\left(\mathrm{GL}_{2}, \mathbb{H}^{ \pm}\right)$is called the classical modular Shimura datum.

Let $K$ be the compact open subgroup $\mathrm{GL}_{2}(\hat{\mathbb{Z}})$ of $\mathrm{GL}_{2}\left(\mathbb{A}_{f}\right)$. The associated Shimura variety of level $K$ is by definition

$$
\begin{aligned}
\mathcal{M}=\mathrm{Sh}_{K}\left(\mathrm{GL}_{2, \mathbb{Q}}, \mathbb{H}^{ \pm}\right) & =\mathrm{GL}_{2}(\mathbb{Q}) \backslash\left(\mathbb{H}^{ \pm} \times \mathrm{GL}_{2}\left(\mathbb{A}_{f}\right) / K\right) \\
& =\mathrm{GL}_{2}(\mathbb{Z}) \backslash \mathbb{H}^{ \pm} \\
& =\mathrm{PGL}_{2}(\mathbb{Z}) \backslash \mathbb{H},
\end{aligned}
$$

that is to say the classical modular curve.
Now we recall the construction of the universal family $\mathcal{E} \rightarrow \mathcal{M}$ of elliptic curves.
Let $P$ be the group scheme $V \rtimes \mathrm{GL}_{2}$ with $V:=\mathbb{G}_{a}^{2}$ the standard representation ${ }^{4}$ of $\mathrm{GL}_{2}$. Fix a rational splitting $s: \mathrm{GL}_{2} \rightarrow P$ of the natural projection map $\pi: P \rightarrow \mathrm{GL}_{2}$, for example the map $g \mapsto(0, g) \in V \rtimes \mathrm{GL}_{2}$. All such splittings are conjugates under $V(\mathbb{Q}) \subset P(\mathbb{Q})$. Define $h^{\prime}: \mathbb{S}_{\mathbb{C}} \rightarrow P_{\mathbb{C}}$ by $h^{\prime}:=s_{\mathbb{C}} \circ h_{i, \mathbb{C}}$. We will denote by $\mathbb{H}^{\prime}$ the $P(\mathbb{R})$-orbit of $h^{\prime}$ in $\operatorname{Hom}\left(\mathbb{S}_{\mathbb{C}}, P_{\mathbb{C}}\right)$ for the conjugation action.

Definition 2.1.2. The pair $\left(P, \mathbb{H}^{\prime}\right)$ is called the pre-Shimura datum of the universal elliptic curve.

[^6]Lemma 2.1.3. The space $\mathbb{H}^{\prime}$ does not depend on the choice of the splitting s.
Proof. This follows from the fact that all such splittings are conjugates under $V(\mathbb{Q})$ and that $\mathbb{H}^{\prime}$ is a $P(\mathbb{R})$-orbit.

Let $K^{P}:=P(\hat{\mathbb{Z}}) \subset P\left(\mathbb{A}_{f}\right)$. The mixed Shimura variety associated to the data $\left(P, \mathbb{H}^{\prime}\right)$ and $K^{P}$ is, by definition,

$$
\mathcal{E}=\operatorname{Sh}_{K^{P}}\left(P, \mathbb{H}^{\prime}\right)=P(\mathbb{Q}) \backslash\left(\mathbb{H}^{\prime} \times P\left(\mathbb{A}_{f}\right) / K^{P}\right)=P(\mathbb{Z}) \backslash \mathbb{H}^{\prime}
$$

The natural projection map $\pi: P \rightarrow \mathrm{GL}_{2}$ induces a projection morphism of Shimura data $\left(P, \mathbb{H}^{\prime}\right) \rightarrow\left(\mathrm{GL}_{2}, \mathbb{H}^{ \pm}\right)$and a projection map

$$
\mathcal{E} \rightarrow \mathcal{M}
$$

between the corresponding mixed Shimura varieties.
Theorem 10.10 of $[\mathbf{P i n} 90]$ shows that this map (up to the choice of finer level structures $K \subset \mathrm{GL}_{2}\left(\mathbb{A}_{f}\right)$ and $\left.K^{P} \subset P\left(\mathbb{A}_{f}\right)\right)$ gives the universal family of elliptic curves.

Remark 2.1.4. We want to stress here that the fiber of $\mathbb{H}^{\prime} \rightarrow \mathbb{H}^{ \pm}$over some $h: \mathbb{S} \rightarrow \mathrm{GL}_{2, \mathbb{R}}$ is given by the one dimensional $\mathbb{C}$-vector space $\mathbb{C}^{2} / F(h) \cong V(\mathbb{R})$. This will be useful in the next section.
2.2. The universal family of geodesics. We will now use the same ideas to construct, for the space of geodesics, an analog of the universal family of elliptic curves.

Let $h_{0}^{Q}: \mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow \mathrm{GL}_{2, \mathbb{R}}^{2}$ be the morphism that sends the pair $(x, y) \in\left(\mathbb{R}^{*}\right)^{2}$ to the pair of matrices $\left(\left(\begin{array}{cc}x & 0 \\ 0 & 1\end{array}\right),\left(\left(\begin{array}{ll}1 & 0 \\ 0 & y\end{array}\right)\right)\right.$. Let $Z_{Q}:=\mathrm{GL}_{2}(\mathbb{R}) \cdot h_{0}^{Q}$ be the $\mathrm{GL}_{2}(\mathbb{R})$ conjugacy class of $h_{0}^{Q}$ in $\operatorname{Hom}\left(\mathbb{G}_{m, \mathbb{R}}^{2}, \mathrm{GL}_{2, \mathbb{R}}^{2}\right)$. The multiplication map $m: \mathrm{GL}_{2}^{2} \rightarrow$ $\mathrm{GL}_{2}$ (which is not a group homomorphism) induces a natural $\mathrm{GL}_{2}(\mathbb{R})$-equivariant bijection

$$
\begin{array}{ccc}
Z_{Q} & \xrightarrow{m} & X \\
\left(g\left(\begin{array}{ll}
x & 0 \\
0 & 1
\end{array}\right) g^{-1}, g\left(\begin{array}{ll}
1 & 0 \\
0 & y
\end{array}\right) g^{-1}\right) & \mapsto & \\
\mapsto & \left(\begin{array}{ll}
x & 0 \\
0 & y
\end{array}\right) g^{-1} .
\end{array}
$$

In other words, we have constructed an isomorphism $m:\left(\mathrm{GL}_{2}, Z_{Q}\right) \rightarrow\left(\mathrm{GL}_{2}, X\right)$ of pre-Shimura data.

Let $V:=\mathbb{G}_{a}^{2}$ be the standard representation ${ }^{5}$ of $\mathrm{GL}_{2}$. Let $Q^{\prime}$ be the group scheme $V^{2} \rtimes \mathrm{GL}_{2}^{2}$ and $Q$ be the group scheme $V^{2} \rtimes \mathrm{GL}_{2}$. We will also denote by $h_{0}^{Q}: \mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow Q_{\mathbb{R}}^{\prime}$ the morphism obtained by composing $h_{0}^{Q}$ with a rational section of the natural projection $Q^{\prime} \rightarrow \mathrm{GL}_{2}^{2}$. Such a section is unique up to an element of $V^{2}(\mathbb{Q})$. Let $Y_{Q}:=Q(\mathbb{R}) \cdot h_{0}^{Q} \subset \operatorname{Hom}\left(\mathbb{G}_{m, \mathbb{R}}^{2}, Q_{\mathbb{R}}^{\prime}\right)$ be the $Q(\mathbb{R})$-conjugacy class of $h_{0}^{Q}$. It does not depend on the chosen section because $V^{2} \subset Q$.

Definition 2.2.1. We call the pair $\left(Q, Y_{Q}\right)$ the pre-Shimura datum of the universal family of geodesics.

The next lemma will explain this definition.
Let $\pi^{\prime}: Q^{\prime} \rightarrow \mathrm{GL}_{2}^{2}$ be the natural projection. This projection induces a natural map $Y_{Q} \rightarrow Z_{Q}$ that is compatible with the projection $\pi: Q \rightarrow \mathrm{GL}_{2}$. This yields

[^7]a morphism of pre-Shimura data $\pi:\left(Q, Y_{Q}\right) \rightarrow\left(\mathrm{GL}_{2}, Z_{Q}\right)$. If we compose this morphism with $m$, we get a natural morphism of pre-Shimura data
$$
\left(Q, Y_{Q}\right) \rightarrow\left(\mathrm{GL}_{2}, X\right)
$$
which is in fact the quotient map by the additive group $V^{2}$.
The Shimura fibered space $\operatorname{Sh}\left(Q, Y_{Q}\right) \rightarrow \operatorname{Sh}\left(\mathrm{GL}_{2}, X\right)$ can be considered as a universal family of geodesics because of the following lemma.

Lemma 2.2.2. The fiber of the projection $\mathrm{Sh}_{Q(\widehat{\mathbb{Z}})}\left(Q, Y_{Q}\right) \rightarrow \mathrm{Sh}_{\mathrm{GL}_{2}(\widehat{\mathbb{Z}})}\left(\mathrm{GL}_{2}, X\right)$ over a point $\left[\left(V, F_{x}, F_{y}\right)\right]$ of the space of geodesics is the space $\mathbb{Z}^{2} \backslash \mathbb{R}^{2} / F_{x} \times \mathbb{Z}^{2} \backslash \mathbb{R}^{2} / F_{y}$, product of the two leaves spaces of the corresponding linear foliations on the torus $\mathbb{Z}^{2} \backslash \mathbb{R}^{2}=V(\mathbb{Z}) \backslash V(\mathbb{R})$.

Proof. We can embed $Q^{\prime}$ in $\mathrm{GL}_{3}^{2}$ by considering pairs of matrices of the form

$$
\left(\left(\begin{array}{cc}
A_{1} & v_{1} \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
A_{2} & v_{2} \\
0 & 1
\end{array}\right)\right)
$$

with $A_{1}, A_{2} \in \mathrm{GL}_{2}$ and $v_{1}, v_{2} \in V$. The morphism $h_{0}^{Q}$ is now given by the matrix $\left(\left(\begin{array}{cc}Z_{x} & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}Z_{y} & 0 \\ 0 & 1\end{array}\right)\right)$ with $Z_{x}=\left(\begin{array}{cc}x & 0 \\ 0 & 1\end{array}\right), Z_{y}=\left(\begin{array}{ll}1 & 0 \\ 0 & y\end{array}\right)$. The $Q(\mathbb{R})$-conjugacy class $Y_{Q}$ of $h_{0}^{Q}$ is given by pairs of matrices of the form

$$
\left(M_{x}, M_{y}\right):=\left(\left(\begin{array}{cc}
A Z_{x} A^{-1} & \left(I-A Z_{x} A^{-1}\right) v_{1} \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
A Z_{y} A^{-1} & \left(I-A Z_{y} A^{-1}\right) v_{2} \\
0 & 1
\end{array}\right)\right)
$$

with $A \in \mathrm{GL}_{2}(\mathbb{R})$. The projection $Y_{Q} \rightarrow Z_{Q}$ sends such a matrix to the pair $\left(A Z_{x} A^{-1}, A Z_{y} A^{-1}\right)$. The action of $\left(v_{1}^{\prime}, v_{2}^{\prime}\right) \in V^{2}(\mathbb{R})$ by conjugation on a pair $\left(M_{x}, M_{y}\right)$ as above gives

$$
\left(\left(\begin{array}{cc}
A Z_{x} A^{-1} & \left(I-A Z_{x} A^{-1}\right)\left(v_{1}+v_{1}^{\prime}\right) \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
A Z_{y} A^{-1} & \left(I-A Z_{y} A^{-1}\right)\left(v_{2}+v_{2}^{\prime}\right) \\
0 & 1
\end{array}\right)\right) .
$$

In this way, we see directly that the fibre $Y_{Q, h}$ of this projection over some $h \in$ $Z_{Q} \cong X$ is a $V^{2}(\mathbb{R})$-homogeneous space. The stabilizer of any point of $Y_{Q, h}$ for this $V^{2}(\mathbb{R})$-action is the sum $F_{y} \oplus F_{x} \subset V(\mathbb{R}) \oplus V(\mathbb{R})$. This shows that $Y_{Q, h} \cong V(\mathbb{R}) / F_{y} \times$ $V(\mathbb{R}) / F_{x}$. Since the projection is equivariant with respect to the projection $Q \rightarrow$ $\mathrm{GL}_{2}$, the fibre of the projection $\mathrm{Sh}_{Q(\widehat{\mathbb{Z}})}\left(Q, Y_{Q}\right) \rightarrow \mathrm{Sh}_{\mathrm{GL}_{2}(\widehat{\mathbb{Z}})}\left(\mathrm{GL}_{2}, X\right)$ at the point $\left[\mathrm{GL}_{2}(\mathbb{Z}) \cdot h\right]$ is given by the space $\mathbb{Z}^{2} \backslash \mathbb{R}^{2} / F_{x} \times \mathbb{Z}^{2} \backslash \mathbb{R}^{2} / F_{y}$.
2.3. The moduli problem for non-commutative tori. In this section, we want to understand Manin's point of view of the moduli space of non-commutative tori (in terms of pseudo-lattices) in the spirit of Hodge structures. To this end, we introduce the notion of pre-lilac.

Definition 2.3.1. A (rank 2) pre-lilac ${ }^{6}$ is a pair $(M, F)$ of a free $\mathbb{Z}$-module of rank two and a real line $F \subset M_{\mathbb{R}}$. A morphism of pre-lilacs $\left(M_{1}, F_{1}\right) \rightarrow\left(M_{2}, F_{2}\right)$ is a morphism of Abelian groups $f: M_{1} \rightarrow M_{2}$ such that $f_{\mathbb{R}}\left(F_{1}\right) \subset F_{2}$.

This notion is equivalent to Manin's notion of pseudo-lattice with weak morphisms (see [Man]) but it is easier for us to formulate our results in terms of lilacs because of their analogy with complex structures.

From a pre-lilac $(M, F)$, one can construct a non-commutative algebra $\mathcal{A}(M, F)$, called the Kroneker foliation algebra $C^{\infty}\left(M \backslash M_{\mathbb{R}}\right) \rtimes F$. We will call such an algebra a non-commutative torus because the choice of an element $e$ of a basis for $M$ allows one to construct a Morita equivalent algebra $\mathcal{T}(M, F, e)=C^{\infty}\left(\mathbb{Z} . e \backslash M_{\mathbb{R}} / F\right) \rtimes$

[^8]$[\mathbb{Z} . e \backslash M]$ which is an irrational rotation algebra, i.e., a non-commutative torus in the usual sense. The Morita equivalence $\mathcal{A}(M, F) \sim \mathcal{T}(M, F, e)$ follows from [GBVF01], corollary $12.20^{7}$. We are interested in the set of isomorphism classes of Kronecker foliation algebras. Let (Nct) be the category of such algebras with *-isomorphisms as morphisms. Let (pre-Lilacs) be the category of pre-lilacs with isomorphisms as morphisms. The assignment $(M, F) \mapsto \mathcal{A}(M, F)$ gives a functor
\[

$$
\begin{array}{ccc}
T: & (\text { pre-Lilacs }) & \rightarrow \\
(\text { Nct }) \\
(M, F) & \mapsto & \mathcal{A}(M, F) .
\end{array}
$$
\]

For an object $A$ of (Nct), denote by $S: \mathrm{HC}_{2}(A) \rightarrow \mathrm{HC}_{0}(A)$ the periodicity map in cyclic homology, by ch : $K_{0}(A) \rightarrow H C_{2}(A)$ the Chern character defined in [Lod98], and by $\operatorname{ch}_{\mathbb{R}}: K_{0}(A) \otimes_{\mathbb{Z}} \mathbb{R} \rightarrow H C_{2}(A)$ the corresponding map of $\mathbb{R}$-vector spaces.

There is also a functor in the other direction

$$
\begin{array}{rlc}
L: \quad(\mathbf{N c t}) & \rightarrow & (\text { pre-Lilacs }) \\
A & \mapsto & \left(K_{0}(A), \operatorname{ch}_{\mathbb{R}}^{-1}(\operatorname{Ker}(S)) \subset K_{0}(A) \otimes_{\mathbb{Z}} \mathbb{R}\right)
\end{array}
$$

The facts that ch induces an isomorphism $K_{0}(A) \otimes_{\mathbb{Z}} \mathbb{C} \rightarrow H C_{2}(A)$, and that the filtration by $\operatorname{Ker}(S)$ on cyclic homology is real with respect to the real structure given by $K$-theory can be deduced from the explicit calculations of Lemma 54 of [Con85]. Notice that this functor was already present in the paper [CDS97].

Lemma 2.3.2. Two Kronecker foliation algebras $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are Morita equivalent if and only if they are isomorphic as *-algebras.

Proof. This comes from the fact that for every objects $\mathcal{A}(M, F) \in(\mathbf{N c t})$, one has $L(\mathcal{A}(M, F)) \cong(M, F)$. To prove this, we can look at the Morita equivalent algebra $\mathcal{T}(M, F, e)$, for $e$ an element of a basis for $M$ and use the explicit calculation of its Chern character in [Con85]. We thus obtain that for all object $\mathcal{A} \in(\mathbf{N c t}), T \circ$ $L(\mathcal{A}) \cong \mathcal{A}$. To finish the proof, if the two Kronecker algebras are Morita equivalent, then Morita invariance of cyclic cohomology, K-theory and Chern character implies $L\left(\mathcal{A}_{1}\right) \cong L\left(\mathcal{A}_{2}\right)$ and this implies $\mathcal{A}_{1} \cong \mathcal{A}_{2}$.

The relation with Manin's definition of pseudo-lattices associated to noncommutative tori is the following. The long exact sequence of cyclic homology gives

$$
H H_{2}(A) \xrightarrow{I} H C_{2}(A) \xrightarrow{S} H C_{0}(A) \xrightarrow{B} H H_{1}(A)
$$

and we know that $S$ is surjective in this case (by explicit calculation given in [Con85]), so it gives an isomorphism $H C_{2}(A) / \operatorname{Ker}(S) \xrightarrow{S} H C_{0}(A)$. Since the Chern character is compatible with $S$, the natural map $S \circ$ ch : $K_{0}(A) \rightarrow H C_{0}(A)$ induced by ch : $K_{0}(A) \rightarrow H C_{2}(A)$ is equal to the Chern character ch : $K_{0}(A) \rightarrow$ $H C_{0}(A)$. The pseudo-lattices that Manin considers are given by this Chern character. So the functor that associates to a pre-lilac $(M, F)$ the pseudo-lattice $\left(M, M_{\mathbb{C}} / F_{\mathbb{C}}\right)$ has a natural interpretation in cyclic homology as the association $\left(K_{0}(A), \operatorname{ch}_{\mathbb{R}}^{-1}(\operatorname{Ker}(S))\right) \rightsquigarrow\left(K_{0}(A), H C_{0}(A)=H C_{2}(A) / \operatorname{Ker}(S)\right)$.

The two functors $T$ and $L$ naturally identify the set of isomorphism classes of pre-lilacs and the set of isomorphism classes of non-commutative tori.

[^9]Fix a free $\mathbb{Z}$-module $M$ of rank two. The projective space $\mathbb{P}\left(M_{\mathbb{R}}\right)$ over $M_{\mathbb{R}}$ gives a parameter space for lines $F^{\prime} \subset M_{\mathbb{R}}$. Two such lines correspond to isomorphic pre-lilacs if and only if they are exchanged by some $g \in \operatorname{GL}(M)$. So the set of isomorphism classes of pre-lilacs is $\mathrm{GL}(M) \backslash P\left(M_{\mathbb{R}}\right) \cong \mathrm{GL}_{2}(\mathbb{Z}) \backslash \mathbb{P}^{1}(\mathbb{R})$. As said before, this is also the moduli set for non-commutative tori.

We also remark that there is a natural projection

$$
\begin{array}{ccc}
\mathrm{GL}_{2}(\mathbb{Z}) \backslash X & \rightarrow & \mathrm{GL}_{2}(\mathbb{Z}) \backslash \mathbb{P}^{1}(\mathbb{R}) \\
\left(M, F_{x}, F_{y}\right) & \mapsto & \left(M, F_{x}\right)
\end{array}
$$

from the space of geodesics to the moduli space of pre-lilacs. In non-commutative geometry, the left hand side of this projection can be interpreted as the moduli space for triples

$$
\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \psi: K_{0}\left(\mathcal{A}_{1}\right) \xrightarrow{\sim} K_{0}\left(\mathcal{A}_{2}\right)\right)
$$

consisting of two Kronecker foliation algebras and an isomorphism $\psi$ between their $K_{0}$ groups, such that if $F_{1}$ and $F_{2}$ are the real lines in $K$-theory constructed in this section, $\psi_{\mathbb{R}}\left(F_{1}\right) \oplus F_{2}=K_{0}\left(\mathcal{A}_{2}\right)_{\mathbb{R}}$.

REmARK 2.3.3. As we saw in Section 1.5, the study of nontrivial level structures on geodesics (and thus on non-commutative tori) is also interesting because of class field theory. We will denote by $\operatorname{Irrat}(X)^{ \pm} \subset X^{ \pm}$the space of pairs of irrational oriented lines in $\mathbb{R}^{2}$. Let $N>1$ be an integer, and let $K_{N}$ be the group defined by the exact sequence $1 \rightarrow K_{N} \rightarrow \mathrm{GL}_{2}(\widehat{\mathbb{Z}}) \rightarrow \mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}) \rightarrow 1$. Then the Shimura space $\mathrm{Sh}_{K_{N}}\left(\mathrm{GL}_{2}, \operatorname{Irrat}(X)^{ \pm}\right)$is the moduli space of tuples

$$
\left(M, F_{x}, F_{y}, s_{x}, s_{y}, \phi: M \otimes_{\mathbb{Z}} \mathbb{Z} / N \mathbb{Z} \xrightarrow{\sim}(\mathbb{Z} / N \mathbb{Z})^{2}\right)
$$

consisting of a free $\mathbb{Z}$-module $M$ of rank 2 , two irrational lines $F_{x}, F_{y}$ in the underlying real vector space, equiped with two orientations $s_{x}, s_{y}$, and a level structure $\phi$. Perhaps this space has a moduli interpretation in terms of tuples

$$
\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \psi: K_{0}\left(\mathcal{A}_{1}\right) \xrightarrow{\sim} K_{0}\left(\mathcal{A}_{2}\right), \phi: K_{0}\left(\mathcal{A}_{1}\right) \otimes_{\mathbb{Z}} \mathbb{Z} / N \mathbb{Z} \xrightarrow{\sim}(\mathbb{Z} / N \mathbb{Z})^{2}\right)
$$

The orientation on the real lines could be given by the image of the positive cone in $K$-theory. The author's knowledge is, however, not sharp enough to be sure of this non-commutative moduli interpretation.

Remark 2.3.4. Polishchuk's remarkable work [Pol03] on the relation of analytic non-commutative tori with nonstandard t-structures on derived categories of coherent sheaves on usual elliptic curves seems to be promising, because it allows one to give some rationality properties to the objects we have on hand. For example, if $E$ is an elliptic curve over $\mathbb{Q}$ and we fix some $t$-structure on its associated analytic curve given by a line with real quadratic slope on $K_{0}(E) \otimes_{\mathbb{Z}} \mathbb{R}$, we can ask questions about the rationality of this $t$-structure. The Algebraic Proj construction in [Pol02] for real multiplication non-commutative tori also allows one to ask rationality questions.
2.4. The universal non-commutative torus. For at least four reasons (esthetic symmetry, class field theory, Mumford-Tate groups and the complications that appear in this paragraph), it seems to be more natural to study the moduli space for pairs of non-commutative tori as above (which is also the space of geodesics) rather than the moduli space of solitary non-commutative tori. However, we still want to construct a universal non-commutative torus because it permits to understand the relation with Tate mixed Hodge structures.

Let $h_{0}^{\prime}$ be the morphism of algebraic groups given by

$$
\begin{array}{rlll}
h_{0}^{\prime}: & \mathbb{G}_{m, \mathbb{R}}^{2} & \rightarrow & \mathrm{GL}_{2, \mathbb{R}} \\
& (x, y) & \mapsto & \left(\begin{array}{cc}
x y & 0 \\
0 & 1
\end{array}\right)
\end{array} .
$$

Aside 2.4.1 (rational boundary component). If we denote by $U$ the group of unipotent upper triangular matrices and by $P_{1}$ the group of matrices of the form $\left(\begin{array}{cc}* \\ 0 & *\end{array}\right)$ in $\mathrm{GL}_{2, \mathbb{Q}}$, then the $U(\mathbb{C})$-conjugacy class $Y_{1}^{\prime}$ of $h_{0, \mathbb{C}}^{\prime}$ is identified with $U(\mathbb{C})=\mathbb{C}$. Let $Y_{1}$ be $Y_{1}^{\prime} \times\{ \pm 1\}$. Pink calls the pair $\left(P_{1}, Y_{1}\right)$ a rational boundary component of $\left(\mathrm{GL}_{2}, \mathbb{H}^{ \pm}\right)$. These kind of (mixed) Shimura data appear in the toroidal compactification of Shimura varieties. They are parameter spaces for mixed Hodge structures. In our particular case, the mixed Hodge structures are extensions

$$
0 \rightarrow \mathbb{Z}(1) \rightarrow M \rightarrow \mathbb{Z} \rightarrow 0
$$

that can be described algebraically by 1-motives of the form $\left[\mathbb{Z} \rightarrow \mathbb{G}_{m, \mathbb{C}}\right]$ (see [Del74] section 10 for a definition of 1-motives). Level structures on these onemotives are strongly related to roots of unity in $\mathbb{C}$, i.e., to generators of $\mathbb{Q}^{a b}$. In some sense (see [Pin90], 10.15 to give a precise meaning to this affirmation), we can say that $\operatorname{Sh}\left(P_{1}, Y_{1}\right)$ is a universal family over the moduli space $\operatorname{Sh}\left(\mathbb{G}_{m, \mathbb{Q}},\{ \pm 1\}\right)$ of primitive roots of unity.

We will denote by $X^{\prime}$ the $\mathrm{GL}_{2}(\mathbb{R})$-conjugacy class of $h_{0}^{\prime}$. Recall that $X^{\prime}$ is the set $\left\{\left(F_{x y}, F_{0}\right)\right\}$ of pairs of distinct lines in $\mathbb{R}^{2}$ of respective weights 0 and $x y$. There is a natural projection map $X^{\prime} \rightarrow \mathbb{P}^{1}(\mathbb{R})$ given by $\left(F_{x y}, F_{0}\right) \mapsto F_{0}$.

Recall from Section 2.1 that $P$ is the group scheme $V \rtimes \mathrm{GL}_{2}$, with $V:=\mathbb{G}_{a}^{2}$ the standard representation of $\mathrm{GL}_{2}$. As usual, we also denote by $h_{0}^{\prime}: \mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow P_{\mathbb{R}}$ the morphism obtained by composing $h_{0}^{\prime}$ with a rational section of the natural projection $P \rightarrow \mathrm{GL}_{2}$. Such a section is unique up to an element of $V(\mathbb{Q})$. Let $Y_{P}$ be the $P(\mathbb{R})$-conjugacy class of $h_{0}^{\prime}$. It is independent of the choice of the section of $P \rightarrow \mathrm{GL}_{2}$ because $V \subset P$.

Let $V_{P}=\mathbb{Q}^{3}$ be the standard representation of $P$ given by an embedding $P \hookrightarrow \mathrm{GL}_{3}$. For $h \in Y_{P}$, we let $F^{0}(h):=\left\{v \in V_{P, \mathbb{R}} \mid h(x, y) \cdot v=v\right\}$. On $Y_{P}$, we have the equivalence relation:

$$
h \sim h^{\prime} \Leftrightarrow F^{0}(h) V^{\prime}=F^{0}\left(h^{\prime}\right) V^{\prime}
$$

Let $\overline{Y_{P}}=Y_{P} / \sim$ be the corresponding quotient.
Definition 2.4.2. We call the pair $\left(P, \overline{Y_{P}}\right)$ the pre-Shimura datum of the universal family of non-commutative tori.

The following lemma shows us that the Shimura fibered $\operatorname{space} \operatorname{Sh}\left(P, \overline{Y_{P}}\right) \rightarrow$ $\operatorname{Sh}\left(\mathrm{GL}_{2}, \mathbb{P}^{1}(\mathbb{R})\right)$ can be considered as a universal family of non-commutative tori.

Lemma 2.4.3. The fiber of the projection

$$
\operatorname{Sh}_{P(\widehat{\mathbb{Z}})}\left(P, Y_{P}\right) \rightarrow \mathrm{Sh}_{\mathrm{GL}_{2}(\widehat{\mathbb{Z}})}\left(\mathrm{GL}_{2}, \mathbb{P}^{1}(\mathbb{R})\right)=\mathrm{PGL}_{2}(\mathbb{Z}) \backslash \mathbb{P}^{1}(\mathbb{R})
$$

over a point $\left(M, F_{0}\right)$ of the space of pre-lilacs is the space $M \backslash M_{\mathbb{R}} / F_{0}$ of leaves of the corresponding foliation on the two-torus $M \backslash M_{\mathbb{R}}$.

Proof. The proof is essentially the same as the one of Lemma 2.2.2. The additional fact to check is that forgetting the $F_{x y}$ part of the filtration is compatible with the quotient, which follows from the definition.

## 3. Two higher dimensional examples

3.1. Hilbert modular varieties. Let $E$ be a totally real number field with ring of integer $\mathcal{O}_{E}$, let $I:=\operatorname{Hom}(E, \mathbb{R})$ and let $n:=\operatorname{card}(I)$. Denote by $G$ the group scheme $\operatorname{Res}_{\mathcal{O}_{E} / \mathbb{Z}} \mathrm{GL}_{2}$. We then have $G_{\mathbb{R}}=\prod_{\iota: E \rightarrow \mathbb{R}} \mathbb{G}_{\mathbb{R}, \iota} \cong \prod_{\iota: E \rightarrow \mathbb{R}} \mathrm{GL}_{2, \mathbb{R}}$.

Let $h:=\prod_{\iota: E \rightarrow \mathbb{R}} h_{i}: \mathbb{S} \rightarrow \mathbb{G}_{\mathbb{R}}$ with $h_{i}: \mathbb{S} \rightarrow \mathbb{G L}_{2, \mathbb{R}}$ the map that sends $z=a+i b \in \mathbb{C}^{*}=\mathbb{S}(\mathbb{R})$ to the matrix $\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right)$. Let $X$ be the $G(\mathbb{R})$-conjugacy class of this morphism. We have an isomorphism $X \cong \prod_{t: E \rightarrow \mathbb{R}} \mathbb{H}^{ \pm}$.

Definition 3.1.1. The Shimura datum $(G, X)$ is called the Hilbert modular Shimura datum.

Let $h(E)$ be the Hilbert class number of $E$. Let $K$ be the compact open subgroup $G(\hat{\mathbb{Z}})$ of $G\left(\mathbb{A}_{f}\right)$. The associated Shimura variety is by definition

$$
\begin{aligned}
\mathcal{M}=\operatorname{Sh}_{K}(G, X) & =G(\mathbb{Q}) \backslash\left(X \times G\left(\mathbb{A}_{f}\right) / K\right) \\
& =\operatorname{GL}_{2}\left(\mathcal{O}_{E}\right) \backslash X \text { if } h(E)=1, \\
& \cong \operatorname{GL}_{2}\left(\mathcal{O}_{E}\right) \backslash\left(\prod_{\iota: E \rightarrow \mathbb{R}} \mathbb{H}^{ \pm}\right) \text {if } h(E)=1,
\end{aligned}
$$

i.e., the Hilbert modular variety. Now let $B^{\prime}$ be the subgroup of upper triangular matrices in $\mathrm{GL}_{2, \mathcal{O}_{E}}$ and denote by $B$ the group scheme $\operatorname{Res}_{\mathcal{O}_{E} / \mathbb{Z}} B^{\prime}$.

Aside 3.1.2 (rational boundary component). The group scheme $B$ is a maximal parabolic subgroup of $G$ and corresponds to a rational boundary component $\left(P_{1}, X_{1}\right)$ of $(G, X)$ as in [Pin90], 4.11. The canonical model of the associated mixed Shimura variety is a moduli space defined over $\mathbb{Q}$ for 1-motives with additional structures.

Let $h_{0}^{H}: \mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow G_{\mathbb{R}}$ be the morphism given on each simple component of $G_{\mathbb{R}}$ by $h_{0}:(x, y) \in\left(\mathbb{R}^{*}\right)^{2} \mapsto \operatorname{diag}(x, y):=\left(\begin{array}{ll}x & 0 \\ 0 & y\end{array}\right)$. Let $X_{H}$ be the $G(\mathbb{R})$-conjugacy class of $h_{0}^{H}$.

Definition 3.1.3. We will call the pair $\left(G, X_{H}\right)$ the pre-Shimura datum of the moduli space of Hilbert lilacs.

The corresponding Shimura space $\mathrm{Sh}_{G(\hat{\mathbb{Z}})}\left(G, X_{H}\right)$ is a moduli space for tuples ( $M, F_{x}, F_{y}, i$ ) consisting of a rank $2 n$ free $\mathbb{Z}$-module $M$, equipped with a decomposition

$$
M_{\mathbb{R}}=F_{x} \oplus F_{y}
$$

of its underlying real vector space in two $n$-dimensional subspaces, and with a $\operatorname{morphism} i: E \hookrightarrow \operatorname{End}\left(M_{\mathbb{Q}}, F_{x}, F_{y}\right)$ (i.e., a morphism compatible with the decomposition). These objects are called Hilbert lilacs.

Example 3.1.4. Let $E:=\mathbb{Q}(\sqrt{2})$ and $F:=\mathbb{Q}(\sqrt{2}, \sqrt{3})$. For each embedding $\iota$ in $\operatorname{Hom}(E, \mathbb{R})$, choose one embedding $c_{\iota}$ over it in $\operatorname{Hom}(F, \mathbb{R})$. Such a choice is called an $R M$ type for $F / E$. Equip $M:=\mathcal{O}_{F}$ with the "Hodge decomposition"

$$
M_{\mathbb{R}}=F_{x} \oplus F_{y}
$$

where $F_{x}:=\oplus_{\iota} F_{c_{\iota}} \cong \mathbb{R}^{2}$, and $F_{y}$ is the other component in the natural decomposition of $M_{\mathbb{R}}$. Then the lilac $\left(M, F_{x}, F_{y}\right)$ gives a point in the space of Hilbert lilacs corresponding to $E$, and this point has Mumford-Tate group contained in $\operatorname{Res}_{F / \mathbb{Q}} \mathbb{G}_{m} \subset G=\operatorname{Res}_{E / \mathbb{Q}} \mathrm{GL}_{2}$. It is called a special point of this space.

Let $h_{0}^{H Q}$ be the product morphism $\prod_{\iota: E \rightarrow \mathbb{R}} h_{0}^{Q}: \mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow G_{\mathbb{R}}^{2}$, where $h_{0}^{Q}$ : $\mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow \mathrm{GL}_{2, \mathbb{R}}^{2}$ is the morphism that sends the pair $(x, y) \in\left(\mathbb{R}^{*}\right)^{2}$ to the pair of matrices $\left(\left(\begin{array}{cc}x & 0 \\ 0 & 1\end{array}\right),\left(\left(\begin{array}{ll}1 & 0 \\ 0 & y\end{array}\right)\right)\right.$.

Let $Z_{H Q}:=G(\mathbb{R}) \cdot h_{0}^{H Q}$ be the $G(\mathbb{R})$-conjugacy class of $h_{0}^{H Q}$ in $\operatorname{Hom}\left(\mathbb{G}_{m, \mathbb{R}}^{2}, G_{\mathbb{R}}^{2}\right)$. The multiplication map $m: G^{2} \rightarrow G$ (which is not a group homomorphism) induces, as in Subsection 2.2, a natural isomorphism $m:\left(G, Z_{H Q}\right) \rightarrow\left(G, X_{H}\right)$ of pre-Shimura data.

Let $V:=\operatorname{Res}_{\mathcal{O}_{E} / \mathbb{Z}} \mathbb{G}_{a, E}^{2}$ be the standard representation ${ }^{8}$ of $G$. Let $Q^{\prime}$ be the group scheme $V^{2} \rtimes G^{2}$ and let $Q$ be the group scheme $V^{2} \rtimes G$. We will also denote by $h_{0}^{H Q}: \mathbb{G}_{m, \mathbb{R}}^{2} \rightarrow Q_{\mathbb{R}}^{\prime}$ the morphism obtained by composition with a rational section of the natural projection $Q^{\prime} \rightarrow G^{2}$. Such a section is unique up to an element of $V^{2}(\mathbb{Q})$.

Let $Y_{H Q}:=Q(\mathbb{R}) \cdot h_{0}^{H Q} \subset \operatorname{Hom}\left(\mathbb{G}_{m, \mathbb{R}}^{2}, Q_{\mathbb{R}}^{\prime}\right)$ be the $Q(\mathbb{R})$-conjugacy class of $h_{0}^{H Q}$. It does not depend on the chosen section because $V^{2} \subset Q$.

Definition 3.1.5. We call the pair $\left(Q, Y_{H Q}\right)$ the pre-Shimura datum of the universal family of Hilbert lilacs.

The next lemma will explain this definition. Let $\pi^{\prime}: Q^{\prime} \rightarrow G^{2}$ be the natural projection. This projection induces a natural map $Y_{H Q} \rightarrow Z_{H Q}$ that is compatible with the natural projection $\pi: Q \rightarrow G$. This yields a morphism of pre-Shimura data $\pi:\left(Q, Y_{H Q}\right) \rightarrow\left(G, Z_{H Q}\right)$. If we compose this morphism with $m$, we get a natural morphism of pre-Shimura data

$$
\left(Q, Y_{H Q}\right) \rightarrow\left(G, X_{H}\right)
$$

which is in fact the quotient map by the additive group $V^{2}$.
The Shimura fibered space $\operatorname{Sh}\left(Q, Y_{H Q}\right) \rightarrow \operatorname{Sh}\left(G, X_{H}\right)$ can be considered as a universal family of Hilbert lilacs because of the following lemma.

Lemma 3.1.6. The fiber of the projection $\mathrm{Sh}_{Q(\widehat{\mathbb{Z}})}\left(Q, Y_{Q}\right) \rightarrow \mathrm{Sh}_{G(\widehat{\mathbb{Z}})}(G, X)$ over a point $\left[\left(V, F_{x}, F_{y}, i\right)\right]$ of the space of Hilbert lilacs is the space $V \backslash V_{\mathbb{R}} / F_{x} \times V \backslash V_{\mathbb{R}} / F_{y}$, product of the two leaves spaces of the corresponding linear foliations on the torus $V \backslash V_{\mathbb{R}}$.

Proof. The proof is essentially the same as in Lemma 2.2.2.
REmaRk 3.1.7. The centralizer $C_{G(\mathbb{R})}\left(h_{0}^{H}\right)$ of our basis morphism is isomorphic to the maximal torus $T(\mathbb{R})$ of $G(\mathbb{R})$. We define the Mumford-Tate group of some $h \in X_{H}$ as in Definition 1.4.1 as a reductive envelope, defined by André, Kahn and O'Sullivan, [AKO02]. Such a reductive envelope is well defined up to the centralizer of the enveloped group. We will now change a little bit our description of $X_{H}$ in order to have a well defined Mumford-Tate group for all points in this (and other) spaces. These groups could also be of some interest in the study of dynamical properties of the corresponding foliations, as suggested to the author by Yves André and Etienne Ghys.

Let $D$ be the basic maximal torus of $G$, i.e., $D:=\operatorname{Res}_{E / \mathbb{Q}} \mathbb{G}_{m}^{2}$. Let $\mathbb{D}:=D_{\mathbb{R}}$ be the corresponding real algebraic group, and let $h_{0, \mathcal{R}}^{H}: \mathbb{D} \rightarrow G_{\mathbb{R}}$ be the natural inclusion. Let $\mathcal{R}_{H}$ be the $G(\mathbb{R})$-conjugacy class of $h_{0, \mathcal{R}}^{H}$. The inclusion ${ }^{9} \mathbb{G}_{m, \mathbb{R}}^{2} \subset$

[^10]$\mathbb{D}$ induces a $G(\mathbb{R})$-equivariant bijection $\mathcal{R}_{H} \rightarrow X_{H}$, i.e., an isomorphism of preShimura data
$$
\left(G, \mathcal{R}_{H}\right) \rightarrow\left(G, X_{H}\right)
$$

Definition 3.1.8. Let $h \in \mathcal{R}_{H}$. We define the bad Mumford-Tate group of $h$ to be the smallest $\mathbb{Q}$-algebraic subgroup $\mathrm{BMT}(h) \subset G$ such that $\operatorname{im}(h) \subset \operatorname{BMT}(h)(\mathbb{R})$. A Mumford-Tate group for $h$ is a minimal reductive subgroup of $G$ that contains BMT( $h$ ).

Lemma 3.1.9. Let $h \in \mathcal{R}_{H}$. There exists a unique Mumford-Tate group for $h$. It will be denoted by $\mathrm{MT}(h)$.

Proof. The bad Mumford-Tate group of $h$ contains a maximal torus $T$ of $G$ (because the image of $h$ is a maximal torus over $\mathbb{R}$ ). We know from [SGA64], XIX, 2.8 (or other classical references on algebraic groups) that the centralizer $C_{G}(T)$ of $T$ in $G$ is $T$ itself, because $G$ is a reductive group. We have an inclusion of centralizers $C_{G}(\operatorname{BMT}(h)) \subset C_{G}(T)=T$, and we already know that $T \subset \operatorname{BMT}(h)$. So we have $C_{G}(\operatorname{BMT}(h)) \subset \mathrm{BMT}(h)$, and the fact that a reductive envelope of a group is well defined up to the centralizer of the group implies that, in this case, the Mumford-Tate group is well-defined.

Remark 3.1.10. This result gives a motivation to study the pair $\left(G, \mathcal{R}_{H}\right)$ itself. This pair is called the shore datum of the Hilbert modular datum $(G, X)$. Another good reason to use a bigger basis group $\mathbb{D}$ for morphisms is given by the need, in Manin's real multiplication program, to take into account archimedian places in class field theory of totally real fields. This has been investigated in Section 1.5 in the case $E=\mathbb{Q}$ and in $[\mathbf{P a u 0 4}]$ for other quite general examples.
3.2. The moduli space of Abelian surfaces. We first recall the construction of the moduli space of Abelian surfaces and then construct one of its irrational boundaries. As we will see, this gives a non-totally degenerate example, that is in some sense more general than the case of Hilbert moduli spaces.

Let $V=\mathbb{Z}^{4}$ and $\psi: V \times V \rightarrow \mathbb{Z}$ be the standard symplectic form given by the matrix $J:=\left(\begin{array}{cc}0 & I_{2} \\ -I_{2} & 0\end{array}\right)$ with $I_{2} \in \mathrm{M}_{2}(\mathbb{Z})$ the identity matrix. Let $G$ be the corresponding group scheme of symplectic similitudes, whose points in a $\mathbb{Z}$-algebra $A$ are given by $G(A)=\operatorname{GSp}_{4, \mathbb{Z}}(A):=\left\{M \in \mathrm{M}_{4}(A) \mid \exists \alpha(M) \in A^{*}\right.$ with $M J M^{-1}=$ $\alpha(M) . J\}$.

Let $h_{i}^{S}: \mathbb{S} \rightarrow G_{\mathbb{R}}$ be the morphism that maps $z=a+i b \in \mathbb{C}^{*}=\mathbb{S}(\mathbb{R})$ to the matrix

$$
\left(\begin{array}{cc}
a I_{2} & b I_{2} \\
-b I_{2} & a I_{2}
\end{array}\right)
$$

and denote by $\mathcal{S}^{ \pm}$the $G(\mathbb{R})$-conjugacy class of $h_{i}$, that is usually called the two dimensional Siegel space.

Definition 3.2.1. The datum $\left(\mathrm{GSp}_{4}, \mathcal{S}^{ \pm}\right)$is called the Siegel Shimura datum.
Let $K$ be the compact open subgroup $G(\hat{\mathbb{Z}})$ of $G\left(\mathbb{A}_{f}\right)$. The associated Shimura variety is by definition

$$
\begin{aligned}
\mathrm{Sh}_{K}\left(\mathrm{GSp}_{4}, \mathcal{S}^{ \pm}\right) & =G(\mathbb{Q}) \backslash\left(\mathcal{S}^{ \pm} \times G\left(\mathbb{A}_{f}\right) / K\right) \\
& =\operatorname{GSp}_{4}(\mathbb{Z}) \backslash \mathcal{S}^{ \pm}
\end{aligned}
$$

i.e., the Siegel modular variety, which is the moduli space of principally polarized Abelian surfaces.

Let $h_{0}^{\mathcal{S}}: \mathbb{G}_{m, \mathbb{C}}^{2} \rightarrow G_{\mathbb{C}}$ be the morphism that associates to $(x, y) \in\left(\mathbb{C}^{*}\right)^{2}$ the matrix

$$
\left(\begin{array}{cccc}
a & 0 & b & 0 \\
0 & x & 0 & 0 \\
-b & 0 & a & 0 \\
0 & 0 & 0 & y
\end{array}\right)
$$

with $a=\frac{x+y}{2}$ and $b=\frac{x-y}{2 i}$. Let $\mathcal{R}_{\mathcal{S}}:=G(\mathbb{R}) \cdot h_{0}^{\mathcal{S}}$ be the $G(\mathbb{R})$-conjugacy class of $h_{0}^{\mathcal{S}}$. The centralizer of $h_{0}^{\mathcal{S}}$ is a (non-split) maximal torus of $G(\mathbb{R})$ (the subgroup $T(\mathbb{R})$ of $\mathbb{C}^{*} \times\left(\mathbb{R}^{*}\right)^{2}$ given by $z \bar{z}=x y$, which implies that $\mathcal{R}_{\mathcal{S}} \cong \mathrm{GSp}_{4}(\mathbb{R}) / T(\mathbb{R})$.

The Shimura space $\operatorname{Sh}_{G(\hat{\mathbb{Z}})}\left(G, \mathcal{R}_{\mathcal{S}}\right)$ is a moduli space for tuples

$$
\left(V, F_{x}, F_{y}, \Pi, F, \psi\right)
$$

where $V$ is a free $\mathbb{Z}$-module of $\operatorname{rank} 4, F_{x}, F_{y}$ are two distinct real lines and $\Pi$ is a real plane in $V_{\mathbb{R}}$ such that $V_{\mathbb{R}}=F_{x} \oplus F_{y} \oplus \Pi$. Moreover, $F$ is a complex line in $\Pi_{\mathbb{C}}$ such that $\Pi_{\mathbb{C}}=F \oplus \bar{F}$, and $\psi: V \times V \rightarrow \mathbb{Z}$ is a symplectic form that respects the decomposition

$$
V_{\mathbb{C}}=\left(F_{x} \oplus F\right) \bigoplus\left(F_{y} \oplus \bar{F}\right)
$$

This new kind of linear algebra object is quite strange and does not seem to have an easy non-commutative geometric interpretation because it mixes usual complex structures with foliations on tori. Such objects appear, however, quite often in number theory.

Example 3.2.2. Let $K:=\mathbb{Q}[x] /\left(x^{4}-2\right)$. We have a decomposition $K \otimes_{\mathbb{Q}} \mathbb{R} \cong$ $\mathbb{R}_{x} \times \mathbb{R}_{y} \times \mathbb{C}_{z}$, and the $\mathbb{R}$-algebra $\mathbb{C}_{z}$ decomposes over $\mathbb{C}$ as a product of two copies of $\mathbb{C}$. Fixing a nice alternating form on $K$ gives us exactly a point in $\operatorname{Sh}_{G(\hat{\mathbb{Z}})}\left(G, \mathcal{R}_{\mathcal{S}}\right)$. This point is called a special point or a quadratic multiplication point. We showed in $[\mathbf{P a u 0 4}]$ that the counting of points of this type in the Shimura space involves interesting number theoretical information, as in the case of geodesics studied in Section 1.5.

## 4. Some open problems

Here are some open problems ${ }^{10}$ in our work.

- Find a higher dimensional and/or algebraic analog of non-commutative 2-tori adapted to number theoretical purposes.
- Understand, in the case of geodesics, the relation of our work with Manin's quantum theta functions, and Stark numbers.
- More generally, find an adelic formulation of Stark's conjectures for quadratic fields over totally real fields.
- Define a well-behaved and not ad hoc notion of level structure on noncommutative tori (resp., on Polishchuk's t-structures).
- Find the good higher dimensional analogs of Polishchuk's t-structures on categories of coherent sheaves of Abelian varieties.
- Study moduli spaces for stability conditions on these categories.
- Clarify, if it exists, the relationship with Darmon's work on Stark's conjecture for real quadratic fields.

[^11]
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# Holomorphic bundles on 2-dimensional noncommutative toric orbifolds 

A. Polishchuk


#### Abstract

We define the notion of a holomorphic bundle on the noncommutative toric orbifold $T_{\theta} / G$ associated with an action of a finite cyclic group $G$ on an irrational rotation algebra. We prove that the category of such holomorphic bundles is abelian and its derived category is equivalent to the derived category of modules over a finite-dimensional algebra $\Lambda$. As an application we finish the computation of $K_{0}$-groups of the crossed product algebras describing the above orbifolds initiated in [18], $[\mathbf{2 9}],[\mathbf{3 0}],[\mathbf{1 2}]$ and $[\mathbf{1 3}]$. Also, we describe a torsion pair in the category of $\Lambda$-modules, such that the tilting with respect to this torsion pair gives the category of holomorphic bundles on $T_{\theta} / G$.


## Introduction

Let $A_{\theta}$ be the algebra of smooth functions on the noncommutative 2-torus $T_{\theta}$ associated with an irrational real number $\theta$. Recall that its elements are expressions of the form $\sum_{m, n} a_{m, n} U_{1}^{m} U_{2}^{n}$, where the coefficients $\left(a_{m, n}\right)_{(m, n) \in \mathbb{Z}^{2}}$ rapidly decrease at infinity, and $U_{1}$ and $U_{2}$ satisfy the relation

$$
U_{1} U_{2}=\exp (2 \pi i \theta) U_{2} U_{1}
$$

It is convenient to denote $U_{v}=\exp (-\pi i m n \theta) U_{1}^{m} U_{2}^{n}$ for $v=(m, n) \in \mathbb{Z}^{2}$, so that

$$
U_{v} U_{w}=\exp (\pi i \theta \operatorname{det}(v, w)) U_{v+w}
$$

There is a natural action of $\mathrm{SL}_{2}(\mathbb{Z})$ on $A_{\theta}$ such that the matrix $g$ acts by the automorphism $U_{v} \mapsto U_{g v}$. Hence, for a finite subgroup $G \subset \mathrm{SL}_{2}(\mathbb{Z})$ we can consider the crossed product algebra $B_{\theta}=A_{\theta} * G$.

The simplest case is when $G=\mathbb{Z} / 2 \mathbb{Z}$ generated by $-\mathrm{id} \subset \mathrm{SL}_{2}(\mathbb{Z})$ acting on $A_{\theta}$ by the so called fip automorphism. In this case the algebra $B_{\theta}$ was studied in the papers $[\mathbf{8}],[\mathbf{1 0}],[\mathbf{1 8}]$ and $[\mathbf{2 8}]$. In particular, it is known that it is simple, has a unique tracial state, and is an AF-algebra. Also its $K$-theory has been computed: one has $K_{0}\left(B_{\theta}\right)=\mathbb{Z}^{6}$ and $K_{1}\left(B_{\theta}\right)=0$. However, there are three more examples of finite subgroups $G \subset \mathrm{SL}_{2}(\mathbb{Z})$ for which the situation is not so well understood. Namely, we can take $G=\mathbb{Z} / 3 \mathbb{Z}$ generated by $\left(\begin{array}{ll}-1 & 1 \\ -1 & 0\end{array}\right)$; or $G=\mathbb{Z} / 4 \mathbb{Z}$ generated by the "Fourier" matrix $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$; or $G=\mathbb{Z} / 6 \mathbb{Z}$ generated by $\left(\begin{array}{cc}-1 & 1 \\ 1 & 0\end{array}\right)$. In this paper we compute $K_{0}\left(B_{\theta}\right)$ in all these cases using holomorphic vector bundles on the corresponding noncommutative orbifolds.

By a vector bundle on the noncommutative toric orbifold $T_{\theta} / G$ we mean a finitely generated projective right $B_{\theta}$-module. We want to define what is a holomorphic structure on such a vector bundle. As in $[\mathbf{2 3}],[\mathbf{2 2}]$, let us consider a complex structure on $T_{\theta}$ associated with a complex number $\tau \in \mathbb{C} \backslash \mathbb{R}$. It is given by a derivation

$$
\delta: A_{\theta} \rightarrow A_{\theta}: \sum_{m, n} a_{m, n} U_{1}^{m} U_{2}^{n} \mapsto 2 \pi i \sum_{m, n}(m \tau+n) a_{m, n} U_{1}^{m} U_{2}^{n}
$$

of $A_{\theta}$ that we view as an analogue of the $\bar{\partial}$-operator. To descend this structure to the orbifold $T_{\theta} / G$ we have to impose some compatibility between the action of $G$ and $\delta$. More precisely, we assume that there exists a character $\varepsilon: G \rightarrow \mathbb{C}^{*}$ such that the following relation holds:

$$
\begin{equation*}
g \delta=\varepsilon(g) \delta g \tag{0.1}
\end{equation*}
$$

for all $g \in G$. For example, for $G=\mathbb{Z} / 2 \mathbb{Z}$ acting by the flip automorphism $\varepsilon$ is the unique nontrivial character of $\mathbb{Z} / 2 \mathbb{Z}$. In three other cases such a relation exists for a special choice of $\tau$. Namely, let us identify $G=\mathbb{Z} / m \mathbb{Z}$ with the subgroup of $m$-th roots of unity in $\mathbb{C}^{*}$ and let $G$ act on $\mathbb{C}$ by multiplication. Then we can choose $\tau$ in such a way that the lattice $\mathbb{Z} \tau+\mathbb{Z}$ is $G$-invariant: for $m=4$ we take $\tau=i$, while for $m=3$ and $m=6$ we take $\tau=(1+i \sqrt{3}) / 2$. Note that the embedding of $G$ into $\mathrm{SL}_{2}(\mathbb{Z})$ is induced by its action on the basis $(\tau, 1)$ of $\mathbb{Z} \tau+\mathbb{Z}$. Then ( 0.1 ) will hold with $\varepsilon(g)=g^{-1} \in \mathbb{C}^{*}$.

Recall that in $[\mathbf{2 3}],[\mathbf{2 2}]$ we studied the category $\operatorname{Hol}\left(T_{\theta, \tau}\right)$ of holomorphic bundles on $T_{\theta}$. By definition, these are pairs $(P, \bar{\nabla})$ consisting of a finitely generated projective right $A_{\theta}$-module $P$ and an operator $\bar{\nabla}: P \rightarrow P$ satisfying the Leibnitz identity

$$
\bar{\nabla}(f \cdot a)=f \cdot \delta(a)+\bar{\nabla}(f) \cdot a
$$

where $f \in P, a \in A_{\theta}$. Now we extend $\delta$ to a twisted derivation $\widetilde{\delta}$ of $B_{\theta}$ by setting

$$
\widetilde{\delta}\left(\sum_{g \in G} a_{g} g\right)=\sum_{g \in G} \epsilon(g) \delta\left(a_{g}\right) g
$$

where $a_{g} \in A_{\theta}$ for $g \in G$. This extended map satisfies the twisted Leibnitz identity

$$
\widetilde{\delta}\left(b_{1} b_{2}\right)=b_{1} \widetilde{\delta}\left(b_{2}\right)+\widetilde{\delta}\left(b_{1}\right) \kappa\left(b_{2}\right)
$$

where $\kappa$ is the automorphism of $B_{\theta}$ given by $\kappa\left(\sum_{g \in G} a_{g} g\right)=\sum_{g \in G} \epsilon(g) a_{g} g$. We define a holomorphic structure on a vector bundle $P$ on $T_{\theta} / G$ as an operator $\bar{\nabla}$ : $P \rightarrow P$ satisfying the similar twisted Leibnitz identity

$$
\bar{\nabla}(f \cdot b)=f \cdot \widetilde{\delta}(b)+\bar{\nabla}(f) \cdot \kappa(b)
$$

where $f \in P, b \in B_{\theta}$. By definition, a holomorphic bundle is a pair $(P, \bar{\nabla})$ consisting of a vector bundle $P$ equipped with a holomorphic structure $\bar{\nabla}$. One can define morphisms between holomorphic bundles in a natural way, so we obtain the category $\operatorname{Hol}\left(T_{\theta, \tau} / G\right)$ of holomorphic bundles.

Recall that the combined results of [23] and [22] imply that the category $\operatorname{Hol}\left(T_{\theta, \tau}\right)$ is abelian and one has an equivalence of bounded derived categories

$$
D^{b}\left(\operatorname{Hol}\left(T_{\theta, \tau}\right)\right) \simeq D^{b}(\operatorname{Coh}(E)),
$$

where $\operatorname{Coh}(E)$ is the category of coherent sheaves on the elliptic curve $E=\mathbb{C} /(\mathbb{Z}+$ $\mathbb{Z} \tau)$. Furthermore, the image of the abelian category $\operatorname{Hol}\left(T_{\theta, \tau}\right)$ in the derived category $D^{b}(\operatorname{Coh}(E))$ can be described as the heart of the tilted $t$-structure associated with a certain torsion pair in $\operatorname{Coh}(E)$ (depending on $\theta$ ). Our main result is a similar explicit description of the category of holomorphic bundles on $T_{\theta, \tau} / G$, where $G=\mathbb{Z} / m \mathbb{Z} \subset \mathrm{SL}_{2}(\mathbb{Z})$ with $m \in\{2,3,4,6\}$.

Theorem 0.1. The category $\operatorname{Hol}\left(T_{\theta, \tau} / G\right)$ is abelian and one has an equivalence of bounded derived categories

$$
D^{b}\left(\operatorname{Hol}\left(T_{\theta, \tau} / G\right)\right) \simeq D^{b}(\bmod -\Lambda)
$$

where $\bmod -\Lambda$ is the category of finite-dimensional right modules over the algebra $\Lambda=\mathbb{C} Q /(I)$ of paths in a quiver $Q$ without cycles with quadratic relations $I$. The number of vertices of $Q$ is equal to $6,8,9$ or 10 for $m=2,3,4$ or 6 , respectively.

The precise description of the algebra $\Lambda$ will be given in section 1.2. It is derived equivalent to one of canonical tubular algebras considered by Ringel in [24]. Furthermore, the image of $\operatorname{Hol}\left(T_{\theta, \tau} / G\right)$ in $D^{b}(\bmod -\Lambda)$ corresponds to the tilted $t$-structure for a certain explicit torsion pair in $\bmod -\Lambda$ depending on $\theta$ that we will describe in Theorem 2.8.

We prove Theorem 0.1 in two steps: first, we relate holomorphic bundles on $T_{\theta, \tau} / G$ to the derived category of $G$-equivariant sheaves on the elliptic curve $E=$ $\mathbb{C} /(\mathbb{Z} \tau+\mathbb{Z})$, and then we construct a derived equivalence with right modules over the algebra $\Lambda$. The second step is actually well known and works for arbitrary weighted projective curves considered in [15]. We present an alternative derivation working directly with equivariant sheaves. It is based on the semiorthogonal decomposition of the category of $G$-equivariant sheaves associated with a ramified $G$-covering of smooth curves (see Theorem 1.2).

Combining Theorem 0.1 with the results of $[\mathbf{2 9}]$ and $[\mathbf{1 2}]$ we derive the following result.

Theorem 0.2. One has $K_{0}\left(B_{\theta}\right) \simeq \mathbb{Z}^{r}$, where $r=6,8,9$ or 10 for $G=\mathbb{Z} / m \mathbb{Z}$ with $m=2,3,4$ or 6 , respectively.

Note that for $G=\mathbb{Z} / 2 \mathbb{Z}$ this was known (see [18]). For $G=\mathbb{Z} / 4 \mathbb{Z}$ and $G=\mathbb{Z} / 6 \mathbb{Z}$ this was proved for $\theta$ in a dense $G_{\delta}$-set (see [30] and [13]). The case of $G=\mathbb{Z} / 4 \mathbb{Z}$ and arbitrary irrational $\theta$ was done by Lueck, Phillips and Walters in 2003 (unpublished). Our proof shows in addition that the natural forgetful map

$$
K_{0}\left(\operatorname{Hol}\left(T_{\theta, \tau} / G\right)\right) \rightarrow K_{0}\left(B_{\theta}\right)
$$

is, in fact, an isomorphism and identifies the positive cones in these groups.

## 1. Derived categories of $G$-sheaves

1.1. Generalities on $G$-sheaves. Let $G$ be a finite group acting on an algebraic variety $X$ over a field $k$ of characteristic zero. Then we can consider the category $\operatorname{Coh}_{G}(X)$ of $G$-equivariant coherent sheaves. We denote its bounded derived category by $D_{G}^{b}(X)$. It is equivalent to the full subcategory in the bounded derived category of $G$-equivariant quasicoherent sheaves consisting of complexes with coherent cohomology (see Corollary 1 in [1]). We refer to [11], Section 4, for a more detailed discussion of this category and restrict ourself to several observations. Below we will use the term $G$-sheaf to denote a $G$-equivariant coherent sheaf.

There is a natural forgetting functor from $D_{G}^{b}(X)$ to $D^{b}(X)$, the usual derived category of coherent sheaves on $X$. For equivariant complexes of sheaves $F_{1}$ and $F_{2}$ we denote by $\operatorname{Hom}_{G}\left(F_{1}, F_{2}\right)\left(\right.$ resp., $\left.\operatorname{Hom}\left(F_{1}, F_{2}\right)\right)$ morphisms between these objects in the former (resp., latter) category. There is a natural action of $G$ on $\operatorname{Hom}\left(F_{1}, F_{2}\right)$ and one has

$$
\operatorname{Hom}_{G}\left(F_{1}, F_{2}\right) \simeq \operatorname{Hom}\left(F_{1}, F_{2}\right)^{G}
$$

In particular, the cohomological dimension of $\operatorname{Coh}_{G}(X)$ is at most that of $\operatorname{Coh}(X)$. Let us also set $\operatorname{Hom}_{G}^{i}\left(F_{1}, F_{2}\right)=\operatorname{Hom}_{G}\left(F_{1}, F_{2}[i]\right)$. If $X$ is a smooth projective variety over $k$ then we can define the bilinear form $\chi_{G}(\cdot, \cdot)$ on $K_{0}\left(D_{G}^{b}(X)\right)$ by setting

$$
\chi_{G}\left(F_{1}, F_{2}\right)=\sum_{i \in \mathbb{Z}}(-1)^{i} \operatorname{dim} \operatorname{Hom}_{G}^{i}\left(F_{1}, F_{2}\right)
$$

Many natural constructions with sheaves carry easily to $G$-equivariant setting. For example, the tensor product of $G$-sheaves is defined. Also if $\rho$ is a representation of $G$ then there is a natural tensor product operation $F \mapsto F \otimes \rho$ on $G$-sheaves. If $Y$ is another variety equipped with the action of $G$ and if $f: X \rightarrow Y$ is a $G$-equivariant morphism then there are natural functors of push-forward and pull-back:

$$
f_{*}: \operatorname{Coh}_{G}(X) \rightarrow \operatorname{Coh}_{G}(Y), f^{*}: \operatorname{Coh}_{G}(Y) \rightarrow \operatorname{Coh}_{G}(X)
$$

We can also consider the derived functor $R f_{*}: D_{G}^{b}(X) \rightarrow D_{G}^{b}(Y)$ and if $Y$ is smooth or $f$ is flat, the derived functor $L f^{*}: D_{G}^{b}(Y) \rightarrow D_{G}^{b}(X)$ (when $f$ is flat we denote it simply by $\left.f^{*}\right)$. The pair $\left(L f^{*}, R f_{*}\right)$ satisfies the usual adjunction property.

If $X$ is smooth and projective then the category $D_{G}^{b}(X)$ is also equipped with the Serre duality of the form

$$
\operatorname{Hom}_{G}\left(F_{1}, F_{2}\right)^{*} \simeq \operatorname{Hom}_{G}\left(F_{2}, F_{1} \otimes \omega_{X}[\operatorname{dim} X]\right)
$$

where the canonical bundle $\omega_{X}$ is equipped with the natural $G$-action.
The following observation will be useful to us.
Lemma 1.1. Let $X$ be a smooth curve equipped with an action of a finite group $G$. Then the category $D_{G}^{b}(X)$ is equivalent to the category of $G$-equivariant objects in $D^{b}(X)$, i.e., the category of data $\left(F, \phi_{g}\right)$, where $F \in D^{b}(X)$ and $\phi_{g}: g^{*} F \rightarrow F$, $g \in G$, is a collection of isomorphisms satisfying the natural compatibility condition.

Proof. . Note that there is a natural functor from $D_{G}^{b}(X)$ to the category of $G$-objects in $D^{b}(X)$. It is easy to see that it is fully faithful, so the only issue is to check that it is essentially surjective. The proof is based on the fact that every object $F \in D^{b}(X)$ is isomorphic to the direct sum of its cohomology sheaves: $F \simeq \oplus_{n} H^{n} F[-n]$. A $G$-structure on $F$ is given by a compatible collection of isomorphisms $\phi=\left(\phi_{g}\right)$, where $\phi_{g}: g^{*} F \rightarrow F$. Note that the only nontrivial components of $\phi_{g}$ with respect to the above direct sum decompositions are maps $g^{*} H^{n} F[-n] \rightarrow H^{n} F[-n]$ and $g^{*} H^{n} F[-n] \rightarrow H^{n-1} F[-n+1]$. Let $\phi^{0}=\left(\phi_{g}^{0}\right)$ be the $G$-structure on $F$ given by the components of $\phi$ of the first kind (i.e., by the diagonal components). Since the decomposition of $F$ into the direct sum of cohomology sheaves is compatible with $\phi^{0}$, it suffices to find an isomorphism of $G$-objects

$$
\begin{equation*}
\left(F, \phi^{0}\right) \simeq(F, \phi) \tag{1.1}
\end{equation*}
$$

Let us write $\phi_{g}=a_{g} \circ \phi_{g}^{0}$, where $a_{g} \in \operatorname{Aut}(F)$. Note that $a_{g}$ belongs to the abelian subgroup

$$
A:=\oplus_{n} \operatorname{Hom}\left(H^{n} F[-n], H^{n-1} F[-n+1]\right) \subset \operatorname{Aut}(F)
$$

of "upper-triangular" automorphisms with identities as diagonal entries. It is easy to check that the compatibility condition on the data $\phi$ amounts to the 1-cocycle equation for $a_{g}$, where $G$ acts on $A$ in a natural way. On the other hand, existence of an isomorphism (1.1) is equivalent to $g \mapsto a_{g}$ being a coboundary. It remains to note that $H^{1}(G, A)=0$ since $A$ is a vector space over a field of characteristic zero.

### 1.2. Semiorthogonal decomposition associated with a Galois cover-

 ing. Recall (see [5], [7]) that a semiorthogonal decomposition of a triangulated category $\mathcal{A}$ is an ordered collection $\left(\mathcal{B}_{1}, \ldots, \mathcal{B}_{r}\right)$ of full triangulated subcategories in $\mathcal{A}$ such that $\operatorname{Hom}\left(B_{i}, B_{j}\right)=0$ whenever $B_{i} \in \mathcal{B}_{i}$ and $B_{j} \in \mathcal{B}_{j}$, where $i>j$, and the subcategories $\mathcal{B}_{1}, \ldots, \mathcal{B}_{r}$ generate $\mathcal{A}$. In this case we write$$
\mathcal{A}=\left\langle\mathcal{B}_{1}, \ldots, \mathcal{B}_{r}\right\rangle .
$$

Semiorthogonal decompositions are related to admissible triangulated subcategories. For a subcategory $\mathcal{B} \subset \mathcal{A}$ let us denote by $\mathcal{B}^{\perp}$ the right orthogonal of $\mathcal{B}$, i.e., the full subcategory of $\mathcal{A}$ consisting of all $C$ such that $\operatorname{Hom}(B, C)=0$ for all $B \in \mathcal{B}$. A triangulated subcategory $\mathcal{B} \subset \mathcal{A}$ is called right admissible if for every $X \in \mathcal{A}$ there exists a distinguished triangle $B \rightarrow X \rightarrow C \rightarrow \ldots$ with $B \in \mathcal{B}$ and $C \in \mathcal{B}^{\perp}$. Thus, a right admissible subcategory $\mathcal{B} \subset \mathcal{A}$ gives rise to a semiorthogonal decomposition

$$
\mathcal{A}=\left\langle\mathcal{B}^{\perp}, \mathcal{B}\right\rangle
$$

Similarly, one can define the left orthogonal and left admissibility of a subcategory.
We are going to use also some results from the theory of exceptional collections (see $[\mathbf{3}],[\mathbf{2 4}]$ ). Let $k$ be a field. Recall that an object $E$ in a $k$-linear triangulated subcategory $\mathcal{A}$ is exceptional if $\operatorname{Hom}^{i}(E, E)=0$ for $i \neq 0$ and $\operatorname{Hom}(E, E)=k$. An exceptional collection in $\mathcal{A}$ is a collection of exceptional objects $\left(E_{1}, \ldots, E_{n}\right)$ such that $\operatorname{Hom}^{*}\left(E_{i}, E_{j}\right)=0$ for $i>j$. A triangulated subcategory $\left\langle E_{1}, \ldots, E_{n}\right\rangle$ generated by an exceptional collection is known to be left and right admissible (see [3], Theorem 3.2). In the case when $\left\langle E_{1}, \ldots, E_{n}\right\rangle=\mathcal{A}$ we will say that $\left(E_{1}, \ldots, E_{n}\right)$ is a full exceptional collection. An exceptional collection $\left(E_{1}, \ldots, E_{n}\right)$ is strong if $\operatorname{Hom}^{a}\left(E_{i}, E_{j}\right)=0$ for $a \neq 0$ and all $i, j$. If an exceptional collection is full and strong then $E=\oplus_{i=1}^{n} E_{i}$ is a tilting object in $\mathcal{A}$, i.e., the functor $X \mapsto R \operatorname{Hom}(E, X)$ gives an equivalence between $\mathcal{A}$ and $D^{b}(\bmod -A)$, where $A=\operatorname{End}(E)$ and $\bmod -A$ is the category of finite-dimensional right $A$-modules (provided $\mathcal{A}$ satisfies some natural finiteness assumptions and is framed, see [6]).

Let $\pi: X \rightarrow Y$ be a ramified Galois covering with Galois group $G$, where $X$ and $Y$ are smooth projective curves over an algebraically closed field $k$ of characteristic zero. In other words, a finite group $G$ acts effectively on $X$ and $Y=X / G$. We are going to construct a semiorthogonal decomposition of the derived category of $G$-sheaves $D_{G}^{b}(X)$ with $D^{b}(Y)$ as one of the pieces. Let $D_{1}, \ldots, D_{r}$ be all special fibers of $\pi$ equipped with the reduced scheme structure and let $m_{1}, \ldots, m_{r}$ be the corresponding multiplicities. Let us also fix a point $p_{i} \in D_{i}$ for each $i=1, \ldots, r$, and let $G_{i} \subset G$ be the stabilizer subgroup of $p_{i}$. Then we have $G$-equivariant isomorphisms $D_{i} \simeq G / G_{i}$. Hence, the category of $G$-sheaves on $D_{i}$ is equivalent to finite dimensional representations of $G_{i}$. For every character $\zeta$ of $G_{i}$ we denote by
$\zeta_{D_{i}}$ the corresponding $G$-sheaf on $D_{i}$. Note that $G_{i}$ is a cyclic group of order $m_{i}$. Moreover, the representation of $G_{i}$ on $\left.\omega_{X}\right|_{p_{i}}$ allows to identify $G_{i}$ with the group of $m_{i}$-th roots of unity in such a way that it acts on $\left.\omega_{X}\right|_{p_{i}}$ via the standard character. Thus, we have an isomorphism of $G$-sheaves

$$
\left.\omega_{X}\right|_{D_{i}} \simeq \zeta(i)_{D_{i}}
$$

where $\zeta(i)$ is a generator of the character group $\hat{G}_{i}$.
THEOREM 1.2. (i) The natural functor $\pi^{*}: D^{b}(Y) \rightarrow D_{G}^{b}(X)$ is fully faithful. (ii) For every $i=1, \ldots, r$, the collection of $G$-sheaves on $X$

$$
\begin{equation*}
\left(\mathcal{O}_{\left(m_{i}-1\right) D_{i}}, \ldots, \mathcal{O}_{2 D_{i}}, \mathcal{O}_{D_{i}}\right) \tag{1.2}
\end{equation*}
$$

is exceptional. Let $\mathcal{B}_{i}$ be the triangulated subcategory in $D_{G}^{b}(X)$ generated by this exceptional collection. Then $\mathcal{B}_{i}$ and $\mathcal{B}_{j}$ are mutually orthogonal for $i \neq j$, i.e., $\operatorname{Hom}\left(B_{i}, B_{j}\right)=\operatorname{Hom}\left(B_{j}, B_{i}\right)=0$ for all $B_{i} \in \mathcal{B}_{i}$ and $B_{j} \in \mathcal{B}_{j}$.
(iii) One has a semiorthogonal decomposition

$$
D_{G}^{b}(X)=\left\langle\pi^{*} D^{b}(Y), \mathcal{B}_{1}, \ldots, \mathcal{B}_{r}\right\rangle
$$

Proof. . (i) For $F_{1}, F_{2} \in D^{b}(X)$ we have

$$
\begin{aligned}
& \operatorname{Hom}_{G}\left(\pi^{*} F_{1}, \pi^{*} F_{2}\right) \simeq \operatorname{Hom}\left(F_{1}, \pi_{*} \pi^{*} F_{2}\right)^{G} \\
& \simeq \operatorname{Hom}\left(F_{1}, F_{2} \otimes\left(\pi_{*} \mathcal{O}_{X}\right)^{G}\right) \simeq \operatorname{Hom}\left(F_{1}, F_{2}\right)
\end{aligned}
$$

since $\left(\pi_{*} \mathcal{O}_{X}\right)^{G} \simeq \mathcal{O}_{Y}$.
(ii) Let us first prove that the collection of $G$-sheaves on $X$

$$
\begin{equation*}
\left(\mathcal{O}_{D_{i}}, \zeta(i)_{D_{i}}[1], \ldots, \zeta(i)_{D_{i}}^{m_{i}-2}\left[m_{i}-2\right]\right) \tag{1.3}
\end{equation*}
$$

is exceptional. Indeed, it is clear that there are no $G$-morphisms between $\zeta(i)_{D_{i}}^{a}$ and $\zeta(i)_{D_{i}}^{b}$ for $a \not \equiv b \bmod \left(m_{i}\right)$. Also, by Serre duality, for $a, b \in \mathbb{Z} / m_{i} \mathbb{Z}$ we have

$$
\operatorname{Ext}_{G}^{1}\left(\zeta(i)_{D_{i}}^{a}, \zeta(i)_{D_{i}}^{b}\right)^{*} \simeq \operatorname{Hom}_{G}\left(\zeta(i)_{D_{i}}^{b}, \zeta(i)_{D_{i}}^{a+1}\right) \simeq \operatorname{Hom}_{G_{i}}\left(\zeta(i)^{b}, \zeta(i)^{a+1}\right)
$$

The latter space is nonzero only for $b=a+1$. This proves that (1.3) is exceptional. Now using the exact sequences

$$
0 \rightarrow \zeta(i)_{D_{i}}^{a} \rightarrow \mathcal{O}_{(a+1) D_{i}} \rightarrow \mathcal{O}_{a D_{i}} \rightarrow 0
$$

for $a=1, \ldots, m_{i}-2$, one can easily show that making a sequence of mutations in (1.3) one gets the sequence (1.2). The fact that $\mathcal{B}_{i}$ and $\mathcal{B}_{j}$ are mutually orthogonal follows from disjointness of $D_{i}$ and $D_{j}$.
(iii) Since the subcategory $\left\langle\mathcal{B}_{1}, \ldots, \mathcal{B}_{r}\right\rangle$ is admissible it is enough to prove that $\pi^{*} D^{b}(Y)$ coincides with its right orthogonal. Since $\mathcal{B}_{i}$ is also generated by the exceptional collection (1.3), the condition $\operatorname{Hom}_{G}\left(\mathcal{B}_{i}, F\right)=0$ for $F \in D_{G}^{b}(X)$ is equivalent

$$
\operatorname{Hom}_{G}^{*}\left(\zeta(i)_{D_{i}}^{a}, F\right)=0 \text { for } a=0, \ldots, m_{i}-2
$$

Using Serre duality we can rewrite this as

$$
\operatorname{Hom}_{G}\left(F, \zeta(i)_{D_{i}}^{a}\right)=0 \text { for } a=1, \ldots, m_{i}-1
$$

Equivalently, $\left.F\right|_{p_{i}}$ should have a trivial $G_{i}$-action. By the main theorem of $[\mathbf{2 7}]$ this implies that $F \in \pi^{*} D^{b}(Y)$.

In the case when $Y=\mathbb{P}^{1}$ the semiorthogonal decomposition of Theorem 1.2 gives rise to a full exceptional collection in $D_{G}^{b}(X)$.

Corollary 1.3. Assume $X / G \simeq \mathbb{P}^{1}$. Then for every $n \in \mathbb{Z}$ we have the following full exceptional collection in $D_{G}^{b}(X)$ :

$$
\left(\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n), \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n+1), \mathcal{O}_{\left(m_{1}-1\right) D_{1}}, \ldots, \mathcal{O}_{D_{1}}, \ldots, \mathcal{O}_{\left(m_{r}-1\right) D_{r}}, \ldots, \mathcal{O}_{D_{r}}\right)
$$

In particular, $K^{0}\left(D_{G}^{b}(X)\right) \simeq \mathbb{Z}^{2+\sum_{i=1}^{r}\left(m_{i}-1\right)}$.

Definition. For a collection of $r$ distinct points $\bar{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{r}\right)$ on $\mathbb{P}^{1}(k)$ and a sequence of weights $\bar{m}=\left(m_{1}, \ldots, m_{r}\right)$ let us define the algebra $\Lambda(\bar{\lambda}, \bar{m})$ as the path algebra of a quiver $Q_{\bar{m}}$ modulo relations $I(\bar{\lambda})$, where
(i) $Q_{\bar{m}}$ has $2+\sum_{i=1}^{r}\left(m_{i}-1\right)$ vertices named $u$, $v$, and

$$
w_{1}^{1}, \ldots, w_{1}^{m_{1}-1}, \ldots, w_{r}^{1}, \ldots, w_{r}^{m_{r}-1}
$$

(ii) $Q_{\bar{m}}$ has $2+\sum_{i=1}^{r}\left(m_{i}-1\right)$ arrows: 2 arrows $u \xrightarrow{x_{0}, x_{1}} v$, and chains of arrows

$$
v \xrightarrow{e_{i}} w_{i}^{m_{i}-1} \rightarrow w_{i}^{m_{i}-2} \rightarrow \ldots \rightarrow w_{i}^{1}
$$

for every $i=1, \ldots, r$;
(iii) $I(\bar{\lambda})$ is generated by $r$ quadratic relations: $L_{i} \cdot e_{i}=0, i=1, \ldots, m$, where $L_{i} \subset k x_{0} \oplus k x_{1}$ is the line corresponding to $\lambda_{i} \in \mathbb{P}^{1}=\mathbb{P}\left(k x_{0} \oplus k x_{1}\right)$.

It is easy to see that the endomorphism algebra of the exceptional collection constructed in Corollary 1.3 is isomorphic to $\Lambda(\bar{\lambda}, \bar{m})$, where $D_{i}=\pi^{-1}\left(\lambda_{i}\right)$. Hence, we obtain the following description of the derived category of $G$-sheaves on a $G$ covering of $\mathbb{P}^{1}$. (where for a finite-dimensional algebra $A$ we denote by $\bmod -A$ the category of finite-dimensional right $A$-modules).

Corollary 1.4. Let $\pi: X \rightarrow \mathbb{P}^{1}$ be a ramified Galois covering, where $X$ is a smooth curve, with Galois group $G$. Let $\bar{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{r}\right) \subset \mathbb{P}^{1}$ be the set of ramification points of $\pi$ and let $\bar{m}=\left(m_{1}, \ldots, m_{r}\right)$ be multiplicities of the corresponding fibers. Then for every $n \in \mathbb{Z}$ one has an exact equivalence of triangulated categories

$$
\Phi_{n}: D_{G}^{b}(X) \widetilde{\rightarrow} D^{b}(\bmod -\Lambda(\bar{\lambda}, \bar{m})): F \rightarrow R \operatorname{Hom}_{G}\left(V_{n}, F\right)
$$

where

$$
V_{n}=\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n) \oplus \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n+1) \oplus \bigoplus_{1 \leq i \leq r, 1 \leq j<m_{i}} \mathcal{O}_{j D_{i}}
$$

Remark. Another natural full exceptional collection in $D_{G}^{b}(X)$ is
$\left(\mathcal{O}_{X}, \mathcal{O}_{X}\left(D_{1}\right), \ldots, \mathcal{O}_{X}\left(\left(m_{1}-1\right) D_{1}\right), \ldots, \mathcal{O}_{X}\left(D_{r}\right), \ldots, \mathcal{O}_{X}\left(\left(m_{r}-1\right) D_{r}\right), \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(1)\right)$.
It is obtained from the collection of Corollary 1.3 for $n=1$ by making the left mutation through $\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(1)$ of the part of the collection following this object.

A right module $M$ over $\Lambda(\bar{\lambda}, \bar{m})$ can be viewed as a representation of the quiver $Q_{\bar{m}}^{o p}$ in which the relations $I(\bar{\lambda})^{o p}$ are satisfied. Thus, $M$ is given by a collection of vector spaces $\left(U, V, W_{i}^{j}\right), i=1, \ldots, r, j=1, \ldots, m_{i}-1$, equipped with linear maps

$$
W_{i}^{1} \rightarrow \ldots \rightarrow W_{i}^{m_{i}-1} \rightarrow V, i=1, \ldots, r
$$

and $x_{0}, x_{1}: V \rightarrow U$ satisfying the relations $I(\bar{\lambda})^{o p}$. Let us define the following additive functions of $M$ :

$$
\begin{gathered}
\operatorname{deg}_{n}(M)=|G| \cdot\left(n \operatorname{dim} U-(n-1) \operatorname{dim} V-\sum_{i=1}^{r} \sum_{j=1}^{m_{i}-1} \frac{\operatorname{dim} W_{i}^{j}}{m_{i}}\right), \\
\mathrm{rk}(M)=\operatorname{dim} U-\operatorname{dim} V
\end{gathered}
$$

We extend these functions to additive functions on $D^{b}(\Lambda(\bar{\lambda}, \bar{m}))$.
Lemma 1.5. In the situation of Corollary 1.4 one has $\operatorname{deg}_{n}\left(\Phi_{n}(F)\right)=\operatorname{deg}(F)$ and $\operatorname{rk}\left(\Phi_{n}(F)\right)=\operatorname{rk}(F)$ for every $F \in D_{G}^{b}(X)$.

Proof. . Let $M=\Phi_{n}(F)=R \operatorname{Hom}_{G}\left(V_{n}, F\right)$ for $F \in D_{G}^{b}(X)$. Then we have $\operatorname{dim} U=\chi_{G}\left(\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n), F\right), \operatorname{dim} V=\chi_{G}\left(\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n+1), F\right), \operatorname{dim} W_{i}^{j}=\chi_{G}\left(\mathcal{O}_{j D_{i}}, F\right)$, and our task is to express $\operatorname{rk}(F)$ and $\operatorname{deg}(F)$ in terms of these numbers. To compute the rank we can use the equality

$$
\operatorname{rk}(F)=-\chi_{G}\left(\pi^{*} \mathcal{O}_{q}, F\right)
$$

where $q$ is a generic point of $\mathbb{P}^{1}$. Since $\left[\mathcal{O}_{q}\right]=\left[\mathcal{O}_{\mathbb{P}^{1}}(n+1)\right]-\left[\mathcal{O}_{\mathbb{P}^{1}}(n)\right]$, this immediately implies the required formula

$$
\operatorname{rk}(F)=\chi_{G}\left(\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n), F\right)-\chi_{G}\left(\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n+1), F\right)
$$

The formula for $\operatorname{deg}(F)$ should have form

$$
\operatorname{deg}(F)=a \chi_{G}\left(\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n), F\right)+b \chi_{G}\left(\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n+1), F\right)+\sum_{i=1}^{r} \sum_{j=1}^{m_{i}-1} c_{i}^{j} \chi_{G}\left(\mathcal{O}_{j D_{i}}, F\right)
$$

for some constants $a, b$ and $c_{i}^{j}$. The constants are determined by substituting in this formula the elements of the dual basis of $K_{0}\left(D_{G}^{b}(X)\right)$ :
$\left(\left[\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n)\right],-\left[\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n-1)\right],-\left[\zeta(1)_{D_{1}}\right], \ldots,-\left[\zeta(1)_{D_{1}}^{m_{1}-1}\right], \ldots,-\left[\zeta(r)_{D_{r}}\right], \ldots,-\left[\zeta(r)_{D_{r}}^{m_{r}-1}\right]\right)$.
1.3. Elliptic Galois coverings of $\mathbb{P}^{1}$. Now let us specialize to the case of a Galois covering $\pi: E \rightarrow \mathbb{P}^{1}$, where $E=\mathbb{C} /(\mathbb{Z} \tau+\mathbb{Z})$ is an elliptic curve (so $k=\mathbb{C}$ ). More precisely, we are interested in the following four cases in which $G$ is a cyclic subgroup in $\mathbb{C}^{*}$ acting on $E$ in the natural way.
(i) $E$ is arbitrary and $G=\mathbb{Z} / 2 \mathbb{Z}$. The corresponding double covering $\pi: E \rightarrow \mathbb{P}^{1}$ is given by the Weierstrass $\wp$-function and is ramified exactly at 4 points of order 2 on $E$.
(ii) $E=\mathbb{C} / L_{t r}$, where $L_{t r}=\mathbb{Z} \frac{1+i \sqrt{3}}{2}+\mathbb{Z}$, and $G=\mathbb{Z} / 3 \mathbb{Z}$. In this case $\pi: E \rightarrow \mathbb{P}^{1}$ is given by $\wp^{\prime}(z)$. Note that $E^{G}$ consists of 3 points: $0 \bmod L_{t r}$ and $\pm \frac{3+i \sqrt{3}}{6} \bmod L_{t r}$. Hence, $\pi$ is totally ramified over 3 points.
(iii) $E=\mathbb{C} / L_{s q}$, where $L_{s q}=\mathbb{Z} i+\mathbb{Z}$, and $G=\mathbb{Z} / 4 \mathbb{Z}$. In this case $\pi: E \rightarrow \mathbb{P}^{1}$ is given by $\wp(z)^{2}$. We have two points whose stabilizer subgroup is $\mathbb{Z} / 2 \mathbb{Z}$, namely, $\frac{1}{2} \bmod L_{s q}$ and $\frac{i}{2} \bmod L_{s q}$ (they get exchanged by the generator of $\mathbb{Z} / 4 \mathbb{Z}$ ). The two points in $E^{G}$ are $0 \bmod L_{s q}$ and $\frac{i+1}{2} \bmod L_{s q}$. Hence, $\pi$ is ramified over 3 points and the corresponding multiplicities are $(2,4,4)$.
(iv) $E=\mathbb{C} / L_{t r}$ (same curve as in (ii)) and $G=\mathbb{Z} / 6 \mathbb{Z}$. In this case $\pi: E \rightarrow \mathbb{P}^{1}$ is given by $\wp^{\prime}(z)^{2}$. There are 3 points whose stabilizer subgroup is $\mathbb{Z} / 2 \mathbb{Z}$, namely, all
nontrivial points of order 2 on $E$ (they form one $G$-orbit). There is also a $G$-orbit consisting of two points $\pm \frac{3+i \sqrt{3}}{6} \bmod L_{t r}$ with stabilizer subgroup $\mathbb{Z} / 3 \mathbb{Z}$. Finally, $0 \bmod L_{t r}$ is the only point in $E^{G}$. Therefore, $\pi$ is ramified over 3 points with multiplicities $(2,3,6)$.

From the above description of the ramification data and from Corollary 1.3 we get

Corollary 1.6. One has $K_{0}\left(D_{G}^{b}(E)\right) \simeq \mathbb{Z}^{r}$, where $r=6,8,9$ or 10 in the cases (i)-(iv), respectively.
1.4. Galois coverings of $\mathbb{P}^{1}$ and weighted projective curves. The results of this section are not used in the rest of the paper. Its purpose is to explain the relation between $G$-sheaves on ramified Galois coverings of $\mathbb{P}^{1}$ and coherent sheaves on weighted projective curves introduced in [15]. This relation is known to experts, however, our proof seems to be new.

Let us recall the definition of weighted curves ${ }^{1} C(\bar{m}, \bar{\lambda})$ of $[\mathbf{1 5}]$ associated with a sequence of positive integers $\bar{m}=\left(m_{1}, \ldots, m_{r}\right)$ and a sequence of points $\bar{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{r}\right)$ in $\mathbb{P}^{1}(k)$. Let $Z(\bar{m})$ be the rank one abelian group with generators $e_{1}, \ldots, e_{r}$ and relations $m_{1} e_{1}=\ldots=m_{r} e_{r}$. Let us also choose for every $i=1, \ldots, r$ a nonzero section $s_{i} \in H^{0}\left(\mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1}}(1)\right)$ such that $s_{i}\left(\lambda_{i}\right)=0$. Consider the algebra

$$
S(\bar{m}, \bar{\lambda})=k\left[x_{1}, \ldots, x_{r}\right] / I(\bar{m}, \bar{\lambda})
$$

where the ideal $I(\bar{m}, \bar{\lambda})$ is generated by all polynomials of the form $a_{1} x_{1}^{m_{1}}+\ldots a_{r} x_{r}^{m_{r}}$ such that $\sum_{i=1}^{r} a_{i} s_{i}=0$. Let $Z(\bar{m})_{+} \subset Z(\bar{m})$ be the positive submonoid generated by $e_{1}, \ldots, e_{r}$. Note that the algebra $S(\bar{m}, \bar{\lambda})$ has a natural $Z(\bar{m})_{+}$-grading, where $\operatorname{deg}\left(x_{i}\right)=e_{i}$. The category $\operatorname{Coh}(C(\bar{m}, \bar{\lambda}))$ of coherent sheaves on $C(\bar{m}, \bar{\lambda})$ can be defined as the quotient-category of the category of finitely generated $Z(\bar{m})_{+}$-graded $S(\bar{m}, \bar{\lambda})$-modules by the subcategory of finite length modules.

Now assume we are given a ramified Galois covering $\pi: X \rightarrow \mathbb{P}^{1}$ with Galois group $G$, where $X$ is a smooth connected curve. Define the associated data $\left(D_{i}\right)$, $\bar{m}$ and $\bar{\lambda}$ as in the previous section. Let $\operatorname{Pic}_{G}(X)$ be the group of $G$-equivariant line bundles up to $G$-isomorphism. Let us consider the algebra

$$
S(X, G):=\oplus_{[L] \in \operatorname{Pic}_{G}(X)} H^{0}(X, L)^{G} .
$$

THEOREM 1.7. One has an isomorphism of algebras

$$
S(\bar{m}, \bar{\lambda}) \simeq S(X, G)
$$

compatible with gradings via an isomorphism $Z(\bar{m}) \simeq \operatorname{Pic}_{G}(X)$.
Proof. . We claim that there is a natural homomorphism $S(\bar{m}, \bar{\lambda}) \rightarrow S(X, G)$ that sends $x_{i}$ to a nonzero section $f_{i}$ of $H^{0}\left(X, \mathcal{O}_{X}\left(D_{i}\right)\right)^{G}$. Indeed, note that we have a natural isomorphism $\mathcal{O}_{X}\left(m_{i} D_{i}\right) \simeq \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(1)$ compatible with the action of $G$, and hence the induced isomorphism

$$
H^{0}\left(\mathcal{O}_{X}\left(m_{i} D_{i}\right)\right)^{G} \simeq H^{0}\left(\mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1}}(1)\right)
$$

Let us rescale $f_{i}$ in such a way that $f_{i}^{m_{i}}$ corresponds to $s_{i} \in H^{0}\left(\mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1}}\right)$ under this isomorphism. Then $f_{i}^{m_{i}}$ will satisfy the same linear relations as $s_{i}$, hence we get a homomorphism $\alpha: S(\bar{m}, \bar{\lambda}) \rightarrow S(X, G)$. Note that $\alpha$ is compatible with

[^12]gradings via the homomorphism $Z(\bar{m}) \rightarrow \operatorname{Pic}_{G}(X)$ sending $x_{i}$ to the class of $D_{i}$. Let us check that $\alpha$ is surjective. Assume we are given $L \in \operatorname{Pic}_{G}(X)$ and a nonzero $G$-invariant section $f$ of $L$. If the divisor of zeroes of $f$ contains $D_{i}$ for some $i$ then $f$ is divisible by $f_{i}$ in the algebra $S(X, G)$, so we can assume that the divisor of $f$ is disjoint from all special fibers. Therefore, $L \simeq \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n)$ and $f$ corresponds to a section of $\mathcal{O}_{\mathbb{P}^{1}}(n)$ on $\mathbb{P}^{1}$. Note that $r \geq 2$ since $X$ is connected. Therefore, every section of $\mathcal{O}_{\mathbb{P}^{1}}(n)$ can be expressed as a polynomial of $s_{1}, \ldots, s_{r}$. Hence, $f$ belongs to the image of $\alpha$. Injectivity of $\alpha$ follows easily from Proposition 1.3 of [15].

Using Theorem 1.7 we can derive the following equivalence between the categories of sheaves.

Theorem 1.8. In the above situation one has an equivalence of categories

$$
\operatorname{Coh}_{G}(X) \simeq \operatorname{Coh}(C(\bar{m}, \bar{\lambda}))
$$

Proof. . This follows from Theorem 1.7 by a version of Serre's theorem. The only nontrivial fact one has to use is that for every $G$-sheaf $F$ on $X$ there exists a surjection of $G$-sheaves $\oplus_{i=1}^{n} L_{i} \rightarrow F$, where $L_{i}$ are equivariant $G$-bundles. Since every $G$-sheaf $F$ is covered by a $G$-bundle of the form $H^{0}(X, F \otimes L) \otimes L^{-1}$ for sufficiently ample $G$-equivariant line bundle $L$, it suffices to consider the case when $F$ is locally free. Assume first that the action of $G_{i}$ on the fiber $\left.F\right|_{p_{i}}$ is trivial for all $i=1, \ldots, r$. Then $F$ is $G$-isomorphic to the pull-back of a vector bundle on $\mathbb{P}^{1}$. In this case the assertion is clear since all vector bundles on $\mathbb{P}^{1}$ are direct sums of line bundles. We are going to reduce to this case using elementary transformations along $D_{i}$ 's. Namely, let us decompose a representation of $G_{i}$ on the fiber $\left.F\right|_{p_{i}}$ into the direct sum of characters of $G_{i}$ :

$$
\left.F\right|_{p_{i}} \simeq \oplus_{j=0}^{m_{i}-1} V_{j} \otimes \zeta(i)^{j}
$$

with some multiplicity spaces $V_{j}$. Note that if we define the $G$-bundle $F^{\prime}$ by the short exact triple

$$
0 \rightarrow F^{\prime} \rightarrow F \rightarrow V_{j} \otimes \zeta(i)_{D_{i}}^{j} \rightarrow 0
$$

then we have an exact sequence of $G_{i}$-modules

$$
\left.0 \rightarrow V_{j} \otimes \zeta(i)^{j} \otimes \operatorname{Tor}_{1}\left(\mathcal{O}_{D_{i}}, \mathcal{O}_{p_{i}}\right) \rightarrow F^{\prime}\right|_{p_{i}} \rightarrow F_{p_{i}} \rightarrow V_{j} \otimes \zeta(i)^{j} \rightarrow 0
$$

But $\left.\operatorname{Tor}_{1}\left(\mathcal{O}_{D_{i}}, \mathcal{O}_{p_{i}}\right) \simeq \omega_{X}\right|_{p_{i}} \simeq \zeta(i)$, hence,

$$
\left.F^{\prime}\right|_{p_{i}} \simeq\left(\oplus_{j^{\prime} \neq j} V_{j^{\prime}} \otimes \zeta(i)^{j^{\prime}}\right) \oplus V_{j} \otimes \zeta(i)^{j+1}
$$

It is clear that using a sequence of transformations of this form we can pass from $F$ to a vector bundle for which all fibers $\left.F\right|_{p_{i}}$ have trivial $G_{i}$-action. It remains to check that if our claim holds for $F^{\prime}$ (i.e., there exists a $G$-surjection from a direct sum of $G$-equivariant line bundles to $F^{\prime}$ ) then the same is true for $F$. To this end we observe that for every $n \in \mathbb{Z}$ there exists a surjection of $G$-sheaves

$$
\omega_{X}^{j} \otimes \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n) \rightarrow \zeta(i)_{D_{i}}^{j}
$$

If $n$ is sufficiently negative then this map lifts to a morphism $\omega_{X}^{j} \otimes \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n) \rightarrow F$. Thus, from a surjection $\oplus_{i=1}^{n} L_{i} \rightarrow F^{\prime}$ we obtain a surjection of the form

$$
\oplus_{i=1}^{n} L_{i} \oplus \omega_{X}^{j} \otimes \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n) \rightarrow F
$$

In the case when $G=\mathbb{Z} / 2 \mathbb{Z}$ and $X$ is an elliptic curve the above equivalence is considered in Example 5.8 of [15].

Note that the tilting bundle on $C(\bar{m}, \bar{\lambda})$ constructed in $[\mathbf{1 5}]$ corresponds to the exceptional collection (1.4).

## 2. Holomorphic bundles on toric orbifolds and derived categories of $G$-sheaves

2.1. Remarks on $B_{\theta}$-modules and holomorphic bundles. It is clear that a $B_{\theta}$-module is finitely generated iff it is finitely generated as an $A_{\theta}$-module. We claim that projectivity also can be checked over $A_{\theta}$.

Lemma 2.1. Let $M$ be a right $B_{\theta}$-module. Then $M$ is projective as a $B_{\theta}$-module iff it is projective as an $A_{\theta}$-module.

Proof. . The "only if" part is clear. Let $M$ be a right $B_{\theta}$-module, projective over $A_{\theta}$. Then we have a natural surjection of $B_{\theta}$-modules $p: M \otimes_{A_{\theta}} B_{\theta} \rightarrow M$ given by the action of $B_{\theta}$. On the other hand, it is easy to check that the map

$$
s: M \rightarrow M \otimes_{A_{\theta}} B_{\theta}: m \mapsto \frac{1}{|G|} \sum_{g \in G} m g \otimes g^{-1}
$$

commutes with the right action of $B_{\theta}$. Since $p \circ s=\operatorname{id}_{M}$, we derive that $M$ is a direct summand in the projective $B_{\theta}$-module $M \otimes_{A_{\theta}} B_{\theta}$. Hence, $M$ itself is a projective $B_{\theta}$-module.

Thus, we can identify holomorphic bundles on $T_{\theta, \tau} / G$ with $G$-equivariant holomorphic bundles on $T_{\theta, \tau}$. Here is a more precise statement. Let us define an automorphism $g^{*}$ of the category $\operatorname{Hol}\left(T_{\theta, \tau}\right)$ by setting $g^{*}(P, \bar{\nabla})=\left(P^{g}, \varepsilon(g) \bar{\nabla}\right)$, where $P^{g}=P$ as a vector space but the $A_{\theta}$-module structure is changed by the automorphism $g$ of $A_{\theta}$. The fact that we again obtain a holomorphic bundle on $T_{\theta, \tau}$ follows from (0.1).

Lemma 2.2. The category $\operatorname{Hol}\left(T_{\theta, \tau} / G\right)$ is equivalent to the category of $G$ equivariant objects of $\operatorname{Hol}\left(T_{\theta, \tau}\right)$.

Proof. . By Lemma 2.1 a holomorphic bundle on $T_{\theta, \tau} / G$ is given by a finitely generated projective right $A_{\theta}$-modules $P$ equipped with a holomorphic structure $\bar{\nabla}$ and an action of $G$ such that

$$
g(f \cdot a)=g(f) \cdot g(a), g \circ \bar{\nabla}=\varepsilon(g) \bar{\nabla} \circ g
$$

where $g \in G, f \in P, a \in A_{\theta}$. This immediately implies the assertion.
Proposition 2.3. Every finitely generated projective $B_{\theta}$-module admits a holomorphic structure.

Proof. . Let $P$ be such a module. Considering $P$ as an $A_{\theta}$-module we can equip it with a holomorphic structure $\bar{\nabla}$ making it into a holomorphic bundle on $T_{\theta}$ (because $P$ is a direct sum of basic modules and every basic module admits a standard holomorphic structure, see [23]). Now replace $\bar{\nabla}$ with

$$
\frac{1}{|G|} \sum_{g \in G} \epsilon(g)^{-1} g \bar{\nabla} g^{-1}
$$

This new structure is compatible with the action of $G$, so that $P$ becomes a holomorphic bundle on $T_{\theta, \tau} / G$.
2.2. Generalities on torsion theory. Recall (see [16]) that a torsion pair in an exact category $\mathcal{C}$ is a pair of full subcategories $(\mathcal{T}, \mathcal{F})$ in $\mathcal{C}$ such that $\operatorname{Hom}(T, F)=$ 0 for every $T \in \mathcal{T}, F \in \mathcal{F}$, and every object $C \in \mathcal{C}$ fits into a short exact triple

$$
0 \rightarrow T \rightarrow C \rightarrow F \rightarrow 0
$$

with $T \in \mathcal{T}$ and $F \in \mathcal{F}$. Note that if $(\mathcal{T}, \mathcal{F})$ is a torsion pair then $\mathcal{F}$ (resp., $\mathcal{T}$ ) coincides with the right (resp., left) orthogonal of $\mathcal{T}$, i.e. with the full subcategory of objects $X$ such that $\operatorname{Hom}(T, X)=0$ for all $T \in \mathcal{T}$ (resp., $\operatorname{Hom}(X, F)=0$ for all $F \in \mathcal{F}$ ). In particular $\mathcal{T}$ and $\mathcal{F}$ are stable under extensions and passing to a direct summand.

It will be convenient for us to introduce a slight generalization of the notion of a torsion pair. Given a collection of full subcategories $\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}\right)$ in an exact category $\mathcal{C}$, let us denote by $\left[\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}\right]$ the full subcategory in $\mathcal{C}$ consisting of objects $C$ admitting an admissible filtration $0=F_{0} C \subset F_{1} C \subset \ldots \subset F_{n} C=C$ such that $F_{i} C / F_{i-1} C \in \mathcal{C}_{i}$ for $i=1, \ldots, n$.

Definition. A torsion n-tuple in an exact category $\mathcal{C}$ is a collection of full subcategories $\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}\right)$ such that $\operatorname{Hom}\left(C_{i}, C_{j}\right)=0$ whenever $C_{i} \in \mathcal{C}_{i}, C_{j} \in \mathcal{C}_{j}, i<j$, and $\left[\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}\right]=\mathcal{C}$.

Sometimes we will write the condition of absence of nontrivial morphisms in the above definition as $\operatorname{Hom}\left(\mathcal{C}_{i}, \mathcal{C}_{j}\right)=0$ for $i<j$. For $n=2$ we recover the notion of a torsion pair. Moreover, it is clear that if $\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}\right)$ is a torsion $n$-tuple then for every $i$ the pair

$$
\left(\left[\mathcal{C}_{1}, \ldots, \mathcal{C}_{i}\right],\left[\mathcal{C}_{i+1}, \ldots, \mathcal{C}_{n}\right]\right)
$$

is a torsion pair. Note that the subcategories $\mathcal{C}_{i}$ in this definition are automatically stable under extensions. The main reason for introducing torsion $n$-tuples is because it is possible to substitute one such torsion tuple into another. Namely, if $\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}\right)$ is a torsion $n$-tuple in $\mathcal{C}$, and $\left(\mathcal{C}_{i, 1}, \ldots, \mathcal{C}_{i, m}\right)$ is a torsion $m$-tuple in $\mathcal{C}_{i}$ then

$$
\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{i-1}, \mathcal{C}_{i, 1}, \ldots, \mathcal{C}_{i, m}, \mathcal{C}_{i+1}, \ldots, \mathcal{C}_{n}\right)
$$

is a torsion $(n+m-1)$-tuple in $\mathcal{C}$.
If $\mathcal{C}$ is abelian then a torsion pair $(\mathcal{T}, \mathcal{F})$ defines a nondegenerate $t$-structure on the derived category $D^{b}(\mathcal{C})$ with the heart

$$
\mathcal{C}^{p}:=\left\{K \in D^{b}(\mathcal{C}): H^{i}(K)=0 \text { for } i \neq 0,-1, H^{0}(K) \in \mathcal{T}, H^{-1}(K) \in \mathcal{F}\right\}
$$

(see [16]). In other words,

$$
\mathcal{C}^{p}=[\mathcal{F}[1], \mathcal{T}]
$$

where for a pair of full subcategories $\mathcal{C}_{1}, \mathcal{C}_{2}$ in a triangulated category $\mathcal{D}$ we denote by $\left[\mathcal{C}_{1}, \mathcal{C}_{2}\right]$ the full subcategory in $\mathcal{D}$ consisting of objects $K$ that fit into an exact triangle

$$
C_{1} \rightarrow K \rightarrow C_{2} \rightarrow C_{1}[1]
$$

with $C_{1} \in \mathcal{C}_{1}, C_{2} \in \mathcal{C}_{2}$. The process of passing from $\mathcal{C}$ to $\mathcal{C}^{p}$ is called tilting (also, we will call $\mathcal{C}^{p}$ a tilt of $\left.\mathcal{C}\right)$. Note that $(\mathcal{F}[1], \mathcal{T})$ is a torsion pair in $\mathcal{C}^{p}$ and applying tilting to this pair we pass back to $\mathcal{C}$. If $\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}\right)$ is a torsion $n$-tuple in $\mathcal{C}$ then we set

$$
\left[\mathcal{C}_{i+1}[1], \ldots, \mathcal{C}_{n}[1], \mathcal{C}_{1}, \ldots, \mathcal{C}_{i}\right]:=\left[\left[\mathcal{C}_{i+1}, \ldots, \mathcal{C}_{n}\right][1],\left[\mathcal{C}_{1}, \ldots, \mathcal{C}_{i}\right]\right] \subset \mathcal{D}^{b}(\mathcal{C})
$$

where $\left(\left[\mathcal{C}_{1}, \ldots, \mathcal{C}_{i}\right],\left[\mathcal{C}_{i+1}, \ldots, \mathcal{C}_{n}\right]\right)$ is the corresponding torsion pair in $\mathcal{C}$.

The main example relevant for us is the torsion pair $\left(\operatorname{Coh}_{>\theta}(X), \operatorname{Coh}_{<\theta}(X)\right)$ in the category $\operatorname{Coh}(X)$ of coherent sheaves on a smooth projective curve $X$, associated with an irrational number $\theta$. Recall that the slope of a vector bundle $V$ on $X$ is the ratio $\mu(V):=\operatorname{deg}(V) / \operatorname{rk}(V)$. Every vector bundle $V$ on $X$ is equipped with the Harder-Narasimhan filtration (introduced in [17]) $0=V_{0} \subset V_{1} \subset \ldots \subset$ $V_{n}=V$ such that all successive quotients $V_{i} / V_{i-1}$ are semistable bundles and their slopes are strictly decreasing: $\mu\left(V_{i} / V_{i-1}\right)>\mu\left(V_{i+1} / V_{i}\right)$. This construction can be extended to coherent sheaves if we agree that torsion sheaves are semistable of slope $+\infty$. By definition, $\operatorname{Coh}^{<\theta}(X) \subset \operatorname{Coh}(X)\left(\right.$ resp., $\left.\operatorname{Coh}^{>\theta}(X) \subset \operatorname{Coh}(X)\right)$ consists of all coherent sheaves $F$ on $X$ such that all successive quotients in the HarderNarasimhan filitration of $F$ have slope $<\theta$ (resp., $>\theta$ ). Note that these torsion pairs arise in connection with stability structures on $D^{b}(X)$ (see [2]).
2.3. Fourier-Mukai transform for noncommutative two-tori. Let

$$
\mathcal{C}^{\theta}(E)=\left[\operatorname{Coh}^{<\theta}(E)[1], \operatorname{Coh}^{>\theta}(E)\right] \subset D^{b}(E)
$$

be the tilt of the category of coherent sheaves on the elliptic curve $E=\mathbb{C} /(\mathbb{Z} \tau+\mathbb{Z})$ associated with $\theta$. We know from $[\mathbf{2 3}],[\mathbf{2 2}]$ that $\operatorname{Hol}\left(T_{\theta, \tau}\right)$ is equivalent to $\mathcal{C}^{\theta}(E)$. In this section we will show that the construction of this equivalence can be adjusted to be compatible with the action of a finite group $G$.

Recall that the equivalence is given by a version of the Fourier-Mukai transform (see [23], Section 3.3). With a holomorphic vector bundle $(P, \bar{\nabla})$ on $T_{\theta, \tau}$ this transform associates the complex $\mathcal{S}(P, \bar{\nabla})$ of $\mathcal{O}$-modules on $E$ of the form $d: P_{E} \rightarrow$ $P_{E}$ concentrated in degrees $[-1,0]$, where $P_{E}$ is obtained by descending the sheaf of holomorphic $E$-valued functions over $\mathbb{C}$ using an action of $\mathbb{Z}^{2}$ of the form

$$
\rho_{v}(f)(z)=\exp \left(\pi i \theta c_{v}(z)\right) f(z+v) U_{v}, v \in \mathbb{Z}^{2}
$$

and the differential $d$ is induced by the operator

$$
f(z) \mapsto \bar{\nabla}(f(z))+2 \pi i z f(z)
$$

Here $\left(c_{v}(z)\right)$ is a collection of holomorphic functions on $\mathbb{C}$ numbered by $\mathbb{Z}^{2}$ satisfying the condition

$$
\begin{equation*}
c_{v_{1}}(z)+c_{v_{2}}\left(z+v_{1}\right)-c_{v_{1}+v_{2}}(z)=\operatorname{det}\left(v_{1}, v_{2}\right) \tag{2.1}
\end{equation*}
$$

Note that in $[\mathbf{2 3}]$ we made one possible choice of $\left(c_{v}(z)\right)$, however, it is not the only choice. In fact, one can easily see that the equivalences corresponding to different choices of $\left(c_{v}(z)\right)$ differ by tensoring with a holomorphic line bundle on $E$. One of possible solutions of (2.1) is

$$
c_{m \tau+n}^{0}(z)=-2 m z-m(m \tau+n)
$$

It follows from Proposition 3.7 of $[\mathbf{2 3}]$ that $\mathcal{S}$ is an equivalence of $\operatorname{Hol}\left(T_{\theta, \tau}\right)$ with $\mathcal{C}^{\theta}(E)$ (note that the definition above differs from that of $[\mathbf{2 3}]$ by the shift of degree).

Now let us assume that a finite group $G$ acts on the elliptic curve $E$ by automorphisms (preserving 0 ). This means that $G$ is a subgroup in $\mathbb{C}^{*}$ and multiplication by elements of $G$ preserves the lattice $\mathbb{Z} \tau+\mathbb{Z} \subset \mathbb{C}$. Identifying $\mathbb{Z}^{2}$ with $\mathbb{Z} \tau+\mathbb{Z}$ by $(m, n) \mapsto m \tau+n$ we can view $G$ also as a subgroup in $\mathrm{SL}_{2}(\mathbb{Z})$. One can immediately check that the corresponding action of $G$ on $A_{\theta}$ satisfies (0.1) with $\varepsilon(g)=g^{-1} \in \mathbb{C}^{*}$.

Hence, for every $g \in G$ we have the corresponding automorphism $g^{*}$ of the category $\operatorname{Hol}\left(T_{\theta, \tau}\right)$ (see section 2.1). Let us make a $G$-invariant choice of $\left(c_{v}(z)\right)$ by setting

$$
c_{v}(z)=\frac{1}{|G|} \sum_{g \in G} c_{g v}^{0} g z
$$

so that $c_{g v}(g z)=c_{v}(z)$ for all $g \in G$. Then the resulting Fourier-Mukai transform $\mathcal{S}$ is compatible with the action of $G$ in the standard way.

Proposition 2.4. With the above choice of $\left(c_{v}(z)\right)$ one has natural isomorphisms of functors

$$
\mathcal{S} \circ g^{*} \simeq\left(g^{-1}\right)^{*} \circ \mathcal{S}
$$

from $\operatorname{Hol}\left(T_{\theta, \tau}\right)$ to $\mathcal{C}^{\theta}(E)$, where $g \in G$.
Proof. . By definition $g^{*}(P, \bar{\nabla})=\left(P^{g}, \varepsilon(g) \bar{\nabla}\right)$. Hence, $\mathcal{S} g^{*}(P, \bar{\nabla})=\left[d_{1}\right.$ : $\left.\left.P_{E}^{g} \rightarrow P_{E}^{g}\right)\right]$ where $P_{E}^{g}$ is obtained from the action of $\mathbb{Z}^{2}$ on $P_{\mathbb{C}}$ given by

$$
f(z) \mapsto \exp \left(\pi i \theta c_{v}(z)\right) f(z+v) U_{g v}
$$

and the differential $d_{1}$ is induced by the operator

$$
f(z) \mapsto \varepsilon(g) \bar{\nabla}(f(z))+2 \pi i z f(z)
$$

On the other hand, $\left(g^{-1}\right)^{*} \mathcal{S}(P, \bar{\nabla})$ is given by the complex $\left[d_{2}:\left(g^{-1}\right)^{*} P_{E} \rightarrow\right.$ $\left.\left(g^{-1}\right)^{*} P_{E}\right]$, where $\left(g^{-1}\right)^{*} P_{E}$ is obtained from the action of $\mathbb{Z}^{2}$ on $P_{\mathbb{C}}$ given by

$$
f(z) \mapsto \exp \left(\pi i \theta c_{v}(g z)\right) f\left(z+g^{-1} v\right) U_{v}
$$

and $d_{2}$ is induced by the operator

$$
f(z) \mapsto \bar{\nabla}(f(z))+2 \pi i g z f(z)
$$

where we view $g$ as an element of $\mathbb{C}^{*}$. Making a change of variables $v \mapsto g v$ we can identify two $\mathbb{Z}^{2}$-actions above, and hence we can identify with $P_{E}^{g}$ with $\left(g^{-1}\right)^{*} P_{E}$. Since $\varepsilon(g)=g^{-1}$, under this identification $d_{1}=\varepsilon(g) d_{2}$, so we get the required isomorphism.
2.4. Proof of Theorem 0.1. From Lemma 2.2 and Proposition 2.4 we obtain that the category $\operatorname{Hol}\left(T_{\theta, \tau} / G\right)$ is equivalent to the category of $G$-equivariant objects of $\mathcal{C}^{\theta}(E)$.

Note that the Harder-Narasimhan filtration of a $G$-sheaf is stable under the action of $G$ and hence, can be considered as a filtration in $\operatorname{Coh}_{G}(E)$. Therefore, we can define a torsion theory $\left(\left(\operatorname{Coh}_{G}^{>\theta}(E), \operatorname{Coh}_{G}^{<\theta}(E)\right)\right.$ in $\operatorname{Coh}_{G}(E)$, where $\operatorname{Coh}_{G}^{*}(E)$ consists of $G$-sheaves $F$ such that after forgetting the $G$-structure we have $F \in$ $\operatorname{Coh}^{*}(E)$. Let

$$
\mathcal{C}_{G}^{\theta}(E)=\left[\operatorname{Coh}_{G}^{<\theta}(E)[1], \operatorname{Coh}_{G}^{>\theta}(E)\right] \subset D_{G}^{b}(E)
$$

be the corresponding tilted abelian subcategory. By Lemma 1.1 the category $\mathcal{C}_{G}^{\theta}(E)$ is equivalent to the category of $G$-equivariant objects on $\mathcal{C}^{\theta}(E)$, and hence, to $\operatorname{Hol}\left(T_{\theta, \tau} / G\right)$.

Let us show that $D_{G}^{b}(E)$ is equivalent to $D^{b}\left(\mathcal{C}_{G}^{\theta}(E)\right)$. By Proposition 5.4.3 of [4] it is enough to check that that our torsion pair in $\operatorname{Coh}_{G}(E)$ is cotilting, i.e., for every $G$-sheaf $F$ on $E$ there exists a $G$-equivariant vector bundle $V \in \operatorname{Coh}^{<\theta}(E)$ and a $G$-equivariant surjection $V \rightarrow F$. However, this is clear since for every $G$-sheaf $F$ there is a surjection

$$
H^{0}\left(X, F \otimes \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n)\right) \otimes \pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(-n) \rightarrow F
$$

where $n$ is large enough (and the space of global sections is equipped with the natural $G$-action).

Thus, we showed that $\operatorname{Hol}\left(T_{\theta, \tau}\right) / G$ is abelian and its derived category is equivalent to $D_{G}^{b}(E)$. It remains to apply Corollary 1.4 to the covering $\pi: E \rightarrow E / G \simeq \mathbb{P}^{1}$. The statement about the number of vertices follows from the explicit description of these coverings in section 1.3.
2.5. Proof of Theorem $\mathbf{0 . 2}$. Using Theorem 0.1 and Corollary 1.6 we obtain an isomorphism

$$
K_{0}\left(\operatorname{Hol}\left(T_{\theta, \tau} / G\right)\right) \simeq K_{0}\left(D_{G}^{b}(E)\right) \simeq \mathbb{Z}^{r}
$$

where $r=6,8,9,10$ for $G=\mathbb{Z} / m \mathbb{Z}$ with $m=2,3,4,6$, respectively. Now we observe that by Proposition 2.3 the natural homomorphism

$$
K_{0}\left(\operatorname{Hol}\left(T_{\theta, \tau} / G\right)\right) \rightarrow K_{0}\left(B_{\theta}\right)
$$

is surjective. To prove that this map is an isomorphism, it is enough to check that the rank of $K_{0}\left(B_{\theta}\right)$ is at least $r$. This was done in [8], [29] and [12] for $m=2$, $m=4$, and $m=3,6$, respectively (by explicitly constructing $r$ elements in $K_{0}\left(B_{\theta}\right)$ and using unbounded traces to check their linear independence).

This result was known for $G=\mathbb{Z} / 2 \mathbb{Z}$ (see [18]), however, with a different proof. For $G=\mathbb{Z} / 4 \mathbb{Z}$ and $G=\mathbb{Z} / 6 \mathbb{Z}$ it was known for $\theta$ in a dense $G_{\delta}$-set (see [30] and [13]). The case of $G=\mathbb{Z} / 4 \mathbb{Z}$ and general $\theta$ was done by Lueck, Walters and Phillips (unpublished).

Note that from the above proof we also get the following
Corollary 2.5. The natural homomorphism $K_{0}\left(\operatorname{Hol}\left(T_{\theta, \tau} / G\right)\right) \rightarrow K_{0}\left(B_{\theta}\right)$ is an isomorphism. Moreover, the positive cones are the same.

Remark. In [28] it was shown that for $G=\mathbb{Z} / 2 \mathbb{Z}$ the positive cone in $K_{0}\left(B_{\theta}\right)$ coincides with the preimage of the positive cone in $K_{0}\left(A_{\theta}\right)$ under the natural homomorphism $K_{0}\left(B_{\theta}\right) \rightarrow K_{0}\left(A_{\theta}\right)$ (in other words, it consists of all elements $x \in K_{0}\left(B_{\theta}\right)$ such that $\operatorname{tr}_{*}(x)>0$, where $\operatorname{tr}_{*}: K_{0}\left(B_{\theta}\right) \rightarrow \mathbb{R}$ is the homomorphism induced by the trace). As was pointed to us by Chris Phillips, similar statement is also known to hold for other groups $G$. Namely, it follows from the fact that the corresponding crossed products are simple AH algebras with slow dimension growth and real rank zero (see Theorems 8.11 and 9.10 of [21]).
2.6. Tiltings associated with $\theta$. Let $\pi: X \rightarrow \mathbb{P}^{1}$ be a ramified Galois covering with the Galois group $G$, and let $D_{G}^{b}(X)$ be the derived category of $G$ sheaves on $X$. As in the above proof of Theorem 0.1 we can define the torsion pair $\left(\operatorname{Coh}_{G}^{>\theta}(X), \operatorname{Coh}_{G}^{<\theta}(X)\right)$ in $\operatorname{Coh}_{G}(X)$ associated with an irrational number $\theta$. Our goal in this section is to describe the image of the corresponding tilted abelian subcategory

$$
\mathcal{C}_{G}^{\theta}(X):=\left[\operatorname{Coh}_{G}^{<\theta}(X)[1], \operatorname{Coh}_{G}^{>\theta}(X)\right] \subset D_{G}^{b}(X)
$$

under the equivalence $\Phi_{n}$ of Corollary 1.4 (for suitable $n$ ).
Let us start by describing the torsion pair in $\operatorname{Coh}_{G}(X)$ giving rise to the $t$ structure on $D_{G}^{b}(X)$ associated with $\Phi_{n}$. By definition, the heart $\mathcal{M}_{n}$ of this $t$-structure consists of objects $F$ such that $\operatorname{Hom}_{G}^{i}\left(V_{n}, F\right)=0$ for $i \neq 0$.

Proposition 2.6. Let $\mathcal{T}_{0} \subset \operatorname{Coh}_{G}(X)$ denote the full subcategory consisting of all $G$-sheaves isomorphic to a direct sum of $G$-sheaves from the collection

$$
\left(\mathcal{O}_{\left(m_{1}-1\right) D_{1}}, \ldots, \mathcal{O}_{D_{1}}, \ldots, \mathcal{O}_{\left(m_{r}-1\right) D_{r}}, \ldots, \mathcal{O}_{D_{r}}\right)
$$

Let also $\mathcal{T}_{1} \subset \operatorname{Coh}_{G}(X)$ be the full subcategory of torsion $G$-sheaves obtained by successive extensions from simple $G$-sheaves of the form $\zeta(i)_{D_{i}}^{a}$, where $i=1, \ldots, r$, $a=1, \ldots, m_{i}-1$ (so $\mathcal{O}_{D_{i}}$ are not included). Then for every $n \in \mathbb{Z}$ we have a torsion quadruple

$$
\left(\mathcal{T}_{0}, \pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right), \pi^{*} \operatorname{Coh}^{\leq n-1}\left(\mathbb{P}^{1}\right), \mathcal{T}_{1}\right)
$$

in $\operatorname{Coh}_{G}(X)$. Furthermore, we have the equality of abelian subcategories in $D_{G}^{b}(X)$

$$
\begin{equation*}
\mathcal{M}_{n}=\left[\pi^{*} \operatorname{Coh}^{\leq n-1}\left(\mathbb{P}^{1}\right)[1], \mathcal{T}_{1}[1], \mathcal{T}_{0}, \pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right)\right] \tag{2.2}
\end{equation*}
$$

Proof. . First, let us check that

$$
\left(\mathcal{T}_{0}, \pi^{*} \operatorname{Coh}\left(\mathbb{P}^{1}\right), \mathcal{T}_{1}\right)
$$

is a torsion triple in $\operatorname{Coh}_{G}(X)$. The conditions

$$
\operatorname{Hom}_{G}\left(\mathcal{T}_{0}, \mathcal{T}_{1}\right)=0, \operatorname{Hom}_{G}\left(\mathcal{T}_{0}, \pi^{*} \operatorname{Coh}\left(\mathbb{P}^{1}\right)\right)=0, \text { and } \operatorname{Hom}\left(\pi^{*} \operatorname{Coh}\left(\mathbb{P}^{1}\right), \mathcal{T}_{1}\right)=0
$$

easily follow from the vanishings

$$
\begin{gathered}
\operatorname{Hom}_{G}\left(\mathcal{O}_{b D_{i}}, \zeta(i)_{D_{i}}^{a}\right)=0, \quad \operatorname{Hom}_{G}\left(\mathcal{O}_{b D_{i}}, \pi^{*} \mathcal{O}_{\pi\left(p_{i}\right)}\right)=0, \\
\text { and } \quad \operatorname{Hom}_{G}\left(\pi^{*} \operatorname{Coh}\left(\mathbb{P}^{1}\right), \zeta(i)_{D_{i}}^{a}\right)=0,
\end{gathered}
$$

where $a=1, \ldots, m_{i}-1, b=1, \ldots, m_{i}-1$. Using elementary transformations along $D_{i}$ 's as in the proof of Theorem 1.8 one can easily see that every $G$-bundle on $X$ belongs to $\left[\pi^{*} \operatorname{Coh}\left(\mathbb{P}^{1}\right), \mathcal{T}_{1}\right]$. Now let $F$ be an indecomposable torsion $G$-sheaf on $X$ supported on $D_{i}$. Then there exists a filtration

$$
0=F_{0} \subset F_{1} \subset \ldots \subset F_{n}=F
$$

by $G$-subsheaves such that $F_{a} / F_{a-1} \simeq \zeta(i)_{D_{i}}^{c-a}$ for $a=1, \ldots, n$ (where $c \in \mathbb{Z} / m_{i} \mathbb{Z}$ ). If $c-a \not \equiv 0 \bmod \left(m_{i}\right)$ for all $a=1, \ldots, n$ then $F \in \mathcal{T}_{1}$. Otherwise, let $a_{1}$ (resp., $a_{2}$ ) be the minimal (resp., maximal) $a$ such that $c-a \equiv 0 \bmod \left(m_{i}\right)$. Then it is easy to see that

$$
F_{a_{1}} \simeq \mathcal{O}_{a_{1} D_{i}} \in \mathcal{T}_{0}, F_{a_{2}} / F_{a_{1}} \in \pi^{*} \operatorname{Coh}\left(\mathbb{P}^{1}\right), F / F_{a_{2}} \in \mathcal{T}_{1}
$$

and hence, $F \in\left[\mathcal{T}_{0}, \pi^{*} \operatorname{Coh}\left(\mathbb{P}^{1}\right), \mathcal{I}_{1}\right]$.
Substituting the torsion pair

$$
\left(\pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right), \pi^{*} \operatorname{Coh}^{\leq n-1}\left(\mathbb{P}^{1}\right)\right)
$$

into $\pi^{*} \operatorname{Coh}\left(\mathbb{P}^{1}\right)$ we obtain the required torsion quadruple. One can immediately check that each of the subcategories $\pi^{*} \operatorname{Coh}^{\leq n-1}\left(\mathbb{P}^{1}\right)[1], \mathcal{T}_{1}[1], \mathcal{T}_{0}$ and $\pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right)$ belongs to $\mathcal{M}_{n}$. Hence, the RHS of (2.2) is contained in $\mathcal{M}_{n}$. Since both subcategories are hearts of nondegenerate $t$-structures, this implies the required equality.

Note that $\pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right) \subset \operatorname{Coh}_{\bar{G}}^{\geq 2 n}(X)$ and $\pi^{*} \operatorname{Coh}_{\leq n-1}\left(\mathbb{P}^{1}\right) \subset \operatorname{Coh}_{\bar{G}}^{\leq 2 n-2}(X)$. Hence, the subcategories $\mathcal{M}_{n}$ and $\mathcal{C}_{G}^{\theta}(X)$ have a large intersection provided $2 n-2<$ $\theta<2 n$, i.e. $n=[\theta / 2]+1$. Let us show that in this case these categories are related by tilting.

Proposition 2.7. Set $n=[\theta / 2]+1$. Then we have the following torsion quadruple in $\mathcal{C}_{G}^{\theta}(X)$ :

$$
\begin{equation*}
\left(\operatorname{Coh}_{G}^{<\theta}(X)[1], \mathcal{T}_{0}, \pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right),\left[\pi^{*} \operatorname{Coh}^{\leq n-1}\left(\mathbb{P}^{1}\right), \mathcal{T}_{1}\right] \cap \operatorname{Coh}_{G}^{>\theta}(X)\right) \tag{2.3}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\mathcal{M}_{n}=\left[\left[\pi^{*} \operatorname{Coh}^{\leq n-1}\left(\mathbb{P}^{1}\right)[1], \mathcal{T}_{1}[1]\right] \cap \operatorname{Coh}_{G}^{>\theta}(X)[1], \operatorname{Coh}_{G}^{<\theta}(X)[1], \mathcal{T}_{0}, \pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right)\right] \tag{2.4}
\end{equation*}
$$

Proof. . First, we observe that

$$
\left(\mathcal{T}_{0}, \pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right),\left[\pi^{*} \operatorname{Coh}^{\leq n-1}\left(\mathbb{P}^{1}\right), \mathcal{T}_{1}\right] \cap \operatorname{Coh}_{G}^{>\theta}(X)\right)
$$

is a torsion triple in $\operatorname{Coh}_{G}^{>\theta}(X)$. Indeed, this follows immediately from Proposition 2.6 and from the fact that the subcategory $\operatorname{Coh}_{G}^{>\theta}(X) \subset \operatorname{Coh}_{G}(X)$ is stable under passing to quotients. Substituting this triple into the standard torsion pair $\left(\operatorname{Coh}_{G}^{<\theta}(X)[1], \operatorname{Coh}_{G}^{>\theta}(X)\right)$ we obtain the torsion quadruple (2.3). It remains to check that all the constituents in the RHS of (2.4) belong to $\mathcal{M}_{n}$. For most of them this follows from (2.2). The remaining inclusion $\operatorname{Coh}_{G}^{<\theta}(X)[1] \subset \mathcal{M}_{n}$ is implied by the fact that $\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n)$ and $\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}(n+1)$ have slope $\geq 2 n>\theta$.

In conclusion we are going to interpret the torsion pair in $\mathcal{M}_{n}$ arising in the above proposition in terms of right modules over the algebra $\Lambda(\bar{\lambda}, \bar{m})$ (see Corollary 1.4) assuming that $X$ is an elliptic curve.

Theorem 2.8. Assume that $\pi: E \rightarrow \mathbb{P}^{1}$ is a ramified Galois covering with the Galois group $G$, where $E$ is an elliptic curve, and let $\bar{m}, \bar{\lambda}$ be the associated ramification data. Fix an irrational number $\theta$ and set $n=[\theta / 2]+1$. Let us define full subcategories $\mathcal{T}^{\theta}, \mathcal{F}^{\theta} \subset \bmod -\Lambda(\bar{\lambda}, \bar{m})$ as follows: $\mathcal{T}^{\theta}$ (resp., $\mathcal{F}^{\theta}$ ) consists of all modules $M \simeq \oplus_{i=1}^{k} M_{i}$, where $M_{i}$ are indecomposable and $\operatorname{deg}_{n}(M)-\theta \operatorname{rk}(M)<0$ (resp., $\left.\operatorname{deg}_{n}(M)-\theta \operatorname{rk}(M)>0\right)$. Then $\left(\mathcal{T}^{\theta}, \mathcal{F}^{\theta}\right)$ is a torsion pair in $\bmod -\Lambda(\bar{\lambda}, \bar{m})$ and one has

$$
\Phi_{n}\left(\mathcal{C}_{G}^{\theta}(E)\right)=\left[\mathcal{F}^{\theta}, \mathcal{T}^{\theta}[-1]\right] \subset D^{b}(\Lambda(\bar{\lambda}, \bar{m}))
$$

Proof. . From Proposition 2.7 we know that $\mathcal{C}_{G}^{\theta}(E)=[\mathcal{F}, \mathcal{T}[-1]]$ for the torsion pair $(\mathcal{T}, \mathcal{F})$ in $\mathcal{M}_{n}=\Phi_{n}^{-1}(\bmod -\Lambda(\bar{\lambda}, \bar{m}))$ given by

$$
\mathcal{T}=\left[\pi^{*} \operatorname{Coh}^{\leq n-1}\left(\mathbb{P}^{1}\right)[1], \mathcal{T}_{1}[1]\right] \cap \operatorname{Coh}_{G}^{>\theta}(E)[1], \mathcal{F}=\left[\operatorname{Coh}_{G}^{<\theta}(E)[1], \mathcal{T}_{0}, \pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right)\right] .
$$

We claim that one has $\operatorname{Ext}_{\mathcal{M}_{n}}^{1}(F, T)=0$ for every $F \in \mathcal{F}$ and $T \in \mathcal{T}$. It suffices to check that $\operatorname{Hom}_{G}(F, T[1])=0$ for $T \in \mathcal{T}$ in the following three cases: (i) $F \in \operatorname{Coh}_{G}^{<\theta}(E)[1]$; (ii) $F \in \mathcal{T}_{0}$; (iii) $F \in \pi^{*} \operatorname{Coh}^{\geq n}\left(\mathbb{P}^{1}\right)$. Note that in cases (ii) and (iii) this is clear since cohomological dimension of $\operatorname{Coh}_{G}(E)$ is equal to 1. In case (i) we obtain by Serre duality (using triviality of $\omega_{E}$ )

$$
\operatorname{Hom}(F, T[1])^{*} \simeq \operatorname{Hom}(T, F)=0
$$

since $T \in \operatorname{Coh}^{>\theta}(E)[1]$ and $F \in \operatorname{Coh}^{<\theta}(E)[1]$.
It follows that every indecomposable object of $\mathcal{C}_{G}^{\theta}(E)$ is contained either in $\mathcal{T}$ or in $\mathcal{F}$. Therefore, $\mathcal{T}$ (resp., $\mathcal{F}$ ) coincides with the full subcategory of objects $F$ such that $F \simeq \oplus_{i=1}^{n} F_{i}$, where $F_{i}$ are indecomposable objects and $F_{i} \in \mathcal{T}$ (resp., $F_{i} \in \mathcal{F}$ ). Since $\operatorname{deg}(C)-\theta \operatorname{rk}(C)>0$ for $C \in \mathcal{C}^{\theta}(E)$, it follows that $\operatorname{deg}(F)-\theta \operatorname{rk}(F)>0$ for $F \in \mathcal{F}$ and $\operatorname{deg}(T)-\theta \operatorname{rk}(T)<0$ for $T \in \mathcal{T}$. Taking into account Lemma 1.5 we derive that $\mathcal{T}^{\theta}=\Phi_{n}(\mathcal{T})$ and $\mathcal{F}^{\theta}=\Phi_{n}(\mathcal{F})$.
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# A New short proof of the local index formula of Atiyah-Singer 

Raphaël Ponge


#### Abstract

In this talk we present a new short proof of the local index formula of Atiyah-Singer for Dirac operators ([AS1], [AS2]) which, as a byproduct and unlike Getzler's short proof, allows us to compute the CM cyclic cocycle for Dirac spectral triples.


## Introduction

The aim of the talk is to present the results of $[\mathbf{P o}]$ where a new short proof of the local index formula of Atiyah-Singer for Dirac operators ([AS1], [AS2]) was given. The point is that this proof is as simple as Getzler's short proof [Ge1] but, as a byproduct and unlike Getzler's proof, it allows us to compute the CM cocycle for Dirac spectral triples. This is interesting because:

- The probabilistic arguments in (part of) Getzler's short proof don't go through to compute the CM cocycle;
- The previous computations of the CM cocycle (Connes-Moscovici [CM], Chern-Hu [CH], Lescure [Le]) made use of the asymptotic $\Psi D O$ calculus used by Getzler in its first proof [Ge2], which we can bypass here.

The main ingredients of the proof are:

- Getzler's rescaling as in [Ge2];
- Greiner's approach of the heat kernel asymptotics [Gr].

The talk is divided into four parts. In the first one we recall Greiner's approach of the heat kernel asymptotics and in the second one we prove the Atiyah-Singer index formula. The third part reviews the framework for the local index formula in noncommutative geometry following $[\mathbf{C M}]$. Then in the last part we compute the CM cocycle for Dirac spectral triples.

## 1. Greiner's approach of the heat kernel asymptotics

Here we let $M^{n}$ be a compact Riemannian manifold, let $\mathcal{E}$ be a Hermitian bundle over $M$, and consider a second order selfadjoint elliptic differential operator $\Delta: C^{\infty}(M, \mathcal{E}) \rightarrow C^{\infty}(M, \mathcal{E})$ such that the principal symbol of $\Delta$ is positive definite. This has the effect that $\Delta$ is bounded from below and generates a bounded heat semi-group $e^{-t \Delta}, t \geq 0$, on $L^{2}(M, \mathcal{E})$. In fact, for $t>0$ the operator $e^{-t \Delta}$ is smoothing, i.e. has a smooth distribution kernel.

On the other hand, the heat semigroup $e^{-t \Delta}, t \geq 0$, allows us to invert the heat equation, since if we consider the operator $Q_{0}: C_{c}^{\infty}(M \times \mathbb{R}) \rightarrow \mathcal{D}^{\prime}(M \times \mathbb{R})$ given by

$$
\begin{equation*}
Q_{0} u(x, t)=\int_{0}^{\infty} e^{-s \Delta} u(x, t-s) d s, \quad u \in C_{c}^{\infty}(M \times \mathbb{R}, \mathcal{E}) \tag{1.1}
\end{equation*}
$$

then, for $u \in C_{c}^{\infty}(M \times \mathbb{R}, \mathcal{E})$ we have

$$
\begin{equation*}
\left(\Delta+\partial_{t}\right) Q_{0} u=Q_{0}\left(\Delta+\partial_{t}\right) u=u \quad \text { in } \mathcal{D}^{\prime}(M \times \mathbb{R}, \mathcal{E}) \tag{1.2}
\end{equation*}
$$

Observe also that at the level of distribution kernels (1.1) implies that:

1. $Q_{0}$ has the Volterra property, i.e. it has a distribution kernel of the form $K_{Q_{0}}(x, y, t-s)$ with $K_{Q_{0}}(x, y, t)=0$ for $t<0$.
2. For $t>0$ we have

$$
\begin{equation*}
K_{Q_{0}}(x, y, t)=k_{t}(x, y) \tag{1.3}
\end{equation*}
$$

The equality (1.3) leads us to use $\Psi D O$ techniques for looking at the asymptotics of $k_{t}(x, x)$ as $t \rightarrow 0^{+}$. For achieving this aim the relevant $\Psi D O$ calculus is the Volterra calculus developed independently by Greiner $[\mathbf{G r}]$ and Piriou $[\mathbf{P i}]$.

In the sequel we let $U$ be an open subset of $\mathbb{R}^{n}$ and let $\mathbb{C}_{-}$be the complex halfplane $\{\Im \tau>0\}$ with closure $\overline{\mathbb{C}}_{-}$. Then the Volterra symbols can be defined as follows.

Definition 1.1. $\quad S_{\mathrm{v}, m}\left(U \times \mathbb{R}^{n+1}\right), \quad m \in \mathbb{Z}, \quad$ consists of smooth functions $q_{m}(x, \xi, \tau)$ on $U_{x} \times\left(\mathbb{R}_{(\xi, \tau)}^{n+1} \backslash 0\right)$ so that $q_{m}(x, \xi, \tau)$ can be extended to a smooth function on $U_{x} \times\left[\left(\mathbb{R}_{\xi}^{n} \times \overline{\mathbb{C}}_{-}\right) \backslash 0\right]$ in such way to be analytic with respect to $\tau \in \mathbb{C}_{-}$ and to be homogeneous of degree $m$, i.e. $q_{m}\left(x, \lambda \xi, \lambda^{2} \tau\right)=\lambda^{m} q_{m}(x, \xi, \tau)$ for any $\lambda \in \mathbb{R} \backslash 0$.

In fact, Definition 1.1 is intimately related to the Volterra property, for we have:

Lemma 1.2 ([BGS, Prop. 1.9]). Any homogeneous Volterra symbol $q(x, \xi, \tau) \in$ $S_{\mathrm{v}, m}\left(U \times \mathbb{R}^{n+1}\right)$ can be extended into a unique distribution

$$
g(x, \xi, \tau) \in C^{\infty}(U) \hat{\otimes} \mathcal{S}^{\prime}\left(\mathbb{R}^{n+1}\right)
$$

in such way to be homogeneous with respect to the covariables $(\xi, \tau)$ and so that $\check{q}(x, y, t):=\mathcal{F}_{(\xi, \tau) \rightarrow(y, t)}^{-1}[g](x, y, t)=0$ for $t<0$.

Definition 1.3. $S_{\mathrm{v}}^{m}\left(U \times \mathbb{R}^{n+1}\right), m \in \mathbb{Z}$, consists of the smooth functions $q(x, \xi, \tau)$ on $U_{x} \times \mathbb{R}_{(\xi, \tau)}^{n+1}$ that have an asymptotic expansion $q \sim \sum_{j \geq 0} q_{m-j}, q_{m-j} \in$ $S_{\mathrm{v}, m-j}\left(U \times \mathbb{R}^{n+1}\right)$, where $\sim$ means that, for any integer $N$ and for any compact $K \subset U$, there exists a constant $C_{N K \alpha \beta k}>0$ such that

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \partial_{\tau}^{k}\left(q-\sum_{j<N} q_{m-j}\right)(x, \xi, \tau)\right| \leq C_{N K \alpha \beta k}\left(|\xi|+|\tau|^{1 / 2}\right)^{m-|\beta|-w k-N} \tag{1.4}
\end{equation*}
$$

for $x \in K$ and $|\xi|+|\tau|^{1 / 2} \geq 1$.
Definition 1.4. A Volterra $\Psi D O$ of order $m$ is a continuous operator $Q$ from $C_{c}^{\infty}(M \times \mathbb{R}, \mathcal{E})$ to $C^{\infty}(M \times \mathbb{R}, \mathcal{E})$ such that:

- $Q$ has the Volterra property, i.e. it has a distribution kernel of the form $K_{Q}(x, y, t-s)$ with $K_{Q}(x, y, t)=0$ for $t<0$;
- The distribution kernel of $Q$ is smooth off the diagonal;
- Locally we can write $Q=q\left(x, D_{x}, D_{t}\right)+R$ for some Volterra symbol $q$ of order $m$ and some smoothing operator $R$.

Example 1.5. The heat operator $\Delta+\partial_{t}$ is a Volterra $\Psi D O$ of order 2 and its principal symbol is $p_{2}(x, \xi)+i \tau$ (where $p_{2}$ denotes the principal symbol of $\Delta$ ).

Example 1.6. Let $q_{l}$ be a homogeneous Volterra symbol on $U \times \mathbb{R}^{n} \times \mathbb{R}$ and define $q_{l}\left(x, D_{x}, D_{t}\right)$ to be the operator with kernel $\check{q}(x, x-y, t-s)$. Then $q_{l}\left(x, D_{x}, D_{t}\right)$ is a Volterra $\Psi D O$ of order $l$.

Using the Volterra $\Psi D O$ calculus we can prove:
Proposition $1.7([\mathbf{G r}],[\mathbf{P i}])$. The heat operator $\Delta+\partial_{t}$ is invertible on smooth sections and its inverse is a Volterra $\Psi D O$ of order -2 .

On the other hand, we have the following.
Lemma $1.8([\mathbf{G r}])$. Let $Q \in$ be a Volterra $\Psi D O$ of order $m$ on $U \times \mathbb{R}$. Then, with asymptotics in $C^{\infty}(U)$, we have

$$
\begin{equation*}
K_{Q}(x, x, t) \sim_{t \rightarrow 0^{+}} t^{-\left(\frac{n}{2}+\left[\frac{m}{2}\right]+1\right)} \sum t^{l} \check{q}_{2\left[\frac{m}{2}\right]-2 l}(x, 0,1) \tag{1.5}
\end{equation*}
$$

where $q \sim \sum_{j \geq 0} q_{m-j}$ denotes the symbol of $Q$.
Applying this to $Q=\left(\Delta+\partial_{t}\right)^{-1}$ and using (1.3) we get:
Proposition $1.9([\mathbf{G r}])$. In $C^{\infty}(M,|\Lambda|(M) \otimes \operatorname{End} \mathcal{E})$ we have:

$$
\begin{equation*}
k_{t}(x, x) \sim_{t \rightarrow 0^{+}} t^{\frac{-n}{2}} \sum t^{j} a_{l}(\Delta)(x), \quad a_{l}(\Delta)(x)=\check{q}_{-2-2 l}(x, 0,1), \tag{1.6}
\end{equation*}
$$

where $q \sim \sum j \geq 0 q_{-2-j}$ denotes the symbol of any Volterra $\Psi D O$ parametrix for $\Delta+\partial_{t}$.

The interest of this approach is twofold. First, to determine the asymptotics of $k_{t}(x, x)$ at a point $x_{0}$ we only need a Volterra parametrix $Q$ for $\Delta+\partial_{t}$ near $x_{0}$, for we have:

$$
\begin{equation*}
k_{t}\left(x_{0}, x_{0}\right)=K_{Q}\left(x_{0}, x_{0}, t\right)+\mathrm{O}\left(t^{\infty}\right) \tag{1.7}
\end{equation*}
$$

Second, we can differentiate the heat kernel asymptotics as follows. Let $P$ be a differential operator of order $m$ and let $h_{t}(x, y)$ denote the kernel of $P e^{-t \Delta}, t>0$. Then:

$$
\begin{equation*}
h_{t}=P_{x} k_{t}=P_{x} K_{\left(\Delta+\partial_{t}\right)^{-1}}=K_{P\left(\Delta+\partial_{t}\right)^{-1}} \tag{1.8}
\end{equation*}
$$

Therefore by applying Lemma 1.8 to the operator $P\left(\Delta+\partial_{t}\right)^{-1}$ we get a differentiable version of Proposition 1.9 as follows.

Proposition 1.10. With asymptotics in $C^{\infty}(M,|\Lambda|(M))$ we have

$$
\begin{equation*}
h_{t}(x, x) \sim_{t \rightarrow 0^{+}} t^{-\left(\frac{n}{2}+\left[\frac{m}{2}\right]\right)} \sum_{l \geq 0} t^{l} b_{l}(P, \Delta)(x), \quad b_{l}(P, \Delta)(x)=\check{q}_{2\left[\frac{m}{2}\right]-2-2 l}(x, 0,1), \tag{1.9}
\end{equation*}
$$

where $q \sim \sum_{j \geq 0} q_{m-2-j}$ denotes the symbol of $P\left(\Delta+\partial_{t}\right)^{-1}$.

## 2. Proof of the Atiyah-Singer index formula

Let $M^{n}$ be a compact Riemannian spin manifold with spin bundle $\mathcal{S}=\$^{+} \oplus \$^{-}$, let $\mathcal{E}$ be a Hermitian bundle equipped with a unitary connection and consider the Dirac operator with coefficients in $\mathcal{E}$,

$$
\begin{equation*}
\not D_{\mathcal{E}}: C^{\infty}(M, \mathscr{S} \otimes \mathcal{E}) \rightarrow C^{\infty}(M, \mathscr{S} \otimes \mathcal{E}) \tag{2.1}
\end{equation*}
$$

Then the Atiyah-Singer index formula is the following.
THEOREM 2.1 ([AS1], [AS2]). We have:

$$
\begin{equation*}
\operatorname{ind} \not D_{\mathcal{E}}=(2 i \pi)^{-\frac{n}{2}} \int_{M}\left[\hat{A}\left(R_{M}\right) \wedge \operatorname{Ch}\left(F^{\mathcal{E}}\right)\right]^{(n)} \tag{2.2}
\end{equation*}
$$

where $\hat{A}\left(R^{M}\right)=\operatorname{det}^{\frac{1}{2}}\left(\frac{R^{M} / 2}{\sinh \left(R^{M} / 2\right)}\right)$ is the $\hat{A}$-form of the Riemann curvature $R^{M}$ and $\operatorname{Ch}\left(F^{\mathcal{E}}\right)=\operatorname{Tr} \exp \left(-F^{\mathcal{E}}\right)$ is the Chern form of the curvature $F^{\mathcal{E}}$ of $\mathcal{E}$.

Let $k_{t}(x, y)$ denote the heat kernel of $\not D_{\mathcal{E}}^{2}$. Then by the McKean-Singer formula we have

$$
\begin{equation*}
\operatorname{ind} D_{\mathcal{E}}=\int \operatorname{Str} k_{t}(x, x) \quad \text { for any } t>0 \tag{2.3}
\end{equation*}
$$

where $\operatorname{Str}=\operatorname{Tr}_{\Phi^{+} \otimes \mathcal{E}}-\operatorname{Tr}_{\Phi^{-} \otimes \mathcal{E}}$ denotes the supertrace. Therefore, the index formula of Atiyah-Singer follows from:

Theorem 2.2. As $t \rightarrow 0^{+}$we have

$$
\begin{equation*}
\operatorname{Str} k_{t}(x, x)=\left[\hat{A}\left(R_{M}\right) \wedge \operatorname{Ch}\left(F^{\mathcal{E}}\right)\right]^{(n)}+\mathrm{O}(t) \tag{2.4}
\end{equation*}
$$

with $\mathrm{O}(t)$ in $C^{\infty}(M,|\Lambda|(M))$.
This theorem, also called Local Index Theorem, was first proved by Patodi, Gilkey and Atiyah-Bott-Patodi ([ABP], $[\mathbf{G i} \mathbf{i}]$ ), and then in a purely analytic fashion by Getzler ([Ge1], $[\mathbf{G e} \mathbf{2}]$ ) and Bismut $[\mathbf{B i}]$ (see also $[\mathbf{B G V}],[\mathbf{R o}]$ ). Moreover, as it is a purely local statement it holds verbatim for (geometric) Dirac operators acting on a Clifford bundle. Thus it allows us to recover, on the one hand, the GaussBonnet, signature and Riemann-Roch theorems ([ABP], $[\mathbf{B G V}],[\mathbf{L M}],[\mathbf{R o}])$ and, on the other hand, the full index theorem of Atiyah-Singer $([\mathbf{A B P}],[\mathbf{L M}])$.

Proof of Theorem 2.2. First, it is enough to prove Theorem 2.2 at a point $x_{0}$. Furthermore, to this end we only need a Volterra parametrix $Q$ for $\not D_{\mathcal{E}}^{2}+\partial_{t}$ in local trivializing coordinates near $x_{0}$, for we have

$$
\begin{equation*}
k_{t}\left(x_{0}, x_{0}\right)=K_{Q}\left(x_{0}, x_{0}, t\right)+\mathrm{O}\left(t^{\infty}\right) \tag{2.5}
\end{equation*}
$$

In fact, we can use normal coordinates centered at $x_{0}$ and trivializations of $\mathscr{S}$ and $\mathcal{E}$ by means of parallel translation along the geodesics out of the origin. This allows us to replace $D_{\mathcal{E}}$ by a Dirac operator $\not D$ on $\mathbb{R}^{n}$ acting on the trivial bundle with fiber $\$_{n} \otimes \mathbb{C}^{p}$, where $\$_{n}$ is the space of spinors on $\mathbb{R}^{n}$.

Now, recall that as algebra End $\$_{n}$ can be identified with the Clifford algebra $\mathrm{Cl}(n)$. The latter is isomorphic to the exterior algebra $\Lambda(n)=\oplus_{i=0}^{n} \Lambda^{i}(n)$,

$$
\begin{equation*}
\Lambda(n) \xrightarrow{c} \mathrm{Cl}(n) \xrightarrow{\sigma=c^{-1}} \Lambda(n), \tag{2.6}
\end{equation*}
$$

so that for $\xi, \eta \in \Lambda(n)$ we have

$$
\begin{gather*}
\sigma\left[c\left(\xi^{(i)}\right) c\left(\eta^{(j)}\right)\right]=\xi^{(i)} \wedge \eta^{(j)} \bmod \Lambda^{i+j-2}  \tag{2.7}\\
\zeta^{(l)}=\mathrm{component} \text { of } \zeta \in \Lambda(n) \operatorname{in} \Lambda^{l}(n) \tag{2.8}
\end{gather*}
$$

Here $c$ is called the Clifford quantification map and $\sigma$ the Clifford symbol map.
Lemma 2.3 (Getzler [Ge1]). For any $a$ in $\operatorname{End} \$_{n}$ we have:

$$
\begin{equation*}
\operatorname{Str} a=(-2 i)^{\frac{n}{2}} \sigma[a]^{(n)} . \tag{2.9}
\end{equation*}
$$

From all this we see that as $t \rightarrow 0^{+}$we have:

$$
\begin{equation*}
\operatorname{Str} k_{t}(0,0)=(-2 i)^{\frac{n}{2}} \sigma\left[K_{Q}(0,0, t)\right]^{(n)}+\mathrm{O}\left(t^{\infty}\right) \tag{2.10}
\end{equation*}
$$

where $Q$ is any Volterra $\Psi D O$ parametrix for $\not D^{2}+\partial_{t}$.
Now, recall that the Getzler rescaling $[\mathbf{G e} \mathbf{2}]$ assigns the following degrees:

$$
\begin{equation*}
\operatorname{deg} \partial_{j}=\frac{1}{2} \operatorname{deg} \partial_{t}=\operatorname{deg} c\left(d x^{j}\right)=-\operatorname{deg} x^{j}=1 \tag{2.11}
\end{equation*}
$$

while $\operatorname{deg} B=0$ for any $B \in M_{p}(\mathbb{C})$. It defines a filtration of Volterra $\Psi D O$ 's with coefficients in $\operatorname{End}\left(\$_{n} \otimes \mathbb{C}^{p}\right) \simeq \mathrm{Cl}\left(\mathbb{R}^{n}\right) \otimes M_{p}(\mathbb{C})$ as follows.

Let $q \sim \sum_{l \leq m^{\prime}} q_{l}$ be a Volterra symbol with values in End $\$_{n} \otimes M_{p}(\mathbb{C})$. Then taking components in each subspace $\Lambda^{(j)}(n)$ and using Taylor expansions near $x=0$ allows us to get formal expansions,

$$
\begin{equation*}
\sigma[q] \sim \sum_{l \leq m^{\prime}} \sigma\left[q_{l}\right] \sim \sum_{l, j} \sigma\left[q_{l}\right]^{(j)} \sim \sum_{l, j, \alpha} \frac{x^{\alpha}}{\alpha!} \sigma\left[\partial_{x}^{\alpha} q_{l}(0, \xi, \tau)\right]^{(j)} . \tag{2.12}
\end{equation*}
$$

Observe that each symbol $\frac{x^{\alpha}}{\alpha!} \sigma\left[\partial_{x}^{\alpha} q_{l}(0, \xi, \tau)\right]^{(j)}$ is Getzler homogeneous of degree $-|\alpha|+l+j$. Therefore, we have

$$
\begin{equation*}
\sigma[q(x, \xi, \tau)] \sim \sum_{j \geq 0} q_{(m-j)}(x, \xi, \tau), \quad q_{(m)} \neq 0 \tag{2.13}
\end{equation*}
$$

where $q_{(m-j)}$ is a Getzler homogeneous symbol of degree $m-j$.
Definition 2.4. Using (2.13) we set-up the following definitions:

- The integer $m$ is the Getzler order of $Q$,
- The symbol $q_{(m)}$ is the principal Getzler homogeneous symbol of $Q$,
- The operator $Q_{(m)}=q_{(m)}\left(x, D_{x}, D_{t}\right)$ is the model operator of $Q$.

Example 2.5. The operator $\not D^{2}$ has Getzler order 2 and its model operator is

$$
\begin{equation*}
D_{(2)}^{2}=H_{R}+F^{\mathcal{E}}(0), \quad H_{R}=-\sum_{i=1}^{n}\left(\partial_{i}-\frac{1}{4} R_{i j}^{M}(0) x^{j}\right)^{2}, \tag{2.14}
\end{equation*}
$$

$$
\begin{equation*}
R_{i j}^{M}(0)=\frac{1}{2}\left\langle R^{M}\left(\partial_{i}, \partial_{j}\right) \partial_{k}, \partial_{l}\right\rangle(0) d x^{k} \wedge d x^{l}, \quad F^{\mathcal{E}}(0)=\frac{1}{2} F^{\mathcal{E}}\left(\partial_{k}, \partial_{l}\right)(0) d x^{k} \wedge d x^{l} \tag{2.15}
\end{equation*}
$$

This uses the behavior near $x=0$ in normal coordinates of the metric and of the coefficients of the Levi-Civita connection in the synchronous frame ([Ge2], $[\mathbf{P o}]$ ).

The interest of the above definitions stems from the two results below.

Lemma $2.6([\mathbf{P o}])$. For $j=1,2$ let $Q_{j}$ be a Volterra $\Psi D O$ of Getzler order $m_{j}$. Then

$$
\begin{equation*}
Q_{1} Q_{2}=c\left(Q_{\left(m_{1}\right)} Q_{\left(m_{2}\right)}\right)+\mathrm{O}_{G}\left(m_{2}+m_{2}-1\right) \tag{2.16}
\end{equation*}
$$

where $\mathrm{O}_{G}\left(m_{2}+m_{2}-1\right)$ has Getzler order $\leq m_{2}+m_{2}-1$.
Lemma 2.7 ([Po]). Let $Q$ have Getzler order $m$ and model operator $Q_{(m)}$.

- If $m-j$ is odd, then $\sigma\left[K_{Q}(0,0, t)\right]^{(j)}=\mathrm{O}\left(t^{\frac{j-m-n-1}{2}}\right)$.
- If $m-j$ is even, then

$$
\sigma\left[K_{Q}(0,0, t)\right]^{(j)}=t^{\frac{j-m-n}{2}-1} K_{Q_{(m)}}(0,0,1)^{(j)}+\mathrm{O}\left(t^{\frac{j-m-n}{2}}\right)
$$

In particular, for $m=-2$ and $j=n$ we get:

$$
\begin{equation*}
\sigma\left[K_{Q}(0,0, t)\right]^{(n)}=K_{Q_{(-2)}}(0,0,1)^{(n)}+\mathrm{O}(t) \tag{2.17}
\end{equation*}
$$

In particular, using Lemma 2.6 we can easily get:
Lemma $2.8([\mathbf{P o}])$. Let $Q$ be a Volterra $\Psi D O$ parametrix for $\not D^{2}+\partial_{t}$. Then:

1) $Q$ has Getzler order 2 and model operator $Q_{(-2)}=\left(H_{R}+F^{\mathcal{E}}(0)+\partial_{t}\right)^{-1}$.
2) $K_{Q_{(-2)}}(x, 0, t)=G_{R}(x, t) \wedge \exp \left(-t F^{\mathcal{E}}(0)\right)$, where $G_{R}(x, t)$ is the fundamental solution of $H_{R}+\partial_{t}$, i.e. $\left(H_{R}+\partial_{t}\right) G_{R}(x, t)=\delta(x, t)$, where $\delta(x, t)$ is the Dirac distribution at the origin.

Noticing that $H_{R}$ is a harmonic oscillator associated to the curvature at $x=0$ we get:

Lemma 2.9 (Melher's Formula). We have:

$$
\begin{equation*}
G_{R}(x, t)=\chi(t)(4 \pi t)^{-\frac{n}{2}} \hat{A}\left(t R^{M}(0)\right) \exp \left(-\frac{1}{4 t}\left\langle\frac{t R^{M}(0) / 2}{\tanh \left(t R^{M}(0) / 2\right)} x, x\right\rangle\right) \tag{2.18}
\end{equation*}
$$

where $\chi(t)$ is the characteristic function of the interval $(0,+\infty)$.
Now, from (2.10) and Lemma 2.7 we deduce
$\operatorname{Str} k_{t}(0,0)=(-2 i)^{\frac{n}{2}} \sigma\left[K_{Q}(0,0, t)\right]^{(n)}+\mathrm{O}\left(t^{\infty}\right)=(-2 i)^{\frac{n}{2}} K_{Q_{(-2)}}(0,0,1)^{(n)}+\mathrm{O}(t)$.
Thus using Lemma 2.8 and Lemma 2.9 we get:

$$
\left.\left.\begin{array}{rl}
\operatorname{Str} k_{t}(0,0)=(-2 i)^{\frac{n}{2}}\left[G_{R}(0,1)\right. & \left.\wedge \exp \left(-F^{\mathcal{E}}(0)\right)\right]^{(n)}+\mathrm{O}(t)  \tag{2.20}\\
& =(2 i \pi)^{-\frac{n}{2}}\left[\hat{A}\left(R_{M}(0)\right)\right.
\end{array}\right) \operatorname{Ch}\left(F^{\mathcal{E}}(0)\right)\right]^{(n)}+\mathrm{O}(t) .
$$

Comparing this with the heat kernel asymptotics (1.6) for $\not D^{2}$ we get Theorem 2.2, and so complete the proof of the Atiyah-Singer index formula.

The main new feature in the previous proof of the Atiyah-Singer index formula is the use of Lemma 2.7 which, by very elementary considerations on Getzler orders shows that the convergence of the supertrace of the heat kernel is a consequence of a general fact about Volterra $\Psi D O$ 's. It incidentally gives a differentiable version of Theorem 2.2 as follows.

Proposition 2.10 ([Po]). Let $\not P$ be a differential operator of Getzler order $m$ and let $h_{t}(x, y)$ denote the distribution kernel of $\not P e^{-t \not D_{M}}$.

- If $m$ is odd, then $\operatorname{Str} h_{t}(x, x)=\mathrm{O}\left(t^{\frac{-m+1}{2}}\right)$.
- If $m$ is even, then $\operatorname{Str} h_{t}(x, x)=t^{\frac{-m}{2}} B_{0}\left(\not D_{\mathcal{E}}^{2}, \not P\right)(x)+\mathrm{O}\left(t^{\frac{-m}{2}+1}\right)$, where in synchronous normal coordinates centered at $x_{0}$ we have

$$
B_{0}\left(\not D_{\mathcal{E}}^{2}, \not P\right)(0)=(-2 i \pi)^{\frac{n}{2}}\left[\left(\not P_{(m)} G_{R}\right)(0,1) \wedge \operatorname{Ch}\left(F^{\mathcal{E}}(0)\right)\right]^{(n)}
$$

with $P_{(m)}$ denoting the model operator of $P$.
Proof. By Proposition 1.10 we have

$$
\begin{equation*}
h_{t}(x, x)=K_{P\left(\left(D_{\mathcal{E}}^{2}+\partial_{t}\right)^{-1}\right.}(x, x, t) \sim_{t \rightarrow 0^{+}} \sum_{j \geq 0} t^{-\left(\frac{n}{2}+\left[\frac{m^{\prime}}{2}\right]\right)} b_{j}(P, \Delta)(x) \tag{2.21}
\end{equation*}
$$

with asymptotics in $C^{\infty}(M,|\Lambda| \otimes \operatorname{End} \phi \otimes \operatorname{End} \mathcal{E})$. On the other hand, using Lemma 2.6 we see that $\not P\left(D_{\mathcal{E}}^{2}+\partial_{t}\right)^{-1}$ has Getzler order $m-2$. Combining all this with Lemma 2.7 gives the result.

## 3. The local index formula in noncommutative geometry

Rather than at topological or geometrical levels the local index formula holds in full generality in a purely operator theoretic setting ( $[\mathbf{C M}]$; see also $[\mathbf{H i}]$ ). This uses two main tools, namely, spectral triples $[\mathbf{C M}]$ and cyclic cohomology $[\mathbf{C o}]$.

A spectral triple is a triple $(\mathcal{A}, \mathcal{H}, D)$ where:

- $\mathcal{H}$ is a Hilbert space together with a $\mathbb{Z}_{2}$-grading $\gamma: \mathcal{H}_{+} \oplus \mathcal{H}_{-} \rightarrow \mathcal{H}_{-} \oplus \mathcal{H}_{+}$;
- $\mathcal{A}$ is an involutive unital algebra represented in $\mathcal{H}$ and commuting with the $\mathbb{Z}_{2}$-grading $\gamma$;
- $D$ is a selfadjoint unbounded operator on $\mathcal{H}$ s.t. $[D, a]$ is bounded $\forall a \in \mathcal{A}$ and of the form,

$$
D=\left(\begin{array}{cc}
0 & D^{-}  \tag{3.1}\\
D^{+} & 0
\end{array}\right), \quad D_{ \pm}: \mathcal{H}^{\mp} \rightarrow \mathcal{H}^{ \pm}
$$

In addition we assume that $\mathcal{A}$ is smooth in the sense that $\mathcal{A}$ is contained in $\cap_{k \geq 0} \operatorname{dom} \delta^{k}$.

Recall that the datum of $D$ above defines an index map $\operatorname{ind}_{D}: K_{*}(\mathcal{A}) \rightarrow \mathbb{Z}$ so that

$$
\begin{equation*}
\operatorname{ind}_{D}[e]=\operatorname{ind} e D^{+} e \tag{3.2}
\end{equation*}
$$

for any selfadjoint idempotent $e \in M_{q}(\mathcal{A})$.
Example 3.1 (Dirac spectral triple). A typical spectral triple is a triple

$$
\left(C^{\infty}(M), L^{2}(M, \mathscr{S}), \not D_{M}\right)
$$

where $M$ is a compact Riemannian spin manifold of even dimension, $\$$ is the spin bundle of $M$ and $D_{M}: C^{\infty}(M, \$) \rightarrow C^{\infty}(M, \$)$ is the Dirac operator on $M$. Moreover, under the Serre-Swan isomorphism $K_{0}\left(C^{\infty}(M)\right) \simeq K^{0}(M)$ for any Hermitian bundle over $M$ we have:

$$
\begin{equation*}
\operatorname{ind}_{D_{M}}[\mathcal{E}]=\operatorname{ind} \not D_{\mathcal{E}} \tag{3.3}
\end{equation*}
$$

Next, the cyclic cohomology groups $H C^{*}(\mathcal{A})$ are obtained from the spaces,

$$
\begin{equation*}
C^{k}(\mathcal{A})=\{(k+1) \text {-linear forms on } \mathcal{A}\}, \quad k \in \mathbb{N}, \tag{3.4}
\end{equation*}
$$

by restricting the Hochschild coboundary,

$$
\begin{align*}
b \psi\left(a^{0}, \cdots, a^{k+1}\right)= & (-1)^{k+1} \psi\left(a^{k+1} a^{0}, \cdots, a^{k}\right)  \tag{3.5}\\
& +\sum(-1)^{j} \psi\left(a^{0}, \cdots, a^{j} a^{j+1}, \cdots, a^{k+1}\right)
\end{align*}
$$

to cyclic cochains, i.e. those such that

$$
\begin{equation*}
\psi\left(a^{1}, \cdots, a^{k}, a^{0}\right)=(-1)^{k} \psi\left(a^{0}, a^{1}, \cdots, a^{k}\right) \tag{3.6}
\end{equation*}
$$

Equivalently, $H C^{*}(\mathcal{A})$ can be obtained as the second filtration of the $(b, B)$ bicomplex of (arbitrary) cochains, where the horizontal differential $B$ is given by

$$
\begin{gather*}
B=A B_{0}: C^{m+1}(\mathcal{A}) \rightarrow C^{m}(\mathcal{A})  \tag{3.7}\\
(A \phi)\left(a^{0}, \cdots, a^{m}\right)=\sum(-1)^{m j} \psi\left(a^{j}, \cdots, a^{j-1}\right)  \tag{3.8}\\
B_{0} \psi\left(a^{0}, \cdots, a^{m}\right)=\psi\left(1, a^{0}, \cdots, a^{m}\right) \tag{3.9}
\end{gather*}
$$

The periodic cyclic cohomology is the inductive limit of the groups $H C^{k}(\mathcal{A})$ with respect to the the cup product with the generator of $H C^{2}(\mathbb{C})$. In terms of the $(b, B)$-bicomplex this is the cohomology of the short complex,

$$
\begin{equation*}
C^{\mathrm{ev}}(\mathcal{A}) \stackrel{b+B}{\leftrightarrows} C^{\mathrm{odd}}(\mathcal{A}), \quad C^{\mathrm{ev} / \mathrm{odd}}(\mathcal{A})=\bigoplus_{k \text { even/odd }} C^{k}(\mathcal{A}) \tag{3.10}
\end{equation*}
$$

the cohomology groups of which are denoted $H C^{\mathrm{ev}}(\mathcal{A})$ and $H C^{\text {odd }}(\mathcal{A})$.
We have a pairing between $H C^{\mathrm{ev}}(\mathcal{A})$ and $K_{0}(\mathcal{A})$ such that, for any cocycle $\varphi=\left(\varphi_{2 k}\right)$ in $C^{\mathrm{ev}}(\mathcal{A})$ and any selfadjoint idempotent $e$ in $M_{q}(\mathcal{A})$, we have

$$
\begin{equation*}
\langle[\varphi],[e]\rangle=\sum_{k \geq 0}(-1)^{k} \frac{(2 k)!}{k!} \varphi_{2 k} \# \operatorname{Tr}(e, \cdots, e) \tag{3.11}
\end{equation*}
$$

where $\varphi_{2 k} \# \operatorname{Tr}$ is the $(2 k+1)$-linear map on $M_{q}(\mathcal{A})=M_{q}(\mathbb{C}) \otimes \mathcal{A}$ given by

$$
\begin{equation*}
\varphi_{2 k} \# \operatorname{Tr}\left(\mu^{0} \otimes a^{0}, \cdots, \mu^{2 k} \otimes a^{2 k}\right)=\operatorname{Tr}\left(\mu^{0} \ldots \mu^{2 k}\right) \varphi_{2 k}\left(a^{0}, \cdots, a^{2 k}\right) \tag{3.12}
\end{equation*}
$$

for $\mu^{j} \in M_{q}(\mathbb{C})$ and $a^{j} \in \mathcal{A}$.
Example 3.2. Given a compact manifold $M$ let $\mathcal{A}$ be the algebra $C^{\infty}(M)$ and let $\mathcal{D}_{k}(M)$ denote the space of $k$-dimensional de Rham currents. Then we have a morphism from $\mathcal{D}_{\text {ev/odd }}(M)$ to $C^{\text {ev/odd }}(\mathcal{A})$,

$$
\begin{equation*}
C=\left(C_{k}\right) \rightarrow \varphi_{C}=\left(\frac{1}{k!} \psi_{C_{k}}\right), \quad \psi_{C_{k}}\left(f^{0}, f^{1}, \ldots, f^{n}\right)=\left\langle C_{k}, f^{0} d f^{1} \wedge \ldots \wedge d f^{k}\right\rangle \tag{3.13}
\end{equation*}
$$

such that $b \varphi_{C}=0$ and $B \varphi_{C}=\varphi_{d^{t} C}$, where $d^{t}$ denotes the de Rham boundary for currents. Therefore, we get a morphism from the even and odd de Rham's homology groups $H^{\text {ev/odd }}(M)$ to $H C^{\text {ev/odd }}\left(C^{\infty}(M)\right)$. This even gives rise to an isomorphism if we restrict ourselves to continuous cyclic cochains.

Furthermore, we have:

$$
\begin{equation*}
\left\langle\left[\varphi_{C}\right], \mathcal{E}\right\rangle=\left\langle[C], \mathrm{Ch}^{*} \mathcal{E}\right\rangle \quad \forall \mathcal{E} \in K^{0}(M), \tag{3.14}
\end{equation*}
$$

where $\mathrm{Ch}^{*}: K^{0}(M) \rightarrow H^{\mathrm{ev}}(M)$ is the Chern character in cohomology.

Now, we can compute the index map by pairing the $K$-theory a cyclic cocycle as follows. First, we say that the spectral triple $(\mathcal{A}, \mathcal{H}, D)$ is $p$-summable when we have

$$
\begin{equation*}
\mu_{k}\left(D^{-1}\right)=\mathrm{O}\left(k^{-1 / p}\right) \quad \text { as } k \rightarrow+\infty \tag{3.15}
\end{equation*}
$$

where $\mu_{k}\left(D^{-1}\right)$ denotes the $(k+1)$ 'th eigenvalue of $D^{-1}$.
Next, let $\Psi_{D}^{0}(\mathcal{A})$ be the algebra generated by the $\mathbb{Z}_{2}$-grading $\gamma$ and the $\delta^{k}(a)$ 's, $a \in \mathcal{A}$, where $\delta$ is the derivation $\delta(T)=[|D|, T]$.

Definition 3.3. The dimension spectrum of $(\mathcal{A}, \mathcal{H}, D)$ is the union set of the singularities of all the zeta functions $\zeta_{b}(z)=\operatorname{Tr} b|D|^{-z}, b \in \Psi_{D}^{0}(\mathcal{A})$.

Assuming $p$-summability and simple and discrete dimension spectrum we define a residual trace on $\Psi_{D}^{0}(\mathcal{A})$ by letting:

$$
\begin{equation*}
f b=\operatorname{Res}_{z=0} \operatorname{Tr} b|D|^{-z} \quad \text { for any } b \in \Psi_{D}^{0}(\mathcal{A}) \tag{3.16}
\end{equation*}
$$

This trace is an algebraic analogue of the Wodzicki-Guillemin noncommutative residue trace $([\mathbf{W o}],[\mathbf{G u}])$ for the algebra $\Psi_{D}^{0}(\mathcal{A})$. Moreover, it is local in the sense of noncommutative geometry since it vanishes on those elements of $\Psi_{D}^{0}(\mathcal{A})$ that are traceable.

Theorem $3.4([\mathbf{C M}])$. Suppose that $(\mathcal{A}, \mathcal{H}, D)$ is p-summable and has a discrete and simple dimension spectrum. Then:

1) The following formulas define an even cocycle $\varphi_{\mathrm{CM}}=\left(\varphi_{2 k}\right)$ in the $(b, B)$ complex of $\mathcal{A}$.

- For $k=0$, we let

$$
\begin{equation*}
\varphi_{0}\left(a^{0}\right)=\text { finite part of } \operatorname{Tr} \gamma a^{0} e^{-t D^{2}} \text { as } t \rightarrow 0^{+} \tag{3.17}
\end{equation*}
$$

- For $k \neq 0$, we let

$$
\begin{gather*}
\varphi_{2 k}\left(a^{0}, \ldots, a^{2 k}\right)=\sum_{\alpha} c_{k, \alpha} f \gamma P_{k, \alpha}|D|^{-2(|\alpha|+k)},  \tag{3.18}\\
P_{k, \alpha}=a^{0}\left[D, a^{1}\right]^{\left[\alpha_{1}\right]} \ldots\left[D, a^{2 k}\right]^{\left[\alpha_{2 k}\right]} \tag{3.19}
\end{gather*}
$$

where $\Gamma(|\alpha|+k) c_{k, \alpha}^{-1}=2(-1)^{|\alpha|} \alpha!\left(\alpha_{1}+1\right) \cdots\left(\alpha_{1}+\cdots+\alpha_{2 k}+2 k\right)$ and the symbol $T^{[j]}$ denotes the $j^{\prime}$ 'th iterated commutator with $D^{2}$.
2) We have $\operatorname{ind}_{D}[\mathcal{E}]=\left\langle\left[\varphi_{\mathrm{CM}}\right], \mathcal{E}\right\rangle$ for any $\mathcal{E} \in K_{0}(\mathcal{A})$.

Remark 3.5. Here we have assumed that the spectral triple $(\mathcal{A}, \mathcal{H}, D)$ was $\mathbb{Z}_{2^{-}}$ graded. In the terminology of $[\mathbf{C M}]$ such a spectral triple is even and an ungraded spectral triple is said to be odd. In the latter case we can similarly compute the Fredholm index with coefficients in $K_{1}(\mathcal{A})$ by pairing $K_{1}(\mathcal{A})$ with an odd cyclic cocycle, also called CM cocycle, and which is given by formulas of the same type as (3.18)-(3.19) (see [CM] for a more detailed account).

## 4. Computation of the CM cocycle for Dirac spectral triples.

Here $M^{n}$ is a compact Riemannian spin manifold of even dimension and $D_{M}$ : $C^{\infty}(M, \$) \rightarrow C^{\infty}(M, \$)$ is the Dirac operator on $M$. Then $\left(C^{\infty}(M), L^{2}(M, \$), \not D_{M}\right)$ is an even $n$-summable spectral triple with dimension spectrum $\{k \in \mathbb{Z} ; k \leq n\}$.

Therefore, the CM cocycle is well defined and allows us to compute the index map, so that for any hermitian bundle $\mathcal{E}$ equipped with a unitary connection we have

$$
\begin{equation*}
\left\langle\left[\varphi_{C M}\right],[\mathcal{E}]\right\rangle=\operatorname{ind}_{\not D_{M}}[\mathcal{E}]=\operatorname{ind} \not D_{\mathcal{E}} \tag{4.1}
\end{equation*}
$$

Proposition 4.1. The components of the CM cyclic cocycle $\varphi_{\mathrm{CM}}=\left(\varphi_{2 k}\right)$ associated to the spectral triple $\left(C^{\infty}(M), L^{2}(M, \$), \not D_{M}\right)$ are given by

$$
\begin{equation*}
\varphi_{2 k}\left(f^{0}, \ldots, f^{2 k}\right)=\frac{1}{(2 k)!} \int_{M} f^{0} d f^{1} \wedge \cdots \wedge d f^{2 k} \wedge \hat{A}\left(R_{M}\right)^{(n-2 k)} \tag{4.2}
\end{equation*}
$$

for $f^{0}, f^{1}, \ldots, f^{n}$ in $C^{\infty}(M)$.
Proof. First, using the Mellin transform,

$$
\begin{equation*}
\left|\not D_{M}\right|^{-2 s}=\frac{1}{\Gamma(2 s)} \int_{0}^{\infty} t^{s-1} e^{-t \not D_{M}^{2}} d t, \quad \Re s>0 \tag{4.3}
\end{equation*}
$$

we can rewrite $\varphi_{C M}=\left(\varphi_{2 k}\right)$ as

$$
\begin{equation*}
\varphi_{2 k}\left(f^{0}, \ldots, f^{2 k}\right)=\sum_{\alpha} \frac{2 c_{k, \alpha}}{\Gamma(|\alpha|+k)} \cdot\left\{\text { coeff. of } t^{-(|\alpha|+k)} \text { in } \operatorname{Str} \not P_{k, \alpha} e^{-t \not D_{M}^{2}} \text { as } t \rightarrow 0^{+}\right\} \tag{4.4}
\end{equation*}
$$

Notice also that

$$
\not P_{k, \alpha}=f^{0}\left[D_{M}, f^{1}\right]^{\left[\alpha_{1}\right]} \ldots\left[D_{M}, f^{2 k}\right]^{\left[\alpha_{2 k}\right]}=f^{0} c\left(d f^{1}\right)^{\left[\alpha_{1}\right]} \ldots c\left(d f^{2 k}\right)^{\left[\alpha_{2 k}\right]}
$$

Therefore, we can make use of Proposition 2.10 to compute the CM cocycle. Indeed, let $h_{\alpha, t}(x, y)$ denote the kernel of $\not P_{k, \alpha} e^{-t D_{M}^{2}}$. Then using Lemma 2.6 and Proposition 2.10 we obtain:

- If $\alpha=0$, then $P_{k, 0}=f^{0} c\left(d f^{1}\right) \ldots c\left(d f^{2 k}\right)$ has Getzler order $2 k$ and model operator $f^{0} d f^{1} \wedge \ldots \wedge d f^{2 k}$, so that we have

$$
\begin{equation*}
\operatorname{Str} h_{0, t}(x, x)=\frac{t^{-k}}{(2 i \pi)^{\frac{n}{2}}} f^{0} d f^{1} \wedge \ldots \wedge d f^{2 k} \wedge \hat{A}\left(R_{M}\right)^{(n-2 k)}+\mathrm{O}\left(t^{-k+1}\right) \tag{4.5}
\end{equation*}
$$

- If $\alpha \neq 0$, then $P_{k, \alpha}$ has Getzler order $\leq 2(|\alpha|+k)-1$, and so

$$
\begin{equation*}
\operatorname{Str} h_{\alpha, t}(x, x)=\mathrm{O}\left(t^{-(\alpha+k)+1}\right) \tag{4.6}
\end{equation*}
$$

Combining this with (4.4) we get the formula (4.2)) for $\varphi_{2 k}\left(f^{0}, \ldots, f^{2 k}\right)$.
Finally, let us explain how this enables us to recover the local index formula of Atiyah-Singer. Notice that Formula (4.2) means that $\varphi_{C M}$ is the image under the map (3.13) of the current that is the Poincare dual of $\hat{A}\left(R^{M}\right)$. Therefore, using (3.14) we see that for any Hermitian bundle $\mathcal{E}$ with curvature $F^{\mathcal{E}}$ we have:

$$
\begin{equation*}
\left\langle\left[\varphi_{C M}\right],[\mathcal{E}]\right\rangle=\left\langle\left[\varphi_{\hat{A}\left(R^{M}\right)}\right],[\mathcal{E}]\right\rangle=(2 i \pi)^{-\frac{n}{2}} \int_{M}\left[\hat{A}\left(R_{M}\right) \wedge \operatorname{Ch}\left(F^{\mathcal{E}}\right)\right]^{(n)} \tag{4.7}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
\left\langle\left[\varphi_{C M}\right],[\mathcal{E}]\right\rangle=\operatorname{ind}_{\not D_{M}}[\mathcal{E}]=\operatorname{ind} \not D_{\mathcal{E}} \tag{4.8}
\end{equation*}
$$

Thus, we obtain

$$
\begin{equation*}
\operatorname{ind} \not D_{\mathcal{E}}=(2 i \pi)^{-\frac{n}{2}} \int_{M}\left[\hat{A}\left(R_{M}\right) \wedge \operatorname{Ch}\left(F^{\mathcal{E}}\right)\right]^{(n)} \tag{4.9}
\end{equation*}
$$

which is precisely the Atiyah-Singer index formula.

Remark 4.2. When $\operatorname{dim} M$ is odd we can also compute the odd CM cocycle associated to the corresponding Dirac spectral triple ([Po]). In this setting we recover the spectral flow formula of Atiyah-Patodi-Singer [APS].
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[^0]:    ${ }^{2}$ Note that segments from $S_{n}^{+} \cap S_{n}^{-}$only cross at $E=\frac{1}{2}$, which corresponds to the point 0 in the spectrum of $H_{\theta, \mu}$, thus where there is a closed gap.

[^1]:    This note consists of a summary of the results in our paper [ $\mathbf{L v F}$ ] and an announcement of results for higher class numbers that will appear in a forthcoming paper. The contents correspond roughly to the talks given by the first author at the MPI workshops on Noncommutative Geometry and Number Theory in 2003 and 2004. We emphasize the results and discuss their relevance but we offer little in terms of details and proofs, for which we refer to $[\mathbf{L v F}]$.

[^2]:    ${ }^{1}$ This section is a preliminary announcement of results to appear in a forthcoming paper.

[^3]:    ${ }^{1}$ See the book [BL01] for the definition and decomposition of these real parabolic subgroups.

[^4]:    ${ }^{2}$ Most of the pre-Shimura data that will appear in this document will be constructed using conjugacy classes of morphisms. However, the target group will not always be $P$ and some useful morphisms between them will not be morphisms of conjugacy classes but just equivariant morphisms. This is why we use such a weak definition.

[^5]:    ${ }^{3} \mathrm{~A}$ kind of analytic Galois group.

[^6]:    ${ }^{4}$ i.e $V(\mathbb{Z})=\mathbb{Z}^{2}$

[^7]:    5i.e., $V(\mathbb{Z})=\mathbb{Z}^{2}$.

[^8]:    ${ }^{6}$ Abbreviation for LIne in a LAttiCe.

[^9]:    ${ }^{7}$ See also [GBVF01], theorem 12.17 for a choice-of-basis free proof of this fact.

[^10]:    $8_{\text {i.e., }} V(\mathbb{Z})=\mathcal{O}_{E}^{2}$.
    ${ }^{9}$ Induced by the rational inclusion $\mathbb{G}_{m, \mathbb{Q}}^{2} \subset D$.

[^11]:    ${ }^{10}$ Some of them are collected from the literature.

[^12]:    ${ }^{1}$ These curves are also called weighted projective lines, however, they should not be confused with one-dimensional weighted projective spaces.

