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PREFACE TO VOLUME 2 OF THE THIRD EDITION

Volume 1 of our new two-volume third edition covers relativistic quantum
mechanics, electromagnetism as a gauge theory, and introductory quantum
field theory, and leads up to the formulation and application of quantum
electrodynamics (QED), including renormalization. This second volume is
devoted to the remaining two parts of the ‘Standard Model’ of particle physics,
namely quantum chromodynamics (QCD) and the electroweak theory of Glashow,
Salam and Weinberg.

It is remarkable that all three parts of the Standard Model are quantum
gauge field theories: in fact, QCD and the electroweak theory are certain
generalizations of QED. We shall therefore be able to build on the foundations of
gauge theory, Feynman graphs and renormalization which were laid in Volume 1.
However, QCD and the electroweak theory both require substantial extensions
of the theoretical framework developed for QED. Most fundamentally, the
discussion of global and local symmetries must be enlarged to include non-
Abelian symmetries, and spontaneous symmetry breaking. At a somewhat more
technical level, the lattice (or path-integral) approach to quantum field theory, and
the renormalization group are both needed for access to modern work on QCD.
For each of these theoretical elements, a self-contained introduction is provided
in this volume. Together with their applications, this leads to a simple four-part
structure (the numbering of parts, chapters and appendices continues on from
Volume 1):

Par t 5 No n - Ab elian sy m m etr ies
Pa r t 6 QCD an d th e r e n o r m a lizatio n g r o u p ( in c lu d in g lattice field th e o r y )
Part 7 Spontaneous symmetry breaking (including the spontaneous breaking of

the approximate global chiral symmetry of QCD)
Part 8 The electroweak theory.

We have already mentioned several topics (path integrals, the renormaliza-
tion group, and chiral symmetry breaking) which are normally found only in texts
pitched at a more advanced level than this one—and which were indeed largely
omitted from the preceding (second) edition. Nor, as we shall see, are these topics
the only newcomers. With their inclusion in this volume, our book now becomes a
comprehensive, practical and accessible introduction to the major theoretical and
experimental aspects of the Standard Model. The emphasis is crucial: in once
again substantially extending the scope of the book, we have tried hard not to
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compromise the title’s fundamental aim—which is, as before, to m ake the chosen
material accessib le to th e wid e read ersh ip wh ich th e p r ev io u s ed itio n s ev id en tly
attracted.

A glance at the contents will suggest that we have set ourselves a
consid erable challenge. On the other h and, not all o f the topics are likely to b e
of equal interest to every reader. It may th erefore b e h elpful to offer some more
d etailed g u id an ce, wh ile at th e sam e tim e highlighting th o se item s wh ich a r e n ew
to th is ed itio n .

First, th en, non-Ab elian symmetry. This refers to th e fact th at th e symmetry
transf ormations are m atrices (acting o n a set o f fields), any two of which will
generally not commute with each other, so th at the o rder in which they are applied
makes a difference. Much of the n ecessary mathematics already appears in the
simpler case in which th e symmetry is a global, rath er th an a local one. In chapter
12 we introduce global non-Abelian symmetries via the physical examples of the
(approximate) SU(2) and SU(3) flavour symmetries of the strong interactions.

The underlying mathematics involved here is group theory. However, we
take care to d evelop everything we need on a ‘do-it-yourself ’ b asis as we go along,
so th at no prio r knowledge of group th eory is necessary. Neverth eless, we have
prov ided a n ew and fairly serious appendix (M) on group theory, which collects
togeth er th e main relevant ideas, and sh ows h ow th ey apply to the groups we are
dealing with (including the Lorentz group). We hope that this compact summary
will be of use to those readers who want a sense of the mathematical unity behind
the succession of sp ecific calculatio n s p r ov id ed in th e m ain tex t.

A further important global non-Abelian symmetry is also introduced in
ch ap ter 1 2 —th at o f ch ir al sy m m e tr y, wh ich is ex p ected to b e r e leva n t if th e q u a r k
masses are substantially less than typical hadronic scales, as is indeed the case.
The apparent non-observatio n o f this expected sy mmetry creates a puzzle, th e
reso lu tio n o f which has to b e d eferred until part 7.

In chapter 13, the second in part 5, we move on to the local versions of
SU(2) and SU(3) symmetry, arriving in section 13.5 at the corresponding non-
Ab elian g auge field th eories wh ich are th e main focus of th e book, bein g d irectly
relevant to th e electroweak th eory and to QCD resp ectively. Crucial n ew physical
phenomena appear, not present in QED—for ex ample, th e self-interactions among
the gauge field quanta.

On th e mathematical side, the algebraic (or group-th eoretic) asp ects
developed in chapter 12 carry th rough unchanged into chapter 13, but the
‘gauging’ of the symmetry brings in some new geometrical concepts, such as
‘covariant derivative’, ‘parallel transport’, ‘connection’, and ‘curvature’. We
decided again st banish in g these matters to an appendix, since they are su ch a
significant p art o f the conceptual structure o f all gauge th eories, and moreover
th eir in c lu sio n allows in str u ctive r ef er en ce to b e m a d e to a th e o r y o th er wise
ex cluded from m ention, namely general r elativ ity. All the same, practically-
minded readers may want to pass quickly over sections 13.2 and 13.3, and also
section 13.5.3, which explains why obtaining the correct Feynman rules for loops
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in a non-Ab elian g auge th eory is su ch a d ifficult p roblem, with in th e ‘canonical’
approach to quantum field theory as developed in volume 1.

I m m e d iate a p p licatio n o f th e f o r m alism can n ow b e m ad e to QCD, a n d th is
occupies most of th e n ex t three chapters, which form part 6. Ch apter 1 4 introduces
‘colour’ as a dynamical degree of freedom, and leads on to the QCD Lagrangian.
Some simple tree-graph applications ar e then d escrib ed, u sing th e techniques
learned for QED. These p rovide a good first orientatio n to d ata, following ‘parto n
model’ and ‘ scaling’ ideas.

Bu t o f course a fundamental questio n immediately arises: how can su ch
an approach, b ased on perturbatio n theory, possibly apply to QCD wh ich, after
all, describes the strong in teractions between quarks? The answer lies in
the profound property (possessed only by non-Abelian gauge theories) called
‘asy mptotic freedom’—that is, the decrease o f the effective interaction strength
at high energies or short d istances. Crucially, this p roperty cannot be understood
in terms of tree graphs: loops must be studied, and this immediately involves
renormalization. In fact, p ertu rbatio n theory b ecomes u seful at h ig h energ ies only
after an infinite series of loop contribu tions has b een effectively re-su mmed. The
technique required to do this goes by the name of th e ren o rma liza tio n g ro u p (RG),
and it is d escribed in chapter 15, along w ith applications to asymptotic freedom,
an d to th e calcu latio n o f scalin g v io latio n s in d eep in elastic scatter in g .

We do not expect the majority of our readers to find chapter 15 easy going.
Bu t there is no deny in g the central importance o f the RG in modern field th eory,
nor its direct relevance to experiment. In sectio n 15.2 we h ave tried to prov id e
an elementary in troductio n to the RG, b y consid erin g in d etail the much simpler
case o f QED, u sing no more th eory th an is contained in chapter 11 of vo lu me 1.
Sections 15.4 and 15.5 are less central to the m ain argument, as is an appendix
(N) on dimensional regularization.

In chapter 16, the third of part 6, we turn to the problem of how to
extract predictions from a quantum field theory (in particular, QCD) in the non-
perturbative regime. The available technique is computational, based on the
discretized (lattice) version o f Feynman’s path-integral formulation of quantum
fi e ld th eo ry , to which we provide a simple introduction in section 16.4. A
substantial bonus of this formulation is that it allows fruitful analogies to be
d r awn with th e statistical m ech an ics o f sp in sy stem s o n a lattice. I n p ar ticu lar,
we hope that readers who may have struggled with the formal manipulations of
chapter 1 5 will be refresh ed by seeing RG ideas in action from a diff erent and
more physical point of view—that of ‘integrating out’ short distance degrees of
freedom, leading to an effective theory valid at longer d istances. The chapter ends
with so m e illu str a tive r e su lts f r o m lattice QCD calcu latio n s, in sectio n 1 6 . 7 . An
appendix (O) on Grassmann variables is provided for those interested in seeing
how the path-integral formalism can be made to work for fermions.

At this half-way stage, QCD has been established as the theory of strong
interactions, by the success of both RG-improved perturbation theory and non-
perturbative numerical computations.
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Fu rther p rogress requires one more fundamental id ea—th e subtle concept o f
spontaneous symmetry breaking, which forms the subject of part 7. Chapter 17
sets out the basic theory of spontaneously broken global symmetries, and also
consid ers two physical ex amples in consid erable detail, namely the Bogoliubov
superfluid in sectio n 1 7 . 3 , an d the BCS superconductor in sectio n 1 7 . 7 . I t is
of course true that these systems are not part of the standard model of particle
physics. However, th e characteristic methods and concepts developed for su ch
systems provide valuable background for the particle physics applications of the
id ea, wh ich follow in the next two chapters. In particular, our presentatio n o f
ch ira l symmetry b re a k in g in chapter 18 follows Nambu’s remarkable original
analogy between fermion m ass g eneratio n and the appearance of an energy gap in
a superconductor. Section 18.3, on lin ea r a n d n o n lin ea r sig ma mo d e ls, is rather
more optional, as is our brief introduction to chiral anomalies in sectio n 1 8 . 4 .
In chapter 19, the third in part 7, we consider the spontaneous breaking of
local (gauge) symmetries. Here the fundamental point is that it is possible for
g a u g e q u a n ta to acq u ir e m a ss, wh ile still p r eser v in g th e lo cal g a u g e sy m m e tr y
of th e Lagrangian. We consid er applications both to the Ab elian case o f a
superconductor (sections 19.2 and 19.4—once again, a valuable working model
of th e physics), and to th e non-Ab elian case required for th e electroweak th eory.

The way is now clear to develop the electroweak theory, in p art 8 . Chapter 20
is a self-contained rev iew o f weak in teractio n phenomenology, b ased on Fermi’s
‘current–current’ model. New material h ere includes d iscussion of th e d iscrete
symmetries C and P , and of lepton number conservation taking into account the
p o ssib ility th at neutrinos may be Majorana particles, in support of which we
provide an appendix (P) on Majorana fermions. Chapter 21 describes what goes
wrong with the current–current model, and with theories in which the W and Z
bosons are g iven a ‘naive’ mass, and suggests why a g auge th eory is needed to
avo id th e se d ifficu lties. Fin a lly, in c h a p ter 2 2 , all th e p ieces are p u t to g e th er in
the presentation of the electroweak theory. New additions here include three-
family mixing via the CKM matrix, together with more detail on higher order
(one-loop) corrections, the top quark, and aspects of Higgs phenomenology. The
remarkably precise agreement—thus far—between theory and experiment, which
depends upon the inclusion of one-loop effects, makes it hard to deny that, when
interacting weakly, Nature has indeed made use of the subtle intricacies of a
renormalizable, spontaneously broken, non-Abelian chiral gauge theory.

But the story of the Standard Model is not yet quite complete. One
vital part—the Higgs sector—remains virtual, and phenomenological. Further
progress in understanding the mechanism of electroweak symmetry breaking,
and of mass generation, requires input from the next generation of experiments,
primarily at the LHC. We hope that we leave our readers with a sound grasp of
what is at stake in these experiments, and a lively interest in their outcome.
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12

GLOBAL NON-ABELIAN SYMMETRIES

In the p receding volume, a very successful dynamical theory—QED—has
been introduced, b ased on the remarkably simple gauge principle: n amely
that the theory should be invariant under local phase transformations on the
wavefunctions (chapter 3) or field operato rs (chapter 7) of charged p articles.
Such transf ormations were characterized as Ab elia n in sectio n 3 .6 , sin ce th e
phase factors commuted. The second volume of this book will be largely
co n cer n e d with th e f o r m u latio n a n d elem en tar y ap p licatio n o f th e r e m a in in g two
dynamical th eories with in th e Standard Model—th at is, QCD and the electroweak
th eory. They are bu ilt on a g eneralizatio n o f the gauge prin ciple, in wh ich the
tr an sf o r m a tio n s invo lve m o r e th a n o n e state, o r field , a t a tim e. I n th at case,
the ‘ phase factors’ become matrices, which generally do not commute with each
other, and the asso ciated sy mmetry is called a ‘non-Abelian ’ one. When the phase
factors are independent of th e spacetime coordinate x , the symmetry is a ‘global
non-Abelian’ one; when they are allowed to depend on x , one is led to a non-
Abelian gauge theory. Both QCD and the electroweak theory are o f the latter
type, providing generalizations of the Abelian U(1) gauge theory which is QED.
It is a strik in g fact th at all three dynamical th eories in th e Standard Model are
based o n a gauge prin ciple o f local phase invariance.

In th is chapter we shall be main ly concerned with two g lobal non-Ab elian
sy m m e tr ies, wh ich lead to u sef u l co n ser va tio n laws bu t n o t to any sp ecific
dynamical th eory. We b eg in in sectio n 12.1 with th e first non-Ab elian symmetry
to be used in particle physics, the hadronic isospin ‘SU(2) symmetry’ proposed
by Heisenberg (1932) in the context of nuclear physics, and now seen as following
f r o m th e n ear eq u a lity o f th e u an d d q u a r k m a sses ( o n ty p ical h a d r o n ic scales) ,
and the flavour independence of the QCD interquark forces. In section 12.2 we
extend this to SU(3)f flavour symmetry, as was first done by Gell-Mann (1961)
and Ne’eman (1961)—an extension seen, in its turn, as reflecting the rough
equality of the u, d and s quark masses, together with flavour independence of
QCD. The ‘wavefunction’ approach of sections 12.1 and 12.2 is then reformulated
in field-theoretic language in section 12.3.

In the last section of this chapter, we shall introduce the idea of a global
chiral symmetry, which is a symmetry of theories with massless fermions. This
may be expected to be a good approximate symmetry for the u and d quarks. But
the anticipated observable consequences of this symmetry (for example, nucleon
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parity doublets) appear to be absent. This puzzle will be reso lved in part 7, via
the profoundly important concept of ‘spontaneous symmetry breaking’.

Th e f o r m a lism in tr o d u ced in th is ch ap ter f o r SU( 2 ) a n d SU( 3 ) will b e
required again in th e following one, when we consid er th e local versions of th ese
non-Ab elian symmetries and th e asso ciated dynamical gauge th eories. The whole
modern development of non-Abelian gauge theories began with the attempt by
Yang and Mills (1954) (see also Shaw 1955) to make hadronic iso sp in into a
lo cal sy m m e tr y. Howeve r, th e b eau tif u l f o r m alism d evelo p e d b y th e se au th o r s
turned out not to describe in teractions between hadrons. Instead, it d escrib es th e
in ter actio n s b etween th e co n stitu en ts of the hadrons, namely quarks—and this in
two r espects. First, a local SU(3) symmetry ( called SU(3)c ) governs the strong
interactions of quarks, binding them into hadrons (see part 6). Second, a local
SU( 2 ) sy m m e tr y ( called weak isospin) governs the weak interactions of quarks
( an d lep to n s) ; to g eth er with QED, th is co n stitu tes th e electr oweak th eo r y ( see
part 8). I t is important to realize that, desp ite the fact that each of these two
lo cal sy mmetries is b ased on th e same g roup as one of th e earlier g lobal (flavour)
symmetries, the physics involved is completely different. In the case of the strong
quark interactions, the SU(3)c group refers to a new degree of freedom (‘colour’)
which is quite distinct from flavour u, d, s (see chapter 14). In the weak interaction
case, since the group is an SU(2), it is natu ral to u se ‘iso sp in language’ in talking
about it, particularly since flavour degrees of freedom are involved. But we must
always remember that it is we a k isospin, which ( as we sh all see in chapter 20) is
an attribute o f leptons as well as of quarks and, hence, physically quite distin ct
from hadronic spin. Furthermore, it is a parity-violating chiral gauge theory.

Desp ite th e a ttr active c o n cep tu al u n ity asso ciated with th e g au g e p r in cip le,
the way in which each of QCD and the electroweak theory ‘works’ is actually
quite different from QED and from each other. Indeed it is wo rth emphasizing
very strongly that it is, a priori, far f r o m o bv io u s wh y e ith er th e str o n g in ter actio n s
between quarks o r the weak in teractions should h ave any th in g to d o with gauge
theories at all. Ju st as in the U(1) ( electro magnetic) case, gauge invariance forbids
a mass term in the Lagrangian for non-Ab elian g auge field s, as we sh all see in
chapter 13. Thus it would seem th at gauge field quanta are necessarily massless.
Bu t this, in tu rn, would imply th at th e asso ciated forces must have a long-range
(Coulombic) part, due to ex change of th ese massless quanta—and o f course in
neith er th e strong nor th e weak in teractio n case is that what is observed.1 As
regards the former, the gluon quanta are indeed massless but the contradiction is
reso lved by non-perturbative effects which lead to confinement, as we indicated in
ch ap ter 2 . We sh all d iscu ss th is f u r th er in ch ap ter 1 6 . I n weak in ter actio n s, a th ir d
realization appears: the gauge quanta acquire mass via (it is believed) a second
instance of spontaneous symmetry breaking, as will be explained in part 7. In fact,
a further application of this idea is required in the electroweak theory because of

1 Pauli had independently developed the theory of non-Abelian gauge fields during 1953 but did not
publish any of this work because of the seeming physical irrelevancy associated with the masslessness
problem (Enz 2002, pp 474-82; Pais 2002, pp 242-5).
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Figure 12.1. Early evidence for isospin symmetry.

the chiral nature of the gauge symmetry in this case: the quark and lepton masses
also must be ‘spontaneously generated’.

12.1 The flavour symmetry SU(2)f

12.1.1 The nucleon isospin doublet and the group SU(2)

The transformations initially considered in connection with the gauge principle in
section 3.5 were just global phase transformations on a single wavefunction

ψ ′ = eiαψ. (12.1)

The generalization to non-Abelian invariances comes when we take the
simple step—but one with many ramifications—of considering more than one
wavefunction, or state, at a time. Quite generally in quantum mechanics, we
know that whenever we have a set of states which are degenerate in energy (or
mass) there is no unique way of specifying the states: any linear combination of
some initially chosen set of states will do just as well, provided the normalization
conditions on the states are still satisfied. Consider, for example, the simplest case
of just two such states—to be specific, the neutron and proton (figure 12.1). This
single near coincidence of the masses was enough to suggest to Heisenberg (1932)
that, as far as the strong nuclear forces were concerned (electromagnetism being
negligible by comparison), the two states could be regarded as truly degenerate,
so that any arbitrary linear combination of neutron and proton wavefunctions
would be entirely equivalent, as far as this force was concerned, for a single
‘neutron’ or single ‘proton’ wavefunction. This hypothesis became known as
the ‘charge independence of nuclear forces’. Thus redefinitions of neutron and
proton wavefunctions could be allowed, of the form

ψp → ψ ′
p = αψp + βψn (12.2)

ψn → ψ ′
n = γψp + δψn (12.3)

for complex coefficients α, β, γ and δ. In particular, since ψp and ψn are
degenerate, we have

Hψp = Eψp Hψn = Eψn (12.4)

from which it follows that

Hψ ′
p = H (αψp + βψn) = αHψp + βHψn (12.5)

= E(αψp + βψn) = Eψ ′
p (12.6)
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and, similarly,
Hψ ′

n = Eψ ′
n (12.7)

sh owin g th a t th e r e d e fin ed wave f u n c tio n s still d e scr ib e two states with th e sam e
energy degeneracy.

The two-fold degeneracy seen in figure 12.1 is suggestive of that found in
sp in - 1

2 systems in the absence of any magnetic field: the sz = ± 1
2 components are

degenerate. The analogy can be brought out by introducing the two-component
nucleon isospinor 

ψ( 1/2) ≡
(
ψp
ψn

)
≡ ψpχp + ψnχn (12.8)

wh ere 

χp =
( 

1
0 

)
χ n =

( 
0
1 

)
. (12.9)

In ψ( 1/ 2)  , ψp is the amplitude for the nucleon to have ‘isospin up’ and ψn is th at
for it to have ‘isospin down’.

As far as the states are concerned, this terminology arises, of course, from
the formal identity between the ‘isospinors’ of (12.9) and the two-component
eigenvectors (4.59) corresponding to eigenvalues ± 1

2 h̄ of (true) spin: compare
also (4.60) and (12.8). It is important to be clear, h owever, that the degrees of
freedom invo lved in the two cases are quite distinct; in particular, even though
both the proton and the neutron have (true) spin- 1

2 , the transformations (12.2) and
(12.3) leave the (true) spin part of their wavefunctions completely untouched.
Indeed, we are suppressing the spinor part of both wavefunctions altogether
(they are of course 4-component Dirac spinors). As we proceed, the precise
mathematical nature of this ‘spin- 1

2 ’ analogy will become clear.
Eq u atio n s ( 1 2 . 2 ) an d ( 1 2 . 3 ) can b e co m p actly wr itten in ter m s o f ψ( 1/ 2)  as

ψ( 1/ 2) → ψ( 1/ 2)
′ = Vψ( 1/ 2)  V =

(
α β

γ δ

) 

(12.10)

wh ere V is the indicated complex 2 × 2 matrix. Heisenberg ’s proposal, then,
was that the physics o f strong interactions between nucleons remained the same
under the transformation (12.10): in other words, a symmetry was involved.
We must emphasize that such a symmetry can only be exact in the absence
of electromagnetic interactions: it is, therefore, an intrinsically approximate
symmetry, though presumably quite a useful one in view of the relative weakness
of electromagnetic interactions as compared to hadronic ones.

We now consider the general form of the matrix V, as constrained by various
relevant restrictions: quite remarkably, we shall discover that (after extracting an
overall phase) V has essentially the same mathematical form as the matrix U of
(4.81), which we encountered in the discussion of the transformation of (real) spin
wavefunctions under rotations of the (real) space axes. It will be instructive to see
how the present discussion leads to the same form (4.81).
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We first note that V of (12.10) depends on four arbitrary complex numbers or,
alternatively, on eight real parameters. By contrast, the matrix U of (4.81) depends
on only three real parameters: two to describe th e axis o f rotatio n represented by
th e unit vector n̂ , together with a third for the angle of rotation θ . However, V
is subject to certain restrictions and these reduce the number o f free p arameters
in V to th r ee, as we n ow d iscu ss. Fir st, in o r d e r to p r e ser ve th e n o r m a lizatio n o f
ψ( 1/ 2)  , we require

ψ( 1/ 2)
′  †ψ( 1/ 2)

′ = ψ( 1/ 2) † V† Vψ( 1/ 2) = ψ( 1/ 2) †ψ( 1/ 2)  (12.11)

wh ich im p lies th at V has to b e u n ita ry :

V† V = 1 2 (12.12)

wh ere 12 is th e u n it 2 × 2 m atr ix . Clear ly th is u n itar ity p r o p e r ty is in n o
way r estricted to the case o f two states—th e tr an sf o r m a tio n c o e fficien ts f o r n
degenerate states will form th e entries of an n × n u n itar y m a tr ix . A tr iv ializatio n
is th e case n = 1, for which, as we noted in section 3.6, V reduces to a single
phase factor as in (12.1), indicating how all the previous work is going to be
contained as a sp ecial case o f these more general transformations. Indeed, from
th e elementary p roperties o f d eterminants, we have

det V† V = det V† · det V = det V∗ · det V = | det V| 2 = 1 (12.13)

so th a t
det V = ex p(iθ)  (12.14)

wh ere θ is a real number. We can separate off such an overall phase factor from
the transformations mixing ‘p’ and ‘n’, because it corresponds to a rotation o f the
phase of both p and n wavefunctions by the sa me amount:

ψ ′
p = e iαψp ψ ′

n = e iαψn. (12.15)

The V corresponding to (12.15) is V = e iα  12 , which has d eterminant ex p(2iα)
and is, th erefore, of th e form (12.1) with θ = 2α . I n th e field - th e o r etic f o r m alism
o f sectio n 7 .2 , su c h a sy m m e tr y can b e sh own to lead to th e c o n ser va tio n o f b ar y o n
number Nu + Nd − Nū − Nd̄, where bar denotes the anti-particle.

The new physics will lie in the remaining transformations which satisfy

det V = +1. (12.16)

Such a matrix is said to be a special unitary matrix—which simply means it has
unit determinant. Thus, finally, the V’s we are dealing with are special, unitary,
2 × 2 ma trices. T h e set o f a ll su ch m a tr ices f o r m a group. The general d efining
properties o f a group are g iven in appendix M. In the present case, th e elements o f
the group are all such 2 ×2 matrices and the ‘law of combination’ is just ordinary
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m a tr ix m u ltip licatio n . I t is str a ig h tf o r war d to ver if y ( p r o b lem 1 2 . 1 ) th at all th e
d e fin in g p r o p e r ties a r e satisfied h er e; th e g r o u p is called ‘ SU( 2 ) ’ , th e ‘ S’ stan d in g
for ‘sp ecial’, th e ‘U’ for ‘unitary’ and th e ‘2’ for ‘2 × 2’.

SU(2) is actually an ex ample o f a Lie group (see appendix M). Su ch groups
have the important property that their physical consequences may be found
b y co n sid er in g ‘ infin itesim a l’ tr an sf o r m a tio n s, th a t is—in th is case—m a tr ices
V which differ only slightly from the ‘no-change’ situation corresponding to
V = 1 2 . Fo r su ch an in finitesim a l SU(2 ) m a tr ix Vinfl , we m ay therefore write

Vinfl = 1 2 + iξ (12.17)

wh ere ξ is a 2 × 2 m atr ix wh o se e n tr ies ar e a ll fir st- o r d er sm all q u a n tities. Th e
condition det Vinfl = 1 n ow reduces, o n n eg lect of second-order terms O(ξ  2), to
th e c o n d itio n ( see p r o b lem 1 2 . 2 )

Tr ξ = 0. (12.18)

The condition that Vinfl be unitary, i.e.

(12 + iξ)(12 − iξ†) = 12 (12.19)

similarly reduces (in first order) to the condition

ξ = ξ†. (12.20)

Thus ξ is a 2 × 2 traceless Hermitian matrix, which means it must have the form

ξ =
(

a b − ic
b + ic −a

)
(12.21)

where a, b, c are infinitesimal parameters. Writing

a = ε3/2 b = ε1/2 c = ε2/2 (12.22)

(12.21) can be put in the more suggestive form

ξ = ε · τ/2 (12.23)

where ε stands for the three quantities

ε = (ε1, ε2, ε3) (12.24)

which are all first-order small. The three matrices τ are just the familiar Hermitian
Pauli matrices

τ1 =
(

0 1
1 0

)
τ2 =

(
0 −i
i 0

)
τ3 =

(
1 0
0 −1

)
(12.25)

Copyright 2004 IOP Publishing Ltd



here called ‘tau’ precisely in order to d istinguish th em from the math ematically
identical ‘sigma’ m atrices which are asso ciated with the r eal sp in degree of
freedom. Hence, a g eneral infinitesim a l SU( 2 ) m a tr ix take s th e f o r m

Vinfl = (1 2 + iε · τ/2) (12.26)

and an infinitesimal SU(2) transformation of the p–n doublet is specified by(
ψ ′

p
ψ ′

n

)
= (12 + iε · τ/2)

(
ψp
ψn

)
. (12.27)

The τ -matrices clearly play an important ro le, sin ce th ey d e ter m in e th e f o r m s
of the three independent infinitesimal SU(2) transformations. They are called the
g e n e ra t o rs o f in fin itesim a l SU( 2 ) tr an sf o r m a tio n s; m o r e p r ecisely, th e m a tr ices
τ/2 provide a particular ma trix re p resen ta tio n of the g enerators, namely the two -
dimensional or ‘fundamental’ one (see appendix M). We note that they do not
commute amongst themselves: rath er, introducin g T( 1/ 2) ≡ τ/2, we find (see
problem 12.3) 

[T (1/2)i , T (1/2)j ] = iεi j k T (1/2)k , (12.28)

where i, j and k run from 1 to 3 and a sum on the repeated index k is
understood as usual. The reader will recognize the commutation relations (12.28)
as being precisely the same as those of angular momentum operators in quantum
mechanics:

[Ji , Jj ] = iεi j k Jk . (12.29)

In that case, the choice Ji = σi/2 ≡ J (1/2)i would correspond to a (real) spin- 1
2

system. Here the identity between the tau’s and the sigma’s gives us a good reason
to regard our ‘p–n’ system as formally analogous to a ‘spin- 1

2 ’ one. Of course, the
‘analogy’ was made into a mathematical identity by the judicious way in which ξ
was parametrized in (12.23).

The form for a finite SU(2) transformation V may then be obtained from the
infinitesimal form using the result

eA = lim
n→∞(1 + A/n)n (12.30)

generalized to matrices. Let ε = α/n, where α = (α1, α2, α3) are three real finite
(not infinitesimal) parameters, apply the infinitesimal transformation n times and
let n tend to infinity. We obtain

V = exp(iα · τ/2) (12.31)

so that

ψ(1/2)
′ ≡

(
ψ ′

p
ψ ′

n

)
= exp(iα · τ/2)

(
ψp
ψn

)
= exp(iα · τ/2)ψ(1/2). (12.32)
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No te th at in th e finite transformation, th e g enerators appear in th e exponent.
Indeed, (12.31) has the form

V = ex p(i G) (12.33)

wh ere G = α · τ/2, from which the unitary property of V easily f o llows:

V† = ex p(− i G †) = ex p(− i G) = V−1, (12.34)

wh er e we u sed th e Her m iticity o f th e tau ’s. E q u a tio n ( 1 2 . 3 3 ) h a s th e g e n e r a l f o r m

u n itar y m a tr ix = ex p(i Her m itian m atr ix),  (12.35)

wh er e th e ‘ Her m itian m atr ix ’ is co m p o sed o f th e g en er ato r s an d th e
transf ormation p arameters. We sh all m eet generalizations of th is structure in the
f o llowin g sectio n f o r SU( 2 ) , ag ain in sectio n 1 2 . 2 f o r SU( 3 ) , an d a field - th e o r etic
ve r sio n o f it in sectio n 1 2 . 3 .

As promised, (12.32) is of essentially th e same mathematical form as (4.81).
In each case, three real parameters appear: in (4.81) there are three p arameters
to describe the axis n̂ and angle θ of rotation; in (12.32) there are ju st the three
components of α . We can always2 wr ite α = |α|α̂ and identify |α| with θ and α̂
with n̂ .

In th e form (12.32), it is clear th at our 2 × 2 iso sp in tr an sf o r m a tio n is a
generalizatio n o f the global phase transformatio n o f (12.1), except that

(a) there are n ow th re e ‘phase angles’ α ; and
(b) there are non-commutin g matrix operato rs (the τ ’s) appearing in the

exponent.

The last fact is th e reason for the descriptio n ‘non-Ab elian’ phase invariance. As
th e c o m m u tatio n r elatio n s f o r th e τ matrices sh ow, SU(2) is a non-Ab elian g roup
in that two SU(2) transformations do not, in general, commute. By contrast, in
the case o f electric charg e o r p article number, su ccessive transf ormations clearly
commute: this corresponds to an Ab elian phase invariance and, as noted in
section 3.6, to an Abelian U(1) group.

We m a y n ow p u t o u r in itial ‘ sp in - 12 ’ analogy on a more p recise math ematical
f o o tin g . I n q u a n tu m m ech an ics, states with in a d eg en er ate m u ltip let m ay
co nven ien tly b e ch ar acter ized b y th e eig envalu es o f a co m p lete set o f Her m itian
operators which commute with the Ham iltonian and with each other. In the case
of the p–n doublet, it is easy to see what these operators are. We may write (12.4),
(12.6) and (12.7) as

H2ψ
(1/2) = Eψ(1/2) (12.36)

and
H2ψ

(1/2)′ = Eψ(1/2)
′

(12.37)

2 It is not completely obvious that the general SU(2) matrix can be parametrized by an angle θ with
0 ≤ θ ≤ 2π , and n̂ : f or further d is cus s ion, s ee appendix M , s ection M . 7 .
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where H2 is the 2 × 2 matrix

H2 =
(

H 0
0 H

)
. (12.38)

Hence H2 is proportional to the unit matrix in this two-dimensional space and it
therefore commutes with the tau’s:

[H2, τ ] = 0. (12.39)

It then also follows that H2 commutes with V or, equivalently,

VH2V−1 = H2 (12.40)

which is the statement that H2 is invariant under the transformation (12.32).
Now the tau’s are Hermitian and, hence, correspond to possible observables.
Equation (12.39) implies that their eigenvalues are constants of the motion (i.e.
conserved quantities), associated with the invariance (12.40). But the tau’s do
not commute amongst themselves and so, according to the general principles of
quantum mechanics, we cannot give definite values to more than one of them
at a time. The problem of finding a classification of the states which makes the
maximum use of (12.39), given the commutation relations (12.28), is easily solved
by making use of the formal identity between the operators τi/2 and angular
momentum operators Ji (cf (12.29)). The answer is3 that the total squared ‘spin’

(T(1/2))2 = ( 1
2τ )

2 = 1
4 (τ

2
1 + τ 2

2 + τ 2
3 ) = 3

4 12 (12.41)

and one component of spin, say T (1/2)3 = 1
2τ3, can be given definite values

simultaneously. The corresponding eigenfunctions are just the χp’s and χn’s of
(12.9), which satisfy

1
4τ

2χp = 3
4χp

1
2τ 3χp = 1

2χp (12.42)
1
4τ

2χn = 3
4χn

1
2τ 3χn = − 1

2χn. (12.43)

The reason for the ‘spin’ part of the name ‘isospin’ should by now be clear: the
term is actually a shortened version of the historical one ‘isotopic spin’.

In concluding this section we remark that, in this two-dimensional p–n space,
the electromagnetric charge operator is represented by the matrix

Qem =
(

1 0
0 0

)
= 1

2
(12 + τ3). (12.44)

It is clear that although Qem commutes with τ3, it does not commute with either
τ1 or τ2. Thus, as we would expect, electromagnetic corrections to the strong
interaction Hamiltonian will violate SU(2) symmetry.
3 See, for example, Mandl (1992).
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12.1.2 Larger (higher-dimensional) multiplets of SU(2) in nuclear physics

For the single nucleon states considered so far, the foregoing is really nothing
more than the g eneral quantum mechanics o f a two-state system, phrased in ‘spin-
1
2 ’ language. The real power o f the isospin (SU(2)) sy mmetry concept b ecomes
more apparent when we consider states of several nucleons. For A nucleons in
the nucleus, we introduce three ‘total isospin operators’ T = ( T1, T2, T3) via

T =  1
2τ ( 1) + 1

2τ ( 2) + · · · +  12τ ( A)  (12.45)

wh ich ar e Her m itian . Th e Ham ilto n ian H describing the strong in teractions of
this system is presumed to be invariant under the transformation (12.40) for all
the nucleons independently. It then follows that

[ H, T] =  0. (12.46)

Thus, the eigenvalues o f the T operators are constants of the motion. Further,
since the isospin operators for d ifferent nucleons commute with each other
(they are quite independent), the commu tation relations (12.28) for each of the
individual τ ’s imply (see problem 12.4) that the components of T defin ed by
( 1 2 . 4 5 ) satisf y th e c o m m u tatio n r elatio n s

[ Ti , T j ] = iεi j k  Tk (12.47)

for i, j, k = 1, 2, 3, which are simply the standard angular momentum
commutation relations, once more. Thus the energy levels of nuclei ought to
be characterized—after allowance f or electromagnetic effects, and correcting f or
the slight neutron–proton mass difference—by the eigenvalues of T2 and T3 , say,
wh ich can be simultaneously diagonalized along with H . These eigenvalues
should then be, to a good approximation, ‘good quantum numbers’ for nuclei,
if th e a ssu m e d iso sp in inva r ian ce is tr u e .

Wh at are the possible eig envalu es? We know that the T’s ar e Her m itian an d
satisfy exactly the same commutation relations (12.47) as the angular momentum
o p e r a to r s. T h e se co n d itio n s ar e a ll th at ar e n eed ed to sh ow th at th e e ig enva lu es
of T2 are of the form T ( T + 1), where T = 0,  12 , 1, . . ., and that for a given T
th e e ig enva lu es o f T3 are − T,− T + 1, . . . ,  T − 1, T ; that is, there are 2T + 1
degenera te states for a given T . These states all h ave the same A value, and since
T3 counts + 12 for every proton and − 12 for every neutron, it is clear that su ccessive
va l u e s o f T3 correspond physically to changing one neutron into a proton or vice
versa . Thus we expect to see ‘ charge multiplets’ o f levels in n eighbouring nuclear
isobars. These are p recisely the m ultip lets of which we h ave already introduced
ex amples in chapter 1 (see figure 1 .8) which we reproduce h ere as figure 12.2 for
convenience. These level schemes (which have been adjusted for Coulomb energy
differences, and for the neutron–proton mass difference) provide clear evidence of
T = 1

2 (doublet), T = 1 (triplet) and T = 3
2 (quartet) multiplets. It is important to

note that states in the same T -multiplet must have the same J P quantum numbers
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F i gu re 12. 2. E nergy l eve l s ( a dj ust e d f or C oul omb e nergy a nd neut r on–pr ot on mass
di ff er ences) of nucl ei of t he same mass number but di ff er ent charge, show i ng ( a) ‘mirror’
doubl et s, ( b) t r i pl et s a nd ( c) doubl et s and quar t et s.

(these are indicated on the levels for 18 F); o bv iously th e nuclear forces will depend
on the space and spin degrees of freedom of the nucleons and will only be the
same between different nucleons if the space-sp in part of the wavefunction is
th e same. Thus, the assu med invariance o f the nucleon–nucleon force p roduces
a r icher nuclear multiplet structure, going beyond the original p–n doublet.
Th ese h ig h e r- d im e n sio n a l m u ltip lets ( T = 1, 32 , . . .)  ar e called ‘ ir r e d u c ib le
representations’ of SU(2). The commutation relations (12.47) are called the Lie
algebra of SU(2)4 (see appendix M) and th e g eneral group-th eoretical problem
of understanding all possible m u ltip lets f o r SU( 2 ) is eq u iva len t to th e p r o b lem o f
fin d in g m a tr ices wh ich satisf y th ese c o m m u tatio n r elatio n s. T h e se ar e, in fact,
precisely th e angular momentum matrices of dimensio n (2 T + 1) × (2 T + 1)
wh ich are generalizations of th e τ/2’s, which themselves correspond to T =  1

2 ,

4 Likewise, the angular momentum commutation relations (12.29) are the Lie algebra of the rotation
group SO(3). The Lie algebras of the two groups are, therefore, the same. For an indication of how,
nevertheles s , the g roups do diff er, s ee appendix M , s ection M . 7 .
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as indicated in the notation T( 
1
2 ) . For ex ample, th e T = 1 m atrices are 3 × 3 and

can be compactly su mmarized by (problem 12.5)

( T ( 1)i ) j k  = −iεi j k , (12.48)

where the numbers − iεi j k  are d eliberately chosen to be the sa me numbers (with a
m in u s sig n ) th at sp ecif y th e a lg eb r a in ( 1 2 . 4 7 ) : th e latter a r e called th e stru c t u re
constants of the SU(2) group (see appendix M, sections M.3–M.5). In general,
th er e will b e (2 T + 1) × (2 T + 1) m atr ices T( T )  which satisfy (12.47) and
correspondingly (2 T + 1) dimensional wavefunctionsψ( T )  analogous to the two-
dimensional ( T = 1

2 ) case o f (12.8). The generalizatio n o f (12.32) to th ese
h ig h e r- d im e n sio n a l m u ltip lets is th en

ψ( T )′ = ex p(iα · T( T ))ψ( T )  (12.49)

which h as the g eneral form of (12.35). In this case, the m atrices T( T )  provide a
(2 T + 1)-dimensional matrix representatio n o f the generato rs of SU(2). We sh all
meet field -theoretic representations of th e g enerators in sectio n 12.3.

We now p roceed to consider isospin in our primary area o f interest, which is
particle physics.

1 2 . 1 . 3 Iso spin in pa rt icle phy sics

The n eutron and p roto n states themselves are actually only the ground states of
a whole series of corresponding B = 1 levels w ith iso sp in 1

2 (i.e. doublets), as
noted in chapter 1 (see figure 1 .10(a )). Another series o f b aryonic levels comes
in four charge states, as shown in figure 1.10(b), corresponding to T = 3

2 ; and
in the meson sector, the π’s appear as the lowest states of a sequence of mesonic
triplets (T = 1), shown in figure 1.11. Many other examples also exist but with
one remarkable difference as compared to the nuclear physics case: no baryon
states are known with T > 3

2 nor any meson states with T > 1.
The most natural interpretation of these facts is that the observed states

are composites of more basic entities which carry different charges but are
nearly degenerate in mass, while the forces between these entities are charge-
independent, just as in the nuclear (p,n) case. These entities are, of course, the
quarks: the n contains (udd), the p is (uud) and the �-quartet is (uuu, uud, udd,
ddd). The u–d isospin doublet plays the role of the p–n doublet in the nuclear case
and this degree of freedom is what we now call SU(2) isospin flavour symmetry
at the quark level, denoted by SU(2)f. We shall denote the u–d quark doublet
wavefunction by

q =
(

u
d

)
(12.50)

omitting now the explicit representation label ‘( 1
2 )’ and shortening ‘ψu’ to just

‘u’, and similarly for ‘d’. Then, under an SU(2)f transformation,

q → q ′ = Vq = exp(iα · τ/2) q. (12.51)
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The limitation T ≤ 3
2 for baryonic states can be understood in terms of their being

composed of three T = 1
2 constituents (two of them pair to T = 1 or T = 0 and

the third adds to T = 1 to make T = 3
2 or T = 1

2 and to T = 0 to make T = 1
2 , by

the usual angular momentum addition rules). It is, however, a challenge for QCD
to explain why—for example—states with four or five quarks should not exist
(nor states of one or two quarks!) and why a state of six quarks, for example,
appears as the deuteron, which is a loosely bound state of n and p, rather than as
a compact B = 2 analogue of the n and p themselves.

Meson states such as the pion are formed from a quark and an anti-quark
and it is, therefore, appropriate at this point to explain how anti-particles are
described in isospin terms. An anti-particle is characterized by having the signs
of all its additively conserved quantum numbers reversed, relative to those of the
corresponding particle. Thus if a u-quark has B = 1

3 , T = 1
2 , T3 = 1

2 , a ū-
quark has B = − 1

3 , T = 1
2 , T3 = − 1

2 . Similarly, the d̄ has B = − 1
3 , T = 1

2
and T3 = 1

2 . Note that, while T3 is an additively conserved quantum number,
the magnitude of the isospin is not additively conserved: rather, it is ‘vectorially’
conserved according to the rules of combining angular-momentum-like quantum
numbers, as we have seen. Thus, the anti-quarks d̄ and ū form the T3 = + 1

2 and
T3 = − 1

2 members of an SU(2)f doublet, just as u and d themselves do, and the
question arises: given that the (u, d) doublet transforms as in (12.51), how does
the (ū, d̄) doublet transform?

The answer is that anti-particles are assigned to the complex conjugate of
the representation to which the corresponding particles belong. Thus, identifying
ū ≡ u∗ and d̄ ≡ d∗, we have5

q∗′ = V∗q∗ or

(
ū
d̄

)′
= exp(−iα · τ∗/2)

(
ū
d̄

)
(12.52)

for the SU(2)f transformation law of the anti-quark doublet. In mathematical
terms, this means (compare (12.32)) that the three matrices − 1

2τ
∗ must represent

the generators of SU(2)f in the 2∗ representation (i.e. the complex conjugate of
the original two-dimensional representation, which we will now call 2). Referring
to (12.25), we see that τ ∗

1 = τ1, τ
∗
2 = −τ2 and τ ∗

3 = τ3. It is then straightforward
to check that the three matrices −τ1/2,+τ2/2 and −τ3/2 do indeed satisfy
the required commutation relations (12.28) and, thus, provide a valid matrix
representation of the SU(2) generators. Also, since the third component of isospin
is here represented by −τ ∗

3 /2 = −τ3/2, the desired reversal in sign of the
additively conserved eigenvalue does occur.

Although the quark doublet (u, d) and anti-quark doublet (ū, d̄) do transform
differently under SU(2)f transformations, there is nevertheless a sense in which
the 2∗ and 2 representations are somehow the ‘same’: after all, the quantum

5 The overbar (ū etc) here stands only for ‘anti-particle’, and has nothing to do with the Dirac
conjugate ψ̄ introduced in section 4.4.
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numbers T = 1
2 , T3 = ± 1

2 describe them both. In fact, the two representations
are ‘unitarily equivalent’, in that we can find a unitary matrix UC such that

UC exp(−iα · τ∗/2)U−1
C = exp(iα · τ/2). (12.53)

This requirement is easier to disentangle if we consider infinitesimal
transformations, for which (12.53) becomes

UC(−τ∗)U−1
C = τ (12.54)

or

UCτ1U−1
C = −τ1 UCτ2U−1

C = τ2 UCτ3U−1
C = −τ3. (12.55)

Bearing the commutation relations (12.28) in mind, and the fact that τ−1
i = τi , it

is clear that we can choose UC proportional to τ2, and set

UC = iτ2 =
(

0 1
−1 0

)
(12.56)

to obtain a convenient unitary form. This implies that the doublet

UC

(
ū
d̄

)
=

(
d̄

−ū

)
(12.57)

transforms in exactly the same way as (u, d). This result is useful, because
it means that we can use the familiar tables of (Clebsch–Gordan) angular
momentum coupling coefficients for combining quark and anti-quark states
together, provided we include the relative minus sign between the d̄ and ū
components which has appeared in (12.57). Note that, as expected, the d̄ is in
the T3 = + 1

2 position and the ū is in the T3 = − 1
2 position.

As an application of these results, let us compare the T = 0 combination
of the p and n states to form the (isoscalar) deuteron, and the combination of
(u, d) and (ū, d̄) states to form the isoscalar ω-meson. In the first, the isospin
part of the wavefunction is 1√

2
(ψpψn − ψnψp), corresponding to the S = 0

combination of two spin- 1
2 particles in quantum mechanics given by 1√

2
(| ↑

〉| ↓〉 − | ↓〉| ↑〉). But, in the second case, the corresponding wavefunction is
1√
2
(d̄d − (−ū)u) = 1√

2
(d̄d + ūu). Similarly, the T = 1, T3 = 0 state describing

the π0 is 1√
2
(d̄d + (−ū)u) = 1√

2
(d̄d − ūu).

There is a very convenient alternative way of obtaining these wavefunctions,
which we include here because it generalizes straightforwardly to SU(3): its
advantage is that it avoids the use of the explicit C–G coupling coefficients and of
their (more complicated) analogues in SU(3).

Bearing in mind the identifications ū ≡ u∗, d̄ ≡ d∗, we see that the T = 0
q̄q combination ūu + d̄d can be written as u∗u + d∗d which is just q†q , (recall
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th at † means transpose and complex conjugate). Under an SU(2)f transformation,
q → q ′ = Vq , so  q † → q ′† = q † V† and

q † q → q ′† q ′ = q † V† Vq = q † q (12.58)

using V† V = 12 ; thus, q † q is indeed an SU(2)f invariant, which m eans it h as
T = 0 ( n o m u ltip let p ar tn er s) .

We may also construct the T = 1 q –q̄ states in a sim ilar way. Co n sid er th e
th r e e q u a n tities vi defin ed by

vi = q †τi q i = 1, 2, 3. (12.59)

Under an infinitesimal SU(2)f tr an sf o r m a tio n

q ′ = (1 2 + iε · τ/2)q (12.60)

th e th r ee q u a n tities vi tr an sf o r m to

v′
i = q †(1 2 − iε · τ/2)τi (1 2 + iε · τ/2)q (12.61)

wh ere we h ave u sed q ′† = q †(12 + iε · τ/2)† and then τ † = τ . Retaining only
th e fir st- o r d e r ter m s in ε gives (problem 12.6)

v′
i = vi + i

ε j

2
q †(τiτ j − τ jτi )q (12.62)

wh ere th e su m o n j = 1, 2, 3 is understood. But from (12.28) we know the
co m m u tato r o f two τ ’s, so that (12.62) becomes

v′
i = vi + i

ε j

2
q † 2iεi j kτk q (su m o n k = 1, 2, 3)

= vi − εi j kε  j q †τk q

= vi − εi j kε  jvk (12.63)

wh ich m ay also b e wr itten in ‘ vecto r ’ n o tatio n a s

v′ = v − ε × v. (12.64)

Equatio n (12.63) states th at, under an (in fin itesimal) SU(2)f transformation,
th e th r ee q u a n tities vi (i = 1, 2, 3) transform into specific linear combinations of
themselves, as determined by the coefficients εi j k (the ε’s are just the parameters
of the infinitesimal transformation). This is precisely what is needed for a set of
quantities to form the basis for a representation. In this case, it is the T = 1
representation as we can guess from the multiplicity of three, but we can also
d ir ectly ve r if y it as f o llows. E q u a tio n ( 1 2 . 4 9 ) with T = 1, together with (12.48),
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tell us how a T = 1 triplet should transform: namely, under an infinitesimal
transformation (with 13 the unit 3 × 3 matrix),

ψ
(1)′
i = (13 + iε · T(1))ikψ

(1)
k (sum on k = 1, 2, 3)

= (13 + iε j T (1)j )ikψ
(1)
k (sum on j = 1, 2, 3)

= (δik + iε j (T
(1)
j )ikψ

(1)
k

= (δik + iε j .− iε j ik)ψ
(1)
k using (12.48)

= ψ
(1)
i − εi j kε jψ

(1)
k using the anti-symmetry of εi j k . (12.65)

which is exactly the same as (12.63).
As an aside, the reader may have been struck by the similarity between the

Lorentz 4-vector combination of Dirac spinors given by ‘ψ̄γ µψ’ and the present
triplet combination ‘q†τq’. Indeed, recalling the close connection between
SU(2) and SO(3), we can at once infer from (12.59)–(12.63) that if φ is a two-
component (Pauli) spinor, φ†σφ behaves as a vector (SO(3)-triplet) under real-
space rotations. The spatial part ψ̄γψ generalizes this to four-component spinors
(the µ = 0 part ψ†ψ is rotationally invariant, analogous to q†q); when the
transformations are extended to include Lorentz (velocity) transformations, the
four combinations ψ̄γ µψ behave as a 4-vector, as we have seen in volume 1.

Returning to the physics of vi , inserting (12.50) into (12.59), we find
explicitly that

v1 = ūd + d̄u v2 = −i ūd + i d̄u v3 = ūu − d̄d. (12.66)

Apart from the normalization factor of 1/
√

2, v3 may, therefore, be identified with
the T3 = 0 member of the T = 1 triplet, having the quantum numbers of the π0.
Neither v1 nor v2 has a definite value of T3, however: rather, we need to consider
the linear combinations

1
2 (v1 + iv2) = ūd T3 = −1 (12.67)

and
1
2 (v1 − iv2) = d̄u T3 = +1 (12.68)

which have the quantum numbers of the π− and π+. The use of v1 ± iv2
here is precisely analogous to the use of the ‘spherical basis’ wavefunctions
x ± iy = r sin θe±iφ for � = 1 states in quantum mechanics, rather than the
‘Cartesian’ ones x and y.

We are now ready to proceed to SU(3).

12.2 Flavour SU(3)f

Larger hadronic multiplets also exist, in which strange particles are grouped with
non-strange ones. Gell-Mann (1961) and Ne’eman (1961) (see also Gell-Mann
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and Ne’eman (1964)) were the first to propose SU(3)f as the correct generalization
of isospin SU(2)f to include strangeness. Like SU(2), SU(3) is a group whose
elements are m atrices—in this case, unitary 3 × 3 ones, of unit determinant. The
general g roup-th eoretic analysis of SU(3) is quite complicated bu t is fortunately
not necessary for the physical applications we require. We can, in fact, d evelop
all the resu lts needed by mimickin g the steps followed for SU(2).

We start b y finding the g eneral form of an SU(3) m atrix. Such matrices
obviously act on th ree-component colu mn vectors, th e g eneralizatio n o f the two-
component isospinors of SU(2). In more physical terms, we regard the three quark
wavefunctions u, d and s as bein g approximately degenerate and we consid er
u n itar y 3 × 3 transformations among them via

q ′ = Wq (12.69)

wh ere q now stands for the three-component column vector

q =
 u

d
s

 (12.70)

and W is a 3 × 3 u n itar y m a tr ix o f d e ter m in an t 1 ( a g a in , a n ove r a ll p h a se h a s
been ex tracted). The representation p rovided b y this triplet of states is called the
‘fundamental’ representatio n o f SU(3)f (just as the isospinor representation is the
fundamental one of SU(2)f ).

To determine the general form of an SU(3) matrix W, we f o llow ex actly th e
sam e step s a s in th e SU( 2 ) case. An in fin itesim a l SU( 3 ) m a tr ix h a s th e f o r m

Winfl = 1 3 + iχ (12.71)

wh ere χ is a 3 × 3 traceless Hermitian m atrix . Su ch a m atrix invo lves eight
in d ep en d en t p ar am eter s ( p r o b lem ( 1 2 . 7 ) ) an d can b e wr itten as

χ = η · λ/2 (12.72)

wh ere η = (η1, . . . , η8) and the λ’s are eight matrices generalizing the τ
matrices of (12.25). They are the generators of SU(3) in the three-dimensional
fundamental representation and their commutation relations define the algebra of
SU(3) (compare (12.28) for SU(2)):

[λa/2, λb/2] = i fabcλc/2 (12.73)

where a, b and c run from 1 to 8.
The λ-matrices (often called the Gell-Mann matrices), are given in

appendix M, along with the SU(3) structure constants fabc. A finite SU(3)
transformation on the quark triplet is then (cf (12.32))

q ′ = exp(iα · λ/2)q (12.74)
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wh ich also h as th e ‘generalized phase transformation’ character of (12.35), n ow
with eight ‘phase angles’. Thus, W is p ar am etr ized as W = ex p(iα · λ/2).

As in th e case o f SU(2)f , exact sy mmetry under SU(3)f wo u ld im p ly th at th e
th r e e states u , d an d s wer e d eg e n e r a te in m a ss. Actu ally, o f c o u r se, th is is n o t
th e case: in particular, while th e u and d quark masses are of order 5–10 MeV, th e
s- q u a r k m a ss is m u ch g r eater, o f o r d er 1 5 0 MeV. Neve r th e less, it is still p o ssib le
to r eg a r d th is as r e lative ly sm all o n a ty p ical h a d r o n ic m ass scale o f ∼ 1 GeV,
so we may p roceed to explore the physical consequences of this (approximate)
SU(3)f flavour symmetry.

Su ch a symmetry implies that the eigenvalues o f the λ’s are constants of the
motion, bu t b ecause of the commutation relations (12.73) only a subset of these
operato rs has simultaneous eigenstates. This happened for SU(2) too, but there
th e ver y c lo se an alo g y with SO( 3 ) to ld u s h ow th e states wer e to b e c o r r ectly
classified, by the eigenvalues of the r elevant complete set of mutually commuting
operato rs. Here it is more involved—for a start, th ere are eight matrices λa . A
glance at appendix M, sectio n M.4(v), sh ows that two of the λ’s are d iagonal
(in the chosen representation), n amely λ3 and λ8 . This means physically th at
for SU(3) th ere are two additively conserved quantum numbers, which in this
case are of course the third component of hadronic isospin (since λ3 is sim p ly τ3
b o r d e r e d b y zer o s) , an d a q u a n tity r e lated to str an g e n e ss. Defin in g th e h a d r o n ic
hyperchange Y by Y = B + S , where  B is the baryon number ( 13 for each
quark) and th e strangeness valu es are S(u) = S(d) = 0, S(s) = −1, we find
th at th e physically required eig envalu es imply that the matrix representin g the
hypercharg e operato r is Y ( 3) = 1√

3
λ8 , in this fundamental (three-dimensional)

representation, denoted by the symbol 3 . Identifying T ( 3)3 = 1
2λ3 then gives the

Gell-Mann–Nishijima r elation Q = T3 + Y/2 for the quark charges in units of
| e| .

So λ3 and λ8 are analogous to τ3 : what about the analogue of τ 2 , which is
diagonalizable simultaneously with τ3 in th e case o f SU(2)? Indeed, (cf (12.41)),
τ  2 is a m u ltip le o f th e 2 × 2 unit matrix. In ju st th e same way, one finds th at λ2 is
also proportional to the unit 3 × 3 matrix:

(λ/2)2 =
8∑

i=1

(λa/2)2 = 
4

3 
1 3 (12.75)

as can be verified from the explicit forms of the λ-matrices given in appendix M,
sectio n M.4(v). Thus, we may characterize the ‘fundamental trip let’ (12.70) by
th e e ig enva lu es o f (λ/2)2 , λ3 and λ8 . The conventional way of representin g this
pictorially is to plot the states in a Y –T3 diagram, as shown in figure 12.3.

We may now consider other representations of SU(3)f. The first important
one is that to which the anti-quarks belong. If we denote the fundamental
three-dimensional representation accommodating the quarks by 3, then the anti-
quarks have quantum numbers appropriate to the ‘complex conjugate’ of this
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F i gu re 12. 3. The Y – T3 quant um number s of t he f undament al t r i pl e t 3 of quar ks a nd of t he
anti-triplet 3∗ of ant i - quar ks.

representation, denoted by 3∗ just as in the SU(2) case. The q̄ wavefunctions
identified as ū ≡ u∗, d̄ ≡ d∗ and s̄ ≡ s∗ th en tr an sf o r m b y

q̄ ′ =
 ū

d̄
s̄

′

= W∗q̄ = ex p(− iα · λ∗/2)q̄ (12.76)

instead of by (12.74). As for the 2∗ representatio n o f SU(2), (12.76) means
th at th e e ig h t q u a n tities −λ∗/2 r ep r e sen t th e SU( 3 ) g e n e r a to r s in th is 3∗
representation. Referring to appendix M, sectio n M.4(v), one quickly sees th at λ3

and λ8 are real, so that the eigenvalues o f the physical observables T ( 3
∗)

3 = −λ3/2
and Y ( 3

∗) = −  1√
3
λ8/2 ( in this representation) are r eversed r elative to those in the

3 , as ex p ected f o r an ti- p ar ticles. Th e ū, d̄ and s̄ states m ay also b e p lo tted o n th e
Y –T3 diagram, figure 12.3, as shown.

Here is already one important difference between SU(3) and SU(2): the
fundamental SU(3) representation 3 and its complex conjugate 3∗ are not
equivalent. This follows immediately from figure 12.3, where it is clear that the
extra quantum number Y distinguishes the two representations.

Larger SU(3)f representations can be created by combining quarks and anti-
quarks, as in SU(2)f. For our present purposes, an important one is the eight-
dimensional (‘octet’) representation which appears when one combines the 3∗
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and 3 representations, in a way which is very analogous to the three-dimensional
(‘triplet’) representation obtained by combining the 2∗ and 2 representations of
SU(2).

Consider first the quantity ūu + d̄d + s̄s. As in the SU(2) case, this can
be written equivalently as q†q , which is invariant under q → q ′ = Wq since
W†W = 13. So this combination is an SU(3) singlet. The octet coupling is
formed by a straightforward generalization of the SU(2) triplet coupling q†τq of
(12.59),

wa = q†λaq a = 1, 2, . . . , 8. (12.77)

Under an infinitesimal SU(3)f transformation (compare (12.61) and (12.62)),

wa → w′
a = q†(13 − iη · λ/2)λa(13 + iη · λ/2)q

≈ q†λaq + i
ηb

2
q†(λaλb − λbλa)q (12.78)

where the sum on b = 1–8 is understood. Using (12.73) for the commutator of
two λ’s we find that

w′
a = wa + i

ηb

2
q† · 2i fabcλcq (12.79)

or
w′

a = wa − fabcηbwc (12.80)

which may usefully be compared with (12.63). Just as in the SU(2)f triplet case,
equation (12.80) shows that, under an SU(3)f transformation, the eight quantities
wa(a = 1, 2, . . . , 8) transform with specific linear combinations of themselves,
as determined by the coefficients fabc (the η’s are just the parameters of the
infinitesimal transformation).

This is, again, precisely what is needed for a set of quantities to form the
basis for a representation—in this case, an eight-dimensional representation of
SU(3)f. For a finite SU(3)f transformation, we can ‘exponentiate’ (12.80) to
obtain

w′ = exp(iα · G(8))w (12.81)

where w is an eight-component column vector

w =


w1
w2
...

w8

 (12.82)

such that wa = q†λaq , and where (cf (12.49) for SU(2))f) the quantities
G(8) = (G(8)

1 ,G(8)
2 , . . . ,G(8)

8 ) are 8 × 8 matrices, acting on the eight-component
vectorw and forming an eight-dimensional representation of the algebra of SU(3):
that is to say, the G(8)’s satisfy (cf (12.73))

[G(8)
a ,G(8)

b ] = i fabcG(8)
c . (12.83)
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F i gu re 12. 4. The Y – T3 quant um number s of t he pseudoscal ar meson oct et .

The actual form o f the G( 8)
a matrices is given b y comparing th e infinitesimal

version of (12.81) with (12.80):(
G( 8)

a

)
bc

= −i fabc (12.84)

as may b e checked in problem 12.8, wh er e it is also verified that the m atrices
specified by (12.84) do obey the commutation relations (12.83).

As in th e SU(2)f case, the eight states generated b y the combinations q †λa q
are not necessarily the ones with the physically desired quantum numbers. To
get the π+ , f or ex ample, we again n eed to form (w1 ± iw2)/2 . Sim ilar ly, w4
produces ūs  + s̄u  and w5 the combination − i ūs  + i s̄u, so the K± states are
w4 ∓ iw5 . Sim ilar ly th e K 0 , K̄0 states are w6 − iw7 and w6 + iw7 , w h ile th e η
(in this simple model) would be w8 ∼ (ūu + d̄d − 2s̄s), which is orthogonal to
both the π0 state and the SU(3)f singlet. In this way all the pseudoscalar octet of
π-partners has been identified, as shown on the Y –T diagram of figure 12.4. We
say ‘octet of π-partners’ but a reader knowing the masses of these particles might
well query why we should feel justified in regarding them as (even approximately)
degenerate. By contrast, a similar octet of vector (J P 1−) mesons (the ω, ρ,K∗
and K̄∗) are all much closer in mass, averaging around 800 MeV: in these states
the q̄q spins add to S = 1, while the orbital angular momentum is still zero. The
pion, and to a much lesser extent the kaons, seem to be ‘anomalously light’ for
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so me reason: we sh all learn the likely explanation f or this in chapter 18.
There is a deep similarity between (12.84) and (12.48). In both cases, a

representatio n h as been found in wh ich the matrix element o f a generato r is
minus the corresponding structure constant. Such a representation is always
possible for a Lie group and is called the adjoint, or  regular, r e p r e se n ta tio n ( se e
appendix M, sectio n M.5). These representations are o f p articular importance in
gauge theories, as we will see, since gauge quanta always belong to the adjoint
representation of the gauged group (for example, the eight gluons in SU(3)c ).

Fu rther flavours c, b and t of course ex ist but th e mass d ifferences are n ow
so large that it is generally not useful to think about higher flavour groups such as
SU(4)f etc. Instead, we n ow move on to consid er th e field - th eo r e tic f o r m u latio n
of global SU(2)f and SU(3)f .

1 2 . 3 No n- Abelia n g lo ba l sy mmet r ies in La g r a ng ia n qua nt um field t heo ry

12.3.1 SU(2)f and SU( 3)f

As may already have begun to be apparent in chapter 7, Lagrangian quantum
field th eo r y is a f o r m a lism wh ich is esp ecially well ad ap ted f o r th e d escr ip tio n o f
sy mmetries. Without going in to any elaborate g eneral th eory, we shall now g ive
a f ew ex am p les sh owin g h ow g lo b a l flavo u r sy m m e tr y is ver y easily bu ilt in to a
Lagrangian, g eneralizin g in a simple way the global U(1) symmetries consid ered
in sections 7.1 and 7.2. This will also prepare the way for the (local) gauge case,
to be considered in the following chapter.

Consider, for example, the Lagrangian

�̂ = ¯̂u(i/∂ − m)û + ¯̂d(i/∂ − m)d̂ (12.85)

describing two free fermions ‘u’ and ‘d’ of equal mass m, with the overbar now
meaning the Dirac conjugate for the four-component spinor fields. As in (12.50),
we are using the convenient shorthand ψ̂u = û and ψ̂d = d̂. Let us introduce

q̂ =
(

û
d̂

)
(12.86)

so that �̂ can be compactly written as

�̂ = ¯̂q(i/∂ − m)q̂. (12.87)

In this form it is obvious that �̂—and, hence, the associated Hamiltonian �̂—are
invariant under the global U(1) transformation

q̂ ′ = eiαq̂ (12.88)

(cf (12.1)) which is associated with baryon number conservation. It is also
invariant under global SU(2)f transformations acting in the flavour u–d space (cf
(12.32)):

q̂ ′ = exp(−iα · τ/2)q̂ (12.89)
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(for the change in sign with respect to (12.31), compare sections 7.1 and 7.2 in
the U(1) case). In (12.89), the three parameters α are independent of x .

What are the conserved quantities associated with the invariance of �̂ under
(12.89)? Let us recall the discussion of the simpler U(1) cases studied in sections
7.1 and 7.2. Considering the complex scalar field of section 7.1, the analogue
of (12.89) was just φ̂ → φ̂′ = e−iαφ̂ and the conserved quantity was the
Hermitian operator N̂φ which appeared in the exponent of the unitary operator
Û that effected the transformation φ̂ → φ̂′ via

φ̂′ = Û φ̂Û† (12.90)

with
Û = exp(iα N̂φ). (12.91)

For an infinitesimal α, we have

φ̂′ ≈ (1 − iε)φ̂ Û ≈ 1 + iε N̂φ (12.92)

so that (12.90) becomes

(1 − iε)φ̂ = (1 + iε N̂φ)φ̂(1 − iε N̂φ) ≈ φ̂ + iε[N̂φ, φ̂]; (12.93)

hence, we require
[N̂φ, φ̂] = −φ̂ (12.94)

for consistency. Insofar as N̂φ determines the form of an infinitesimal version of
the unitary transformation operator Û , it seems reasonable to call it the generator
of these global U(1) transformations (compare the discussion after (12.27) and
(12.35) but note that here N̂φ is a quantum field operator, not a matrix).

Consider now the SU(2)f transformation (12.89), in the infinitesimal case:

q̂ ′ = (1 − iε · τ/2)q̂. (12.95)

Since the single U(1) parameter ε is now replaced by the three parameters
ε = (ε1, ε2, ε3), we shall need three analogues of N̂φ , which we call

T̂
( 1

2 ) = (T̂
( 1

2 )

1 , T̂
( 1

2 )

2 , T̂
( 1

2 )

3 ) (12.96)

corresponding to the three independent infinitesimal SU(2) transformations. The
generalizations of (12.90) and (12.91) are then

q̂ ′ = Û ( 1
2 )q̂Û ( 1

2 )† (12.97)

and

Û ( 1
2 ) = exp(iα · T̂

( 1
2 )) (12.98)
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wh ere th e T̂
( 12 ) ar e Her m itian , so th at Û ( 12 ) is unitary (cf (12.35)). It would

seem reasonable in this case too to regard th e T̂
( 12 ) as p r ov id in g a field -theoretic

re p resen ta tio n of the g enerators o f SU(2)f , an interpretatio n we shall shortly
confirm. In the infinitesimal case, (12.97) and (12.98) become

(1 − iε · τ/2)q̂ = (1 + iε · T̂
( 12 ))q̂(1 − iε · T̂

( 12 )) (12.99)

u sin g th e Her m iticity o f th e T̂
( 12 )’s. Expanding the right-hand side of (12.99) to

first order in ε , and equatin g coefficients of ε on both sides, (12.99) reduces to
(problem 12.9)

[T̂ ( 
1
2 ), q̂] = −(τ/2)q̂ (12.100)

which is the analogue of (12.94). Equation (12.100) expresses a very specific

co mmu ta tio n property of the operators T̂
( 12 ), which turns out to be satisfied by the

expression

T̂
( 12 ) =

∫
q̂ †(τ/2)q̂ d 3 x (12.101)

as can be checked (problem 12.10) from the an ti- co m m u tatio n r elatio n s o f th e
fermionic fields in q̂ . We shall derive (12.101) fro m Noether’s theorem in a little
while. Note that if ‘τ/2’ is replaced by 1, (12.101) reduces to the sum of the u
and d number operato rs, as required for th e one-parameter U(1) case. The ‘q̂ †τ q̂ ’
co m b in atio n is p r ecisely th e field - th eo r e tic ve r sio n o f th e q †τ q coupling we

discussed in sectio n 12.1.3. This means that the th ree operato rs T̂
( 12 ) th em selves

belong to a T = 1 triplet of SU(2)f .

It is possible to verify that these T̂
( 12 )’s d o in d eed co m m u te with th e

Ham ilto n ian Ĥ :

d T̂
( 12 )/d t = −i[T̂ ( 

1
2 ), Ĥ ] =  0 (12.102)

so th at th eir e ig enva lu es are conserved. That the T̂
( 12 )’s are, as already suggested,

a field - th eo r e tic r e p r esen tatio n o f th e g e n e r a to r s o f SU( 2 ) , ap p r o p r iate to th e case
T =  1

2 , follows from the fact that they obey the SU(2) algebra (problem 12.11):

[T̂ (
1
2 )

i , T̂
( 1

2 )

j ] = iεi j k T̂
( 1

2 )

k . (12.103)

For many purposes it is more useful to consider the raising and lowering operators

T̂
( 1

2 )± = (T̂
( 1

2 )

1 ± iT̂
( 1

2 )

2 ). (12.104)

For example, we easily find

T̂
( 1

2 )+ =
∫

û†d̂ d3x (12.105)
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which destroys a d quark and creates a u, or destroys a ū and creates a d̄, in either

case raising the T̂
( 1

2 )

3 eigenvalue by +1, since

T̂
( 1

2 )

3 = 1

2

∫
(û†û − d̂†d̂) d3x (12.106)

which counts + 1
2 for each u (or d̄) and − 1

2 for each d (or ū). Thus, these operators
certainly ‘do the job’ expected of field-theoretic isospin operators, in this isospin-
1
2 case.

In the U(1) case, considering now the fermionic example of section 7.2
for variety, we could go further and associate the conserved operator N̂ψ with
a conserved current N̂µ

ψ :

N̂ψ =
∫

N̂0
ψ d3x N̂µ

ψ = ¯̂
ψγµψ̂ (12.107)

where
∂µ N̂µ

ψ = 0. (12.108)

The obvious generalization appropriate to (12.101) is

T̂
( 1

2 ) =
∫

T̂
( 1

2 )0d3x T̂
( 1

2 )µ = ¯̂qγ µ τ
2

q̂. (12.109)

Note that both N̂µ
ψ and T̂

( 1
2 )µ are of course functions of the spacetime coordinate

x , via the (suppressed) dependence of the q̂-fields on x . Indeed one can verify
from the equations of motion that

∂µT̂
( 1

2 )µ = 0. (12.110)

Thus T̂
( 1

2 )µ is a conserved isospin current operator appropriate to the T = 1
2

(u, d) system: it transforms as a 4-vector under Lorentz transformations and as a
T = 1 triplet under SU(2)f transformations.

Clearly there should be some general formalism for dealing with all this
more efficiently and it is provided by a generalization of the steps followed, in
the U(1) case, in equations (7.6)–(7.8). Suppose the Lagrangian involves a set of
fields ψ̂r (they could be bosons or fermions) and suppose that it is invariant under
the infinitesimal transformation

δψ̂r = −iεTrsψ̂s (12.111)

for some set of numerical coefficients Trs . Equation (12.111) generalizes (7.5).
Then since �̂ is invariant under this change,

0 = δ�̂ = ∂�̂

∂ψ̂r
δψ̂r + ∂�̂

∂(∂µψ̂r )
∂µ(δψ̂r ). (12.112)
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But
∂�̂

∂ψ̂r
= ∂µ

(
∂�̂

∂(∂µψ̂r )

)
(12.113)

from the equations of motion. Hence,

∂µ

(
∂�̂

∂(∂µψ̂r )
δψ̂r

)
= 0 (12.114)

which is precisely a current conservation law of the form

∂µ ĵµ = 0. (12.115)

Indeed, disregarding the irrelevant constant small parameter ε, the conserved
current is

ĵµ = −i
∂�̂

∂(∂µψ̂r )
Trsψ̂s . (12.116)

Let us try this out on (12.87) with

δq̂ = (−iε · τ/2)q̂. (12.117)

As we know already, there are now three ε’s and so three Trs ’s, namely
1
2 (τ1)rs ,

1
2 (τ2)rs ,

1
2 (τ3)rs . For each one we have a current, for example

T̂
( 1

2 )

1µ = −i
∂�̂

∂(∂µq̂)

τ1

2
q̂ = ¯̂qγµ τ1

2
q̂ (12.118)

and similarly for the other τ ’s and so we recover (12.109). From the invariance of
the Lagrangian under the transformation (12.117), there follows the conservation
of an associated symmetry current. This is the quantum field theory version of
Noether’s theorem (Noether 1918).

This theorem is of fundamental significance as it tells us how to relate
symmetries (under transformations of the general form (12.111)) to ‘current’
conservation laws (of the form (12.115), and it constructs the actual currents for
us. In gauge theories, the dynamics is generated from a symmetry, in the sense that
(as we have seen in the local U(1) of electromagnetism) the symmetry currents
are the dynamical currents that drive the equations for the force field. Thus, the
symmetries of the Lagrangian are basic to gauge field theories.

Let us look at another example, this time involving spin-0 fields. Suppose
we have three spin-0 fields all with the same mass, and take

�̂ = 1
2∂µφ̂1∂

µφ̂1 + 1
2∂µφ̂2∂

µφ̂2 + 1
2∂µφ̂3∂

µφ̂3 − 1
2 m2(φ̂2

1 + φ̂2
2 + φ̂2

3). (12.119)

It is obvious that �̂ is invariant under an arbitrary rotation of the three φ̂’s among
themselves, generalizing the ‘rotation about the three-axis’ considered for the φ̂1–
φ̂2 system of section 7.1. An infinitesimal such rotation is (cf (12.64), and noting
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the sign change in the field theory case)

φ̂
′ = φ̂ + ε × φ̂ (12.120)

which implies
δφ̂r = −iεaT (1)ars φ̂s (12.121)

with
T (1)ars = −iεars (12.122)

as in (12.48). There are, of course, three conserved T̂ operators again and three

T̂
µ

’s, which we call T̂
(1)

and T̂
(1)µ

respectively, since we are now dealing with a
T = 1 isospin case. The a = 1 component of the conserved current in this case
is, from (12.116),

T̂ (1)µ1 = φ̂2∂
µφ̂3 − φ̂3∂

µφ̂2. (12.123)

Cyclic permutations give us the other components which can be summarized as

T̂
(1)µ = i(φ̂(1)tr T(1)∂µφ̂(1) − (∂µφ̂(1))tr T(1)φ̂(1)) (12.124)

where we have written

φ̂(1) =
 φ̂1

φ̂2

φ̂3

 (12.125)

and tr denotes transpose. Equation (8.76) has the form expected of a bosonic spin-
0 current but with the matrices T(1) appearing, appropriate to the T = 1 (triplet)
representation of SU(2)f.

The general form of such SU(2) currents should now be clear. For an isospin
T -multiplet of bosons, we shall have the form

i(φ̂(T )†T(T )∂µφ̂(T ))− (∂µφ̂(T ))†T(T )φ̂(T )) (12.126)

where we have put the † to allow for possibly complex fields; and for an isospin
T -multiplet of fermions we shall have

¯̂
ψ (T )γ µT(T )ψ̂(T ), (12.127)

where, in each case, the (2T + 1) components of φ̂ or ψ̂ transforms as a T -
multiplet under SU(2), i.e.

ψ̂(T )′ = exp(−iα · T(T ))ψ̂(T ) (12.128)

and similarly for φ̂(T ), where T(T ) are the 2T + 1 × 2T + 1 matrices representing
the generators of SU(2)f in this representation. In all cases, the integral over all
space of the µ = 0 component of these currents results in a triplet of isospin
operators obeying the SU(2) algebra (12.47), as in (12.103).
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The cases considered so far have all been free field theories but SU(2)-

invariant interactions can be easily formed. For example, the interaction g1
¯̂
ψτ ψ̂ ·

φ̂ describes SU(2)-invariant interactions between a T = 1
2 isospinor (spin- 1

2)

field ψ̂ and a T = 1 isotriplet (Lorentz scalar) φ̂. An effective interaction

between pions and nucleons could take the form gπ
¯̂
ψτγ5ψ̂ · φ̂, allowing for

the pseudoscalar nature of the pions (we shall see in the following section that
¯̂
ψγ5ψ̂ is a pseudoscalar, so the product is a true scalar as is required for a parity-
conserving strong interaction). In these examples the ‘vector’ analogy for the
T = 1 states allows us to see that the ‘dot product’ will be invariant. A similar

dot product occurs in the interaction between the isospinor ψ̂(
1
2 ) and the weak

SU(2) gauge field Ŵµ, which has the form

g ¯̂qγ µ τ
2

q̂ · Ŵµ (12.129)

as will be discussed in the following chapter. This is just the SU(2) dot product
of the symmetry current (12.109) and the gauge field triplet, both of which are in
the adjoint (T = 1) representation of SU(2).

All of the foregoing can be generalized straightforwardly to SU(3)f. For
example, the Lagrangian

�̂ = ¯̂q(i/∂ − m)q̂ (12.130)

with q̂ now extended to

q̂ =
 û

d̂
ŝ

 (12.131)

describes free u, d and s quarks of equal mass m. �̂ is clearly invariant under
global SU(3)f transformations

q̂ ′ = exp(−iα · λ/2)q̂ (12.132)

as well as the usual global U(1) transformation associated with quark number
conservation. The associated Noether currents are (in somewhat informal
notation)

Ĝ(q)µ
a = ¯̂qγ µ λa

2
q̂ a = 1, 2, . . . , 8 (12.133)

(note that there are eight of them) and the associated conserved ‘charge operators’
are

Ĝ(q)
a =

∫
Ĝ(q)0

a d3x =
∫

q̂†λa

2
q̂ a = 1, 2, . . . , 8 (12.134)

which obey the SU(3) commutation relations

[Ĝ(q)
a , Ĝ(q)

b ] = i fabcĜ(q)
c . (12.135)
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SU( 3 ) - invar ian t in ter actio n s can also b e f o r m ed . A p a r ticu lar ly im p o r tan t
one is the ‘SU(3) dot-product’ of two octets (the analogues of the SU(2) triplets),
which arises in the quark–gluon vertex of QCD (see chapters 13 and 14):

−igs

∑
f

¯̂q fγ
µ λa

2
q̂f Âa

µ. (12.136)

In (12.136), q̂f stands for the SU(3)c colour triplet

q̂f =
 f̂r

f̂b

f̂g

 (12.137)

where ‘ f̂ ’ is any of the six quark flavour fields û, d̂, ĉ, ŝ, t̂, b̂ and Âa
µ are the eight

(a = 1, 2, . . . , 8) gluon fields. Once again, (12.136) has the form ‘symmetry
current×gauge field’ characteristic of all gauge interactions.

12.3.2 Chiral symmetry

As our final example of a global non-Abelian symmetry, we shall introduce the
idea of chiral symmetry, which is an exact symmetry for fermions in the limit
in which their masses may be neglected. We have seen that the u and d quarks
have indeed very small masses (≤ 10 MeV) on hadronic scales and even the
s quark (∼150 MeV) is relatively small. Thus, we may certainly expect some
physical signs of the symmetry associated with mu ≈ md ≈ 0, and possibly
also of the larger symmetry holding when mu ≈ md ≈ ms ≈ 0. As we shall
see, however, this expectation leads to a puzzle, the resolution of which will have
to be postponed until the concept of ‘spontaneous symmetry breaking’ has been
developed in part 7.

We begin with the simplest case of just one fermion. Since we are interested
in the ‘small mass’ regime, it is sensible to use the representations (4.97) of
the Dirac matrices, in which the momentum part of the Dirac Hamiltonian is
‘diagonal’ and the mass appears as an ‘off-diagonal’ coupling (compare problem
4.15):

α =
(
σ 0
0 −σ

)
β =

(
0 1
1 0

)
. (12.138)

Writing the general Dirac spinor ω as

ω =
(
φ

χ

)
(12.139)

we have (as in (4.98), (4.99))

Eφ = σ · pφ + mχ (12.140)

Eχ = − σ · pχ + mφ. (12.141)
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We now introduce the matrix γ5 defined, in this representation, as

γ5 =
(

1 0
0 −1

)
. (12.142)

The matrix γ5 plays a prominent role in chiral symmetry, as we shall see. Its
defining property is that it anti-commutes with the γ µ matrices:

{γ5, γ
µ} = 0. (12.143)

With the choice (12.138) for α and β, we have

γ =
(

0 −σ
σ 0

)
γ 0 = β =

(
0 1
1 0

)
(12.144)

and (12.143) can easily be verified. In a general representation, γ5 is defined by

γ5 = iγ 0γ 1γ 2γ 3 (12.145)

which reduces to (12.142) in the present case.
‘Chirality’ means ‘handedness’ from the Greek word for hand, χεiρ. Its use

here stems from the fact that, in the limit m → 0, the two-component spinors
φ, χ become helicity eigenstates (cf problem 4.15), having definite ‘handedness’.
As m → 0, we have E → | p| and (12.140) and (12.141) reduce to

(σ · p/| p|)φ̃ = φ̃ (12.146)

(σ · p/| p|)χ̃ = − χ̃ (12.147)

so that the limiting spinor φ̃ has positive helicity, and χ̃ negative helicity (cf
(4.67) and (4.68)). In this m → 0 limit, the two helicity spinors are decoupled,
reflecting the fact that no Lorentz transformation can reverse the helicity of a
massless particle. Also in this limit, the Dirac energy operator is

α · p =
(
σ · p 0
0 −σ · p

)
(12.148)

which is easily seen to commute with γ5. Thus, the massless states may
equivalently be classified by the eigenvalues of γ5, which are clearly ±1 since
γ 2

5 = I .
Consider then a massless fermion with positive helicity. It is described by

the ‘u’-spinor

(
φ̃

0

)
which is an eigenstate of γ5 with eigenvalue +1. Similarly,

a fermion with negative helicity is described by

(
0
χ̃

)
which has γ5 = −1.

Thus, for these states chirality equals helicity. We have to be more careful for
anti-fermions, however. A physical anti-fermion of energy E and momentum p
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is described by a ‘v’-spinor corresponding to −E and − p; but with m = 0 in
(12.140) and (12.141) the equations for φ and χ remain the same for −E,− p as
for E, p. Consider the spin, however. If the physical anti-particle has positive
helicity, with p along the z-axis say, then sz = + 1

2 . The corresponding v-spinor
must then have sz = − 1

2 (see section 4.5.3) and must, therefore, be of χ̃ type

(12.147). So the v-spinor for this anti-fermion of positive helicity is

(
0
χ̃

)
which has γ5 = −1. In summary, for fermions the γ5 eigenvalue is equal to
the helicity and for anti-fermions it is equal to minus the helicity. It is the γ5
eigenvalue that is called the ‘chirality’.

In the massless limit, the chirality of φ̃ and χ̃ is a good quantum number (γ5
commuting with the energy operator) and we may say that ‘chirality is conserved’
in this massless limit. However, the massive spinor ω is clearly not an eigenstate
of chirality:

γ5ω =
(

φ

−χ
)

�= λ

(
φ

χ

)
. (12.149)

Referring to (12.140) and (12.141), we may therefore regard the mass terms as
‘coupling the states of different chirality’.

It is usual to introduce operators PR,L = ((1 ± γ5)/2) which ‘project’ out
states of definite chirality from ω:

ω =
(

1 + γ5

2

)
ω +

(
1 − γ5

2

)
ω ≡ PRω + PLω ≡ ωR + ωL (12.150)

so that

ωR =
(

1 0
0 0

) (
φ

χ

)
=

(
φ

0

)
ωL =

(
0
χ

)
. (12.151)

Then clearly γ5ωR = ωR and γ5ωL = −ωL; slightly confusingly, the notation
‘R’, ‘L’ is used for the chirality eigenvalue.

We now reformulate this in field-theoretic terms. The Dirac Lagrangian for
a single massless fermion is

�̂0 = ¯̂
ψ i/∂ψ̂. (12.152)

This is invariant not only under the now familiar global U(1) transformation
ψ̂ → ψ̂ ′ = e−iαψ̂ but also under the ‘global chiral U(1)’ transformation

ψ̂ → ψ̂ ′ = e−iβγ5ψ̂ (12.153)

where β is an arbitrary (x-independent) real parameter. The invariance is easily
verified: using {γ 0, γ5} = 0, we have

¯̂
ψ ′ = ψ̂ ′†γ 0 = ψ̂†eiβγ5γ 0 = ψ̂†γ 0e−iβγ5 = ¯̂

ψe−iβγ5, (12.154)
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and then using {γ µ, γ5} = 0,

¯̂
ψ ′γ µ∂µψ̂ ′ = ¯̂

ψe−iβγ5γ µ∂µe−iβγ5ψ̂

= ¯̂
ψγµeiβγ5∂µe−iβγ5ψ̂

= ¯̂
ψγµ∂µψ̂ (12.155)

as required. The corresponding Noether current is

ĵµ5 = ¯̂
ψγµγ5ψ̂ (12.156)

and the spatial integral of its µ = 0 component is the (conserved) chirality
operator

Q̂5 =
∫
ψ̂†γ5ψ̂d3x =

∫
(φ̂†φ̂ − χ̂†χ̂ ) d3x. (12.157)

We denote this chiral U(1) by U(1)5.
It is interesting to compare the form of Q̂5 with that of the corresponding

operator
∫
ψ̂†ψ̂d3x in the non-chiral case (cf (7.48)). The difference has to

do with their behaviour under a transformation briefly considered in section 4.4,
namely parity. Under the parity transformation p → − p and thus, for (12.140)
and (12.141) to be covariant under parity, we require φ → χ, χ → φ; this
will ensure (as we saw at the end of section 4.4) that the Dirac equation in the
parity-transformed frame will be consistent with the one in the original frame. In
the representation (12.138), this is equivalent to saying that the spinor ωP in the
parity-transformed frame is given by

ωP = γ 0ω. (12.158)

which implies φP = χ, χP = φ. All this carries over to the field-theoretic case,
with ψ̂P = γ 0ψ̂ . Consider, then, the operator Q̂5 in the parity-transformed frame:

(Q̂5)P =
∫
ψ̂

†
Pγ5ψP d3x =

∫
ψ̂†γ 0γ5γ

0ψ̂ d3x = −
∫
ψ̂†γ5ψ̂ d3x = −Q̂5

(12.159)
where we used {γ 0, γ5} = 0 and (γ 0)2 = 1. Hence, Q̂5 is a ‘pseudoscalar’
operator, meaning that it changes sign in the parity-transformed frame. We can
also see this directly from (12.157), making the interchange φ̂ ↔ χ̂ . In contrast,
the non-chiral operator

∫
ψ̂†ψ̂d3x is a (true) scalar, remaining the same in the

parity-transformed frame.
In a similar way, the appearance of the γ5 in the current operator ĵµ5 =

¯̂
ψγµγ5ψ̂ affects its parity properties: for example, the µ = 0 component ψ̂†γ5ψ̂

is a pseudoscalar, as we have seen. The spatial parts ¯̂
ψγ γ5ψ̂ behave as an axial

vector rather than a normal (polar) vector under parity; that is, they behave like
r × p for example, rather than like r , in that they do not reverse sign under parity.
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(Polar and axial vectors will be discussed again in sectio n 20.2.) Such a current is
referred to g enerally as an ‘axial vector current’, as opposed to th e o rdin ary vector
currents with no γ5 .

As a consequence of (12.159), the operator Q̂ 5 changes the parity of any
state o n which it acts. We can see this formally by in troducin g the (unitary) p arity
operato r P̂ in field th eo r y, su c h th a t states o f d efin ite p a r ity |+〉, |−〉  satisf y

P̂|+〉 = |+〉 P̂ |−〉 = −|−〉. (12.160)

Equation (12.159) then implies that P̂ Q̂ 5 P̂−1 = −Q̂ 5 , following the normal
rule for operator transformations in quantum mechanics. Consider now the state
Q̂5|+〉. We have

P̂ Q̂ 5|+〉 = (P̂ Q̂ 5 P̂
−1)P̂ |+〉

= − Q̂ 5|+〉  (12.161)

sh ow in g th a t Q̂ 5|+〉  is an eig e n state o f P̂ with th e opposite eigenvalue, − 1.
A very important physical consequence n ow follows from the fact th at (in

th is sim p le m = 0 model) Q̂ 5 is a sy m m e tr y o p e r a to r c o m m u tin g w ith th e
Ham ilto n ian Ĥ . We have

Ĥ Q̂ 5|ψ〉 = Q̂ 5 Ĥ |ψ〉 =  E Q̂ 5|ψ〉. (12.162)

Hence, for every state |ψ〉 with energy eigenvalue E , there should exist a state
Q̂5|ψ〉 with th e sam e e ig enva lu e E and the opposite parity; that is, chiral
symmetry apparently implies the existence of ‘parity doublets’.

Of course, it may reasonably b e objected that all o f this refers not only to
the m assless but also the non-interacting case. Howeve r, th is is ju st wh er e th e
analysis begins to get interesting. Suppose we allow the fermion field ψ̂ to in ter act
with a U(1)-gauge field Âµ via the standard electromagnetic couplin g

�̂int = q ¯̂ψγµψ̂ Âµ. (12.163)

Remarkably enough, �̂int is also invariant under the chiral transformatio n
(12.153), for th e simple reason th at th e ‘Dirac’ structure o f (12.163) is ex actly th e

sam e as th at o f th e f r e e k in etic ter m ¯̂
ψ/∂ψ̂ : the ‘covariant derivative’ p rescriptio n

∂µ → Dµ = ∂µ+ iq Âµ automatically means that any ‘Dirac’ (e.g. γ  5 ) symmetry
o f th e k in etic p a r t will b e p r eser ve d wh e n the gauge interaction is included. Thus
chirality remains a ‘good sy mmetry’ in the p resence o f a U(1)-gauge interaction.

The generalization of this to the more physical mu ≈ md ≈ 0 case is quite
straightforward. The Lagrangian (12.87) becomes

�̂ = ¯̂q i/∂ q̂ (12.164)

as m → 0, which is invariant under the γ5-version of (12.89),6 namely

q̂ ′ = exp(−iβ · τ/2γ5)q̂. (12.165)
6 �̂0 is als o invariant under q̂ ′ = e−iβγ5 q̂ w h ich is an ‘ axial’ ver s ion o f the global U ( 1 ) as s o ciated
with quark num ber cons ervation. We s h all d is cus s this additional U (1)-s ym m etry in s ection 18. 1. 1.
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There are three associated Noether currents (compare (12.109))

T̂
( 1

2 ) µ

5 = ¯̂qγ µγ5
τ

2
q̂ (12.166)

which are axial vectors and three associated ‘charge’ operators

T̂
( 1

2 )

5 =
∫

q̂†γ5
τ

2
q̂ d3x (12.167)

which are pseudoscalars, belonging to the T = 1 representation of SU(2). We
have a new non-Abelian global symmetry, called chiral SU(2)f, which we shall
denote by SU(2)f 5. As far as their action in the isospinor u–d space is concerned,
these chiral charges have exactly the same effect as the ordinary flavour isospin
operators of (12.109). But they are pseudoscalars rather than scalars and, hence,
they flip the parity of a state on which they act. Thus, whereas the isospin-raising

operator T̂
( 1

2 )+ is such that

T̂
( 1

2 )+ |d〉 = |u〉 (12.168)

T̂
( 1

2 )+5 will also produce a u-type state from a d-type one via

T̂
( 1

2 )+5 |d〉 = |ũ〉 (12.169)

but the |ũ〉 state will have opposite parity from |u〉. Further, since [T̂ (
1
2 )+5 , Ĥ ] = 0,

this state |ũ〉 will be degenerate with |d〉. Similarly, the state |d̃〉 produced via

T̂
( 1

2 )

−5 |u〉 will have opposite parity from |d〉, and will be degenerate with |u〉. The
upshot is that we have two massless states |u〉, |d〉 of (say) positive parity and a
further two massless states |ũ〉, |d̃〉 of negative parity, in this simple model.

Suppose we now let the quarks interact, for example by an interaction of the
QCD type already indicated in (12.136). In that case, the interaction terms have
the form

¯̂uγ µ λa

2
û Âa

µ + ¯̂dγ µ λa

2
d̂ Âa

µ (12.170)

where

û =
 ûr

ûb
ûg

 d̂ =
 d̂r

d̂b

d̂g

 (12.171)

and the 3 × 3 λ’s act in the r–b–g space. Just as in the previous U(1) case,
the interaction (12.170) is invariant under the global SU(2)f 5 chiral symmetry
(12.165), acting in the u–d space. Note that, somewhat confusingly, (12.170) is
not a simple ‘gauging’ of (12.164): a covariant derivative is being introduced but
in the space of a new (colour) degree of freedom, not in flavour space. In fact,
the flavour degrees of freedom are ‘inert’ in (12.170), so that it is invariant under
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SU(2)f tr an sf o r m a tio n s, wh ile th e Dir ac str u ctu r e im p lies th a t it is a lso invar ian t
under chiral SU(2)f 5  transformations (12.165). All the foregoing can be extended
unchanged to chiral SU(3)f 5, given that QCD is ‘flavour blind’ and supposing that
ms ≈ 0.

The effect of the QCD interactions must be to bind the quark into nucleons
su ch as the p roton (uud) and n eutron (ud d). But what about the equally possible
states (ũũ d̃) and (ũ d̃ d̃), for ex ample? These would h ave to b e d eg enerate in m ass
with (uud) and (ud d), and of opposite parity. Yet su ch ‘parity doublet’ p artn ers
of the physical p and n are not observed and so we have a puzzle.

On e m ig h t f eel th at th is wh o le d iscu ssio n is u n r ealistic, b ased as it is o n
massless quarks. Are the baryons then supposed to be massless too? If so,
perhaps the discussion is idle, as they are evidently by no means massless. But it
is not necessary to suppose that the mass of a relativ istic bound state h as any very
sim p le r e latio n to th e m a sses o f its co n stitu en ts: its m a ss m a y d er ive, in p a r t at
least, from the interaction energy in the fields. Alternatively, one might suppose
that somehow the finite mass of the u and d quarks, which of course breaks the
chiral sy mmetry, sp lits the d eg eneracy o f the nucleon parity doublets, promoting
the n eg ative-parity ‘nucleon’ state to an acceptably h igh m ass. Bu t this seems
very implausible in v iew o f the actual magnitudes o f mu and m d compared to the
nucleon masses.

In short, we have here a situation in which a symmetry of the Lagrangian
(to an apparently good approximation) does not seem to r e su lt in th e ex p ected
mu ltip let stru c tu re o f th e sta tes. T h e r e so lu tion o f th is p u zzle will h ave to await
our discussion of ‘spontaneous symmetry breaking’, in part 7.

In conclusion, we note an important feature of the flavour symmetry currents

T̂
( 1

2 )µ  
and T̂

( 1
2 )µ

5 discussed in this and the p receding section. Although these
cu r r e n ts h ave b een in tr o d u ced en tir ely with in th e c o n tex t o f strong inter actio n
sy m m e tr ies, it is a r em ar k a ble fact that exactly these currents also appear in
strangeness-conserving semileptonic we a k in ter actio n s su ch as β -decay, as we
sh all see in chapter 20. (The fact that both appear is precisely a m anifestation of
parity violation in weak in teractions.) Thus so me of th e physical consequences of
‘spontaneously broken chiral symmetry’ will involve weak interaction quantities.

Problems

12.1 Verify that the set of all unitary 2 × 2 matrices with determinant equal to +1
form a group, the law of combination being matrix multiplication.

12.2 Derive (12.18).

12.3 Ch eck th e commutatio n relations (12.28).

12.4 Show that the Ti ’s defined by (12.45) satisfy (12.47).
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12.5 Wr ite out each of the 3× 3 m atrices T ( 1)i (i = 1, 2, 3)whose matrix elements
are g iven by (12.48) and verify that they satisfy th e SU(2) commutatio n relations
(12.47).

12.6 Verify (12.62).

12.7 Show that a general Hermitian traceless 3×3 matrix is parametrized by eight
real numbers.

12.8 Check that (12.84) is consistent with (12.80) and the infinitesimal form
of (12.81) and verify that the matrices G( 8)

a defined by (12.84) satisfy the
commutation relations (12.83).

12.9 Verify, by comparing the coefficients of ε1, ε2 and ε3 on both sides of (12.99),
that (12.100) follows from (12.99).

12.10 Verify that the operators T̂
( 1

2 ) defined by (12.101) satisfy (12.100). (No te:
use the anti-commutation relations of the fermionic operators.)

12.11 Verify that the operators T̂
( 1

2 ) given by (12.101) satisfy the commutation
relations (12.103).
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13

LOCAL NON-ABELIAN (GAUGE) SYMMETRIES

The difference between a neutron and a proton is then a purely arbitrary
process. As usually conceived, however, this arbitrariness is subject
to the following limitations: once one chooses what to call a proton,
what a neutron, at one spacetime point, one is then not free to make any
choices at other spacetime points.

It seems that this is not consistent with the localized field concept that
underlies the usual physical theories. In the present paper we wish to
explore the possibility of requiring all interactions to be invariant under
independent rotations of the isotopic spin at all spacetime points. . .

Yang and Mills (1954)

Consider the global SU(2) isospinor transformation (12.32), written here again,

ψ(
1
2 )′(x) = exp(iα · τ/2)ψ( 1

2 )(x) (13.1)

for an isospin doublet wavefunction ψ(
1
2 )(x). The dependence of ψ(

1
2 )(x) on the

spacetime coordinate x has now been included explicitly but the parameters α are
independent of x , which is why the transformation is called a ‘global’ one. As we
have seen in the previous chapter, invariance under this transformation amounts
to the assertion that the choice of which two base states—(p, n), (u, d), . . .—to
use is a matter of convention: any such non-Abelian phase transformation on a
chosen pair produces another equally good pair. However, the choice cannot be
made independently at all spacetime points, only globally. To Yang and Mills
(1954) (cf the quotation above) this seemed somehow an unaesthetic limitation
of symmetry: ‘Once one chooses what to call a proton, what a neutron, at one
spacetime point, one is then not free to make any choices at other spacetime
points.’ They even suggested that this could be viewed as ‘inconsistent with the
localized field concept’ and they, therefore, ‘explored the possibility’ of replacing
this global (spacetime independent) phase transformation by the local (spacetime
dependent) one

ψ(
1
2 )′(x) = exp[igτ · α(x)/2]ψ( 1

2 )(x) (13.2)

in which the phase parameters α(x) are also now functions of x = (t, x) as
indicated. Note that we have inserted a parameter g in the exponent to make the
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analogy with the electromagnetic U(1) case

ψ ′( x) = ex p[ iqχ(x)]ψ(x) (13.3)

even stronger: g will be a coupling strength, analogous to the electromagnetic
charge q . The consid eratio n o f theories b ased on (13.2) was the fundamental step
taken b y Yang and Mills (1954); see also Shaw (1955).

Global symmetries and th eir asso ciated (possibly approximate) conservatio n
laws ar e cer tain ly im p o r tan t bu t th ey d o n o t h ave th e dynamical significance of
lo cal sy mmetries. We saw in sectio n 7 .4 how the ‘requirement’ o f local U(1)
p h a se inva r ian ce led a lm o st a u to m atically to th e lo cal g a u g e th eo r y o f QED, in

which the conserved current ¯̂ψγµψ̂ of the global U(1) symmetry is ‘promoted’ to
the role of dynamical current which, when dotted into the gauge field Âµ , gave the
in ter actio n ter m in �̂QED . A similar lin k b etween sy mmetry and dynamics appears
if—following Yang and Mills—we g eneralize the non-Abelian g lobal symmetries
of the p receding chapter to local non-Abe lian symmetries, which are the subject
of the present one.

However, as mentioned in the introduction to chapter 12, the original Yang–
Mills attem p t to g et a th eo r y o f h ad r o n ic in ter actio n s b y ‘ lo calizin g ’ th e flavo u r
symmetry group SU(2) turned out not to be phenomenologically viable (although
a remarkable attempt was made to push the id ea further b y Sakurai (1960)).
I n th e eve n t, th e su ccessf u l ap p licatio n o f a lo cal SU( 2 ) sy m m e tr y was to th e
we a k in ter actio n s. Bu t th is is co m p licated b y th e fact th at th e sy m m e tr y is
‘spontaneously broken’ and, consequently, we shall delay the discussion of this
ap p licatio n u n til af ter QCD—wh ich is th e th e o r y o f str o n g in ter actio n s bu t a t
th e q u a r k r a th er th an th e c o m p o site ( h ad r o n ic) leve l. QCD is b ased o n th e lo cal
form of an SU(3) symmetry—once again , h owever, it is not the flavour SU(3)
of sectio n 12.2 but a symmetry with resp ect to a totally new d eg ree o f freedom,
co lo u r. T h is will b e in tr o d u ced in th e f o llowin g ch ap ter.

Although th e applicatio n o f local SU(2) symmetry to the weak in teractions
will follow that of local SU(3) to the strong, we shall begin our discussion of
lo cal non-Ab elian symmetries with th e local SU(2) case, since the group th eory
is m o r e fa m iliar. We sh all a lso star t with th e ‘ wave f u n c tio n ’ formalism, deferring
th e field - th eo r y tr eatm e n t u n til sectio n 1 3 . 5 .

13.1 Local SU(2) symmetry: the cova riant derivative and interactions with
matter

In this section we shall introduce the main ideas of the non-Abelian SU(2)
gauge theory which results from the demand of invariance, or covariance, under
transformations such as (13.2). We shall generally use the language of isospin
when referring to the physical states and operators, bearing in mind that this will
eventually mean weak isospin.
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We shall mimic as literally as possible the discussion of electromagnetic
gauge covariance in sections 3.4 and 3.5 of volume 1. As in that case, no free-
particle wave equation can be covariant under the transformation (13.2) (taking
the isospinor example for definiteness), since the gradient terms in the equation
will act on the phase factor α(x). However, wave equations with a suitably
defined covariant derivative can be covariant under (13.2); physically this means
that, just as for electromagnetism, covariance under local non-Abelian phase
transformations requires the introduction of a definite force field.

In the electromagnetic case, the covariant derivative is

Dµ = ∂µ + iq Aµ(x). (13.4)

For convenience, we recall here the crucial property of Dµ. Under a local U(1)
phase transformation, a wavefunction transforms as (cf (13.3))

ψ(x) → ψ ′(x) = exp(iqχ(x))ψ(x) (13.5)

from which it easily follows that the derivative (gradient) of ψ transforms as

∂µψ(x) → ∂µψ ′(x) = exp(iqχ(x))∂µψ(x)+ iq∂µχ(x) exp(iqχ(x))ψ(x).
(13.6)

Comparing (13.6) with (13.5), we see that, in addition to the expected first term
on the right-hand side of (13.6), which has the same form as the right-hand side
of (13.5), there is an extra term in (13.6). By contrast, the covariant derivative of
ψ transforms as (see section 3.4 of volume 1)

Dµψ(x) → D′µψ ′(x) = exp(iqχ(x))Dµψ(x) (13.7)

exactly as in (13.5), with no additional term on the right-hand side. Note
that Dµ has to carry a prime also, since it contains Aµ which transforms to
A′µ = Aµ − ∂µχ(x) when ψ transforms by (13.5). The property (13.7) ensures
the gauge covariance of wave equations in the U(1) case; the similar property
in the quantum field case meant that a globally U(1)-invariant Lagrangian could
be converted immediately to a locally U(1)-invariant one by replacing ∂µ by D̂µ

(section 7.4).
In appendix D of volume 1 we introduced the idea of ‘covariance’ in the

context of coordinate transformations of 3- and 4-vectors. The essential notion
was of something ‘maintaining the same form’ or ‘transforming the same way’.
The transformations being considered here are gauge transformations rather than
coordinate ones; nevertheless, it is true that, under them, Dµψ transforms in the
same way as ψ , while ∂µψ does not. Thus, the term covariant derivative seems
appropriate. In fact, there is a much closer analogy between the ‘coordinate’ and
the ‘gauge’ cases, which we did not present in volume 1 but shall discuss in the
following section.

We need the local SU(2) generalization of (13.4), appropriate to the local
SU(2) transformation (13.2). Just as in the U(1) case (13.6), the ordinary gradient
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acting on ψ(
1
2 )(x) does not transform in the same way as ψ(

1
2 )(x): taking ∂µ of

(13.2) leads to

∂µψ(
1
2 )′(x) = exp[igτ · α(x)/2]∂µψ( 1

2 )(x)

+ igτ · ∂µα(x)/2 exp[igτ · α(x)/2]ψ( 1
2 )(x) (13.8)

as can be checked by writing the matrix exponential exp[A] as the series

exp[A] =
∞∑

n=0

An/n!

and differentiating term by term. By analogy with (13.7), the key property we

demand for our SU(2) covariant derivative Dµψ(
1
2 ) is that this quantity should

transform like ψ(
1
2 )—i.e. without the second term in (13.8). So we require

(D′µψ(
1
2 )′(x)) = exp[igτ · α(x)/2](Dµψ(

1
2 )(x)). (13.9)

The definition of Dµ which generalizes (13.4) so as to fulfil this requirement is

Dµ(acting on an isospinor) = ∂µ + igτ · Wµ(x)/2. (13.10)

The definition (13.10), as indicated on the left-hand side, is only appropriate for

isospinors ψ(
1
2 ): it has to be suitably generalized for other ψ(t)’s (see (13.44)).

We now discuss (13.9) and (13.10) in detail. The ∂µ is multiplied implicitly

by the unit 2 matrix and the τ ’s act on the two-component space of ψ(
1
2 ). The

Wµ(x) are three independent gauge fields

Wµ = (Wµ
1 ,Wµ

2 ,Wµ
3 ) (13.11)

generalizing the single electromagnetic gauge field Aµ. They are called SU(2)
gauge fields or, more generally, Yang–Mills fields. The term τ · Wµ is then the
2 × 2 matrix

τ · Wµ =
(

Wµ
3 Wµ

1 − iWµ
2

Wµ

1 + iWµ

2 −Wµ

3

)
(13.12)

using the τ ’s of (12.25): the x-dependence of the Wµ’s is understood. Let
us ‘decode’ the desired property (13.9), for the algebraically simpler case of
an infinitesimal local SU(2) transformation with parameters ε(x), which are

of course functions of x since the transformation is local. In this case, ψ(
1
2 )

transforms by

ψ(
1
2 )′ = (1 + igτ · ε(x)/2)ψ( 1

2 ) (13.13)

and the ‘uncovariant’ derivative ∂µψ(
1
2 ) transforms by

∂µψ(
1
2 )′ = (1 + igτ · ε(x)/2)∂µψ( 1

2 ) + igτ · ∂µε(x)/2ψ( 1
2 ) (13.14)

Copyright 2004 IOP Publishing Ltd



where we h ave r etained only the terms linear in ε from an expansion of (13.8)

with α → ε . We have now dropped the x -dependence of the ψ( 
1
2 ) ’s b u t k e p t t h a t

of ε( x) and we have used the simple ‘1’ for the unit matrix in the two-dimensional
isospace. Equation (13.14) exhibits again a n ‘ ex tra p iece’ on the r ight-hand side,
as compared to (13.13). However, inserting (13.10) and (13.13) into our covariant
derivative requirement (13.9) yields, for the left-hand side in the infinitesimal
case,

D′µψ(
1
2 )′ = (∂µ + igτ · W ′µ/2)[1 + igτ · ε(x)/2]ψ( 1

2 ) (13.15)

while the right-hand side is

[1 + igτ · ε(x)/2](∂µ + igτ · Wµ/2)ψ(
1
2 ). (13.16)

In order to verify that these are the same, however, we would need to know
W ′µ—that is, the transformation law for the three Wµ fields. Instead, we shall
proceed ‘in reverse’, and use the imposed equality between (13.15) and (13.16) to
determine the transformation law of Wµ.

Suppose that, under this infinitesimal transformation,

Wµ → W ′µ = Wµ + δWµ. (13.17)

Then the condition of equality is

[∂µ + igτ/2 · (Wµ + δWµ)][1 + igτ · ε(x)/2]ψ( 1
2 )

= [1 + igτ · ε(x)/2](∂µ + igτ · Wµ/2)ψ(
1
2 ). (13.18)

Multiplying out the terms, neglecting the term of second order involving the
product of δWµ and ε and noting that

∂µ(εψ) = (∂µε)ψ + ε(∂µψ) (13.19)

we find that many terms cancel and we are left with

ig
τ · δWµ

2
= − ig

τ · ∂µε(x)
2

+ (ig)2
[(
τ · ε(x)

2

) (
τ · Wµ

2

)
−

(
τ · Wµ

2

) (
τ · ε(x)

2

)]
.

(13.20)

Using the identity for Pauli matrices (see problem 4.4(b))

σ · a σ · b = a · b + iσ · a × b (13.21)

this yields
τ · δWµ = −τ · ∂µε(x)− gτ · (ε(x)× Wµ). (13.22)
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Equating components of τ on both sides, we deduce

δ Wµ = −∂µε( x)− g[ε( x)× Wµ]. (13.23)

The reader may note the close similarity between th ese manipulations and those
encountered in sectio n 12.1.3.

Equation (13.23) defines the way in which the SU(2) gauge fields Wµ

transform under an infinitesimal SU(2) gauge transformation. If it were not for
th e p resence o f the first term ∂µε( x) on the right-hand side, (13.23) would be
sim p ly th e ( in fin itesim a l) tr an sf o r m a tio n law f o r th e T = 1 triplet representation
of SU(2)—see (12.64) and (12.65) in section 12.1.3. As mentioned at the end of
sectio n 12.2, th e T = 1 representation is the ‘adjoint’, or ‘regular’, representation
of SU(2) and this is the one to which gauge fields belong, in general. But there
is the extra term −∂µε(x). Clearly this is directly analogous to the −∂µχ(x)
term in the transformation of the U(1) gauge field Aµ; here, an independent
infinitesimal function εi (x) is required for each component Wµ

i (x). If the ε’s were
independent of x , then ∂µε(x) would of course vanish and the transformation law
(13.23) would indeed be just that of an SU(2) triplet. Thus, we can say that
under global SU(2) transformations, the Wµ behave as a normal triplet. But
under lo ca l SU(2) transformations they acquire the additional −∂µε( x) piece
and, thus, no longer transform ‘properly’ as an SU(2) triplet. In exactly the same

way, ∂µψ(
1
2 ) did not transform ‘properly’ as an SU(2) doublet, under a local

SU(2) transformation, because of the second term in (13.14), which also involves
∂µε(x). The remarkable result behind the fact that Dµψ(

1
2 ) does transform

‘properly’ under local SU(2) transformations is that the extra term in (13.23)
precisely cancels that in (13.14)!

To summarize progress so far: we have shown that, for infinitesimal
transformations, the relation

(D′µψ(
1
2 )′) = [1 + igτ · ε(x)/2](Dµψ(

1
2 )) (13.24)

(where Dµ is given by (13.10)) holds true if in addition to the infinitesimal local

SU(2) phase transformation on ψ(
1
2 )

ψ(
1
2 )′ = [1 + igτ · ε(x)/2]ψ( 1

2 ) (13.25)

the gauge fields transform according to

W ′µ = Wµ − ∂µε(x)− g[ε(x)× Wµ]. (13.26)

In obtaining these results, the form (13.10) for the covariant derivative
has been assumed and only the infinitesimal version of (13.2) has been treated
explicitly. It turns out that (13.10) is still appropriate for the finite (non-
infinitesimal) transformation (13.2) but the associated transformation law for the
gauge fields is then slightly more complicated than (13.26). Let us write

U(α(x)) ≡ exp[igτ · α(x)/2] (13.27)
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so th a t ψ( 
1
2 ) transforms by

ψ( 
1
2 )′ = U(α( x))ψ( 

1
2 ). (13.28)

Then we require

D′µψ( 
1
2 )′ = U(α( x))  Dµψ( 

1
2 ). (13.29)

The left-hand side is

(∂µ + i gτ · W ′µ/2)U(α( x))ψ( 
1
2 )

= (∂µ U)ψ( 
1
2 ) + U∂µψ( 

1
2 ) + i gτ · W ′µ/2 Uψ( 

1
2 ) (13.30)

wh ile th e r ig h t- h an d sid e is

U(∂µ + i gτ · Wµ/2)ψ( 
1
2 ). (13.31)

The U∂µψ( 
1
2 ) terms cancel leav ing

(∂µ U)ψ( 
1
2 ) + i gτ · W ′µ/2 Uψ( 

1
2 ) = Ui gτ · Wµ/2ψ( 

1
2 ). (13.32)

Since this has to be true for all (two-component) ψ( 
1
2 ) ’s, we can treat it as an

operato r equatio n actin g in the sp ace of ψ( 
1
2 ) ’s t o g i v e

∂µ U + i gτ · W ′µ/2 U = Ui gτ · Wµ/2 (13.33)

or, equivalently,

1

2
τ · W ′µ = i

g
(∂µU)U−1 + U

1

2
τ · WµU−1 (13.34)

which defines the (finite) transformation law for SU(2) gauge fields. Problem 13.1
verifies that (13.34) reduces to (13.26) in the infinitesimal case α(x) → ε(x).

Suppose now that we consider a Dirac equation for ψ(
1
2 ):

(iγµ∂µ − m)ψ(
1
2 ) = 0 (13.35)

where both the ‘isospinor’ components ofψ(
1
2 ) are four-component Dirac spinors.

We assert that we can ensure local SU(2) gauge covariance by replacing ∂µ in this
equation by the covariant derivative of (13.10). Indeed, we have

U(α(x))[iγµDµ − m]ψ( 1
2 ) = iγµU(α(x))Dµψ(

1
2 ) − mU(α(x))ψ(

1
2 )

= iγµD′µψ(
1
2 )′ − mψ(

1
2 )′ (13.36)

using equations (13.28) and (13.29). Thus, if

(iγµDµ − m)ψ(
1
2 ) = 0 (13.37)
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Figure 13.1. Vertex for isospinor-W interaction.

then
(iγµD′µ − m)ψ(

1
2 )′ = 0 (13.38)

proving the asserted covariance. In the same way, any free-particle wave equation

satisfied by an ‘isospinor’ ψ(
1
2 )—the relevant equation is determined by the

Lorentz spin of the particles involved—can be made locally covariant by the use
of the covariant derivative Dµ, just as in the U(1) case.

The essential point here, of course, is that the locally covariant form includes

interactions between the ψ(
1
2 )’s and the gauge fields Wµ, which are determined

by the local phase invariance requirement (the ‘gauge principle’). Indeed, we can
already begin to find some of the Feynman rules appropriate to tree graphs for
SU(2) gauge theories. Consider again the case of an SU(2) isospinor fermion,

ψ(
1
2 ), obeying equation (13.38). This can be written as

(i/∂ − m)ψ(
1
2 ) = g(τ/2) · /Wψ(

1
2 ). (13.39)

In lowest-order perturbation theory the one-W emission/absorption process is
given by the amplitude (cf (8.39)) for the electromagnetic case)

−ig
∫
ψ̄
( 1

2 )

f (τ/2)γµψ
( 1

2 )

i · Wµ d4x (13.40)

exactly as advertised (for the field-theoretic vertex) in (12.129). The matrix degree

of freedom in the τ ’s is sandwiched between the two-component isospinors ψ(
1
2 ):

the γ matrix acts on the four-component (Dirac) parts of ψ(
1
2 ). The external Wµ

field is now specified by a spin-1 polarization vector εµ, like a photon, and by
an ‘SU(2) polarization vector’ ar (r = 1, 2, 3) which tells us which of the three
SU(2) W-states is participating. The Feynman rule for figure 13.1 is, therefore,

−ig(τ r/2)γµ (13.41)

which is to be sandwiched between spinors/isospinors ui, ūf and dotted into εµ

and ar . (13.41) is a very economical generalization of rule (ii) in comment (3) of
section 8.3.

The foregoing is easily generalized to SU(2) multiplets other than doublets.
We shall change the notation slightly to use t instead of T for the ‘isospin’
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quantum number, so as to emphasize th at it is not th e h ad r o n ic iso sp in , f o r wh ich
we r e tain T : t will be the symbol used for the weak isospin to b e in tr o d u ced in
chapter 20. The g eneral local SU(2) transformation for a t - m u ltip let is th e n

ψ(t) → ψ(t)′ = exp[igα(x).T(t)]ψ(t), (13.42)

where the (2t + 1)× (2t + 1) matrices T (t)i (i = 1, 2, 3) satisfy (cf (12.47))

[T (t)i , T (t)j ] = iεi j k T (t)k . (13.43)

The appropriate covariant derivative is

Dµ = ∂µ + igT(t) · Wµ (13.44)

which is a (2t + 1)× (2t + 1) matrix acting on the (2t + 1) components of ψ(t).
The gauge fields interact with such ‘isomultiplets’ in a universal way—only one
g, the same for all the particles—which is prescribed by the local covariance
requirement to be simply that interaction which is generated by the covariant
derivatives. The fermion vertex corresponding to (13.44) is obtained by replacing
τ/2 in (13.40) by T (t).

We end this section with some comments:

(a) It is a remarkable fact that only one constant g is needed. This is not the
same as in electromagnetism. There, each charged field interacts with the
gauge field Aµ via a coupling whose strength is its charge (e,−e, 2e,−5e, ).
The crucial point is the appearance of the quadratic g2 multiplying the
commutator of the τ ’s, [τ · ε, τ · W], in the Wµ transformation (equation
(13.20)). In the electromagnetic case, there is no such commutator—the
associated U(1) phase group is Abelian. As signalled by the presence of g2,
a commutator is a nonlinear quantity, and the scale of quantities appearing
in such commutation relations is not arbitrary. It is an instructive exercise to
check that, once δWµ is given by equation (13.23)—in the SU(2) case—then

the g’s appearing in ψ(
1
2 )′ (equation (13.13)) and ψ(t)′ (via the infinitesimal

version of equation (13.42)) must be the same as the one appearing in δWµ.
(b) According to the foregoing argument, it is actually a mystery why electric

charge should be quantized. Since it is the coupling constant of an Abelian
group, each charged field could have an arbitrary charge from this point
of view: there are no commutators to fix the scale. This is one of the
motivations of attempts to embed the electromagnetic gauge transformations
inside a larger non-Abelian group structure. Such is the case, for example,
in ‘grand unified theories’ of strong, weak and electromagnetic interactions.

(c) Finally we draw attention to the extremely important physical significance
of the second term δWµ (equation (13.23)). The gauge fields themselves are
not ‘inert’ as far as the gauge group is concerned: in the SU(2) case they have
isospin 1, while for a general group they belong to the regular representation
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of th e g roup. This is profoundly d ifferent from the electromagnetic case,
where the gauge field Aµ for the photon is of course uncharged: quite simply,
e = 0 for a photon and the second term in (13.23) is absent for Aµ . The
fact that non-Abelian ( Yang–Mills) g auge fields carry non-Abelian ‘ charge’
degrees of freedom means that, since they are also th e quanta o f the force
field , th ey will n ecessa rily in tera ct with th emselves. Thus, a non-Abelian
gauge theory of gauge fields alone, with no ‘matter’ fields, has non-trivial
interactions and is not a free theory.

We sh all examine th e form o f these ‘self-interactions’ in sectio n 13.5.2. First,
we ex p lo r e f u r th er th e g eo m etr ical an alo g y, alr ead y h in ted at, f o r th e ( g au g e)
covar ian t d er ivative. Th is will u ltim ately lead u s to an im p o r tan t n ew q u an tity
in non-Abelian gauge theories, the analogue of the Maxwell field strength tensor
Fµν .

13.2 Cova riant deriva tives a nd coordina te transforma tions

Let u s g o b ack to th e U(1) case, equations (13.4)–(13.7). There, the in troductio n
of the (gauge) covariant derivative Dµ produced an object, Dµψ(x), which
tr an sf o r m e d likeψ(x) under local U(1) phase transformations, unlike the ordinary
derivative ∂µψ(x) which acquired an ‘ ex tra’ piece when transf ormed. This
f o llowed f r o m sim p le calcu lu s, o f co u r se—bu t th er e is a slig h tly d iff er en t way
of thinking about it. The derivative involves not only ψ(x) at the point x bu t a l s o
ψ at th e infinitesimally close, bu t d ifferent, point x + d x ; and the transformation
law o f ψ(x) invo lves α(x), wh ile th at o f ψ(x + d x) would involve the different
function α(x + d x). Thus, we may perhaps expect something to ‘go wrong’ with
the transformation law for the gradient.

To b r in g o u t th e g eo m etr ical an alogy we are seeking, let u s split ψ in to its
real and imaginary parts ψ = ψR + iψI , a n d wr ite α(x) = qχ(x) so th at (13.3)
becomes (cf (3.63))

ψ ′
R(x) = cosα(x)ψR(x)− sinα(x)ψI(x)

(13.45)

ψ ′
I(x) = sin α(x)ψR(x)+ cosα(x)ψI(x).

If we think of ψR(x) and ψI(x) as being the components of a ‘vector’ �ψ(x) along
the �eR and �eI axes, respectively, then (13.45) would represent the components
of �ψ(x) as referred to new axes �e′

R and �e′
I, which have been rotated by −α(x)

about an axis in th e d irectio n �eR × �eI (i.e. normal to the �eR–�eI plane), as shown
in figure 13.2. Other such ‘vectors’ �φ  1( x), �φ 2( x), . . .  (i.e. o th er wavefunctions
for particles of the same charge q) when evaluated at the same point x will have
‘components’ transforming the same as (13.45) under the axis rotation �eR, �eI →
�e′

R, �e′
I. But the components of the vector �ψ(x + dx) will behave differently. The

transformation law (13.45) when written at x + dx will involve α(x + dx), which
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F i gu re 13. 2. G eomet r i cal anal ogy f or a U ( 1) gauge t r ansf or mat i on.

(to first o rder in d x ) is α(x)+∂µα(x) d xµ . Thus, for ψ ′
R( x + d x) and ψ ′

I( x + d x),
th e r o tatio n a n g le is α(x) + ∂µα(x) d xµ r ath er th an α(x). Now comes the key
step in the analogy: we may t hink of the additional angle ∂µα(x) d xµ as coming
about because, in going from x to x + d x , the coordinate basis vectors �eR and �eI
have been rotated through +∂µα(x) d xµ (see figure 13.3)! But th at would mean
that our ‘naive’ approach to rotations of the derivative of �ψ(x) amounts to using
one set of axes at x , and another at x + dx , which is likely to lead to ‘trouble’.

Consider now an elementary example (from Schutz (1988, chapter 5)) where
just this kind of problem arises, namely the use of polar coordinate basis vectors
�er and �eθ , which point in the r and θ directions respectively. We have, as usual,

x = r cos θ y = r sin θ (13.46)

and in a (real!) Cartesian basis d�r is given by

d�r = dx�i + dy �j . (13.47)

Using (13.46) in (13.47) we find

d�r = (dr cos θ − r sin θ dθ)�i + (dr sin θ + r cos θ dθ) �j
= dr �er + dθ �eθ (13.48)

where

�er = cos θ �i + sin θ �j �eθ = −r sin θ �i + r cos θ �j . (13.49)
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Figure 13.3. Changes in the basis vectors �er and �eθ of polar coordinates.

Plainly, �er and �eθ change direction (and even magnitude, for �eθ ) as we move about
in the x–y plane, as shown in figure 13.3. So at each point (r, θ) we have different
axes �er , �eθ .

Now suppose that we wish to describe a vector field �V in terms of �er and �eθ
via

�V = V r �er + V θ �eθ ≡ V α�eα (sum on α = r, θ) (13.50)

and that we are also interested in the derivatives of �V , in this basis. Let us
calculate ∂ �V /∂r , for example, by brute force:

∂ �V
∂r

= ∂V r

∂r
�er + ∂V θ

∂r
�eθ + V r ∂�er

∂r
+ V θ ∂�eθ

∂r
(13.51)

where we have included the derivatives of �er and �eθ to allow for the fact that these
vectors are not constant. From (13.49) we find

∂�er

∂r
= 0

∂�eθ
∂r

= − sin θ �i + cos θ �j = 1

r
�eθ (13.52)

which allows the last two terms in (13.51) to be evaluated. Similarly, we can
calculate ∂ �V /∂θ . In general, we may write these results as

∂ �V
∂qβ

= ∂V α

∂qβ
�eα + V α ∂�eα

∂qβ
(13.53)

where β = 1, 2 with q1 = r, q2 = θ and α = r, θ .
In the present case, we were able to calculate ∂�eα/∂qβ explicitly from

(13.49), as in (13.52). But whatever the nature of the coordinate system, ∂�eα/∂qβ

is some vector and must be expressible as a linear combination of the basis vectors
via an expression of the form

∂�eα
∂qβ

= �γ αβ �eγ (13.54)
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where the repeated index γ is summed over as usual (γ = r, θ ). Inserting (13.54)
into (13.53) and interchanging the ‘dummy’ (i.e. summed over) indices α and γ
gives finally

∂ �V
∂qβ

=
(
∂V α

∂qβ
+ �αγβV γ

)
�eα. (13.55)

This is a very important result: it shows that, whereas the components of �V in
the basis �eα are just V α, the components of the derivative of �V are not simply
∂V α/∂qβ but contain an additional term: the ‘components of the derivative of a
vector’ are not just the ‘derivatives of the components of the vector’.

Let us abbreviate ∂/∂qβ to ∂β : then (13.55) tells us that in the �eα basis, as
used in (13.55), the components of the ∂β derivative of �V are

∂βV α + �αγβV γ ≡ DβV α. (13.56)

The expression (13.56) is called the ‘covariant derivative’ of V α within the
context of the mathematics of general coordinate systems: it is denoted (as in
(13.56)) by DβV α or, often, by V α;β (in the latter notation, ∂βV α is V α

,β ).
The most important property of DβV α is its transformation character under
general coordinate transformations. Crucially, it transforms as a tensor T αβ (see
appendix D of volume 1) with the indicated ‘one up, one down’ indices: we
shall not prove this here, referring instead to Schutz (1988), for example. This
property is the reason for the name ‘covariant derivative’, meaning in this case
essentially that it transforms the way its indices would have you believe it should.
By contrast, and despite appearances, ∂βV α by itself does not transform as a ‘T αβ ’
tensor and, in a similar way, �αγβ is not a ‘T αγβ ’-type tensor: only the combined
object DβV α is a ‘T αβ ’.

This circumstance is highly reminiscent of the situation we found in the
case of gauge transformations. Consider the simplest case, that of U(1), for
which Dµψ = ∂µψ + iq Aµψ . The quantity Dµψ transforms under a gauge
transformation in the same way as ψ itself but ∂µψ does not. There is, thus,
a close analogy between the ‘good’ transformation properties of DβV α and of
Dµψ . Further, the structure of Dµψ is very similar to that of DβV α. There are
two pieces, the first of which is the straightforward derivative, while the second
involves a new field (� or A) and is also proportional to the original field. The
‘i’ of course is a big difference, showing that in the gauge symmetry case the
transformations mix the real and imaginary parts of the wavefunction, rather than
actual spatial components of a vector.

Indeed, the analogy is even closer in the non-Abelian—e.g. local SU(2)—

case. As we have seen, ∂µψ(
1
2 ) does not transform as an SU(2) isospinor

because of the extra piece involving ∂µε; nor do the gauge fields Wµ transform
as pure T = 1 states, also because of a ∂µε term. But the gauge covariant

combination (∂µ + igτ · Wµ/2)ψ(
1
2 ) does transform as an isospinor under local

SU(2) transformations, the two ‘extra’ ∂µε pieces cancelling each other out.
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Figure 13.4. Parallel transport of a vector �V in a polar coordinate basis.

There is a useful way of thinking about the two contributions to DβV α (or
Dµψ). Let us multiply (13.56) by dqβ and sum over β so as to obtain

DV α ≡ ∂βV α dqβ + �αγβV α dqβ. (13.57)

The first term on the right-hand side of (13.57) is ∂V α

∂qβ
dqβ which is just the

conventional differential dV α, representing the change in V α in moving from
qβ to qβ + dqβ : dV α = [V α(qβ + dqβ)− V α(qβ)]. Again, despite appearances,
the quantities dV α do not form the components of a vector and the reason is that
V α(qβ + dqβ) are components with respect to axes at qβ + dqβ , while V α(qβ)
are components with respect to different axes at qβ . To form a ‘good’ differential
DV α , transforming as a vector, we must subtract quantities defined in the same
coordinate system. This means that we need some way of ‘carrying’ V α(qβ) to
qβ + dqβ , while keeping it somehow ‘the same’ as it was at qβ .

A reasonable definition of such a ‘preserved’ vector field is one that is
unchanged in length and has the same orientation relative to the axes at qβ + dqβ

as it had relative to the axes at qβ (see figure 13.4). In other words, �V is ‘dragged
around’ with the changing coordinate frame, a process called parallel transport.
Such a definition of ‘no change’ of course implies that change has occurred,
in general, with respect to the original axes at qβ . Let us denote by δV α the
difference between the components of �V after parallel transport to qβ + dqβ and
the components of �V at qβ (see figure 13.4). Then a reasonable definition of
the ‘good’ differential of V α would be V α(qβ + dqβ) − (V α(qβ) + δV α) =
dV α − δV α . We interpret this as the covariant differential DV α of (13.57) and,
accordingly, make the identification

δV α = −�αγβV γ dqβ. (13.58)
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On this interpretation, then, the coefficients �αγβ connect the components of a
vector at one point with its components at a nearby point, after the vector has
been carried by ‘parallel transport’ from one point to the other: they are often
called ‘connection coefficients’ or just ‘the connection’.

In an analogous way we can write, in the U(1) gauge case,

Dψ ≡ Dµψdxµ = ∂µψdxµ + ieAµψdxµ
≡ dψ − δψ (13.59)

with
δψ = −ieAµψ dxµ. (13.60)

Equation (13.60) has a very similar structure to (13.58), suggesting that the
electromagnetic potential Aµ might well be referred to as a ‘gauge connection’,
as indeed it is in some quarters. Equations (13.59) and (13.60) generalize

straightforwardly for Dψ(
1
2 ) and δψ(

1
2 ).

We can relate (13.60) in a very satisfactory way to our original discussion of
electromagnetism as a gauge theory in chapter 3 and, in particular, to (3.8.2). For
transport restricted to the three spatial directions, (13.60) reduces to

δψ(x) = ie A · dxψ(x). (13.61)

However, the solution (3.82) gives

ψ(x) = exp

(
ie

∫ x

−∞
A · d�

)
ψ(A = 0, x) (13.62)

replacing q by e. So

ψ(x + dx) = exp

(
ie

∫ x+dx

−∞
A · d�

)
ψ(A = 0, x + dx)

= exp

(
ie

∫ x+dx

x
A · d�

)
exp

(
ie

∫ x

−∞
A · d�

)
ψ(A = 0, x + dx)

≈ (1 + ie A · dx) exp

(
ie

∫ x

−∞
A · d�

)
[ψ(A = 0, x)

+ ∇ψ(A = 0, x) · dx]
≈ ψ(x)+ ie A · dxψ(x)

+ exp

(
ie

∫ x

−∞
A · d�

)
∇ψ(A = 0, x) · dx (13.63)

to first order in dx. On the right-hand side of (13.63), we see (i) the change δψ of
(13.61), due to ‘parallel transport’ as prescribed by the gauge connection A, and
(ii) the change in ψ viewed as a function of x, in the absence of A. The solution
(13.62) gives, in fact, the ‘integrated’ form of the small displacement law (13.63).

Copyright 2004 IOP Publishing Ltd



Figure 13.5. Parallel transport (a) round a curved triangle on the surface of a sphere and
(b) round a triangle in a flat plane.

At this point the reader might object, going back to the �er , �eθ example, that
we had made a lot of fuss about nothing: after all, no one forced us to use the �er , �eθ
basis, and if we had simply used the �i, �j basis (which is constant throughout the
plane) we would have had no such ‘trouble’. This is a fair point, provided that
we somehow knew that we are really doing physics in a ‘flat’ space—such as the
Euclidean plane. But suppose instead that our two-dimensional space was the
surface of a sphere. Then, an intuitively plausible definition of parallel transport
is shown in figure 13.5(a), in which transport is carried out around a closed path
consisting of three great circle arcs A → B, B → C, C → A, with the rule that,
at each stage, the vector is drawn ‘as parallel as possible’ to the previous one. It
is clear from the figure that the vector we end up with at A, after this circuit, is
no longer parallel to the vector with which we started; in fact, it has rotated by
π/2 in this example, in which one-eighth of the surface area of the unit sphere is
enclosed by the triangle ABC. By contrast, the parallel transport of a vector round
a flat triangle in the Euclidean plane leads to no such net change in the vector
(figure 13.5(b)).

It seems reasonable to suppose that the information about whether the space
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Figure 13.6. Closed loop ABCD in q1–q2 space.

we are dealing with is ‘flat’ or ‘curved’ is contained in the connection �αγβ . In
a similar way, in the gauge case the analogy we have built up so far would lead
us to expect that there are potentials Aµ which are somehow ‘flat’ (E = B = 0)
and others which represent ‘curvature’ (non-zero E, B). This is what we discuss
next.

13.3 Geometrical curvature and the gauge field strength tensor

Consider a small closed loop in our (possibly curved) two-dimensional space—
see figure 13.6—whose four sides are the coordinate lines q1 = a, q1 = a + δa,
q2 = b, q2 = b + δb. We want to calculate the net change (if any) in δV α as we
parallel transport �V around the loop. The change along A → B is

(δV α)AB = −
∫ q2=b,q1=a+δa

q2=b,q1=a
�αγ 1V γ dq1

≈ − δa�αγ 1(a, b)V γ (a, b) (13.64)

to first order in δa, while that along C → D is

(δV α)CD = −
∫ q2=b+δb,q1=a

q2=b+δb,q1=a+δa
�αγ 1V γ dq1

= +
∫ q2=b+δb,q1=a+δa

q2=b+δb,q1=a
�αγ 1V γ dq1

≈ δa�αγ 1(a, b + δb)V γ (a, b + δb). (13.65)

Now

�αγ 1(a, b + δb) ≈ �αγ 1(a, b)+ δb
∂�αγ 1

∂q2 (13.66)

and, remembering that we are parallel-transporting �V ,

V γ (a, b + δb) ≈ V γ (a, b)− �γ δ2V δδb. (13.67)
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Combining (13.64) and (13.65) to lowest order, we find that

(δV α)AB + (δV α)CD ≈ δaδb

[
∂�αγ 1

∂q2
V γ − �αγ 1�

γ
δ2V δ

]
(13.68)

or, interchanging dummy (summed) indices γ and δ in the last term,

(δV α)AB + (δV α)CD ≈ δaδb

[
∂�αγ 1

∂q2
− �αδ1�

δ
γ 2

]
V γ . (13.69)

Similarly,

(δV α)BC + (δV α)DA ≈ δaδb

[
−∂�

α
γ 2

∂q1
+ �αδ2�

δ
γ 1

]
V γ (13.70)

and so the net change around the whole small loop is

(δV α)ABCD ≈ δaδb

[
∂�αγ 1

∂q2
− ∂�αγ 2

∂q1
+ �αδ2�

δ
γ 1 − �αδ1�

δ
γ 2

]
V γ .

(13.71)
The indices ‘1’ and ‘2’ appear explicitly because the loop was chosen to go along
these directions. In general, (13.71) would take the form

(δV α)loop ≈
[
∂�αγβ

∂qσ
− ∂�αγσ

∂qβ
+ �αδσ�

δ
γβ − �αδβ�

δ
γ σ

]
V γ dAβσ (13.72)

where dAβσ is the area element. The quantity in brackets in (13.72) is the
Reimann curvature tensor Rαγβσ , which can clearly be calculated once the
connection coefficients are known. A flat space is one for which all components
Rαγβσ = 0; the reader may verify that this is the case for our polar basis �er , �eθ
in the Euclidean plane. A non-zero value for any component of Rαγβσ means the
space is curved.

We now follow exactly similar steps to calculate the net change in δψ as
given by (13.60), around the small two-dimensional rectangle defined by the
coordinate lines x1 = a, x1 = a + δa, x2 = b, x2 = b + δb, labelled as in
figure 13.6 but with q1 replaced by x1 and q2 by x2. Then

(δψ)AB = −ieA1(a, b)ψ(a, b)δa (13.73)

and

(δψ)CD = + ieA1(a, b + δb)ψ(a, b + δb)δa

≈ ie

(
A1(a, b)+ ∂A1

∂x2
δb

)
[ψ(a, b)− ieA2(a, b)ψ(a, b)δb]δa

≈ ieA1(a, b)ψ(a, b)δa

+ ie

[
∂A1

∂x2
ψ(a, b)− ieA1(a, b)A2(a, b)ψ(a, b)

]
δaδb. (13.74)

Copyright 2004 IOP Publishing Ltd



Combining (13.73) and (13.74) we find

(δψ)AB + (δψ)CD ≈
[

ie
∂A1

∂x2
ψ + e2 A1 A2ψ

]
δaδb. (13.75)

Similarly,

(δψ)BC + (δψ)DA ≈
[
−ie

∂A2

∂x1
ψ − e2 A1 A2ψ

]
δaδb (13.76)

with the result that the net change around the loop is

(δψ)ABCD ≈ ie

(
∂A1

∂x2
− ∂A2

∂x1

)
ψδaδb. (13.77)

For a general loop, (13.77) is replaced by

(δψ)loop = ie

(
∂Aµ

∂xν
− ∂Aν

∂xµ

)
ψ dxµ dxν

= ieFµνψ dxµ dxν, (13.78)

where Fµν = ∂ν Aµ − ∂µAν is the familiar field strength tensor of QED.
The analogy we have been pursuing would, therefore, suggest that Fµν = 0

indicates ‘no physical effect’, while Fµν �= 0 implies the presence of a physical
effect. Indeed, when Aµ has the ‘pure gauge’ form Aµ = ∂µχ the associated
Fµν is zero: this is because such an Aµ can clearly be reduced to zero by a gauge
transformation (and also, consistently, because (∂µ∂ν − ∂ν∂µ)χ = 0). If Aµ is
not expressible as the 4-gradient of a scalar, then Fµν �= 0 and an electromagnetic
field is present, analogous to the spatial curvature revealed by Rαγβσ �= 0.

Once again, there is a satisfying consistency between this ‘geometrical’
viewpoint and the discussion of the Aharonov–Bohm effect in section 3.6. As
in our remarks at the end of the previous section and equations (13.61)–(13.63),
equation (3.83) can be regarded as the integrated form of (13.78), for spatial loops.
Transport round such a loop results in a non-trivial net phase change if non-zero
B flux is enclosed, and this can be observed.

From this point of view there is undoubtedly a strong conceptual link
between Einstein’s theory of gravity and quantum gauge theories. In the former,
matter (or energy) is regarded as the source of curvature of spacetime, causing
the spacetime axes themselves to vary from point to point, and determining the
trajectories of massive particles; in the latter, charge is the source of curvature in
an ‘internal’ space (the complex ψ-plane, in the U(1) case), a curvature which we
call an electromagnetic field and which has observable physical effects.

The reader may consider repeating, for the local SU(2) case, the closed-loop
transport calculation of (13.73)–(13.77). It will lead to an expression for the non-
Abelian field strength tensor. A closely related, and (for the non-Abelian case)
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slig h tly sim p ler, wa y o f o b tain in g th e r esu lt is to c o n sid er th e c o m m u tato r o f two -
covariant d erivatives. Consider first the U(1) case. Then

[ Dµ, Dν]ψ ≡ ( Dµ Dν − Dν Dµ)ψ = ieFµνψ (13.79)

as is verified in problem 13.2. (A similar result holds in the spacetime coordinate
transformation case, where the curvature tenso r appears o n the right-hand side.)
Equation (13.79) suggests that we will find the SU(2) analogue of Fµν by
evalu a tin g

[ Dµ, Dν ]ψ( 12 ) (13.80)

where, as usual,

Dµ(on ψ( 
1
2 )) = ∂µ + i gτ · Aµ/2. (13.81)

Problem 13.3 confirms that the result is

[ Dµ, Dν]ψ( 12 ) = i gτ/2 · (∂µ W ν − ∂ν Wµ − g Wµ × Wν)ψ( 
1
2 ); (13.82)

the manipulations are very similar to those in (13.20)–(13.23). Noting the analogy
between the right-hand side o f (13.82) and (13.79), we accordingly expect the
SU(2) ‘curvature’, o r field strength tenso r, to be given b y

Fµν = ∂µ Wν − ∂ν Wµ − g Wµ × Wν (13.83)

or, in component notation,

Fµνi = ∂µ W ν
i − ∂ν  Wµ

i − gεi j k  W
µ
j W ν

k . (13.84)

This tensor is of fundamental importance in a (non-Abelian) gauge theory.
Since it arises from the commutato r o f two gauge-covariant derivatives, we are
guaranteed th at it itself is g auge covariant—th at is to say, ‘it transforms under
lo cal SU( 2 ) tr a n sf o r m atio n s in th e way its SU( 2 ) str u c tu r e wo u ld in d icate’ . N ow
Fµν has clearly three SU(2) components and must be an SU(2) triplet: indeed, it
is true th at under an infinitesimal local SU(2) transformatio n

F′µν = Fµν − gε( x)× Fµν (13.85)

wh ich is the expected law (cf (12.64)) for an SU(2) triplet. Problem 13.4 verifies
that (13.85) follows from (13.83) and the transformation law (13.23) for the
Wµ field s. No te p a r ticu lar ly th at Fµν transforms ‘properly’, as an SU(2) triplet
should, without th e ∂µ part wh ich appears in δ Wµ .

This non-Abelian Fµν is a m u c h m o r e in ter estin g o b ject th an th e Ab e lian
Fµν (which is actually U(1)-gauge invariant, of course: F ′µν = Fµν ).
Fµν contains the gauge coupling constant g , confirmin g (cf comment (c) in
section 13.1.1) that the g auge fields themselves carry SU(2) ‘charge’ and act as
sources for the field strength.
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It is now straightforward to move to the quantum field case and construct
the SU(2) Yang–Mills analogue of the Maxwell Lagrangian −  14 F̂µν F̂µν . It is

sim p ly − 14 F̂µν · F̂
µν 

, the SU(2) ‘dot product’ ensuring SU(2) invariance (see
problem 13.5), even under lo ca l transformation, in view of the transformation
law (13.85). But before proceeding in this way, we first n eed to introduce local
SU(3) symmetry.

13.4 Local SU(3) symmetry

Usin g what h as been done for g lobal SU(3) sy mmetry in sectio n 12.2, and the
preceding d iscussion of how to m ake a global SU(2) into a local one, it is
straightforward to develop the corresponding theory of local SU(3). This is the
gauge group of QCD, the three degrees of freedom of the fundamental quark
trip let n ow referring to ‘colour’, as will be further d iscussed in chapter 14. We
denote the basic triplet byψ , which transforms under a lo cal SU(3) transformatio n
according to

ψ ′ = ex p[ i g sλ · α( x)/2]ψ (13.86)

which is the same as the global transformation (12.74) but with the eight constant
parameters α replaced by x -dependent ones, and with a coupling strength gs
in ser ted . T h e SU( 3 ) - c ovar ian t d e r iva tive , wh e n actin g o n a n SU( 3 ) tr ip let ψ , is
given b y the indicated generalizatio n o f (13.10), n amely

Dµ(acting on SU(3) tr ip let) = ∂µ + i g sλ/2 · Aµ (13.87)

wh ere Aµ1 , A
µ
2 , . . . ,  Aµ8 are eight gauge field s, th e quanta o f which are called

gluons. The coupling is denoted by ‘ gs ’ in a n ticip atio n o f th e ap p licatio n to str o n g
in ter actio n s v ia QCD.

The infinitesimal version of (13.86) is (cf (13.13))

ψ ′ = (1 + i g sλ · η( x)/2)ψ  (13.88)

where ‘1’ stands for the unit matrix in the three-dimensional space of components
of the triplet ψ . As in (13.14), it is clear th at ∂µψ ′ will invo lve a n ‘ u n wan ted ’
term ∂µη(x). By contrast, the desired covariant derivative Dµψ should transform
according to

D′µψ ′ = (1 + igsλ · η(x)/2)Dµψ (13.89)

without the ∂µη( x) ter m . Pr o b lem 1 3 . 6 ver ifies th at th is is f u lfilled b y h av in g th e
gauge fields transform by

A′µ
a = Aµa − ∂µηa(x)− gs fabcηb(x)A

µ
c . (13.90)

Comparing (13.90) with (12.80) we can identify the term in fabc as telling us that
the eight fields Aµa transform as an SU(3) octet, the η’s now depending on x , of
course. This is the adjoint or regular representation of SU(3)—as we have now
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F i gu re 13. 7. Q uar k–gl uon ve r t ex.

come to expect for g auge fields. However, the ∂µηa( x) p iece sp o ils th is sim p le
transformation property under local transformations. But it is just what is needed
to cancel th e corresponding ∂µη( x) ter m in ∂µψ ′ , leaving Dµψ transforming as
a proper triplet via (13.89). The finite version of (13.90) can be derived as in
sectio n 13.1 for SU(2) but we sh all not need th e result h ere.

As in the SU(2) case, the free Dirac equation f or an SU(3)-triplet ψ ,

(iγµ∂µ − m)ψ = 0 (13.91)

can be ‘promoted’ into one wh ich is covariant under local SU(3) transformations
by replacing ∂µ by Dµ of (13.87), leading to

(i/∂ − m)ψ = gsλ/2 · /Aψ (13.92)

(compare (13.39)). This leads immediately to the one gluon emission amplitude
(see figure 13.7)

− i gs

∫
ψ̄fλ/2γ µψi · Aµ d 4 x (13.93)

as already suggested in sectio n 12.3.1: th e SU(3) current of (12.133)—but th is
tim e in colour sp ace—is ‘dotted’ with the g a uge field. The Feynman rule for
figure 13.7 is, th erefore,

− i gsλa/2γ µ. (13.94)

The SU(3) field strength tenso r can be calculated b y evaluating the
co m m u tato r o f two D ’s of the form (13.87): the resu lt (problem 13.7) is

Fµνa = ∂µAνa − ∂ν Aµa − gs fabc Aµb Aνc (13.95)

which is closely analogous to the SU(2) case (13.84) ( the structure constants of
SU(2) are given by the εi j k symbol and of SU(3) by fabc). Once again, the crucial
property of Fµνa is that, under local SU(3) transformations, it develops no ‘∂µηa’
part but transforms as a ‘proper’ octet:

F
′µν
a = Fµνa − gs fabcηb(x)F

µν
c . (13.96)

This allows us to write down a locally SU(3)-invariant analogue of the Maxwell
Lagrangian

− 1
4 Fµνa Faµν (13.97)
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b y d o ttin g th e two o ctets to g e th er.
I t is n ow tim e to c o n sid er lo cally SU( 2 ) - an d SU( 3 ) - invar ian t q u a n tu m field

Lag r an g ian s an d , in p ar ticu lar, th e r esu ltin g self - in ter actio n s am o n g th e g au g e
quanta.

13.5 Local non-Abelian symmetries in Lagrangian quantum field theory

13.5.1 Local SU(2) and SU(3) Lagrangians

We consid er here only the particular ex amples relevant to th e strong and
electroweak in teractions of quarks: namely, a (weak) SU(2) doublet of fermions
in ter actin g with SU( 2 ) g au g e field s Wµ

i and a (strong) SU(3) triplet of fermions
in ter actin g with th e g au g e field s Aµa . We follow the same steps as in the U(1)
case of chapter 7, noting again that for quantum fields the sign of the exponents
in (13.28) and (13.86) is reversed, b y convention; thus (12.89) is replaced by its
lo cal ver sio n 

q̂ ′ = ex p(− i gα̂( x) · τ/2)q̂ (13.98)

and (12.132) by

q̂ ′ = ex p(− i g s α̂( x) · λ/2)q̂. (13.99)

The g lobally SU(2)-invariant Lagrangian (12.87) becomes locally SU(2)-
invariant if we r eplaced ∂µ by Dµ of (13.10), with Ŵµ now a quantum field:

�̂D,local SU(2) = ¯̂q(i /̂D − m)q̂

= ¯̂q(i/∂ − m)q̂ − g ¯̂qγ µτ/2q̂ · Ŵµ (13.100)

with an interaction of the form ‘symmetry current (12.109) dotted into the gauge
field’. To this we must add the SU(2) Yang–Mills term

�Y−M,SU(2) = − 1
4 F̂µν · F̂

µν
(13.101)

to get the local SU(2) analogue of � QED . It is not possible to add a mass term for
the gauge fields of the form 1

2 Ŵ
µ · Ŵµ , sin ce su ch a term would not be invariant

under the gauge transformations (13.26) or (13.34) of the W-fields. Thus, just as
in th e U(1) (electromagnetic) case, th e W-quanta o f this theory are massle ss. We
presumably also need a gauge-fixing term for the gauge fields, as in section 7.3,
which we can take to be1

�gf = − 1

2ξ
(∂µŴ

µ · ∂ν Ŵ
ν
).  (13.102)

1 We s h all s ee in s ection 13. 5. 3 that in the non- Abelian cas e this g a uge-fixing term does not
com p letely solve the problem of quantizing such gauge fields; however, it is adequate for tree graphs.
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F i gu re 13. 8. S U ( 2) gauge- boson pr opagat or.

The Feynman rule for the fermion-W vertex is then the same as already g iven in
(13.41), while the W-propagator is (figure 13.8)

i[−  gµν + (1 − ξ)kµ kν/ k 2]
k 2 + iε

δ i j . (13.103)

Before proceeding to the SU(3) case, we must now emphasize three respects
in wh ich o u r lo cal SU( 2 ) L ag r a n g ian is n o t su itab le ( y e t) f o r d escr ib in g weak
in ter actio n s. Fir st, weak in ter actio n s v io late p ar ity, in fact ‘ m ax im ally ’ , b y
which is meant that only the ‘left-handed’ part ψ̂L o f th e f er m io n field en ter s th e
in ter actio n s with th e Wµ field s, wh er e ψ̂L ≡ ((1 − γ 5)/2)ψ̂ ; f o r th is r easo n th e
weak isospin g roup is called SU(2)L . Second, th e physical W± are, of course,
not massless and, th erefore, cannot be described b y p ropagato rs of th e form
(13.103). And third, the fermio n mass term violates th e ‘left-handed’ SU(2) g auge
sy mmetry, as th e d iscussion in sectio n 12.3.2 shows. In this case, however, th e
chiral sy mmetry which is broken by fermio n masses in the Lagrangian is a local,
or gauge, symmetry (in sectio n 12.3.2 the chiral flavour sy mmetry was a g lobal
sy mmetry). If we want to p reserve the chiral gauge sy mmetry SU(2)L –and it is
n ecessar y f o r r en o r m a lizab ility —th e n we sh a ll h ave to r e p lace th e sim p le f er m io n
mass term in (13.100) by so meth in g else, as will be explained in chapter 22.

The locally SU(3)c-invariant Lagrangian for one quark triplet (cf (12.137))

q̂f =
 f̂r

f̂b

f̂g

 (13.104)

where ‘f’ stands for ‘flavour’, and ‘r, b, and g’ for ‘red, blue and green’, is

¯̂q f(i /̂D − mf)q̂f − 1

4
F̂aµν F̂µνa − 1

2ξ
(∂µ Âµa )(∂ν Âνa) (13.105)

wh ere D̂µ is given by (13.87) with Aµ replaced by Â
µ 

and the footnote before
equatio n (13.102) also applies h ere. This leads to the in teractio n term (cf (13.93))

− g s ¯̂q fγ
µλ/2q̂ f · Âµ (13.106)

and the Feynman rule (13.94) for figure 13.7. Once again, the gluon quanta must
be ma ssle ss and their propagator is the same as (13.103), with δ i j  → δab(a, b =
1, 2, . . . , 8). The different quark flavours are included by simply repeating the
first term of (13.105) for all flavours:∑

f

¯̂qf(i /̂D − mf)q̂f (13.107)

Copyright 2004 IOP Publishing Ltd



which incorporates the hypothesis that the SU(3)c - g au g e in ter actio n is ‘ flavo u r-
blind’, i.e. exactly the same for each flavour. Note that although the flavour masses
are d ifferent, the masses o f d ifferent ‘coloured’ quarks of the same flavour are the
sa m e (mu �= m d, m u, r = m u, b = m u, g).

The Lagrangians (13.100)–(13.102) and (13.105), though easily written
down after all this preparation, are unfortunately not adequate for anything but
tree graphs. We shall indicate why th is is so in sectio n 13.5.3. Before th at,
we want to discuss in more detail the nature of the gauge-field self-interactions
contained in the Yang–Mills pieces.

13.5.2 Gauge field self-interactions

We start by pointing out an interesting ambiguity in the prescription for
‘covariantizing’ wave equations which we have followed, namely ‘replace ∂µ by
Dµ’. Suppose we wished to consider the electromagnetic interactions of charged
massless spin-1 particles, call them X’s, carrying charge e. The standard wave
equation for such free massless vector particles would be the same as for Aµ,
namely

�Xµ − ∂µ∂νXν = 0. (13.108)

To ‘covariantize’ this (i.e. introduce the electromagnetic coupling), we would
replace ∂µ by Dµ = ∂µ + ieAµ so as to obtain

D2 Xµ − DµDνXν = 0. (13.109)

But this procedure is not unique: if we had started from the perfectly equivalent
free particle wave equation

�Xµ − ∂ν∂µXν = 0 (13.110)

we would have arrived at

D2 Xµ − DνDµXν = 0 (13.111)

which is not the same as (13.109), since (cf (13.79))

[Dµ, Dν ] = ieFµν. (13.112)

The simple prescription ∂µ → Dµ has, in this case, failed to produce
a unique wave equation. We can allow for this ambiguity by introducing an
arbitrary parameter δ in the wave equation, which we write as

D2 Xµ − DνDµXν + ieδFµνXν = 0. (13.113)

The δ term in (13.113) contributes to the magnetic moment coupling of the
X-particle to the electromagnetic field and is called the ‘ambiguous magnetic
moment’. Just such an ambiguity would seem to arise in the case of the charged
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weak in ter actio n q u an ta W± (their masses d o not affect th is argument). For th e
photon itself, of course, e = 0 and there is no such ambiguity.

It is important to be clear th at (13.113) is fully U(1) gauge-covariant, so that
δ cannot be fixed by further appeal to th e local U(1) sy mmetry. Moreover, it turns
out th at th e theory for arbitrary δ is not renormalizable (though we shall not show
th is here): thus, the quantum electrodynamics of charged massless vector bosons
is, in g eneral, non-renormalizable.

Howeve r, th e th e o r y is r e n o r m a lizab le if —to c o n tin u e with th e p r e sen t
terminology—the photon, the X-particle and its anti-particle, the X̄, are th e
members of an SU(2)-gauge triplet (like the W’s), with gauge coupling constant
e . This is, indeed, very much how the photon and the W± are ‘unified’ but there
is a complication (as always!) in that case, having to do with the necessity for
finding room in the scheme for the neutral weak boson Z0 as well. We shall see
how this works in chapter 19: meanwhile we continue with this X–γ model. We
shall show that when the X–γ interaction contained in (13.113) is regarded as a
3–X vertex in a local SU(2) gauge theory, the value of δ has to equal one; for this
value the theory is renormalizable. In this interpretation, the Xµ wavefunction
is identified with ‘ 1√

2
(Xµ1 + iXµ2 )’ and X̄µ with ‘ 1√

2
(Xµ1 − iXµ2 )’ in terms of

components of the SU(2) triplet Xµi , while Aµ is identified with Xµ3 .
Consider then equation (13.113) written in the form2

�Xµ − ∂ν∂µXν = V̂ Xµ (13.114)

where

V̂ Xµ = − ie{[∂ν(AνXµ)+ Aν∂νXµ]
− (1 + δ)[∂ν(AµXν)+ Aν∂µXν]
+ δ[∂µ(AνXν)+ Aµ∂νXν]} (13.115)

and we have dropped terms of O(e2) which appear in the ‘D2’ term: we shall
come back to them later. The terms inside the { } brackets have been written in
such a way that each [ ] bracket has the structure

∂(AX)+ A(∂X) (13.116)

which will be convenient for the following evaluation.
The lowest-order (O(e)) perturbation theory amplitude for ‘X → X’ under

the potential V̂ is then

−i
∫

X∗
µ(f)V̂ Xµ(i) d4x . (13.117)

Inserting (13.115) into (13.117) clearly gives something involving two ‘X ’-
wavefunctions and one ‘A’ one, i.e. a triple-X vertex (with Aµ ≡ Xµ3 ), shown
2 The sign chosen for V̂ here apparently differs from that in the KG case (4.133) but it does agree
when allowance is made, in the amplitude (13.117), for the fact that the dot product of the polarization
vectors is negative (cf (7.84)).
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F i gu re 13. 9. Triple-X vertex.

in figure 13.9. To obtain the rule for this vertex from (13.117), consider the first
[ ]  bracket in (13.115). It contribu tes

− i(− ie)
∫

X̄∗
µ(2){∂ν( X 3ν(3) X

µ(1))+ Xν3(3)∂ν  X
µ(1)} d 4 x (13.118)

where the (1), (2), (3) refer to the momenta as shown in figure 13.9, and for
reasons of symmetry are all taken to be ingoing; thus,

Xµ3 (1) = ε
µ
3 ex p(− ik 3 · x) (13.119)

for example. The first term in (13.118) can be evaluated by a partial integration
to tu r n th e ∂ν  onto the X̄∗

µ(2), wh ile in th e seco n d ter m ∂ν  acts straightforwardly
on Xµ(1). O m ittin g th e u su a l (2π)4δ 4 energy–momentum conserving factor, we
find (problem 13.8) that (13.118) leads to the amplitude

ieε1 · ε2 (k1 − k2) · ε3. (13.120)

In a similar way, the other terms in (13.117) give

−ieδ(ε1 · ε3 ε2 · k2 − ε2 · ε3 ε1 · k1) (13.121)

and
+ie(1 + δ)(ε2 · ε3 ε1 · k2 − ε1 · ε3 ε2 · k1). (13.122)

Adding all the terms up and using the 4-momentum conservation condition

k1 + k2 + k3 = 0 (13.123)

we obtain the vertex

+ie{ε1 · ε2(k1 − k2) · ε3 + ε2 · ε3(δk2 − k3) · ε1 + ε3 · ε1(k3 − δk1) · ε2}. (13.124)

It is quite evident from (13.124) that the value δ = 1 has a privileged role
and we strongly suspect that this will be the value selected by the proposed SU(2)
gauge symmetry of this model. We shall check this in two ways: in the first,
we consider a ‘physical’ process involving the vertex (13.124) and show how
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( a ) (b )

F i gu re 13. 10. Tr ee gr aphs cont r i but i ng t o X + d → X + d.

requiring it to be SU(2)-gauge invariant fixes δ to be 1; in the second, we ‘unpack’
the relevant vertex from the compact Yang–Mills Lagrangian −  14 X̂µν · X̂

µν 
.

The p rocess we shall choose is X + d → X + d where d is a fermio n (which
we call a quark) transformin g as the T3 = − 1

2 component of a doublet under the
SU(2) gauge group, its T3 = + 1

2 partner b eing th e u . There are two contribu tin g
Feynman graphs, shown in figures 13.10( a ) and  (b ) . Co n sid er, fir st, th e a m p litu d e
for figure 13.10(a ). We use the rule of figure 13.1, with the τ -matrix combinatio n
τ+ = (τ1 + iτ2)/

√
2 corresponding to the absorption of the positively charged X

and τ− = (τ1 − iτ2)/
√

2 for the emission of the X. Then figure 13.10(a) is

(−ie)2ψ̄(
1
2 )(p2)

τ−
2
/ε2

i

/p1 + /k1 − m

τ+
2
/ε1ψ

( 1
2 )(p1), (13.125)

where

ψ(
1
2 ) =

(
u
d

)
(13.126)

and we have chosen real polarization vectors. Using the explicit forms (12.25) for
the τ -matrices, (13.125) becomes

(−ie)2d̄(p2)
1√
2
/ε2

i

/p1 + /k1 − m

1√
2
/ε1d(p1). (13.127)

We must now discuss how to implement gauge invariance. In the QED case
of electron Compton scattering (section 8.6.2), the test of gauge invariance was
that the amplitude should vanish if any photon polarization vector εµ(k) was
replaced by kµ—see (8.168). This requirement was derived from the fact that
a gauge transformation on the photon Aµ took the form Aµ → A′µ = Aµ−∂µχ ,
so that, consistently with the Lorentz condition, εµ could be replaced by ε′µ =
εµ + βkµ (cf 8.165) without changing the physics. But the SU(2) analogue
of the U(1)-gauge transformation is given by (13.26), for infinitesimal ε’s, and
although there is indeed an analogous ‘−∂µε’ part, there is also an additional part
(with g → e in our case) expressing the fact that the X’s carry SU(2) charge.
However, this extra part does involve the coupling e. Hence, if we were to make
the full change corresponding to (13.26) in a tree graph of order e2, the extra part
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F i gu re 13. 11. Tr ee gr aphs cont r i but i ng t o γ + X → γ + X.

would produce a term of order e 3 . We sh a ll take th e v iew th a t g au g e inva r ian ce
should hold at each order o f p erturbation theory separately; thus, we shall demand
that the tree graphs for X–d scattering, for example, should be invariant under
εµ → kµ for any ε .

The replacement ε1 → k 1 in (13.127) produces the result (problem 13.9)

(− ie)2 i

2
d̄( p2)/ε  2 d( p 1) (13.128)

wh ere we h ave u sed the Dirac equatio n for th e quark sp inors o f mass m . The term
(13.128) is certainly not zero—bu t we m ust o f course also include the amplitude
for figure 13.10(b ). Using the vertex of (13.124) with suitable sign changes of
momenta, and the photon propagator of (7.119), and remembering that d has
τ3 = −1, the amplitude for figure 13.10(b ) is

ie[ε1 · ε2(k 1 + k 2)µ + ε2µε1 · (−δ k 2 − k 2 + k 1)+ ε1µε2 · (k 2 − k 1 − δ k 1)]
× − i gµν

q 2

[
− ie d̄( p 2)

(
− 

1

2

)
γν  d( p 1)

]
, (13.129)

wh ere q 2 = (k1− k 2)2 = −2 k 1 · k 2 using k 21 = k 22 = 0, and where the ξ -dependent
part of the γ -propagato r vanishes sin ce d̄( p 2) /qd( p 1) = 0. We now leave it as an
exercise (problem 13.10) to verify th at, when ε1 → k1 in (13.129), the resulting
amplitude does exactly cancel the contribution (13.128), provided that δ = 1.
Thus, the X–X̄–γ vertex is, assuming the SU(2)-gauge symmetry,

ie[ε1 · ε2(k1 − k2) · ε3 + ε2 · ε3(k2 − k3) · ε1 + ε3 · ε1 (k3 − k1) · ε2]. (13.130)

The verification of this non-Abelian gauge invariance to order e2 is, of
course, not a proof that the entire theory of massless X quanta, γ ’s and quark
isospinors will be gauge invariant if δ = 1. Indeed, having obtained the X–
X–γ vertex, we immediately have something new to check: we can see if the
lowest order γ –X scattering amplitude is gauge invariant. The X–X–γ vertex
will generate the O(e2) graphs shown in figure 13.11 and the dedicated reader
may check that the sum of these amplitudes is not gauge invariant, again in the
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F i gu re 13. 12. γ –γ –X –X ve r t ex.

F i gu re 13. 13. 4–X ve r t ex.

(tree graph) sense of not vanishing when any ε is replaced by the corresponding
k . But th is is actually correct. In obtaining th e X–X–γ vertex we dropped
an O(e 2) ter m invo lv in g th e th r e e field s A, A and X , in going from (13.115)
to (13.124): this will generate an O(e 2) γ –γ –X–X interaction, figure 13.12,
wh en used in lowest-order perturbatio n theory. On e can fin d the amplitude for
figure 13.12 by the gauge-invariance requirement applied to figures 13.11 and
13.12, but it has to be admitted that this approach is becoming laborious. It is,
of course, far more efficient to deduce the vertices from the compact Yang–Mills
Lagrangian − 1

4 X̂µν · X̂
µν

, which we shall now do; nevertheless, some of the
physical implications of those couplings, such as we have discussed earlier, are
worth exposing.

The SU(2) Yang–Mills Lagrangian for the SU(2) triplet of gauge fields X̂
µ

is
�̂2,YM = − 1

4 X̂µν · X̂
µν

(13.131)

where
X̂
µν = ∂µ X̂

ν − ∂ν X̂
µ − X̂

µ × X̂
ν
. (13.132)

�̂2,YM can be unpacked a bit into

− 1
2 (∂µ X̂ν − ∂ν X̂µ) · (∂µ X̂

ν
)+ e(X̂µ × X̂ν) · ∂µ X̂

ν

− 1
4 e2[(X̂µ · X̂µ)

2 − (X̂
µ · X̂

ν
)(X̂µ · X̂ν)]. (13.133)

The X–X–γ vertex is in the ‘e’ term, the X–X–γ –γ one in the ‘e2’ term. We give
the form of the latter using SU(2) ‘i, j, k’ labels, as shown in figure 13.13:

− ie2[εi j�εmn�(ε1 · ε3ε2 · ε4 − ε1 · ε4ε2 · ε3)

+ εin�ε jm�(ε1 · ε2ε3 · ε4 − ε1 · ε3ε2 · ε4)

+ εim�εnj�(ε1 · ε4ε2 · ε3 − ε1 · ε2ε3 · ε4)]. (13.134)
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The reason for the collection of terms seen in (13.130) and (13.134) can be
understood as follows. Consider the 3–X vertex

〈k2, ε2, j; k3, ε3, k|e(X̂µ × X̂ν) · ∂µ X̂
ν |k1, ε1, i〉 (13.135)

for example. When each X̂ is expressed as a mode expansion and the initial and
final states are also written in terms of appropriate â’s and â†’s, the amplitude
will be a vacuum expectation value (vev) of six â’s and â†’s; the different terms
in (13.130) arise from the different ways of getting a non-zero value for this vev,
by manipulations similar to those in section 6.3.

We end this chapter by presenting an introduction to the problem of
quantizing non-Abelian gauge field theories. Our aim will be, first, to indicate
where the approach followed for the Abelian gauge field Âµ in section 7.3.2 fails
and then to show how the assumption (nevertheless) that the Feynman rules we
have established for tree graphs work for loops as well, leads to violations of
unitarity. This calculation will indicate a very curious way of remedying the
situation ‘by hand’, through the introduction of ghost particles, only present in
loops.

13.5.3 Quantizing non-Abelian gauge fields

We consider for definiteness the SU(2)-gauge theory with massless gauge fields
Ŵ
µ
(x), which we shall call gluons, by a slight abuse of language. We try to carry

through for the Yang–Mills Lagrangian

�̂2 = − 1
4 F̂µν · F̂

µν
(13.136)

where
F̂µν = ∂µŴν − ∂ν Ŵµ − gŴµ × Ŵν, (13.137)

the same steps we followed for the Maxwell one in section 7.3.2.
We begin by re-formulating the prescription arrived at in (7.116), which we

reproduce again here for convenience:

�̂ξ = − 1
4 F̂µν F̂µν − 1

2ξ
(∂µ Âµ)2. (13.138)

�̂ξ leads to the equation of motion

� Âµ − ∂µ∂ν Âν + 1

ξ
∂µ∂ν Âν = 0. (13.139)

This has the drawback that the limit ξ → 0 appears to be singular (though the
propagator (7.119) is well behaved as ξ → 0). To avoid this unpleasantness,
consider the Lagrangian (Lautrup 1967)

�̂ξ B = − 1
4 F̂µν F̂µν + B̂∂µ Âµ + 1

2ξ B̂2 (13.140)
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where B̂ is a scalar field. We may think of the ‘B̂∂ · Â’ term as a field-theory
analogue of the procedure followed in classical Lagrangian mechanics, whereby
a constraint (in this case the gauge-fixing one ∂ · Â = 0) is brought into the
Lagrangian with a ‘Lagrange multiplier’ (here the field B̂). The momentum
conjugate to Â0 is now

π̂0 = B̂ (13.141)

while the Euler–Lagrange equations for Âµ read as

� Âµ − ∂µ∂ν Âν = ∂µ B̂ (13.142)

and for B̂ yield
∂µ Âµ + ξ B̂ = 0. (13.143)

Eliminating B̂ from (13.140) by means of (13.143), we recover (13.138). Taking
∂µ of (13.142) we learn that�B̂ = 0, so that B̂ is a free massless field. Applying
� to (13.143) then shows that �∂µ Âµ = 0, so that ∂µ Âµ is also a free massless
field.

In this formulation, the appropriate subsidiary condition for getting rid of the
unphysical (non-transverse) degrees of freedom is (cf (7.108))

B̂(+)(x)|�〉 = 0. (13.144)

Kugo and Ojima (1979) have shown that (13.144) provides a satisfactory
definition of the Hilbert space of states. In addition to this, it is also essential
to prove that all physical results are independent of the gauge parameter ξ .

We now try to generalize the foregoing in a straightforward way to (13.136).
The obvious analogue of (13.140) would be to consider

�̂2,ξ B = − 1
4 F̂µν · F̂

µν + B̂ · (∂µŴ
µ
)+ 1

2ξ B̂ · B̂ (13.145)

where B̂ is an SU(2) triplet of scalar fields. Equation (13.145) gives (cf (13.142))

(D̂ν )i j F̂jµν + ∂µ B̂i = 0 (13.146)

where the covariant derivative is now the one appropriate to the SU(2) triplet Fµν
(see (13.44) with t = 1, and (12.48)) and i, j are the SU(2) labels. Similarly,
(13.143) becomes

∂µŴ
µ + ξ B̂ = 0. (13.147)

It is possible to verify that

(D̂µ)ki (D̂
ν)i j F̂jµν = 0 (13.148)

where i, j, k are the SU(2) matrix indices, which implies that

(D̂µ)ki∂µ B̂i = 0. (13.149)
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Th is is th e c r u cial r e su lt: it im p lies th a t th e au x iliar y field B̂ is not a free field in
th is non-Abelian case and so neith er (from (13.147)) is ∂µŴ

µ 
. In consequence,

the obvious generalizations of (7.108) or (13.144) cannot be used to define the
physical (transverse) states. The reason is that a condition like (13.144) must
h o ld f o r all tim es, a n d o n ly if th e field is f r e e is its tim e var iatio n k n own ( a n d
essen tially tr iv ial) .

Let u s p ress ahead nevertheless and assu me that the rules we have derived so
far are th e correct Feynman rules for th is gauge th eory. We will see that this leads
to physically unacceptable consequences, n amely to the vio la tio n o f u n ita rity .

In fact, this is a problem wh ich threatens all gauge th eories if th e g auge
field is treated covariantly, i.e. as a 4-vector. As we saw in section 7 .3.2, this
in tr o d u ces unphysical d eg rees of freedom wh ich m u st so m eh ow b e elim in ated
from the th eory—o r at least p revented from affectin g physical processes. In
QED we d o this b y imposing the condition (7.108), o r (13.144), but as we have
seen the analogous conditions will not wo rk in the non-Abelian case, and so
unphysical states may make their presence felt, for example in th e ‘su m over
in ter m ed iate states’ wh ich ar ises in th e u n itar ity r e latio n . Th is r e latio n d eter m in e s
the imaginary part of an amplitude via an equation of the form (cf (11.63))

2 Im〈f|�| i〉 =
∫ ∑

n

〈f|�| n〉〈n|�†| i〉 dρn (13.150)

wh ere 〈f|�| i〉 is the (Feynman) amplitude for the process i → f, and the
su m is over a complete set o f physical in termediate states | n〉, which can enter
at the g iven energy; dρn represents the phase sp ace element for the g eneral
in ter m ed iate state | n〉. Co n sid er n ow th e p o ssib ility o f g a u g e q u a n ta a p p ear in g in
th e states | n〉. Sin ce unitarity deals only with physical states, such quanta can have
only the two degrees of freedom (polarizations) allowed for a physical massless
gauge field (cf section 7.3.1). Now part of the power of the ‘Feynman rules’
approach to perturbatio n theory is that it is manifestly covariant. Bu t there is no
completely covariant way of selectin g out ju st th e two physical components o f
a m assless polarization vector εµ , f r o m th e f o u r o r ig in ally in tr o d u ced p r ecisely
for reasons of covariance. In fact, when g auge quanta appear as virtual p articles
in in termed ia te states in Feynman graphs, they will not be restricted to having
only two polarization states (as we shall see explicitly in a moment). Hence,
there is a real chance that when the imaginary part of such graphs is calculated,
a contribution from the unphysical polarization states will be found, which has
no counterpart at all in the physical unitarity relation, so that unitarity will not
be satisfied. Since unitarity is an expression of conservation of probability, its
violation is a serious disease indeed.

Consider, for example, the process qq̄ → qq̄ (where the ‘quarks’ are an
SU(2) doublet) whose imaginary part has a contribution from a state containing
two gluons (figure 13.14):

2 Im〈qq̄|�|qq̄ >=
∫ ∑

〈qq̄|�|gg〉〈gg|�†|qq̄〉 dρ2 (13.151)
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F i gu re 13. 14. Two-gluon intermediate state in the unitarity relation for the amplitude for
qq̄ → qq̄.

wh ere dρ2 is the two-body phase space for the g-g state. The two-gluon
amplitudes in (13.151) must have the form

�µ1ν  1ε
µ1
1 (k1, λ1)ε

ν  1
2 (k2, λ2) (13.152)

wh ere εµ(k, λ)  is the polarization vector for the gluon with polarization λ and
4-momentum k . The sum in (13.151) is then to be performed over λ1 = 1, 2
and λ2 = 1, 2 which are the physical polarizatio n states (cf sectio n 7 .3.1). Thus
(13.151) becomes

2 Im�qq̄→qq̄ =
∫ ∑

λ1=1, 2;λ 2=1, 2

�µ1ν 1ε
µ1
1 (k1, λ1)ε

ν  1
2 (k2, λ2)

×�∗
µ2ν  2

ε
µ2
1 (k1, λ1)ε

ν  2
2 (k2, λ2) dρ2. (13.153)

Fo r later convenience we are using real polarization vectors as in (7.78) and
(7.79): ε(ki , λi = +1) = (0, 1, 0, 0), ε(ki , λi = −1) = (0, 0, 1, 0) and, of
course, k 21 = k 22 = 0.

We now wish to find out whether or not a result of the form (13.153) will
hold when the �’s represent some suitable Feynman graphs. We first note
that we want the unitarity relation (13.153) to be satisfied order by order in
perturbatio n theory: th at is to say, wh en th e �’s on both sides are expanded
in powers of the coupling strengths (as in the usual Feynman graph expansion),
the coefficients of corresponding powers on each side should b e equal. Since each
emission or absorption of a gluon produces one power of the SU(2) coupling g ,
the right-hand side of (13.153) involves at least the power g 4 . T h u s th e low est-
order p rocess in which (13.153) may b e tested is for the fourth-order amplitude
�

( 4)
qq̄→qq̄ . There are quite a number of contributions to �( 4)

qq̄→qq̄ , some o f which
are shown in figure 13.15: all contain a loop. On the right-hand side of (13.153),
each� invo lves two polarization vector s, and so each must represent the O( g 2)
contribution to qq̄ → gg, which we call �( 2)

µν ; thus, both sides are consistently

of order g4. There are three contributions to �(2)
µν shown in figure 13.16: when

these are placed in (13.153), contributions to the imaginary part of �(4)
qq̄→qq̄ are

generated, which should agree with the imaginary part of the total O(g4) loop-
graph contribution. Let us see if this works out.
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Figure 13.15. Some O(g4) contributions to qq̄ → qq̄.

Figure 13.16. O(g2) contributions to qq̄ → gg.

We choose to work in the gauge ξ = 1, so that the gluon propagator takes the
familiar form −igµνδi j /k2. According to the rules for propagators and vertices

already given, each of the loop amplitudes �(4)
qq̄→qq̄ (e.g. those of figure 13.15)

will be proportional to the product of the propagators for the quarks and the
gluons, together with appropriate ‘γ ’ and ‘τ ’ vertex factors, the whole being
integrated over the loop momentum. The extraction of the imaginary part of a
Feynman diagram is a technical matter, having to do with careful consideration of
the ‘iε’ in the propagators. Rules for doing this exist (Eden et al 1966, section 2.9)
and in the present case the result is that, to compute the imaginary part of the
amplitudes of figure 13.15, one replaces each gluon propagator of momentum k
by

π(−gµν)δ(k2)θ(k0)δi j . (13.154)

That is, the propagator is replaced by a condition stating that, in evaluating the
imaginary part of the diagram, the gluon’s mass is constrained to have the physical
(free-field) value of zero, instead of varying freely as the loop momentum varies,
and its energy is positive. These conditions (one for each gluon) have the effect
of converting the loop integral with a standard two-body phase space integral for
the gg intermediate state, so that eventually

Im�(4)
qq̄→qq̄ =

∫
�(2)

µ1ν1
(−gµ1ν1)�(2)

µ2ν2
(−gµ2ν2) dρ2 (13.155)
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wh ere �( 2)
µ1ν  1 is th e su m o f th e th r ee O( g 2) tree graphs shown in figure 13.16,

with all ex ter n a l leg s satisf y in g th e ‘ m ass- sh ell’ co n d itio n s.
So, the imaginary part of the loop contribution to�( 4)

qq̄→qq̄ does seem to have
the form (13.150) as required by unitarity, with | n〉 th e g g in ter m ed iate state as in
(13.153). But there is one essential difference between (13.155) and (13.153): the
place of the factor − gµν in (13.155) is taken in (13.153) by the gluon polarization
su m

Pµν(k) ≡
∑
λ=1, 2

εµ(k, λ)εν(k, λ)  (13.156)

for k = k1, k 2 and λ = λ1, λ2 resp ectively. Thus, we h ave to investigate whether
th is d iff er en ce m atter s.

To proceed further, it is helpful t o h ave an explicit expression for Pµν . We
m ig h t th in k o f calcu latin g th e n ecessar y su m ove r λ by brute force, using two ε ’s
specified by the conditions (cf (7.84))

εµ(k, λ)εµ(k, λ
′) = −δλλ′ ε · k = 0. (13.157)

The trouble is that conditions (13.157) do not fix the ε ’s uniquely if k 2 = 0. (Note
th e δ(k 2) in (13.154).) Indeed, it is p recisely th e fact th at any g iven εµ satisf y in g
(13.157) can be replaced by εµ +λkµ that both reduces the d eg rees of freedom to
two ( as we saw in sectio n 7 .3 .1 ) a n d ev in ces th e e ssen tial a r b itr ar in ess in th e εµ
sp ecified only b y (13.157). In o rder to calculate (13.156), we n eed to put another
co n d itio n o n εµ , so as to fix it uniquely. A standard choice (see, e.g., Taylo r 1976,
pp 14–15) is to supplement (13.157) with the further condition

t · ε = 0 (13.158)

wh ere t is so m e 4 - vecto r. T h is cer tain ly fixes εµ and enables us to calculate
(13.156) bu t, of course, n ow two further difficulties h ave appeared: n amely, the
physical resu lts seem to depend on tµ ; and have we not lost Lorentz covariance
because the theory involves a sp ecial 4-vector tµ ?

Setting these questions aside f or the m oment, we can calculate (13.156)
using the conditions (13.157) and (13.158), finding (problem 13.11)

Pµν = −gµν − [t2kµkν − k · t (kµtν + kν tµ)]/(k · t)2. (13.159)

But only the first term on the right-hand side of (13.159) is to be seen in (13.155).
A crucial quantity is clearly

Uµν(k, t) ≡ − gµν − Pµν

= [t2kµkν − k · t (kµtν + kν tµ)]/(k · t)2. (13.160)

We note that whereas
kµPµν = kν Pµν = 0 (13.161)
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(from the condition k · ε = 0), the same  is  not true of kµ Uµν —in fact,

kµ Uµν = −kν (13.162)

where we  have used  k 2 = 0 . I t f o llows th at Uµν may be regarded as including
p o lar izatio n states f o r wh ich ε · k �= 0. In physical terms, th erefore, a g luon
appearin g internally in a Feynman graph h as to be regarded as ex isting in
m o r e th an ju st th e two p o lar izatio n states ava ilab le to a n ex ter n a l g lu o n ( c f
sectio n 7 .3 .1 ) . Uµν characterizes th e contribu tio n o f these unphysical polarizatio n
states.

The d iscrepancy between (13.155) and (13.153) is th en

Im�( 4)
qq̄→qq̄ =

∫
�( 2)

µ1ν  1
[Uµ1ν  1(k 1)]�( 2)

µ2ν 2
[Uµ2ν 2(k 2, t2)] dρ2 (13.163)

to g e th er with sim ilar ter m s invo lv in g o n e P and one U . I t f o llows th at th ese
u n wan ted c o n tr ibu tio n s will, in fact, van ish if

kµ1
1 �

( 2)
µ1ν 1

= 0 (13.164)

an d sim ilar ly f o r k2 . This will also ensu re th at amplitudes are independent of tµ .
Condition (13.164) is apparently the sam e as the U(1)-gauge-invariance

requirement of (8.165), already recalled in the prev ious section. As discussed
th ere, it can be in terpreted h ere also as expressing gauge invariance in th e non-
Abelian case, wo rking to this g iven order in p ertu rbatio n theory. Indeed, the
diagrams in figure 13.16 are essentially ‘crossed’ versions of those in figure 13.10.
However, th ere is one crucial d ifference h ere. In figure 13.10, both the X’s were
physical, their polarizations satisfying the condition ε · k = 0. In figure 13.16, by
contrast, neither of the gluons, in the discrepant contribution (13.163), satisfies
ε · k = 0—see the sentence following (13.162). Thus, the crucial point is that
(13.164) must be true for each gluon, even wh en th e o th er gluon has ε · k �= 0.
And, in fact, we shall now see th at wh ereas th e (crossed) versio n o f (13.164) did
hold for our dX → dX amplitudes of section 13.3.2, (13.164) fa ils f o r states with
ε · k �= 0.

The three graphs of figure 13.16 together yield

�
(2)
µ1ν1

ε
µ

1 (k1, λ1)ε
ν1
2 (k2, λ2)

= g2v̄(p2)
τ j

2
/ε2a2 j

1

/p1 − /k1 − m

τi

2
a1i/ε1u(p1)

+ g2v̄(p2)
τi

2
a1i/ε1

1

/p1 − /k2 − m

τ j

2
a2 j/ε2u(p1)

+ (−i)g2εki j [(p1 + p2 + k1)
ν1 gµ1ρ + (−k2 − p1 − p2)

µ1 gρν1

+ (−k1 + k2)
ρgµ1ν1]ε1µ1a1ia2 jε2ν1

−1

(p1 + p2)2
v̄(p2)

τk

2
γρu(p1)

(13.165)
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where we have written the gluon polarization vectors as a product of a Lorentz
4-vector εµ and an ‘SU(2) polarization vector’ ai to specify the triplet state label.
Now replace ε1, say, by k1. Using the Dirac equation for u(p1) and v̄(p2), the
first two terms reduce to (cf (13.128))

g2v̄(p2)/ε2[τi/2, τ j/2]u(p1)a1ia2 j

= ig2v̄(p2)/ε2εi j k(τk/2)u(p1)a1ia2 j (13.166)

using the SU(2) algebra of the τ ’s. The third term in (13.165) gives

− ig2εi j k v̄(p2)/ε2(τk/2)u(p1)a1i a2 j (13.167)

+ ig2 εi j k

2k1 · k2
v̄(p2)/k1(τk/2)u(p1)k2 · ε2a1ia2 j . (13.168)

We see that the first part (13.167) certainly does cancel (13.166) but there remains
the second piece (13.168), which only vanishes if k2 ·ε2 = 0. This is not sufficient
to guarantee the absence of all unphysical contributions to the imaginary part of
the two-gluon graphs, as the preceding discussion shows. We conclude that loop
diagrams involving two (or, in fact, more) gluons, if constructed according to the
simple rules for tree diagrams, will violate unitarity.

The correct rule for loops must be such as to satisfy unitarity. Since there
seems no other way in which the offending piece in (13.168) can be removed,
we must infer that the rule for loops will have to involve some extra term, or
terms, over and above the simple tree-type constructions, which will cancel the
contributions of unphysical polarization states. To get an intuitive idea of what
such extra terms might be, we return to expression (13.160) for the sum over
unphysical polarization states Uµν and make a specific choice for t . We take
tµ = k̄µ, where the 4-vector k̄ is defined by k̄ = (−|k|, k) and k = (0, 0, |k|).
This choice obviously satisfies (13.158). Then

Uµν(k, k̄) = (kµk̄ν + kν k̄µ)/(2|k|2) (13.169)

and unitarity (cf (13.163)) requires∫
�

(2)
µ1ν1

�
(2)
µ2ν2

(kµ1
1 k̄µ2

1 + kµ2
1 k̄µ1

1 )

2|k1|2
(kν1

2 k̄ν2
2 + kν2

2 k̄ν1
2 )

2|k2|2 dρ2 (13.170)

to vanish; but it does not. Let us work in the centre of momentum (CM)
frame of the two gluons, with k1 = (|k|, 0, 0, |k|), k2 = (|k|, 0, 0,−|k|), k̄1 =
(−|k|, 0, 0, |k|), k̄2 = (−|k|, 0, 0,−|k|), and consider for definiteness the
contractions with the �(2)

µ1ν1 term. These are �(2)
µ1ν1kµ1

1 kν1
2 ,�

(2)
µ1ν1kµ1

1 k̄ν1
2 etc.

Such quantities can be calculated from expression (13.165) by setting ε1 =
k1, ε2 = k2 for the first, ε1 = k1, ε2 = k̄2 for the second, and so on. We have
already obtained the result of putting ε1 = k1. From (13.168) it is clear that a
term in which ε2 is replaced by k2 as well as ε1 by k1 will vanish, since k2

2 = 0.
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F i gu re 13. 17. Tr ee- gr aph i nt er pr et at i on of t he expr essi on ( 13. 172) .

A typical non-vanishing term is of the form �
( 2)
µ1ν  1 k

µ1
1 k̄ν 1

2 /2| k| 2 . From (13.168)
th is r e d u ces to

− i g 2
εi j k

2 k1 · k 2
v̄(  p2)/k 1(τk/2)u( p 1)a 1 i a 2 j (13.171)

using k2 · k̄ 2/2| k| 2 = −1. We may rewrite (13.171) as

jµk
− gµνδk�

(k1 + k 2)2 i gεi j�  a 1 i a 2 j k 1ν  (13.172)

wh ere
jµk = gv̄(  p 2)γµ(τk/2)u( p 1) (13.173)

is the SU(2) current asso ciated with the qq̄ pair.
The unwanted terms of the form (13.172) can be eliminated if we adopt

the following rule (on the grounds of ‘forcing the theory to make sense’).
I n ad d itio n to th e f o u r th - o r d er d iag r a m s o f th e ty p e sh own in fig u r e 1 3 . 1 5 ,
constructed according to the simple ‘tree’ prescriptions, there must ex ist a
previously unknown fourth-order contribution, only present in loops, such that
it has an imaginary part which is non-zero in the same physical region as the two-
g lu o n in ter m ed iate state a n d , m o r e ove r, is o f ju st th e r ig h t m a g n itu d e to can cel
all the contributions to (13.170) from terms like (13.172). Now (13.172) has the
appearance of a one-gluon in termediate state amplitude. The qq̄ → g vertex is
represented by the current (13.173), the gluon propagator appears in Feynman
gauge ξ = 1 and the rest of the expression would have the interpretation of
a coupling b etween the intermediate g lu o n an d two scalar p a r ticles with SU( 2 )
polarizations a1 i , a 2 j . Thus, (13.172) can be interpreted as the amplitude for
th e tree g raph sh own in figure 13.17, wh ere the dotted lin es represent the scalar
particles. It seems plausible, therefore, that the fourth-order graph we are looking
for h as th e form shown in figure 13.18. The n ew scalar particles must b e massless,
so th at th is new amplitude has an imaginary part in th e same physical region as
th e g g state. When the imagin ary p art o f figure 13.18 is calculated in the usual
way, it will involve contributions from the tree graph of figure 13.17 and these can
be arranged to cancel the unphysical polarization p ieces like ( 13.172).

Fo r this cancellatio n to work, th e scalar particle loop graph o f figure 13.18
must enter with the opposite sign from the three-gluon loop graph of figure 13.15,
which in retrospect was the cause of all the trouble. Such a relative minus sign
between single closed-loop graphs would be expected if the scalar particles in
figure 13.18 were, in fact, fermions! (Recall the rule given in section 11.3 and

Copyright 2004 IOP Publishing Ltd



F i gu re 13. 18. G host l oop di agr a m c ont r i but i ng i n f our t h or der t o qq̄ → qq̄.

problem 11.2.) Thus, we appear to need scalar particles obeying Fe r m i statistics.
Su ch particles are called ‘ghosts’. We must emphasize th at although we have
introduced the tree graph of figure 13.17, which apparently involves ghosts as
ex ternal lines, in r eality the ghosts are always confined to loops, their function
bein g to cancel unphysical contribu tions from intermediate g luons.

The p receding d iscussion has, of course, b een entirely h euristic. I t can be
followed through so as to yield the correct prescrip tio n for elimin atin g unphysical
contributions from a single closed gluon loop. But, as Feynman recognized (1963,
1977), unitarity alone is not a sufficient constraint to provide the prescription for
more than one closed gluon loop. Clearly what is required is some additional
ter m in th e L ag r a n g ian wh ich will d o th e jo b in g e n e r a l. Su ch a ter m in d eed
ex ists and was first derived u sing th e p ath integ ral form o f quantum field th eory
(see chapter 16) by Faddeev and Popov (1967). The result is that the covariant
gauge-fixing term (13.102) must be supplemented by the ‘ghost Lagrangian’

�̂ g = ∂µη̂  
†
i D̂

µ
i j  η̂  j (13.174)

wh ere th e η field is an SU(2) triplet and spinless, but obeying anti- c o m m u tation
relations: the covariant derivative is the one appropriate for an SU(2) triplet,
namely (from (13.44) and (12.48))

D̂µ
i j  = ∂µδi j  + gεki j  Ŵ

µ
k (13.175)

in this case. The result (13.174) is derived in standard books of quantum field
theory, for example Cheng and Li (1984), Peskin and Schroeder (1995) or Ryder
(1996). We should add the caution that the form of the ghost Lagrangian depends
on the choice of the gauge-fixing term: there are gauges in which the ghosts are
absent. The complete Feynman rules for non-Abelian gauge field theories are
given in Cheng and Li (1984), for example. We give the rules for tree diagrams,
for which there are no problems with ghosts, in appendix Q.

Problems

13.1 Verify that (13.34) reduces to (13.26) in the infinitesimal case.

13.2 Verify equation (13.79).

13.3 Using the expression for Dµ in (13.81), verify (13.82).
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13.4 Verify the transformation law (13.85) of Fµν under local SU(2)
transformations.

13.5 Verify that Fµν · Fµν is invariant under local SU(2) transformations.

13.6 Verify that the (infinitesimal) transformation law (13.90) for the SU(3) gauge
field Aµa is consistent with (13.89).

13.7 By considering the commutator of two Dµ’s of the form (13.87), verify
(13.95).

13.8 Verify that (13.118) reduces to (13.120) (omitting the (2π)4δ4 factors).

13.9 Verify that the replacement of ε1 by k1 in (13.127) leads to (13.128).

13.10 Verify that when ε1 is replaced by k1 in (13.129), the resulting amplitude
cancels the contribution (13.128), provided that δ = 1.

13.11 Show that Pµν of (13.156), with the ε’s specified by the conditions (13.157)
and (13.158), is given by (13.159).
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PART 6

QCD AND THE RENORMALIZATION
GROUP
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14

QCD I : I NTRODUCTION AND TREE-GRAPH
PREDICTIONS

In the previous chapter we have introduced the elementary concepts and
formalism asso ciated with non-Ab elian quantum gauge field th eories. There are
now many indications th at th e strong in teractions between quarks are described
by a theory of this type, in which the gauge group is an SU(3)c , actin g o n a degree
o f f r eed o m called ‘ co lo u r ’ ( in d icated b y th e su b scr ip t c) . Th is th eo r y is called
quantum chromodynamics or QCD for short. QCD will be our first application
of th e theory d eveloped in chapter 13, and we shall devo te th e n ex t two chapters,
and much o f chapter 16, to it.

In the present chapter we introduce QCD and discuss some of its simpler
experimental consequences. We b riefly rev iew the ev id ence for the ‘colour’
degree of freedom in section 14.1, and then p roceed to the dynamics of colour, and
the QCD Lagrangian, in section 14.2. Perhaps the most remarkable thing about
th e dynamics of QCD is that, desp ite its bein g a th eory of th e strong in ter actio n s,
there are certain kinematic regimes—roughly speaking, short distances or high
energies—in which it is effectively a quite we a k ly in ter actin g th eo r y. Th is
is a consequence of a fundamental property—possessed only by non-Abelian
gauge th eories—whereby th e effective interactio n strength b ecomes p rogressively
smaller in such reg imes. This p roperty is called ‘asymptotic freedom’ and has
already b een mentioned in sectio n 11.5.3 o f volume 1 . In appropriate cases,
th erefore, th e lowest-order p ertu rbatio n theory amplitudes (tree graphs) p rovide
a ver y c o nv in c in g q u a litative , o r eve n ‘ sem i-quantitative’, orientation to the data.
In sections 14.3 and 14.4 we shall see h ow th e tree-graph techniques acquired for
QED in volume 1 produce more useful physics when applied to QCD.

However, most of the quantitative experimental support for QCD n ow comes
from comparison with predictions which include higher-order QCD corrections;
indeed, the asymptotic freedom property itself emerges from summing a whole
class of higher-order contributions, as we shall indicate at the beginning of
ch ap ter 1 5. Th is im m ed iately invo lves all the apparatus of renormalization.
The necessary calculations quite rapidly become too technical for the intended
scope of this book but in chapter 15 we shall try to provide an elementary
introduction to the issues involved, and to the necessary techniques, by building
on the discussion of renormalization given in chapters 10 and 11 of volume 1. The
main new concept will be the renormalization group (and related ideas), which
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is an essen tial to o l in th e m o d e r n co n f r o n tatio n o f p er tu r b ative QCD with d a ta.
Some of the simpler predictions of the renormalization group technique will be
compared with experimental data in the last p art o f chapter 15.

In chapter 16 we work towards understanding some non-perturbative aspects
of QCD. As a n atural concomitant of asymptotic freedom, it is to b e expected th at
th e effective couplin g strength b ecomes p rogressively larg er at longer d istances
or lower energ ies, ultimately b eing strong enough to lead (presu mably) to the
confinement of quarks and gluons: this is sometim es referred to as ‘in frared
slavery’. In this reg ime, perturbatio n theory clearly fails. An alternative, purely
numerical, approach is available h owever, n amely the method of ‘lattice’ QCD,
which involves replacing the spacetime continuum by a d iscre te la ttice of points.
At first sight, this may seem to be a topic rather d isconnected from everyth in g
that has p receded it. Bu t we shall see that, in fact, it p rovides some p owerful n ew
in sights into several aspects o f quantum field th eory in general, and in p articular
o f ren o r malizatio n , b y rev isitin g it in co o r d in ate (rath er th an mo men tu m ) sp ace.
Ch apter 1 6 therefore serves as a u seful ‘retrospective’ on our conceptual progress
thus far.

14.1 The colo ur degree of freedom

The first intimatio n o f a new, unrevealed degree of freedom of matter came
from b aryon sp ectroscopy (Greenberg 1964; see also Han and Nambu 1965 and
Tavkhelidze 1965). For a baryon made of three spin- 12 quarks, the original non-
relativistic quark model wavefunction took the form

ψ3q = ψspaceψspinψflavour. (14.1)

It was soon realized (e.g. Dalitz 1965) that the p roduct o f these sp ace, sp in
and flavour wavefunctions for the ground-state baryons was symmetric under
interchange of any two quarks. For example, the �++ state mentioned in
section 1.2.3 is made of three u quarks (flavour symmetric) in the J P = 3

2
+

state,
which has zero orbital angular momentum and is hence spatially symmetric and a
symmetric S = 3

2 spin wavefunction. But we saw in section 7.2 that quantum field
theory requires fermions to obey the exclusion principle—i.e. the wavefunction
ψ3q should be anti-symmetric with respect to quark interchange. A simple way of
implementing this requirement is to suppose that the quarks carry a further degree
of freedom, called colour, with respect to which the 3q wavefunction can be anti-
symmetrized, as follows. We introduce a colour wavefunction with colour index
α:

ψα (α = 1, 2, 3).

We are here writing the three labels as ‘1, 2, 3’ but they are often referred to
by colour names such as ‘red, blue, green’; it should be understood that this
is merely a picturesque way of referring to the three basic states of this degree
of freedom and has nothing to do with real colour! With the addition of this
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degree of freedom, we can certain ly form a three-quark wavefunctio n which is
an ti- sy m m e tr ic in co lo u r b y u sin g th e an ti- sy m m e tr ic sy m b o l εαβγ , n amely

ψ3q, colour = εαβγ ψαψβψγ (14.2)

an d th is m u st th e n b e m u ltip lied in to ( 1 4 . 1 ) to g ive th e f u ll 3 q wavef u n c tio n . To
date, all known baryon states can be described in this way, i.e. the sy mmetry o f the
‘traditional’ sp ace–sp in–flavour wavefunction ( 14.1) is sy mmetric overall, while
th e required anti-sy mmetry is resto red b y the additional factor (14.2). As far as
meso n (q̄q) states are concerned, what was p reviously a π+ wavefunction d∗ u is
now

1√
3
(d∗

1 u 1 + d∗
2 u 2 + d∗

3 u 3) (14.3)

wh ich we wr ite in g e n e r a l a s (1/
√

3)d †α uα . We shall shortly see the group-
th eoretical significance of th is ‘neutral superposition’, and of (14.2). Meanwh ile,
we note that (14.2) is actually th e only wa y o f m ak in g a n a n ti- sy m m e tr ic
co m b in atio n o f th e th r e e ψ ’s; it is therefore called a (colour) singlet. It is
reassuring that there is only one way of doing this—otherwise, we would have
obtained more b aryon states th an are physically observed. As we sh all see in
section 14.2.1, (14.3) is also a colour singlet combination.

This would seem a somewhat artificial device unless there were so me
physical consequences of th is in crease in the number o f quark types—and there
are. In any p rocess which we can describe in ter m s o f c r eatio n o r a n n ih ilatio n
of quarks, the mu ltip licity of quark types will enter into the relevant observable
cross- section o r d ecay rate. For ex ample, at high energies the r atio

R = σ(e+ e− → hadrons)

σ (e+ e− → µ+µ−) 
(14.4)

will, in th e q u a r k p a r to n m o d e l ( see sectio n 9 .5 ) , r e flect th e m ag n itu d e s o f th e
individual quark couplings to the photon:

R =
∑

a

e 2a (14.5)

wh ere a runs over all quark types. Fo r five quarks u , d , s, c, b with resp ective
charges 2

3 ,− 13 ,− 13 , 
2
3 ,− 13 , th is y ield s

Rno colour = 11
9 (14.6)

and
Rcolour = 11

3 (14.7)

for the two cases, as we saw in section 9.5. The data (figure 14.1) rule out (14.6)
and are in good agreement with (14.7) at energies well above the b threshold and
well below the Z0 resonance peak. There is an indication that the data tend to lie
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F i gu re 14. 1. The ratio R ( s ee ( 14. 4) ) ( Mont anet et al 1994) .

F i gu re 14. 2. τ decay.

above th e p ar to n m o d e l p r e d ictio n : th is is actu a lly p r ed icted b y QCD v ia h ig h e r-
order corrections, as will be discussed in section 15.1.

A number o f b ranching fractions also prov id e simple ways o f measurin g
the number of colours Nc . For ex ample, consid er th e b ranching fractio n for
τ− → e−ν̄eντ (i.e. the ratio of the rate for τ− → e−ν̄eντ to that for all other
decays). τ− decays proceed via the weak process shown in figure 14.2, where the
final fermions can be e−ν̄e, µ

−ν̄µ, or ūd, the last with multiplicity Nc. Thus

B(τ− → e−ν̄eντ ) ≈ 1

2 + Nc
. (14.8)

Experiments give B ≈ 18% and hence Nc ≈ 3. Similarly, the branching fraction
B(W− → e−ν̄e) is ∼ 1

3+2Nc
(from f ≡ e, µ, τ, u and c). Experiment gives a

value of 10.7%, so again Nc ≈ 3.
In chapter 9 we also discussed the Drell–Yan process in the quark parton

model: it involves the subprocess qq̄ → ll̄ which is the inverse of the one in
(14.4). We mentioned that a factor of 1

3 appears in this case: this arises because
we must average over the nine possible initial qq̄ combinations (factor 1

9 ) and
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F i gu re 14. 3. Tr i a ngl e gr a ph f or π  0 decay.

then sum over the number of such states that lead to the colour neutral photon,
wh ich is th r ee (q̄1 q 1, q̄ 2 q 2 and q̄ 3 q 3 ) . With th is facto r, a n d u sin g q u a r k d istr ibu tio n
functions consistent with deep in elastic scattering, th e p arto n model g ives a good
first approximation to the data.

Fin a lly, we m en tio n th e r a te f o r π  0 → γ γ . As will be discussed
in sectio n 18.4, th is process is entirely calculable from the graph shown in
figure 14.3 (and the one with the γ ’s ‘crossed’), where ‘q’ is u or d. The
amplitude is proportional to the square of the quark charges but because the π  0 is
an isovector, the contributions from the uū and  dd̄ states have opposite signs (see
sectio n 12.1.3). Thus, the rate contains a factor

((  23 )
2 − ( 13 )

2)2 = 1
9 . (14.9)

However, th e o riginal calculatio n o f this rate b y Steinberg er (1949) used a model
in which the proton and n eutron replaced the u and d in the loop, in which
case the factor corresponding to (14.9) is ju st one (sin ce th e n has zero charg e).
Experimentally the rate agrees well with Steinberger’s calculation, indicating that
(14.9) needs to be multiplied by nine, which corresponds to Nc = 3 identical
amplitudes of the form shown in figure 14.3.

14.2 The dynamics of colour

14.2.1 Colour as an SU(3) group

We now want to consider the possible dynamical role of colour—in other words,
the way in which the forces between quarks depend on their colours. We have
seen that we seem to need three different quark types for each given flavour. They
must all have the same mass or else we would observe some ‘fine structure’ in the
hadronic levels. Furthermore, and for the same reason, ‘colour’ must be an exact
symmetry of the Hamiltonian governing the quark dynamics. What symmetry
group is involved? We shall consider how some empirical facts suggest that the
answer is SU(3)c.

To begin with, it is certainly clear that the interquark force must depend
on colour, since we do not observe ‘colour multiplicity’ of hadronic states: for
example we do not see eight other coloured π+’s (d∗

1 u2, d∗
3 u1, . . . ) degenerate
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with the one ‘colourless’ physical π+ whose wavefunction was given previously.
The observed hadronic states are all colour singlets and the force must somehow
be responsible for this. More particularly, the force has to produce only those
very restricted typ es of quark configuration which are observed in the hadron
sp ectrum. Consider again the analogy drawn in sectio n 1 .2 between isospin
multiplets in nuclear physics and in particle physics. There is one very striking
diff erence in the latter case: for m esons only T = 0, 12 and 1 o ccur, and for
baryons only T = 0, 12 , 1 and  32 , while in nuclei there is nothing in principle to
stop us finding T = 5

2 , 3, . . . ,  states. (In fact, such nuclear states are h ard to
identify experimentally, b ecause they o ccur at h igh excitation energ y for so me
of the isobars—cf figure 1.8(c )—where the levels are very d ense.) The same
restriction holds for SU(3)f also —only 1 ’s a n d 8 ’s occur for mesons and only
1 ’s , 8 ’s a n d 10’s for b aryons. In quark terms, th is of course is wh at is translated
in to th e r ecip e : ‘ m e so n s ar e q̄q , b aryons are qqq’. It is as if we said, in nuclear
physics, that only A = 2 and  A =  3 nuclei exist! Thus, the quark forces must
have a d ramatic satu ratio n p roperty: apparently no q̄qq, no qqqq, qqqqq, . . . states
exist. Furthermore, no qq or q̄q̄ states ex ist eith er—n o r, f o r th at m a tter, d o sin g le
q’s or q̄’s. All this can be su mmarized by saying th at th e quark colour degree
of freedom must be confined , a property we shall now assume and return to in
chapter 16.

If we assu me th at only colour singlet states ex ist and th at th e strong
interquark force depends only on colour, the fact that q̄q states are seen bu t qq
and q̄q̄ are not, g ives us an important clue as to wh at group to asso ciate with
colour. One simple possibility might be that the three colours correspond to
the components of an SU(2)c triplet ‘ψ’. The anti-symmetric, colour singlet,
th ree-quark baryon wavefunction of (14.2) is then just the triple scalar product
ψ1 ·ψ  2 ×ψ  3 , which seems satisfactory. Bu t what about th e meson wavefunction?
Mesons are formed o f quarks and anti-quarks, and we recall from sections 12.1.3
and 12.2 that anti-quarks belong to the complex conjugate of the representation
(or multiplet) to which quarks belong. Thus, if a quark colour triplet wavefunction
ψα transforms under a colour transformation as

ψα → ψ ′
α = V (1)

αβ ψβ (14.10)

where V(1) is a 3 × 3 unitary matrix appropriate to the T = 1 representation of
SU(2) (cf (12.48) and (12.49)), then the wavefunction for the ‘anti’-triplet is ψ∗

α ,
which transforms as

ψ∗
α → ψ∗′

α = V (1)∗
αβ ψ∗

β . (14.11)

Given this information, we can now construct colour singlet wavefunctions for
mesons, built from q̄q. Consider the quantity (cf (14.3))

∑
α ψ

∗
αψα where ψ∗

represents the anti-quark and ψ the quark. This may be written in matrix notation
as ψ†ψ where the ψ† as usual denotes the transpose of the complex conjugate
of the column vector ψ . Then, taking the transpose of (14.11), we find that ψ†
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transforms by
ψ  † → ψ  †′ = ψ † V( 1) † (14.12)

so th at th e c o m b in a tio n ψ †ψ transforms as

ψ †ψ → ψ  †′ψ ′ = ψ † V( 1) † V( 1)ψ = ψ  †ψ (14.13)

wh e r e th e la st ste p f o llows sin c e V( 1)  is unitary (compare (12.58)). Thus, the
product is invariant under (14.10) and (14.11)—that is, it is a colour singlet, as
r e q u ir e d . Th is is th e m ean in g o f th e su p e r p o sitio n ( 1 4 . 3 ) .

All this may seem fin e, bu t there is a p roblem. The th ree-dimensional
r e p r esen tatio n o f SU(2)c which we are using h ere h as a very special nature: the
m a tr ix V( 1)  can be chosen to be re a l . This can be understood ‘physically’ if
we make use of the great similarity between SU(2) and the group of rotations
in three dimensions (which is the reason for the geometrical language of isospin
‘rotations’, and so on). We know very well h ow real th ree-dimensional vectors
transform—namely by an orthogonal 3 × 3 matrix. It is th e same in SU(2). It is
always possible to choose the wavefunctions ψ to be real and the transformation
m a tr ix V( 1)  to be real also . Since V( 1)  is, in g eneral, unitary, this m eans that it
must be orthogonal. Bu t n ow th e b asic difficulty appears: th ere is n o d istin ctio n
between ψ and ψ∗ ! They both transform by the real matrix V( 1)  . This means that
we can make SU(2) invariant (colour singlet) combinations for q̄q̄ states, an d f o r
qq states just as well as for q̄q states—indeed they are f ormally identical. But su ch
‘diquark’ (or ‘anti-diquark’) states are not found and hence—by assumption—
should not be colour singlets.

The n ex t simplest possibility seems to b e that the three colours correspond to
the components of an SU(3)c tr ip let. I n th is case th e q u a r k co lo u r wave f u n c tio n
ψα  transforms as (cf (12.74))

ψ → ψ ′ = Wψ (14.14)

wh ere W is a special unitary 3 × 3 m atrix p arametrized as

W = ex p(iα · λ/2),  (14.15)

and ψ  † transforms as
ψ † → ψ  †′ = ψ † W†. (14.16)

The proof of the invariance of ψ †ψ goes through as in (14.13), and it can be
shown (problem 14.1(a ) ) th at th e a n ti- sy m m e tr ic 3 q co m b in atio n ( 1 4 . 2 ) is also an
SU( 3 )c invariant. Thus, both the proposed meson and baryon states are colour
sin g le ts. I t is not possible to choose the λ ’s to be pure imaginary in (14.15)
and thus the 3 × 3 W m a tr ices o f SU( 3 )c cannot be real, so that there is a
d istin ctio n b etween ψ and ψ∗ , as we learned in section 12.2. Indeed, it can
be shown (Carruthers (1966, chapter 3), Jones (1990, chapter 8), and see also
problem 14.1(b ) ) th at, u n like th e case o f SU(2)c triplets, it is not possible to form
an SU(3)c colour singlet combination out of two colour triplets qq or antitriplets
q̄q̄. Thus, SU(3)c seems to be a possible and economical choice for the colour
group.
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14.2.2 Global SU(3)c invariance and ‘scalar gluons’

As previously stated, we are assuming, on empirical grounds, that the only
physically observed hadronic states are colour singlets—and this now means
singlets under SU(3)c . What sort of interquark force could produce this dramatic
resu lt? Consid er an SU(2) analogy again: th e interactio n o f two nucleons
belonging to the lowest (doublet) represe ntation o f SU(2). Labelling the states
by an isospin T , the possible T valu es for two nucleons are T = 1 ( tr ip let) an d
T = 0 (singlet). There is a simple isospin-dependent force which can produce a
sp littin g b etween th ese states—n a m e ly V τ1 · τ  2 , where th e ‘1’ and ‘2’ refer to
th e two n u c leo n s. T h e to tal iso sp in is T = 1

2 (τ  1 + τ 2) and we h ave

T 2 = 1
4 (τ  21 + 2τ 1 · τ 2 + τ 22) =  1

4 (3 + 2τ 1 · τ 2 + 3) (14.17)

whence
τ 1 · τ 2 = 2 T 2 − 3. (14.18)

In th e triplet state T 2 = 2 a n d in th e sin g let state T 2 = 0. Thus,

(τ 1 · τ 2) T =1 = 1 (14.19)

(τ 1 · τ 2) T =0 = − 3 (14.20)

and if V is p o sitive , th e T = 0 state is p u lled d own . A sim ilar th in g h a p p e n s in
SU( 3 )c . Suppose this interquark force depended on the quark colours via a term
proportional to

λ1 · λ2. (14.21)

Then, in just the same way, we can introduce the total colour operator

F = 1
2 (λ1 + λ2) (14.22)

so th a t
F 2 = 1

4 (λ
2
1 + 2λ1 · λ 2 + λ 22) (14.23)

and
λ1 · λ2 = 2 F 2 − λ 2 (14.24)

wh ere λ2
1 = λ2

2 = λ  2 , say. Here λ  2 ≡ ∑  8
a=1(λa)

2 is found (see (12.75)) to have
the value 16/3 (the unit matrix being understood). The operator F 2 commutes
with all components of λ1 and λ  2 (as T 2 does with τ  1 and τ  2 ) and represents th e
quadratic Casimir operato r Ĉ 2 of SU(3)c (see sectio n M.5 of appendix M), in th e
colour sp ace of th e two quarks consid ered here. The eigenvalues o f Ĉ 2 play a very
im p o r tan t r o le in SU( 3 )c , analogous to that of the total spin/angular momentum
in SU(2). They depend on the SU(3)c representation—indeed, they are one of the
defin in g labels o f SU(3) representations in general (see sectio n M.5). Two quarks,
each in the r epresentation 3c , combine to give a 6 c -dimensional representation and
a 3∗

c (see problem 14.1( b ), and Jones (1990, chapter 8)). The value of Ĉ 2 for the
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sex t e t 6c representation is 10/3 and for the 3∗
c r e p r esen tatio n is 4 /3 . T h u s th e

‘λ1 ·λ2 ’ interactio n will produce a negative (attractive) eigenvalue − 8/3 in  the 3∗
c

states, but a r epulsive eigenvalue +4/3 in the 6c states for two quarks.
Th e m ax im u m attr actio n will clear ly b e f o r states in wh ich F 2 is zer o . Th is is

th e sin g let r e p r esen tatio n 1c . Two quarks cannot combine to give a colour singlet
state, bu t we h ave seen in section 12.2 that a quark and an anti-quark can: they
combine to g ive 1c and 8 c . In this case (14.24) is replaced by

λ1 · λ2 = 2 F 2 − 1
2 (λ  21 + λ 22) (14.25)

where ‘1’ refers to the quark and ‘2’ to the anti-quark. Thus, the ‘λ1 · λ  2 ’
in ter actio n will g ive a r ep u lsive eig e nvalu e +2 /3 in th e 8c channel, for which
Ĉ2 = 3, and a ‘maximally attractive’ eigenvalue − 16/3 in the  1 c channel, for
a quark and an anti-quark.

In th e case o f b aryons, built from three quarks, we have seen th at wh en two
of th em are coupled to th e 3∗

c state, the eigenvalue o f λ  1 · λ2 is − 8/3, one-half
o f th e a ttr actio n in th e q̄q  colour singlet state, bu t still strongly attractive. The
(qq) p a ir in th e 3∗

c state can th en couple to the remain in g third quark to make th e
overall colour singlet state (14.2), with maximum binding.

Of course, such a simple potential model does not imply that the energy
diff erence between the 1c states and all coloured states is in fi n ite , as our strict
‘colour singlets only’ hypothesis would demand, and which would be one (rather
crude) way of in terpretin g confinement. Neverth eless, we can ask: wh at single
particle ex change process b etween quark (or anti-quark) colour trip lets produces
a λ1 · λ2 type of term? The answer is the exchange of an SU(3) c octet (8 c ) of
particles, wh ich (anticip atin g somewhat) we sh all call g luons. Sin ce colour is an
ex act sy m m e tr y, th e q u a r k wave eq u a tio n d escr ib in g th e co lo u r in ter actio n s m u st
be SU(3)c covariant. A simple such equatio n is

(i/∂ − m)ψ = gs
λa

2
Aaψ (14.26)

wh ere gs is a ‘strong charge’ and A a ( a =  1,  2,  . . . ,  8)  is  an  octet  of  scalar ‘gluon
potentials’. Equation (14.26) may be compared with (13.92): in the latter, /Aa

appears o n the right-hand side, because th e g auge field quanta are vectors r ather
th an scalars. In (14.26), we are dealin g at this stage only with a global SU( 3 )
sy mmetry, not a local SU(3) g auge sy mmetry, and so the potentials may b e taken
to be scalars, for simplicity. As in (13.94), the vertex corresponding to (14.26) is

− i gsλa/2. (14.27)

(14.27) differs from (13.94) simply in the absence of the γ µ factor, due to th e
assu med scalar, rather than vector, n ature o f the ‘gluon’ here. When we put two
su ch vertices togeth er and join them with a g luon propagato r (figure 14.4), the
SU(3)c structure of the amplitude will be

λ1a

2
δab

λ2b

2
= λ1

2
· λ2

2
(14.28)
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F i gu re 14. 4. S cal ar gl uon exchange bet w een t wo quar ks.

th e δ  ab arisin g from the fact th at th e freely p ropagatin g g luon does not change its
colour. This interaction h as ex actly the r equired ‘λ1 · λ2 ’ character in th e colour
sp ace.

14.2.3 Local SU(3)c inva riance: the QCD Lagrangian

It is, of course, tempting to suppose that the ‘scalar gluons’ introduced in (14.26)
are, in fact, vector particles, like the photons of QED. Equation (14.26) then
becomes

(i/∂ − m)ψ = gs
λa

2
/Aaψ (14.29)

as in (13.92 ), and the vertex (14.27) becomes

−igs
λa

2
γ µ (14.30)

as in (13.94). One motivation for this is the desire to make the colour dynamics
as much as possible like the highly successful theory of QED, and to derive the
dynamics from a gauge prin ciple. As we have seen in th e last chapter, this involves
the simple but deep step of supposing that the quark wave equation is covariant
under local SU(3)c transformations of the form

ψ → ψ ′ = exp(igsα(x) · λ/2)ψ. (14.31)

This is implemented by the replacement

∂µ → ∂µ + igs
λa

2
Aaµ( x) (14.32)

in th e Dirac equatio n for th e quarks, wh ich leads immediately to (14.29) and the
vertex (14.30).

Of course, the assu mptio n o f local SU(3) c covariance leads to a great deal
more: for example, it implies that the gluons are massless vector (spin-1) particles
and that they interact with themselves via three-gluon and four-gluon vertices,
which are the SU(3)c analogues o f the SU(2) vertices discussed in sectio n 13.5.2.
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The most compact way o f summarizing all this structu re is via the Lagrangian,
m o st o f wh ich we h ave alr ead y in tr o d u ced in ch ap ter 1 3 . Gath er in g to g eth er
(13.105) and (13.174) (adapted to SU(3)c ), we write it out here for convenience:

� QCD =
∑

flavours f

¯̂qf,α(i /̂D − m f)αβ q̂ f,β − 1
4 F̂aµν F̂µνa

− 1

2ξ
(∂ν Âµa )(∂ν Âνa)+ ∂µη̂  †a D̂

µ
ab η̂b. (14.33)

In (14.33), repeated indices are, as usual, su mmed over: α and β are SU(3)c -
triplet indices running from 1 to 3, and a , b are SU(3)c -octet indices running from
1 to 8 . The covariant d erivatives are d efined b y

(D̂µ)αβ = ∂µδαβ + i g s 
1
2 (λa)αβ Â aµ (14.34)

wh en actin g o n the quark SU(3)c tr ip let, as in ( 1 3 . 8 7 ) , a n d b y

(D̂µ)ab = ∂µδ ab + g s f ca b Â cµ (14.35)

wh en actin g o n the octet o f ghost fields. For th e second of th ese, note that the
matrices representing the SU(3) g enerators in the octet representatio n are as given
in (12.84), and th ese take the place of th e ‘λ/2’ in (14.34) (compare (13.175) in
the SU(2) case). We remind the reader th at th e last two terms in (14.33) are the
gauge-fixing and ghost terms, respectively, appropriate to a g auge field propagato r
of the form (13.103) (with δ i j  replaced by δ  ab here). The Feynman rules for tree
graphs following from (14.33) are given in appendix Q.

In arriving at (14.33) we have relied essentially on the ‘gauge principle’
(invariance under a local sy mmetry) and the requirement of renormalizability
(to forbid the presence of terms with mass dimension higher than four). The
renormalizability of su ch a theory was proved b y ’t Hooft (1971a, b ). However,
there is, in fact, one more gauge invariant term o f m ass d imension four which can
b e wr itten d own , n a m e ly

�̂θ = θ g 2s
64π 2

εµνρσ F̂µνa F̂ρσa . (14.36)

The factors in front of the ‘ε F F’ are chosen conventionally. In the U(1) case o f
QED, wh ere th e su mmatio n o n a is absent, such a term is proportional to E · B
(problem 14.2). This violates both parity and time-reversal symmetry: under P ,
E → −E and B → B, while under T , E → E and B → −B. The same is true
of (14.36). Experimentally, however, we know that strong interactions conserve
both P and T to a high degree of accuracy. The coefficient θ is therefore required
to be small.

The reader may wonder whether the ‘θ term’ (14.36) should give rise to a
new Feynman rule. The answer to this is that (14.36) can actually be written as a
total divergence:

εµνρσ F̂µνa F̂ρσa = ∂µ K̂µ (14.37)
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where

K̂µ = 2εµνρσ Âaν(∂ρ Âaσ − 2
3 gs fabc Âbρ Âcσ ). (14.38)

Any total divergence in the Lagrangian can be integrated to give only a ‘surface’
term in the quantum action, which can usually be discarded, making conventional
assumptions about the fields going to zero at infinity. There are, however, field
configurations (‘instantons’) such that the contribution of the θ term does not
vanish. These configurations are not reachable in perturbation theory, so no
perturbative Feynman rules are associated with (14.36). We refer the reader to
Cheng and Li (1984, chapter 16), or to Weinberg (1996, section 23.6), for further
discussion of the θ term.

Elegant and powerful as the gauge principle may be, however, any theory
must ultimately stand or fall by its success, or otherwise, in explaining the
experimental facts. And this brings us to a central difficulty. We have
one well-understood and reliable calculational procedure, namely renormalized
perturbation theory. However, we can only use perturbation theory for relatively
weak interactions, whereas QCD is supposed to be a strong interaction theory.
How can our perturbative QED techniques possibly be used for QCD? Despite
the considerable formal similarities between the two theories, which we have
emphasized, they differ in at least one crucial respect: the fundamental quanta
of QED (leptons and photons) are observed as free particles but those of QCD
(quarks and gluons) are not. It seems that in order to compare QCD with
data we shall inevitably have to reckon with the complex non-perturbative
strong interaction processes (‘confinement’) which bind quarks and gluons into
hadrons—and the underlying simplicity of the QCD structure will be lost.

We must now recall from chapter 7 the very considerable empirical success
of the parton model, in which the interactions between the partons (now
interpreted as quarks and gluons) were totally ignored! Somehow it does seem
to be the case that in deep inelastic scattering—or, more generally, ‘hard’, high-
energy, wide-angle collisions—the hadron constituents are very nearly free and
the effective interaction is relatively weak. However, we are faced with an almost
paradoxical situation, because we also know that the forces are indeed so strong
that no-one has yet succeeded in separating completely either a quark or a gluon
from a hadron, so that they emerge as free particles. The resolution of this
unprecedented mystery lies in the fundamental feature of non-Abelian gauge
theories called ‘asymptotic freedom’, whereby the effective coupling strength
becomes progressively smaller at short distances or high energies. This property
is the most compelling theoretical motivation for choosing a non-Abelian gauge
theory for the strong interactions, and it enables a quantitative perturbative
approach to be followed (in appropriate circumstances) even in strong interaction
physics.

A proper understanding of how this works necessitates a considerable
detour, however, into the physics of renormalization. In particular, we need to
understand the important group of ideas going under the general heading of the
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‘renormalization group’ and this will be the topic of chapter 15. For the moment
we proceed with a d iscussion of the p er turbative applications of QCD at the
tr ee- leve l, ju stificatio n b ein g p r ov id ed b y th e a ssu me d property of asymptotic
freedom.

14.3 H ard scattering processes a nd QCD t ree g raphs

14.3.1 Two -jet events in p̄p co llisio ns

In chapter 9 of volume 1 we introduced the parton model and discussed how
it su ccessf u lly in ter p r e ted d eep in elastic an d larg e - Q 2 d a ta in ter m s o f th e f r e e
point-like hadronic ‘partons’. This was a model rather than a theory: the theme
of most of the rest of this chapter, and the following one, will be the way in
which the theory of QCD both justifies the parton model and predicts observable
corrections to it. In other words, the partons are n ow to be id entified precisely
with the QCD quanta (quarks, anti-quarks and gluons). We shall usually continue
to use the language of partons, however, rather than—say—that of hadronic
‘ c o n stitu en ts’ , f o r th e f o llowin g r easo n . I t is o n ly a t r elatively low en erg ies
and/or momentum transfers that the (essentially non-relativistic) concept of a
fixed number o f constituents in a bound state is m eaningful. At r elativ istic
energies and short d istances, p air creatio n and other fluctu atio n phenomena are
so important that it no longer m akes sense to think so literally of ‘what the bound
state is m ade o f ’ —as we shall see, when we look more closely at it ( with larg er
Q 2 ), more and more ‘bits’ are revealed. In this situ atio n we p refer ‘partons’ to
‘ c o n stitu en ts’ , sin c e th e latter ter m seem s to car r y with it m o r e o f th e tr a d itio n a l
connotation of a fixed number.

In section 9.5 we briefly introduced the idea of jets in e+e− physics: well-
collimated sprays of hadrons, apparently created as a quark–anti-quark pair,
separate from each other at high speed. The dynamics at the parton level,
e+e− → q̄q, was governed by QED. We also saw, in section 9.4, how in
hadron–hadron collisions the hadrons acted as beams of partons—quarks, anti-
quarks and gluons—which could produce l̄l pairs by the inverse process q̄q → l̄l:
the force acting here is electromagnetic, and well described in the lowest order
of perturbative QED. However, it is clear that collisions between the hadronic
partons should by no means be limited to QED-induced processes. On the
contrary, we expect to see strong interactions between the partons, determined
by QCD. In general, therefore, the data will be complicated and hard to interpret,
due to all these non-perturbative strong interactions. But the asymptotic freedom
property (assumed for the moment) implies that at short distances we can use
perturbation theory even for ‘strong interactions’. Thus we might hope that the
identification and analysis of short-distance parton–parton collisions will lead to
direct tests of the tree-graph structure of QCD.

How are short-distance collisions to be identified experimentally? The
answer is: in just the same way as Rutherford distinguished the presence of a
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F i gu re 14. 5. Parton–parton collision.

small h eavy scattering centre (th e nucleus) in the atom—b y looking at secondary
particles emerg ing at large angles with resp ect to the b eam direction. Fo r each
secondary particle we can defin e a transverse momentum pT = p sin θ wh ere p
is th e p ar ticle m o m e n tu m an d θ is th e e m issio n an g le with r e sp ect to th e b eam
axis. If hadronic matter were smooth and uniform (cf the Thomson atom), the
distribution of events in pT would b e expected to fall off very r apidly at larg e p T
values—perhaps exponentially. This is just what is observed in the vast majority
of events: the average value of pT measured for charg ed particles is very low
(〈 pT〉 ∼ 0. 4 G eV) bu t in a sm a ll f r actio n o f c o llisio n s th e e m issio n o f h ig h - p T
secondaries is observed. They were first seen (B ü sse r et al 1972, 1973, Alper et
al 1973, Banner et al 1983) at th e CERN ISR (CMS energies 30–62 GeV) and
were in terpreted in p arto n terms as follows. The physical process is v iewed as a
two-step one. In the first stage (figure 14.5) a parton from one hadron undergoes
a sh o r t- d istan ce co llisio n with a p ar to n f r o m th e o th e r, lead in g in lowest- o r d e r
perturbatio n theory to two wide-angle p artons emerging at high sp eed from the
co llisio n vo lu m e. Th is is a ‘ h a r d - scatter in g ’ p r o cess.

As th e two partons separate, the effective interaction strength increases and
th e second stage is entered, that in which th e coloured partons tu rn th emselves—
under the action of the strong colour-confining force—into colour singlet hadrons.
As yet we d o not have a quantitative dynamical understanding of this second (non-
perturbative) stage, which is called parton fragmentation. Nevertheless, we can
argue that for the forces to be strong enough to produce the observed hadrons, the
dominant processes in the fragmentation stage must involve small momentum
transfer. Thus we have a picture in which two fairly well-collimated jets of
hadrons occur, each having a total 4-momentum approximately equal to that of
th e p arent p arto n (figure 14.6). Jets will be th e observed h adronic manifestatio n
of the underlying QCD processes—just as they are in the analogous QED process
of e+e− annihilation into hadrons, discussed in section 9.5.

We now face the experimental problem of picking out from the enormous
multiplicity of total events just these hard scattering ones, in order to analyze them
further. Early experiments used a trigger based on the detection of a single high-
pT particle. But it turns out that such triggering really reduces the probability of
observing jets, since the probability that a single hadron in a jet will actually carry
most of the jet’s total transverse momentum is quite small (Jacob and Landshoff
1978, Collins and Martin 1984, chapter 5). It is much better to surround the
collision volume with an array of calorimeters which measure the total energy
deposited. Wide-angle jets can then be identified by the occurrence of a large
amount of total transverse energy deposited in a number of adjacent calorimeter
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F i gu re 14. 6. Par t on f r agment at i on i nt o j et s.

cells: this is then a ‘jet trigger’. The importance o f calorimetric triggers was
first emphasized by Bjorken (1973), following earlier work b y Berman et al
(1971). The applicatio n o f this method to th e d etectio n and analysis of wide-
angle jets was first reported b y the UA2 collaboratio n at the CERN p̄p co llid er
(Banner et al 1982). An impressive body of quite remarkably clean jet d ata was
subsequently accumulated b y both the UA1 and UA2 collaborations (at

√
s = 546

and 630 GeV) and by the CDF and D0 collaborations at the FNAL Tevatron
co llid er (

√
s = 1. 8 TeV).

Fo r each event the total transverse energ y 
∑ 

E T is measured where∑
ET =

∑
i

Ei sin θ  i . (14.39)

Ei is th e e n e rg y d ep o sited in th e i th calorimeter cell and θ  i is the polar angle
of th e cell centre: th e sum ex tends over all cells. Figure 14.7 shows th e∑

ET distribution observed by UA2: it follows the ‘soft’ exponential form for∑
ET ≤ 60 GeV but thereafter d eparts from it, sh owin g c lear ev id en ce o f th e

wid e - a n g le c o llisio n s ch ar acter istic o f h a r d p r o cesses.
As we sh all see shortly, the majority of ‘hard’ events are o f two -jet type,

with th e jets sh a r in g th e
∑

ET approximately equally. Thus, a ‘local’ trigger
set to select events with lo calized transverse energy ≥ 30 GeV and/or a ‘global’
trigger set at ≥ 60 GeV can be used. At

√
s ≥ 500–600 GeV, there is plenty of

energy available to produce such events.
The total

√
s value is important for another reason. Consider the kinematics

o f th e two - p ar to n c o llisio n ( fig u r e 1 4 . 5 ) in th e p̄ p CMS. As in th e D r e ll– Ya n
process of section 9.4, the right-moving parton has 4-momentum

x1 p1 = x1(P, 0, 0, P) (14.40)

and the left-moving one

x2 p2 = x2(P, 0, 0,−P) (14.41)

where P = √
s/2 and we are neglecting parton transverse momenta, which are

approximately limited by the observed 〈pT〉 value (∼ 0.4 GeV, and thus negligible
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F i gu re 14. 7. Distribution of the total transverse energy 
∑ 

E T observed i n t he UA 2 cent r al
cal or i m et er ( D i L el l a 1985) .

on this energy scale). Consider the simple case o f 9 0◦ scattering, wh ich requires
(for massless p artons) x1 = x 2 , equal to x say. The total outgoing transverse
energy is then 2 x P  = x

√
s . If this is to b e g reater than 50 GeV, then partons

with x ≥ 0. 1 will co n tr ibu te to th e p r o cess. Th e p ar to n d istr ibu tio n f u n c tio n s ar e
larg e a t th e se r e lative ly sm all x values, due to sea quarks (section 9.3) and gluons
(figure 14.13), and thus we expect to obtain a reasonable cross-section.

Wh at are the characteristics o f jet events? When
∑

ET is large enough
(≥ 150 GeV), it is found th at essentially all o f the transverse energy is indeed sp lit
roughly equally between two approximately back-to-back jets. A typical su ch
event is shown in figure 14.8. Returning to the kinematics of (14.40) and (14.41),
x1 will not, in g eneral, b e equal to x 2 , so that—as is apparent in figure 14.8—
th e jets will n o t b e co llin ear. However, to th e ex ten t th at th e tr an sver se p ar to n
momenta can be neglected, the jets will be coplanar with th e b eam direction,
i.e. their r elative azimuthal angle will be 180◦  . Figure 14.9 shows a number of
examples in which the distribution of the transverse energy over the calorimeter
cells is analysed as a function of the jet opening angle θ and the azimuthal angle
φ. It is strikingly evident that we are seeing precisely a kind of ‘Rutherford’
process or—to vary the analogy—we might say that hadronic jets are acting as the
modern counterpart of Faraday’s iron filings, in rendering visible the underlying
field dynamics!

We may now consider more detailed features of these two-jet events—in
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F i gu re 14. 8. Two-jet event. Two tightly collimated gr oups of reconstructed charged tracks
can be seen i n t he cyl i ndri cal cent r al det ect or of UA 1, associ at ed wi t h t wo l arge cl ust ers of
cal or i m et er energy deposi t i ons ( G eer 1986) .

p a r ticu lar, th e ex p ectatio n s b a sed o n QCD tr ee g r ap h s. T h e in itial h ad r o n s p r ov id e
wide-band b eams1 of quarks, anti-quarks and gluons; thus, we shall have many
parton subprocesses, su ch as qq → qq, qq̄ → qq̄, qq̄ → gg, gg → gg, etc.
The most important, numerically, for a pp̄ co llid er ar e qq̄ → qq̄, g q → gq and
gg → gg. The cross-section will be given, in the parton model, by a formula of
th e Dr e ll– Ya n ty p e , ex cep t th a t th e electr o m a g n e tic an n ih ilatio n c r o ss- sectio n

σ(qq̄ → µ+µ−) = 4πα2/3 q 2 (14.42)

is replaced by the various QCD subprocess cross-sections, each one being
weighted by the appropriate distribution functions. At first sight this seems to
be a very complicated story, with so many co n tr ibu tin g p ar to n p r o cesses. Bu t
a sig n ifican t sim p lificatio n co m es f r o m th e fact th at in th e CMS o f th e p ar to n
collision, all processes involving one gluon exchange will lead to essentially
the same dominant angular distribution of Rutherford-type, ∼ sin−4 θ/2, where
θ is the parton CMS scattering angle (recall section 2.6!). This is illustrated
in table 14.1 (adapted from Combridge et al (1977)), which lists the different
relevant spin-averaged, squared, one-gluon-exchange matrix elements |�|2,

1 In the sense that the partons in hadrons have momentum or energy distributions, which are
characteristic of their localization to hadronic dimensions.
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F i gu re 14. 9. Four t r ansver se energy di st r i but i ons f or event s w i t h 
∑ 

E T > 100 GeV, in the
θ, φ  pl ane ( UA 2, D i L el l a 1985) . E ach bi n r epr esent s a cel l of t he UA 2 cal or i m et er. N ot e
that the sum of the φ ’s equal s 180◦ ( m od 360◦  ).

wh ere the parton differential cross-sectio n is g iven by (cf (6.129))

dσ

d cos θ
= πα2

s

2ŝ
|�| 2. (14.43)

Here ŝ , t̂ and û are the subprocess invariants, so th at

ŝ = ( x1 p 1 + x 2 p 2)
2 = x 1 x 2 s (cf (9. 85)).  (14.44)

Co n tin u in g to n eg lect th e p ar to n tr a n sve r se m o m en ta, th e in itial p ar to n
configuration shown in figure 14.5 can be brought to the parton CMS by a Lorentz
transformation along the beam direction, the outgoing partons then emerging
back-to-back at an angle θ to th e b eam ax is, so t̂ ∝ (1 − cos θ) ∝ sin 2 θ/2. Only
th e ter m s in (t̂)−2 ∼ sin−4 θ/2 are given in table 14.1. We note that the ŝ, t̂, û
dependence of these terms is the same for the three types of process (and is, in
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Tab l e 14. 1. S pi n- ave r a ged s quar e d m at r i x e l e ment s f or one- gl uon exchange (t̂ - channel )
processes.

S ubpr ocess |�|2

qq → qq
qq̄ → qq̄

}
4
9

(
ŝ 2+û 2

t̂ 2

)
qg → qg ŝ 2+û 2

t̂ 2
+ · · ·

gg → gg 9
4

(
ŝ 2+û 2

t̂ 2

)
+ · · ·

fact, the same as th at found for the 1γ ex change process e+ e− → µ+µ− —see
problem 8.18, converting dσ/d t in to dσ/d cos θ ). Figure 14.10 shows the two-jet
angular distribu tio n measured by UA1 (Arniso n et al 1985). The broken curve is
th e exact angular distribu tio n p redicted by all the QCD tree g raphs—it actually
f o llows th e sin−4 θ/2 shape quite closely.

It is interesting to compare this angular distribution with the one predicted on
th e assu mptio n that the ex changed g luon is a spinless p article, so that the vertices
have the form ‘ūu’ rather than ‘ūγµ u ’. Problem 14.3 shows th at, in this case,
th e 1/t̂ 2 facto r in th e c r o ss- sectio n is c o m p letely cancelled, thus ruling out su ch a
model.

Th is an aly sis su r e ly co n stitu tes c o m p e llin g ev id e n c e f o r elem en tar y h a r d
scattering events proceeding v ia the exchange of a m assless vector quantum. It is
p o ssib le to g o m u c h f u r th er, in fact. An ticip atin g o u r later d iscu ssio n , th e sm a ll
discrepancy b etween ‘tree-graph’ th eory (which is labelled ‘leading-order QCD
scaling curve’ in figure 14.10) and experiment can be accounted for by including
corrections which are of higher order in αs . To study such deviations from the
‘Rutherford’ behaviour it is convenient (Combridge and Maxwell 1984) to plot
the data in terms of the variable

χ = 1 + cos θ

1 − cos θ
(14.45)

which is such that

dσ

dχ
= dσ

d cos θ

d cos θ

dχ
= −1

2
(1 − cos θ)2

dσ

d cos θ
. (14.46)

The singular Rutherford term in dσ/d cos θ is therefore removed, and as θ → 0,
dσ/dχ → constant. Figure 14.11 shows a jet–jet angular distribution from the D0
collaboration (H Weerts 1994), plotted this way. The broken curve is the ‘naive’
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F i gu re 14. 10. Two- j et angul ar di st r i but i on pl ot t ed agai nst cos θ (Arnison et al 1985) .

parton model p redictio n and is clearly not in agreement with the d ata. The f ull
curve includes QCD corrections beyond the tree level (Ellis et al 1992), involving
the ‘running’ of the coupling constant αs an d ‘ scalin g v io latio n ’ in th e p ar to n
distribu tions, both o f which effects will be discussed later. The corrections lead
to good agreement with experiment.

The fact th at th e angular distribu tions of all the subprocesses are so similar
allows further informatio n to b e extracted from these two-jet d ata. In general, th e
parton model cross-section will have the form (cf (9.92))

d 3σ

d x1 d x 2 d cos θ
=

∑
a, b

Fa( x 1)

x1

Fb( x 2)

x2

∑
c, d

dσab→cd

d cos θ
(14.47)

wh ere Fa( x 1)/  x 1 is the distribution function for partons of type ‘a’ (q, q̄ or g), and
similarly for Fb(x2)/x2. Using the near identity of all dσ/d cos θ ’s, and noting
th e numerical factors in table 14.1, th e sums over p arto n types reduce to

9
4 {g(x1)+ 4

9 [q(x1)+ q̄(x1)]}{g(x2)+ 4
9 [q(x2)+ q̄(x2)]} (14.48)

where g(x), q(x) and q̄(x) are the gluon, quark and anti-quark distribution
functions. Thus, effectively, the weighted distribution function2

F(x)

x
= g(x)+ 4

9 [q(x)+ q̄(x)] (14.49)

2 The 4
9 reflects the relative strengths of the quark–gluon and gluon–gluon couplings in QCD.
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F i gu re 14. 11. Distribution of χ f r om t he D 0 col l abor at i on ( Weer t s 1994) compar ed w i t h
QCD predictions (Ellis et al 1992; fi gure from E llis et al 1996) .

is measured (Combridge and Maxwell 1984); in fact, with th e weights as in
(14.48),

d 3σ

d x1 d x 2 d cos θ
= F( x1)

x1

F( x2)

x2

dσgg→gg

d cos θ
. (14.50)

x1 and x 2 ar e k in em atically d eter m in ed f r o m the measured jet variables: from
(14.44),

x1 x 2 = ŝ/s (14.51)

wh ere ŝ is th e invar ian t [ m ass] 2 of the two -jet sy stem and

x1 − x 2 = 2 PL/
√

s (cf (9. 83))  (14.52)

with PL the total two-jet longitudinal momentum. Figure 14.12 shows F( x)/  x
obtained in the UA1 (Arnison et al 1984) and UA2 (Bagnaia et al 1984)
experiments. Also shown in this figure is the expected F( x) based o n
contemporary fits to th e d eep in elastic neutrino scattering data at Q 2 = 20 GeV2

and 2000 GeV2 (Abramov icz et al 1982a, b, 1983)—the reason for the change
with Q 2 will b e d iscu ssed in sectio n 1 5 . 7 . Th e a g r eem en t is q u a litative ly ve r y
satisfactory. Subtracting the distributions for quarks and anti-quarks as found in
deep inelastic lepton scattering, UA1 were able to deduce the gluon distribution
function g( x) sh own in figure 14.13. It is clear th at gluon processes will domin ate
at sm all x —and even at larg er x they will be important because of the colour
factors in table 14.1.
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F i gu re 14. 12. Effective distribution function measured from two-jet events (Arnison et
al 1984 and B agnai a et al 1984) . T he br oken and chai n cur ves ar e obt ai ned f r om deep
i nel ast i c neut r i no scat t er i ng. Taken f r om D i L el l a ( 1985) .

14.3.2 Three-jet events

Although most of the high 
∑ 

E T even ts at h a d r o n co llid er s a r e two - jet eve n ts, in
so me 10–30% of th e cases th e energ y is shared b etween th ree jets. An ex ample
is in clu d e d a s ( d ) in the collectio n o f figure 14.9: a clearer one is sh own in
figure 14.14. In QCD such events are interpreted as arising from a 2 parton
→ 2 parton + 1 gluon process of the type gg → ggg, gq → ggq, etc. On ce
again, one can calculate (Kunszt and Pi étarin en 1980, Go ttschalk and Sivers 1980,
Berends et al 1981) all possible contributing tree graphs, of the kind shown in
figure 14.15, which should dominate at small αs . They are collectively known
as QCD single-bremsstrahlung diagrams. Analy sis o f triple jets which are well
separated both from each other and from the beam directions sh ows that the data
are in good agreement with th ese lowest-order QCD predictions. For ex ample,
figure 14.16 shows the production angular distribution of UA2 (Appel et al 1986)
as a function of cos θ∗, where θ∗ is the angle between the leading (most energetic)
jet momentum and the beam axis, in the three-jet CMS. It follows just the same
sin−4 θ∗/2 curve as in the two-jet case (the data for which are also shown in the
figure), as expected for massless quantum exchange—the particular curve is for
the representative process gg → ggg.

Another qualitative feature is that the ratio of three-jet to two-jet events is
controlled, roughly, by αs (compare figure 14.15 with the one-gluon exchange
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F i gu re 14. 13. The gluon dustribution function g( x) ext r act ed from t he effect ive st r uct ure
f unct i on F( x) by subt r act i ng t he expect ed cont r i but i on f r om t he quar ks and ant i - quar ks
( G eer 1986) .

amplitudes o f table 14.1). Thus, a crude estimate o f αs could be obtained by
comparing the rates o f three-jet to two -jet events in p̄p co llisio n s ( see fig u r e 1 4 . 2 2
f o r a sim ilar r atio in e+ e− an n ih ilatio n ) . Oth er in ter e stin g p r e d ictio n s co n cer n
th e c h a r acter istics o f th e th r ee- jet fin a l state ( f o r ex a m p le, th e d istr ibu tio n s in
the jet energy variables). At this point, h owever, it is convenient to leave p̄p
co llisio n s an d c o n sid er in stead th r ee- jet eve n ts in e+ e− co llisio n s, f o r wh ich th e
co m p licatio n s asso ciated with th e in itial state h a d r o n s ar e a b sen t.

1 4 . 4 Three- j e t event s in e+ e− a nnihila t io n

Three-jet events in e+e− collisions originate, according to QCD, from gluon
bremsstrahlung corrections to th e two -jet parton model p rocess e+ e− → γ ∗ →
qq̄, as shown in figure 14.17. 3 Th is p h en o m en o n was p r ed icted b y Ellis et al
(1976) and subsequently observed by Brandelik et al (1979) with the TASSO
detector at PETRA and Barber et al (1979) with MARK-J at PETRA, thus
providing early encouragement for QCD. The situation here is, in many ways,
simpler and cleaner than in the p̄p case: the initial state ‘partons’ are perfectly
physical QED quanta and their total 4-momentum is zero, so that the three jets

3 This is assuming that the total e+e− energy is far from the Z0 mass; if not, the contribution from
the intermediate Z0 must be added to that from the photon.
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F i gu re 14. 14. T hree-j et event i n t he UA1 det ect or, and t he associ at ed t r ansverse energy
fl ow pl ot ( G eer 1986) .

F i gu re 14. 15. S ome t r ee graphs associ at ed wi t h t hree-j et event s.

have to be coplanar; further, there is only one type of diagram compared to the
large number in the p̄p case and much of that diagram involves the easier vertices
of QED. Since the calculatio n o f the cross-sectio n p redicted from figure 14.17
is not only relevant to three-jet production in e+e− collisions but also to QCD
corrections to the total e+e− annihilation cross-section, and to scaling violations
in deep inelastic scattering as well, we shall now consider it in some detail. It is
important to emphasize at the outset that quark masses will be neglected in this
calculation.

The quark, anti-quark and gluon 4-momenta are p1, p2 and p3 respectively,
as shown in figure 14.17; the e− and e+ 4-momenta are k1 and k2. The cross-
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Figure 14.16. The distribution of cos θ∗(•), the angle of the leading jet with respect to
the beam line (normalized to unity at cos θ∗ = 0), for three-jet events in p̄p collisions
(Appel et al 1986). The distribution for two-jet events is also shown (◦). The full curve is
a parton model calculation using the tree-graph amplitudes for gg → ggg, and cut-offs
in transverse momentum and angular separation to eliminate divergences (see remarks
following equation (14.68)).

Figure 14.17. Gluon brehmsstrahlung corrections to two-jet parton model process.

section is then (cf (6.110) and (6.112))

dσ = 1

(2π)5
δ4(k1 + k2 − p1 − p2 − p3)

|�qq̄g|2
2Q2

d3 p1

2E1

d3 p2

2E2

d3 p3

2E3
(14.53)

where (neglecting all masses)

�qq̄g = eae2gs

Q2
v̄(k2)γ

µu(k1)

(
ū(p1)γν

λc

2
· (/p1 + /p3)

2 p1 · p3
· γµv(p2)

−ū(p1)γµ
λc

2
· (/p2 + /p3)

2 p2 · p3
· γνv(p2)

)
ε∗ν(λ)ac (14.54)

and Q2 = 4E2 is the square of the total e+e− energy, and also the square of
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the virtual photon’s 4-momentum Q , and ea (in units of e ) is the charge of a
quark of type ‘a’. No te the minus sign in (14.54): the anti-quark coupling is
− gs . In (14.54), ε∗ν(λ)  is the polarization vector of the outgoing gluon with
polarization λ; ac is the colour wavefunction of the gluon ( c = 1, · · · , 8) and
λc is the corresponding Gell-Mann matrix introduced in section 12.2; the colour
parts of the q and q̄ wavefunctions are understood to be included in the u and
v factors; and (/p1 + /p 3)/2 p 1 · p 3 is th e v irtu al quark propagato r (cf (L.6) in
appendix L of volume 1) before gluon radiation, and similarly for the anti-quark.
Since the colour parts separate from the Dirac trace parts, we sh all ignore them
to begin with and reinstate the result of the colour sum (via problem (14.4)) in
the final answer (14.68). Averaging over e± spins and summing over final-state
quark spins and gluon polarization λ (using (8.170), and noting the discussion
after (13.127)), we obtain (problem 14.5)

1

4

∑
spins,λ

|�qq̄g|2 = e4e2
a g2

s

8Q4 Lµν(k1, k2)Hµν(p1, p2, p3) (14.55)

where the lepton tensor is, as usual (equation (8.118)),

Lµν(k1, k2) = 2(kµ1 kν2 + kν1 kµ2 − k1 · k2gµν) (14.56)

and the hadron tensor is

Hµν(p1, p2, p3) = 1

p1 · p2
[Lµν(p2, p3)− Lµν(p1, p1)+ Lµν(p1, p2)]

+ 1

p2 · p3
[Lµν(p1, p3)− Lµν(p2, p2)+ Lµν(p1, p2)]

+ p1 · p2

(p1 · p3)(p2 · p3)
[2Lµν(p1, p2)+ Lµν(p1, p3)

+ Lµν(p2, p3)] (14.57)

Combining (14.56) and (14.57) allows complete expressions for the five-fold
differential cross-section to be obtained (Ellis et al 1976).

Data are generally not extensive enough to permit such differential cross-
sections to be studied and so one integrates over three angles describing the
orientation (relative to the beam axis) of the production plane containing the three
jets. After this integration, the (doubly differential) cross-section is a function of
two independent Lorentz invariant variables, which are conveniently taken to be
two of the three si j defined by

si j = (pi + p j )
2. (14.58)

Since we are considering the massless case p2
i = 0 throughout, we may also write

si j = 2 pi · p j . (14.59)
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Figure 14.18. Virtual photon decaying to qq̄g.

These variables are linearly related by

2(p1 · p2 + p2 · p3 + p3 · p1) = Q2 (14.60)

as follows from
(p1 + p2 + p3)

2 = Q2 (14.61)

and p2
i = 0. The integration yields (Ellis et al 1976)

d2σ

ds13 ds23
= 2

3
α2e2

aαs
1

(Q2)3

(
s13

s23
+ s23

s13
+ 2Q2s12

s13s23

)
(14.62)

where αs = g2
s /4π .

We may understand the form of this result in a simple way, as follows. It
seems plausible that after integrating over the production angles, the lepton tensor
will be proportional to Q2gµν , all directional knowledge of the k1 having been
lost. Indeed, if we use −gµνLµν(p, p′) = 4 p · p′ together with (14.57), we
easily find that

−1

4
gµνHµν = p1 · p3

p2 · p3
+ p2 · p3

p1 · p3
+ p1 · p2 Q2

(p1 · p3)(p2 · p3)
= s13

s23
+ s23

s13
+ 2Q2s12

s13s23
(14.63)

exactly the factor appearing in (14.62). In turn, the result may be given a
simple physical interpretation. From (7.115) we note that we can replace
−gµν by

∑
λ′ εµ(λ′)εν∗(λ′) for a virtual photon of polarization λ′, the λ′ = 0

state contributing negatively. Thus, effectively, the result of doing the angular
integration is (up to constants and Q2 factors) to replace the lepton factor
v̄(k2)γ

µu(k1) by −iεµ(λ′), so that F is proportional to the γ ∗ → qq̄g processes
shown in figure 14.18. But these are basically the same amplitudes as the ones we
already met in Compton scattering (section 8.6). To compare with section 8.6.3,
we convert the initial-state fermion (electron/quark) into a final-state anti-fermion
(positron/anti-quark) by p → −p, and then identify the variables of figure 14.18
with those of figure 8.14(a) by

p′ → p1 k ′ → p3 − p → p2 s → 2 p1 · p3 = s13

t → 2 p1 · p2 = s12 u → 2 p2 · p3 = s23. (14.64)

Remembering that in (8.180) the virtual γ had squared 4-momentum −Q2, we
see that the Compton ‘

∑ |�|2’ of (8.180) indeed becomes proportional to the
factor (14.63), as expected.
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F i gu re 14. 19. The kinematically allowed region in ( xi ) is the interior of the equilateral
triangle.

In th ree-body fin al states of th e type under d iscussion here, it is
often convenient to p reserve the sy mmetry b etween th e si j  ’s a n d u s e th re e
( d im e n sio n le ss) va r ia b le s xi defin ed by

s23 = Q 2(1 − x i ) and cyclic permutations. (14.65)

These are related b y (14.60), which becomes

x1 + x 2 + x 3 = 2. (14.66)

An even t with a g iven va lu e o f th e set xi can th en be plotted as a point in an
equilateral triangle of height 1, as shown in figure 14.19. In order to find the
limits of the allowed physical region in th is xi sp ace, and b ecause it will be useful
subsequently, we now transform from the overall three-body CMS to the CMS
of 2 and 3 (figure 14.20). If θ̃ is th e angle b etween 1 and 3 in this system, th en
(problem 14.6)

x2 = (1 − x1/2)+ (x1/2) cos θ̃

x3 = (1 − x1/2)− (x1/2) cos θ̃ . (14.67)

The limits of the physical region are then clearly cos θ̃ = ±1, which correspond to
x2 = 1 and x3 = 1. By symmetry, we see that the entire perimeter of the triangle
in figure 14.19 is the required boundary: physical events fall anywhere inside the
triangle. (This is the massless limit of the classic Dalitz plot, first introduced by
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F i gu re 14. 20. Definition of θ̃ .

Dalitz (1953) for the analysis of K → 3π .) Lines of constant θ̃ are shown in
figure 14.19.

Now consider the distribution provided by the QCD bremsstrahlung process,
eq u atio n ( 1 4 . 6 2 ) , wh ich can b e wr itten eq u ivalen tly as

1

σpt

d 2σ

d x1 d x 2
= 2αs

3π

(
x 21 + x 22

(1 − x1)(1 − x 2)

)
(14.68)

wh ere σpt is th e p o in t- like e+ e− → hadrons total cross-section of (9.100), and a
factor of four has been introduced from the colour sum (problem 14.4). The factor
in larg e p ar en th eses is ( 1 4 . 6 3 ) wr itten in ter m s o f th e xi (problem 14.7). The most
striking feature of (14.68) is that it is in fi n ite as x1 or x 2 , or both, tend to 1!

This is a quite different infinity from the ones encountered in the loop
in tegrals o f chapters 1 0 and 11. No in tegral is invo lved here—the tree amplitude
itself b ecomes singular on th e phase sp ace boundary. We can trace th e o rigin
of th e infinity back to th e d enomin ator factors ( p1 · p 3)−1 ∼ (1 − x 2)−1 and
( p2 · p 3)−1 ∼ (1 − x 1)−1 in (14.54). These become zero in two distin ct
configurations of the gluon momentum:

(a) p3 ∝ p 1 or p 3 ∝ p 2 (using p 2i = 0) (14.69)

(b) p3 → 0 (14.70)

which are easily interpreted physically. Condition (a) corresponds to a situation
in which the 4-momentum of the gluon is parallel to that of either the quark
o r th e an ti- q u ar k : th is is called a ‘ co llin ear d iverg en ce’ an d th e co n fig u r atio n
is pictured in figure 14.21( a ). If we restore the quark masses, p 21 = m 21 �= 0
and p 22 = m 22 �= 0, then the factor (2 p1 · p 3)−1 , for ex ample, becomes
((  p1 + p 3)2 − m 21)

−1 which only vanishes as p 3 → 0 , wh ich is c o n d itio n ( b ) . T h e
diverg ence of type (a) is therefore also termed a ‘mass singularity ’, as it would
be absent if the quarks had mass. Condition (b) corresponds to the emission of a
very ‘soft’ gluon (figure 14.21(b )) and is called a ‘soft d ivergence’. In contrast to
this, the gluon momentum p3 in type (a) does not have to be vanishingly small.

It is apparent from these figures that in either of these two cases the observed
final-state hadrons, after the fragmentation process, will in fact resemble a two-jet
configuration. Such events will be found in the regions x1 ≈ 1 and/or x2 ≈ 1 of
the kinematical plot shown in figure 14.19, which correspond to strips adjacent
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F i gu re 14. 21. G l uon confi gur at i ons l eadi ng t o divergences of equat i on ( 14. 68) : ( a) gl uon
emitted approximately collinear with quark (or anti-quark): ( b) s of t gl uon emi ssi on. T he
events are viewed in the overall CMS.

F i gu re 14. 22. A compi l at i on of t hree-j et fract i ons at di ff erent e+ e− annihilation energies.
Adapted from Akrawy et al (OPA L ) (1990); fi gure from E llis et al ( 1996) .

to two o f the boundaries of th e triangle, and to reg ions near th e vertices of th e
triangle. Events inside the rounded triangular region should be mostly three-jet
events. To iso late th em, we must keep away from the boundaries of th e triangle.
The quantitative separation b etween two- and three-jet events is done by means
of a jet mea su re , which needs to b e d efined in such a way as to b e free o f soft and
collinear diverg ences. For ex ample, Sterman and Weinberg (1977) defined two-
jet events to b e those in which all but a fractio n ε of the total available energy is
contained in two cones o f h alf-angle δ . The two-jet cross-sectio n is then obtained
by integrating the right-hand side of (14.68) over the relevant range of x1 and x2.

Assuming such a separation of three- and two-jet events can be done
satisfactorily, their ratio carries important information—namely, it should be
proportional to αs! This follows simply from the extra factor of gs associated
with th e g lu o n em issio n s in fig u r e 1 4 . 1 5 . Glo ssin g ove r a n u m b e r o f tech n icalities
(for which the reader is referred to Ellis et al (1996, section 3.3)), we show in
figure 14.22 a compilation of data on the fraction of three-jet events at different
e+e− annihilation energies. The most remarkable feature of this figure is, of
course, that this fraction—and, hence, αs—changes with energy, decreasing as
the energy increases. This is, in fact, direct evidence for asymptotic freedom.
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It is now time to start our discussion of the theoretical basis for this
fundamental property.

Problems

14.1

( a ) Sh ow th a t th e an ti- sy m m e tr ic 3 q co m b in atio n o f e q u a tio n ( 1 4 . 2 ) is inva r ian t
under the transformation (14.14) for each colour wavefunction.

(b) Suppose that pα and qα sta n d f o r two SU(3)c colour wavefunctions,
transforming under an infinitesimal SU(3)c tr an sf o r m a tio n v ia

p′ = (1 + iη · λ/2) p
an d sim ilar ly f o r q . Co n sid er th e a n ti- sy m m e tr ic co m b in atio n o f th e ir
components, given by p2 q 3 − p 3 q 2

p3 q 1 − p 1 q 3
p1 q 2 − p 2 q 1

 ≡
 Q1

Q2
Q3

 ;

th at is, Qα = εαβγ pβ  qγ . Check th at th e three components Qα tr an sf o r m
as a 3∗

c , in the particular case for wh ich only the parameters η1, η2, η3 and
η8 are non-zero. [No te : y o u will n eed th e ex p licit f o r m s o f th e λ m atr ices
(appendix M); you need to verify the transformation law

Q′ = (1 − iη · λ∗/2)Q.]
14.2 Verify that the Lorentz-invariant ‘contraction’ εµνρσ F̂µν F̂ρσ of two U(1)
(Maxwell) field strength tensors is proportional to E · B.

14.3 Verify that the cross-section for the exchange of a single massless scalar
gluon contains no ‘1/t̂2’ factor.

14.4 This problem is concerned with the evaluation of the ‘colour factor’ needed
for equation (14.68). The ‘colour wavefunction’ part of the amplitude (14.54) is

ac(c3)χ
†(c1)

λc

2
χ(c2) (14.71)

where c1, c2 and c3 label the colour degree of freedom of the quark, anti-quark and
gluon respectively, and a sum on the repeated index c is understood as usual. The
χ’s are the colour wavefunctions of the quark and anti-quark and are represented
by three-component column vectors: a convenient choice is

χ(r) =
 1

0
0

 χ(b) =
 0

1
0

 χ(g) =
 0

0
1


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by analogy with the spin wavefunctions of SU(2). The cross-section is obtained
by forming the modulus squared of (14.71) and summing over the colour labels
ci : ∑

c1, c2, c3

ac(c 3)χ  †r (c 1)
(λc)rs

2
χs(c 2)χ  

†
l (c 2)

(λd )lm

2
χm(c 1)a

∗
d(c 3) (14.72)

where summation is understood on the matrix indices on the χ ’s a n d λ’s , w h i c h
h ave b een in d icated ex p licitly. I n th is f o r m th e ex p r essio n is ve r y sim ilar to th e
sp in su mmations considered in chapter 8 (cf equation (8.60)). We proceed to
convert ( 14.72) to a trace and to evaluate it as f ollows:

(i) Show that ∑
c2

χs(c 2)χ  
†
l (c 2) = δ  sl .

(ii) Assuming the analogous result∑
c3

ac(c3)a
∗
d(c3) = δcd

show that (14.72) becomes

1

4

8∑
c=1

Tr(λc)
2.

( iii) Usin g th e λ’s given in appendix M, section M.4.5, show that

8∑
c=1

Tr(λc)
2 = 16.

and hence that the colour factor for (14.68) is four.

14.5 Verify equation (14.55).

14.6 Verify equation (14.67).

14.7 Verify that expression (14.63) becomes the factor in large parentheses in
equation (14.68), when expressed in terms of the xi ’s.

Copyright 2004 IOP Publishing Ltd



15

QCD II: ASYMPTOTIC FREEDOM, THE
RENORMALIZATION GROUP AND SCALING

VIOLATIONS IN DEEP INELASTIC SCATTERING

15.1 QCD corrections to the parton model prediction for
σ(e+e− → hadrons)

We begin by considering QCD corrections (at the one-loop, O(αs), level) to the
simple parton model prediction for the total e+e− annihilation cross-section into
hadrons (see figure 14.1). The parton model graph, shown again in figure 15.1
(assuming we are far from the Z0 peak), has amplitude Fγ , say. The O(αs)

QCD corrections to Fγ are shown in figure 15.2: we denote the amplitude for
the sum of these processes by Fg,v, where ‘v’ stands for ‘virtual’, since these
involve the emission and then reabsorption of gluons. The total cross-section
from these contributions is thus proportional to |Fγ + Fg,v|2—and this leads
to a problem. The gluon loops of figure 15.2 contain, of course, the usual
(‘ultraviolet’) divergences at large momenta. But they turn out also to diverge
as the (virtual) gluon momenta approach zero. Such ‘soft’ divergences are
usually called ‘infrared’ when they occur in loops—and they are not cured by
renormalization, which is relevant to the high-energy (ultraviolet) divergence of
Feynman integrals. Renormalization has nothing to offer the infrared problem.
We ran into exactly the same trouble in chapter 11 for the case of the analogous
QED corrections, of course, but did not give any details there of how the problem
is solved. Now we need to be more explicit.

In fact, the gluon loops of figure 15.2 would also, in the limit of zero
quark mass, exhibit further (non-ultraviolet) divergences, arising from ‘collinear’
configurations of the quarks and gluons in the loops. This is, after all, not
unexpected: the gluon momenta in the loops run over all possible values,
including those which gave trouble in the real gluon emission processes of
figure 14.17, discussed in the last section of the previous chapter. Indeed, it is
the latter processes which hold the key to dealing with these troublesome soft and
collinear divergences of figure 15.2. The cure lies in a careful analysis of what
is actually meant by the total annihilation cross-section to qq̄. The point is that
an outgoing quark (or anti-quark) cannot be distinguished, kinematically, from
one which is accompanied by a soft or collinear gluon—just as, in the appropriate
kinematic regions, there are ambiguities between two-jet and three-jet events, as
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F i gu re 15. 1. One-photon annihilation amplitude in e+ e− → q̄q.

F i gu re 15. 2. Vi r t ual gl uon cor r ect i ons t o fi gur e 15. 1.

we saw in section 14.4. Thus, to | Fγ+ Fg, v| 2 should also be added the contribution
to the total cross- section due to productio n o f soft ( and collinear) g luons in these
dangerous kinematical regions. This will entail integrating (14.68) precisely over
so me area (call it η ) of figure 14.19 close to the triangular boundary, as defined
by a jet measure of some kind. This leads to a cross-section for the production of
real soft and collinear gluons which is given by

σg,r = σpt
2αs

3π

∫ ∫
η

x2
1 + x2

2

(1 − x1)(1 − x2)
dx1 dx2. (15.1)

Clearly, as the region η (parametrized in some way) tends to zero, (15.1) will
diverge due to the vanishing denominators (soft and collinear divergences).

This refinement hardly seems to have helped: we now have two lots of
‘infrared’ type divergences to worry about, one in | Fγ + Fg,v|2 and one in σg,r.
Yet n ow comes the miracle. Note that three terms appear when squaring out
|Fγ + Fg,v|2: one of order α2 (from |Fγ |2), another of order α2α2

s (from |Fg,v|2)
and an interference term of order α2αs, which is the same order as (15.1). Thus
at order α2αs, (15.1) must be added precisely to this interference term—and the
wonderful fact is that their divergences cancel. The complete cross-section at
order α2αs is found to be (see, for example, Pennington (1983) or Ellis et al
(1996))

σ = σpt(1 + αs/π). (15.2)

The remarkable cancellation of the soft and collinear divergences between
the real and virtual emission processes is actually a general result. The Bloch–
Nordsieck (1937) theorem states that ‘soft’ singularities cancel between real and
virtual processes when one adds up all final states which are indistinguishable by
virtue of the energy resolution of the apparatus. A theorem due to Kinoshita
(1962) and Lee and Nauenberg (1964) states, roughly speaking, that mass
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F i gu re 15. 3. S ome hi gher- or der pr ocesses cont r i but i ng t o e+ e− → hadr ons at t he par t on
level.

singularities are absent if one adds up all indistinguish able mass- degenerate
states. I f an ‘ inclusive’ final state is considered (as in e+ e− → hadrons), then only
mass singularities from initial lines will remain. I n the case o f e+ e− annihilation,
th ese d o not arise sin ce th e g luon cannot be attached to th e e+ or e− lin es. Bu t
in the case o f d eep inelastic scattering, when effectively a quark or anti-quark
appears in the initial state, such uncan celled m ass singularities will occur, as
we sh all see in sectio n 15.7.1. They are o f g reat importance physically, b eing
essen tially th e o r ig in o f sca lin g v io la tio n s in d eep in elastic scatter in g .

We return to (15.2). At first sight, this result might appear satisfactory.
Comparison with the data shown in figure 14.1 would suggest that αs ∼ 0.5 or
less,1 so that (assuming the expansion parameter is αs/π) the implied perturbation
series in powers of αs would seem to be rapidly convergent. However, this is an
illusion, which is dispelled as soon as we go to the next order in αs (i.e. to the
order α2α2

s in the cross-section). Some typical graphs contributing to this order
of the cross-section are shown in figure 15.3 (note that, as with the O(α2αs) terms,
some graphs will contribute via their modulus squared and some via interference
terms). The result was obtained numerically by Dine and Sapirstein (1979) and
analytically by Chetyrkin et al (1979) and by Celmaster and Gonsalves (1980).
For our present purposes, the crucial feature of the answer is the appearance of a
term

σpt ·
[
−b

α2
s

π
ln

(
s

µ2

)]
(15.3)

where µ is a mass scale (about which we shall shortly have a lot more to say, but
which for the moment may be thought of as related in some way to an average

1 A more precise extraction of αs can be made from the value of R at the Z0 peak, see Ellis et al
(1996). The value of αs at the Z0 peak is approximately equal to 0.12.

Copyright 2004 IOP Publishing Ltd



quark mass), and th e coefficient b is g ive n b y

b =
(

33 − 2 Nf

12π

)
(15.4)

wh ere Nf is th e number o f ‘active’ flavours (e.g. Nf = 5 a b ove t h e bb̄ threshold).
In (15.3), s is the square of the total e+ e− energy (which we called Q 2 in
sectio n 14.4). The term (15.3) raises th e following problem. The ratio between it
and the O(α2αs) term is clearly

−bαs ln(s/µ2). (15.5)

If we take Nf = 5, αs ≈ 0.4, µ ∼ 1 GeV and s ∼ (10 GeV)2, (15.5) is of order 1
and can, in no sense, be regarded as a small perturbation.

Suppose that, nevertheless, we consider the sum of (15.2) and (15.3), which
is

σpt

[
1 + αs

π
{1 − bαs ln(s/µ2)}

]
. (15.6)

This suggests that one effect, at least, of these higher-order corrections is to
convert αs to an s-dependent quantity, namely αs{1 − bαs ln(s/µ2)}. We have
seen something very like this before, in equation (11.55), for the case of QED.
There is, however, one remarkable difference: here the coefficient of the ln is
negative, whereas that in (11.55) is positive. Apart from this (vital!) difference,
however, we can reasonably begin to think in terms of an effective ‘s-dependent
strong coupling constant αs’.

Pressing on with the next order (α2α3
s ) terms, we encounter a term (Samuel

and Surguladze 1991, Gorishny et al 1991)

σpt ·
[
αsb ln

(
s

µ2

)]2
αs

π
, (15.7)

and the ratio between this and (15.3) is precisely (15.5) once again! We are now
strongly inclined to suspect that we are seeing, in this class of terms, an expansion
of the form (1 + x)−1 = 1 − x + x2 − x3 · · ·. If true, this would imply that all
terms of the form (15.3) and (15.7) and higher, sum up to give (cf (11.61))

σpt

[
1 + αs/π

1 + αsb ln(s/µ2)

]
. (15.8)

The ‘re-summation’ effected by (15.8) has a remarkable effect: the ‘dangerous’
large logarithms in (15.3) and (15.7) are now effectively in the denominator
(cf (11.56)) and their effect is such as to reduce the effective value of αs as s
increases—exactly the property of asymptotic freedom.

We hasten to say that of course this is not how the property was discovered!
The foregoing remarks leave many questions unanswered—for example, are we
guaranteed that still higher-order terms will indeed continue to contain pieces
corresponding to the expression (15.8)? And what exactly is the mass parameter
µ? To address these questions we need to take a substantial detour.
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F i gu re 15. 4. O ne- l oop vacuum pol ar i zat i on cont r i but i on t o Z3 .

15.2 The reno rmalizatio n g ro up and related ideas

15.2.1 Where do the large logs come from?

We h ave take n th e title o f th is sectio n f r o m th a t o f sectio n 1 8 . 1 in Wein b e rg
(1996), which we have found very illuminating, and to which we refer for a m ore
d e tailed d iscu ssio n .

As we have just mentioned, the phenomenon of ‘large logarithms’ arises
also in th e simpler case o f QED. There, h owever, the factor corresponding to
αs b ∼  1

4 is α/3π ∼ 10−3 , so that it is only at quite unrealistically enormous | q 2|
valu es th at th e corresponding factor (α/3π)  ln(| q 2|/ m 2e) (where m e is th e e lectr o n
mass) becomes o f o rder unity. Neverthele ss, the origin of the logarithmic term is
essen tially th e sam e in b o th cases an d th e tech n icalities ar e m u ch sim p ler f o r QED
(no photon self-interactions, no ghosts). We shall, therefore, forget about QCD
for a wh ile and concentrate o n QED. Indeed, the discussion of renormalizatio n o f
QED g iven in ch ap ter 1 1 will b e su fficien t to a n swer th e q u e stio n in th e title o f
th is su b sectio n .

Fo r the answer does, in fact, fundamentally have to do with renormalization.
Let u s g o b ack to the r enormalization o f the charge in QED. We learned in
chapter 11 that the renormalized charge e was given in terms of the ‘bare’ charge
e0 by the relation e = e0(Z2/Z1)Z

1/2
3 (see (11.6)), where, in fact, due to the

Ward identity Z1 and Z2 are equal (section 11.6), so that only Z1/2
3 is needed.

To order e2 in renormalized perturbation theory, including only the e+e− loop of
figure 15.4, Z3 is given by (cf (11.30))

Z [2]
3 = 1 +�[2]

γ (0) (15.9)

where, from (11.23) and (11.24),

�[2]
γ (q

2) = 8e2i
∫ 1

0
dx

∫
d4k ′

(2π)4
x(1 − x)

(k ′2 −�γ + iε)2
(15.10)

and�γ = m2
e −x(1−x)q2 with q2 < 0. We regularize the k′ integral by a cut-off
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�, as explained in sections 10.3.1 and 10.3.2, obtaining (problem 15.1)

�[2]
γ (q

2) = − e2

π2

∫ 1

0
dx x(1 − x)

ln

�+
√
�2 +�γ

�
1
2
γ

 − �

(�2 +�γ )
1
2

 .

(15.11)
Setting q2 = 0 and retaining the dominant ln� term, we find that

(Z [2]
3 )1/2 = 1 −

( α
3π

)
ln(�/me). (15.12)

It is not a coincidence that the coefficient α/3π of the ultraviolet divergence is also
the coefficient of the ln(|q2|/m2

e) term in (11.54)–(11.56): we need to understand
why.

We first recall how (11.54) was arrived at. It refers to the renormalized self-
energy part, which is defined by the ‘subtracted’ form

�̄[2]
γ (q

2) = �[2]
γ (q

2)−�[2]
γ (0). (15.13)

In the process of subtraction, the dependence on the cut-off� disappears and we
are left with

�̄[2]
γ (q

2) = −2α

π

∫ 1

0
dx x(1 − x) ln

[
m2

e

m2
e − q2x(1 − x)

]
(15.14)

as in (11.36). For large values of |q2|, this leads to the ‘large log’ term
(α/3π) ln(|q2|/m2

e). Now, in order to form such a term, it is obviously not
possible to have just ‘ln |q2|’ appearing: the argument of the logarithm must
be dimensionless so that some mass scale must be present to which |q2| can be
compared. In the present case, that mass scale is evidently me, which entered
via the quantity�[2]

γ (0) or, equivalently, via the renormalization constant Z [2]
3 (cf

(15.12)). This is the beginning of the answer to our questions.
Why is it me that enters into �

[2]
γ (0) or Z3? Part of the answer—

once again—is of course that a ‘ln�’ cannot appear in that form but must be
‘ln(�/some mass)’. So we must enquire: what determines the ‘some mass’?
With this question we have reached the heart of the problem (for the moment).
The answer is, in fact, not immediately obvious: it lies in the prescription used
to define the renormalized coupling constant—this prescription, whatever it is,
determines Z3.

The value (15.9) (or (11.30)) was determined from the requirement that the
O(e2) corrected photon propagator (in the ξ = 1 gauge) had the simple form
−igµν/q2 as q2 → 0; that is, as the photon goes on-shell. Now, this is a perfectly
‘natural’ definition of the renormalized charge—but it is by no means forced upon
us. In fact, the appearance of a singularity in Z [2]

3 as me → 0 suggests that it is
inappropriate to the case in which fermion masses are neglected. We could, in
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principle, choose a different value of q2, say q2 = −µ2, at which to ‘subtract’.
Certainly the difference between �[2]

γ (q2 = 0) and �[2]
γ (q2 = −µ2) is finite as

� → ∞, so such a redefinition of ‘the’ renormalized charge would only amount
to a finite shift. Nevertheless, even a finite shift is alarming to those accustomed to
a certain ‘sanctity’ in the value α = 1

137 ! We have to concede, however, that if the
point of renormalization is to render amplitudes finite by taking certain constants
from experiment, then any choice of such constants should be as good as any
other—for example, the ‘charge’ defined at q2 = −µ2 rather than at q2 = 0.

Thus, there is, actually, a considerable arbitrariness in the way
renormalization can be done—a fact to which we did not draw attention in our
earlier discussions in chapters 10 and 11. Nevertheless, it must somehow be the
case that, despite this arbitrariness, the physical results remain the same. We shall
come back to this important point shortly.

15.2.2 Changing the renormalization scale

The recognition that the renormalization scale (−µ2 in this case) is arbitrary
suggests a way in which we might exploit the situation so as to avoid large
‘ln(|q2|/m2

e)’ terms: we renormalize at a large value of µ2! Consider what
happens if we define a new Z [2]

3 by

Z [2]
3 (µ) = 1 +�[2]

γ (q
2 = −µ2). (15.15)

Then for µ2 � m2
e but µ2 � �2, we have

(Z [2]
3 (µ))

1
2 = 1 −

( α

3π

)
ln(�/µ) (15.16)

and a new renormalized self-energy

�[2]
γ (q

2, µ) = �[2]
γ (q

2)−�[2]
γ (q

2 = −µ2)

= − e2

2π2

∫ 1

0
dx x(1 − x) ln

[
m2

e + µ2x(1 − x)

m2
e − q2x(1 − x)

]
. (15.17)

For µ2 and −q2 both � m2
e, the logarithm is now ln(|q2|/µ2) which is

small when |q2| is of order µ2. It seems, therefore, that with this different
renormalization prescription we have ‘tamed’ the large logarithms.

However, we have forgotten that, for consistency, the ‘e’ we should now be
using is the one defined, in terms of e0, via

eµ = (Z [2]
3 (µ))

1
2 e0 =

(
1 − α

3π
ln(�/µ)

)
e0 (15.18)

rather than
e = (Z [2]

3 )
1
2 e0 =

(
1 − α

3π
ln(�/me)

)
e0, (15.19)
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working always to one-loop order with an e+e− loop. The relation between eµ
and e is then

eµ = (1 − α
3π ln(�/µ))

(1 − α
3π ln(�/me))

e ≈
(

1 + α

3π
ln(µ/me)

)
e (15.20)

to leading order in α. Equation (15.20) indeed represents, as anticipated, a finite
shift from ‘e’ to ‘eµ’ but the problem with it is that a ‘large log’ has resurfaced
in the form of ln(µ/me) (remember that our idea was to take µ2 � m2

e).
Although the numerical coefficient of the log in (15.20) is certainly small, a
similar procedure applied to QCD will involve the larger coefficient bαs as in
(15.6) and the correction analogous to (15.20) will be of order 1, invalidating the
approach.

We have to be more subtle. Instead of making one jump from m2
e to a large

value µ2, we need to proceed in stages. We can calculate eµ from e as long as µ
is not too different from me. Then we can proceed to eµ′ for µ′ not too different
from µ, and so on. Rather than thinking of such a process in discrete stages
me → µ → µ′ → · · ·, it is more convenient to consider infinitesimal steps—that
is, we regard eµ′ at the scale µ′ as being a continuous function of eµ at scale µ
and of whatever other dimensionless variables exist in the problem (since the e’s
are themselves dimensionless). In the present case, these other variables are µ′/µ
and me/µ, so that eµ′ must have the form

eµ′ = E(eµ,µ
′/µ,me/µ). (15.21)

Differentiating (15.21) with respect to µ′ and letting µ′ = µ, we obtain

µ
deµ
dµ

= β(eµ,me/µ) (15.22)

where

β(eµ,me/µ) =
[
∂

∂z
E(eµ, z,m/µ)

]
z=1

. (15.23)

For µ � me, equation (15.22) reduces to

µ
deµ
dµ

= β(eµ, 0) ≡ β(eµ) (15.24)

which is a form of the Callan–Symanzik equation (Callan 1970, Symanzik 1970):
it governs the change of the coupling constant eµ as the renormalization scale µ
changes.

To this one-loop order, it is easy to calculate the crucial quantity β(eµ).
Returning to (15.18), we may write the bare coupling e0 as

e0 = eµ
(

1 − α

3π
ln(�/µ)

)−1

≈ eµ
(

1 + α

3π
ln(�/µ)

)
≈ eµ

(
1 + αµ

3π
ln(�/µ)

)
(15.25)
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where the last step follows from the fact that e and eµ differ by O(e 3), which
would be a higher-order correction to (15.25). Now the unrenormalized coupling
is certainly independent of µ. Hence, diff erentiating ( 15.25) with resp ect to µ at
fixed e0 , we find

d eµ
dµ

∣∣∣∣
e0

− eµαµ
3πµ

− ln(�/µ) · e 2µ
4π 2

d eµ
dµ

∣∣∣∣
e0

= 0. (15.26)

Wo rkin g to o rder e 3µ  , we can drop th e last term in (15.26), obtaining fin ally (to
one-loop order)

µ 
d eµ
dµ

∣∣∣∣
e0

= e 3µ
12π 2

(
≡ β[2](eµ)

)
. (15.27)

We can now integ rate equatio n (15.27) to obtain eµ at an arbitrary scale µ,
in ter m s o f its va lu e a t so m e scale µ = M , chosen in practice large enough so
that for variable scales µ greater than M we can neglect me compared with µ, but
small enough so th at ln( M/ me) terms do not invalidate the perturbation theory
calculation o f eM from e . The solution of (15.27) is then (problem 15.2)

ln(µ/  M) = 6π 2

(
1

e 2M
− 1

e 2µ

)
(15.28)

or, equivalently,

e 2µ = e 2M

1 − e 2M
12π  2 ln(µ2/ M 2)

(15.29)

wh ich is

αµ = αM

1 − α M
3π ln

(
µ2/ M 2

) (15.30)

wh ere α = e 2/4π . The crucial point is that the ‘large log’ is now in the
denominator (and has coefficient αM/3π !). We note that the general solution
o f ( 1 5 . 2 4 ) m a y b e wr itten a s

µ = M ex p
∫ eµ

eM

d e

β(e)
. (15.31)

We have made progress in understanding how the coupling changes as the
renormalizatio n scale changes and in how ‘large logarith mic’ change as in (15.20)
can be brought under control via (15.30). The final piece in the puzzle is to
understand how this can help us with the large −q2 behaviour of our cross-section,
the problem from which we originally started.
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15.2.3 The renormalization group equation and large − q 2 behav io ur in
QED

To see the connectio n we n eed to implement the fundamental requirement, stated
at the end of section 15.2.1, that predictions for physically measurable quantities
must not depend on the renormalization scale µ. Consider, for example, our
annihilation cross-section σ for e+e− → hadrons, pretending that the one-loop
corrections we are interested in are those due to QED rather than QCD. We need
to work in the space-like region, so as to be consistent with all the foregoing
discussion. To make this clear, we shall now denote the 4-momentum of the
virtual photon by q rather than Q and take q2 < 0 as in sections 15.2.1 and
15.2.2. Bearing in mind the way we used the ‘dimensionless-ness’ of the e’s in
(15.21), let us focus on the dimensionless ratio σ/σpt ≡ S. Neglecting all masses,
S can only be a function of the dimensionless ratio |q2|/µ2 and of eµ:

S = S(|q2|/µ2, eµ). (15.32)

But S must ultimately have no µ dependence. It follows that the µ2 dependence
arising via the |q2|/µ2 argument must cancel that associated with eµ. This is
why the µ2-dependence of eµ controls the |q2| dependence of S, and hence of σ .
In symbols, this condition is represented by the equation(

∂

∂µ

∣∣∣∣
eµ

+ deµ
dµ

∣∣∣∣
e0

∂

∂eµ

)
S(|q2|/µ2, eµ) = 0 (15.33)

or (
µ
∂

∂µ

∣∣∣∣
eµ

+ β(eµ)
∂

∂eµ

)
S(|q|2/µ2, eµ) = 0. (15.34)

Equation (15.34) is referred to as ‘the renormalization group equation (RGE)
for S’. The terminology goes back to Stueckelberg and Peterman (1953), who
were the first to discuss the freedom associated with the choice of renormalization
scale. The ‘group’ connotation is a trifle obscure—but all it really amounts to is
the idea that if we do one infinitesimal shift in µ2 and then another, the result will
be a third such shift; in other words, it is a kind of ‘translation group’. It was,
however, Gell-Mann and Low (1954) who realized how equation (15.34) could
be used to calculate the large |q2| behaviour of S, as we now explain.

It is convenient to work in terms of µ2 and α rather than µ and e.
Equation (15.34) is then(

µ2 ∂

∂µ2

∣∣∣∣
αµ

+ β(αµ)
∂

∂αµ

)
S(|q2|/µ2, αµ) = 0, (15.35)

where β(αµ) is defined by

β(αµ) ≡ µ2 ∂αµ

∂µ2

∣∣∣∣
e0

. (15.36)
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From (15.36) and (15.27), we deduce that, to the one-loop order to which we are
working,

β[2](αµ) = eµ
4π
β[2](eµ) = α2

µ

3π
. (15.37)

Now introduce the important variable

t = ln(|q2|/µ2), (15.38)

so that |q2|/µ2 = et . Equation (15.35) then becomes[
− ∂

∂ t
+ β(αµ)

∂

∂αµ

]
S(et , αµ) = 0. (15.39)

This is a first order differential equation which can be solved by implicitly
defining a new function—the running coupling α(|q2|)—as follows (compare
(15.31):

t =
∫ α(|q2|)

αµ

dα

β(α)
. (15.40)

To see how this helps, we have to recall how to differentiate an integral with
respect to one of its limits—or, more generally, the formula

∂

∂a

∫ f (a)

g(x) dx = g( f (a))
∂ f

∂a
. (15.41)

First, let us differentiate (15.40) with respect to t at fixed αµ: we obtain

1 = 1

β(α(|q2|))
∂α(|q2|)
∂ t

. (15.42)

Next, differentiate (15.40) with respect to αµ at fixed t (note that α(|q2|) will
depend on µ and hence on αµ): we obtain

0 = ∂α(|q2|)
∂αµ

1

β(α(|q2|)) − 1

β(αµ)
(15.43)

the minus sign coming from the fact that αµ is the lower limit in (15.40). From
(15.42) and (15.43), we find the result[

− ∂

∂ t
+ β(αµ)

∂

∂αµ

]
α(|q2|) = 0. (15.44)

It follows that S(1, α(|q2|)) is a solution of (15.39).
This is a remarkable result. It shows that all the dependence of S on the

(momentum)2 variable |q2| enters through that of the running coupling α(|q2|).
Of course, this result is only valid in a regime of −q2 which is much greater than
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all quantities with dimension (mass)2—for example, the squares of all particle
masses which do not appear in (15.32). This is why the technique applies only
at ‘high’ −q2. The result implies that if we can calculate S(1, αµ) (i.e. S at the
point q2 = −µ2) at some definite order in perturbation theory, then replacing αµ
by α(|q2|) will allow us to predict the q2-dependence (at large −q2). All we need
to do is solve (15.40). Indeed, for QED with one e+e− loop, we have seen that
β[2](α) = α2/3π . Hence, integrating (15.40) we obtain

α(|q2|) = αµ

1 − αµ
3π t

= αµ

1 − αµ
3π ln(|q2|/µ2)

. (15.45)

This is almost exactly the formula we proposed in (11.56), on plausibility
grounds.2

Suppose now that the leading perturbative contribution to S(1, αµ) is S1αµ.
Then the terms contained in S(1, α(|q2|)) in this approximation can be found by
expanding (15.45) in powers of αµ:

S(1, α(|q2|)) ≈ S1α(|q2|) = S1αµ

[
1 − αµ

3π
t
]−1

= S1αµ

[
1 + αµt

3π
+

(
αµt

3π

)2

+ · · ·
]

(15.46)

where t = ln(|q2|/µ2). The next higher-order calculation of S(1, αµ) would be
S2α

2
µ, say, which generates the terms

S2α
2(|q2|) = S2α

2
µ

[
1 + 2αµt

3π
+ · · ·

]
. (15.47)

Comparing (15.46) and (15.47), we see that each power of the large log factor
appearing in (15.47) comes with one more power of αµ than in (15.46). Provided
αµ is small, then, the leading terms in t, t2, . . . are contained in (15.46). It is in
this sense that replacing S(1, αµ) by S(1, α(|q2|)) sums all ‘leading log terms’.

In fact, of course, the one-loop (and higher) corrections to S in which we
are really interested are those due to QCD, rather than QED, corrections. But
the logic is exactly the same. The leading (O(αs)) perturbative contribution to
S = σ/σpt at q2 = −µ2 is given in (15.2) as αs(µ

2)/π . It follows that the
‘leading log corrections’ at high −q2 are summed up by replacing this expression
by αs(|q2|)/π , where the running αs(|q2|) is determined by solving (15.40) with
the QCD analogue of (15.37)—to which we now turn.

15.3 Back to QCD: asymptotic freedom

The reader may have realized, some time back, that the quantity b introduced in
(15.4) must be precisely the coefficient of α2

s in the one-loop contribution to the
2 The difference has to do, of course, with the different renormalization prescriptions.
Equation (11.56) is written in terms of an ‘α’ defined at q2 = 0 and without neglect of me.
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β -functio n o f QCD defin ed by

βs = µ2 ∂αs

∂µ2

∣∣∣∣
fixed b are αs

; (15.48)

th at is to say,
β[2]

s = −bα 2s (15.49)

with

b = 33 − 2 Nf

12π
. (15.50)

Fo r Nf ≤ 1 6 , th e q u a n tity b is p o sitive , so that the sign of (15.49)) is opposite to
that of the QED analogue, equation (15.37). Correspondingly, (15.45) is replaced
by

αs(| q 2|) = αs(µ
2)

[ 1 + αs(µ2)b ln(| q 2|/µ2)] (15.51)

and then replacing αs in (15.2) by (15.51) leads to (15.8).3

Thus, in QCD, the strong coupling runs in the opposite way to QED,
becoming sm aller at large values of | q 2| (or small distances)—th e p roperty o f
asymptotic freedom. The justly famous result (15.50) was first obtained by
Po litzer (1973), Gross and Wilczek (1973) and ’t Hooft. ’t Hooft’s result,
announced at a conference in Marseilles in 1972, was not published. The
published calculation o f Politzer and o f Gross and Wilczek quickly attracted
enormous interest, b ecause it immediately explained the ‘paradoxical situation’
referred to at the end o f sectio n 14.2.3: how the successful parton model could be
reconciled with the undoubtedly very strong binding forces between quarks. The
resolution, we now understand, lies in quite subtle properties of renormalized
quantum field theory, involving first the exposure of ‘large logarithms’, and then
their re-summation in terms of the running coupling. Not only did the result
(15.50) explain the su ccess o f the parton model: it also , we r epeat, opened the
prospect of performin g reliable p ertu rbative calculations in a strongly in ter actin g
theory, at least at h igh | q| 2 . For ex ample, at su fficiently high | q|  2 , we can reliably
compute the β f u n ctio n in p er tu r b atio n th eo r y. Th e r esu lt o f Po litzer an d o f
Gross and Wilczek led r apidly to the g eneral acceptance o f QCD as the theory
of strong in teractions, a conclu sion rein forced by th e d emonstratio n b y Coleman
and Gross (1973) that no theory without Yang–Mills fields possessed the property
of asymptotic freedom.

In sectio n 11.5.3 we g ave the conventional physical in terpretatio n o f the
way in which the running of the QED coupling tends to increase its va lu e a t
distances | q|−1 short enough to probe inside the screening provided by e+ e−

3 E x cept that, in (15. 51), αs is evaluated at large s pace- like values of its argum ent, w h er eas in
(15.8), it is wanted at large time-like values. Readers troubled by this may consult Pennington (1983)
s ection 2 . 3 . 2 , o r P es kin and Schroeder ( 1995) s ection 18. 5. T h e d ifficulty is evaded in the approach of
s ection 15. 6 b elow.

Copyright 2004 IOP Publishing Ltd



F i gu re 15. 5. qq̄ vacuum pol ar i zat i on c or r ect i on t o t he gl uon pr opagat or.

pairs (| q|−1 � m−1
e ). This vacuum polarization screening eff ect is also present

in (15.50) via the term − 2 Nf/12π , the valu e o f which can be quite easily
understood. It arises from the ‘qq̄’ vacuum polarization diagram of figure 15.5,
wh ich is p recisely analogous to th e e+ e− diagram u sed to calculate �̄[2]

γ (q 2) in
QED. The only n ew feature in figure 15.5 is the presence of th e 1

2λ-matrices at
each vertex . I f ‘ a ’ and  ‘b ’ are the colour labels of the ingoing and outgoing gluons,
th e 1

2λ-matrix factors m ust b e

3∑
α,β=1

(
1

2
λa

)
αβ

(
1

2
λb

)
βα

(15.52)

since there are n o free quark indices (of type α, β ) on the external legs of the
diagram. It is simple to check th at (15.52) has the valu e 1

2δ ab (this is, in fact,
th e way th e λ’s are conventionally normalized). Hence, for one quark flavour we
expect ‘α/3π ’ to b e replaced by ‘αs/6π’, in agreement with the second term in
(15.50).

The all-important, positive, first term must therefore be due to the gluons.
The one-loop graphs contributing to the calculation of b are shown in figure 15.6.
They include figure 15.5, of course, but there are also, characteristically, graphs
involving the gluon self-coupling which is absent in QED and also (in covariant
gauges) ghost loops. We do not want to enter into the details of the calculation of
β(αs) here (they are given in Peskin and Schroeder 1995, chapter 16, for example)
but it would be nice to have a simple intuitive picture of the ‘anti-screening’ result
in terms of the gluon interactions, say. Unfortunately, no fully satisfactory simple
explanation exists, though the reader may be interested to consult Hughes (1980,
1981) and Nielsen (1981) for a ‘paramagnetic’ type of explanation rather than a
‘dielectric’ one.

Returning to (15.51), we note that, despite appearances, it does not really
involve two parameters—after all, (15.48) is only a first-order differential
equation. By introducing

ln�2
QCD = lnµ2 − 1/(bαs(µ

2)) (15.53)
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F i gu re 15. 6. G r aphs cont r i but i ng t o t he one- l oop β function in QCD. A curly line
r epr esent s a gl uon, a br oken l i ne a ghost ( see s ect i on 13. 5. 3) and a st r ai ght l i ne a quar k.

eq u atio n ( 1 5 . 5 1 ) can b e r ewr itten ( p r o b lem 1 5 . 3 ) as

αs(|q2|) = 1

b ln(| q 2|/�2
QCD)

. (15.54)

Equation (15.54) is equivalent to (cf (15.40))

ln
(
|q 2|/�2

QCD

)
= −

∫ ∞

αs(|q2|)
dαs

β
[2]
s

(15.55)

with β[2]
s = −bα 2s . �QCD is, therefore, an integ ratio n constant representin g

the scale at which αs would d iverge to in fin ity (if we extended our calculatio n
beyond its perturbative domain of validity). More usefully, �QCD is a measure
of the scale at which αs really does b ecome ‘strong’. The ex tractio n o f a
precise value o f �QCD is a complicated matter, as we sh all b riefly indicate in
section 15.5, but a typical value is in the region of 200 MeV. Note that this is a
distance scale of order (200 MeV)−1 ∼ 1 fm, just about the size of a hadron—a
satisfactory connection. Significantly, while perturbative QED is characterized by
a dimensionless parameter α, perturbative QCD requires a mass parameter (µ2 or
�QCD).

Copyright 2004 IOP Publishing Ltd



So far we have discussed only the ‘one-loop’ calculation of β(αs). The two-
loop resu lt (Caswell 1974, Jones 1974) may b e written as β[3]

s = −bb′α 3s , where

bb′ = 153 − 19 Nf

24π 2
. (15.56)

Inserting β[2]
s and β[3]

s in to (15.48) gives a corrected expression for αs(| q 2|) in
ter m s o f αs(µ

2) wh ich h as to b e so lved n u m er ically f o r αs(| q 2|). Typically, the b′
coefficient is asso ciated with ln ln(| q 2|/µ2) terms. The three-loop resu lt has b een
obtained b y Tarasov et al (1980) and by Larin and Vermaseren (1993).

We sh all r eturn to σ(e+ e− → hadrons) in sectio n 1 5 . 6 . Fir st we wan t to
explore the RGE further.

15.4 A more general form of the RGE: anomalous dimensions and
running masses

The reader may be wondering why, for QCD, all the graphs of figure 15.6 are
needed, whereas for QED we got away with only figure 11.5. The reason
for the simplification in QED was the equality between the renormalization
constants Z1 and Z2, which therefore cancelled out in the relation between the
renormalized and bare charges e and e0, as briefly stated before equation (15.9)
(this equality was discussed in section 11.6). We recall that Z2 is the field strength
renormalization factor for the charged fermion in QED and Z1 is the vertex
part renormalization constant: their relation to the counter terms was given in
equation (11.7). For QCD, although gauge invariance does imply generalizations
of the Ward identity used to prove Z1 = Z2 (Taylor 1971, Slavnov 1972),
the consequence is no longer the simple relation ‘Z1 = Z2’ in this case, due
essentially to the ghost contributions. In order to see what change Z1 �= Z2
would make, let us return to the one-loop calculation of β for QED, pretending
that Z1 �= Z2. We have

e0 = Z1

Z2
Z

− 1
2

3 eµ (15.57)

where, because we are renormalizing at scale µ, all the Zi ’s depend on µ

(as in (15.16)) but we shall now not indicate this explicitly. Taking logs and
differentiating with respect to µ at constant e0, we obtain

µ
d

dµ

∣∣∣∣
e0

ln Z1 − µ
d

dµ

∣∣∣∣
e0

ln Z2 − 1

2
µ

d

dµ

∣∣∣∣
e0

ln Z3 + µ

eµ

deµ
dµ

∣∣∣∣
e0

= 0. (15.58)

Hence,

β(eµ) ≡ µ
deµ
dµ

∣∣∣∣
e0

= eµγ3 + 2eµγ2 − eµµ
d

dµ
ln Z1 (15.59)
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where

γ2 ≡ 1

2
µ

d

dµ

∣∣∣∣
e0

ln Z2 γ3 = 1

2
µ

d

dµ

∣∣∣∣
e0

ln Z3. (15.60)

To leading order in eµ, the γ3 term in (15.60) reproduces (15.27) when (15.16) is
used for Z3, the other two terms in (15.58) cancelling via Z1 = Z2. So if, as in
the case of QCD, Z1 is not equal to Z2, we need to introduce the contributions
from loops determining the fermion field strength renormalization factor, as well
as those related to the vertex parts (together with appropriate ghost loops), in
addition to the vacuum polarization loop associated with Z3.

Quantities such as γ2 and γ3 have an interesting and important significance,
which we shall illustrate in the case of γ2 for QED. Z2 enters into the relation

between the propagator of the bare fermion 〈�|T ( ¯̂
ψ0(x)ψ̂0(0))|�〉 and the

renormalized one, via (cf (11.2))

〈�|T ( ¯̂
ψ(x)ψ̂(0)|�〉 = 1

Z2
〈�|T ( ¯̂

ψ0(x)ψ̂0(0))|�〉 (15.61)

where (cf section 10.1.3) |�〉 is the vacuum of the interacting theory. The Fourier
transform of (15.61) is, of course, the Feynman propagator:

S̃′
F(q

2) =
∫

d4xeiq·x〈�|T ( ¯̂
ψ(x)ψ̂(0))|�〉. (15.62)

Suppose we now ask: what is the large −q2 behaviour of (15.62) for space-like
q2, with −q2 � m2 where m is the fermion mass? This sounds very similar to the
question answered in 15.2.3 for the quantity S(|q2|/µ2, eµ). However, the latter
was dimensionless, whereas (recalling that ψ̂ has mass dimension 3

2 ) S̃′
F(q

2) has
dimension M−1. This dimensionality is just what a propagator of the free-field
form i/(/q − m) would provide.

Accordingly, we extract this ( /q)−1 factor (compare σ/σpt) and consider the
dimensionless ratio R̃′

F(|q2|/µ2, αµ) = /q S̃′
F(q

2). We might guess that, just
as for S(|q2|/µ2, αµ), to get the leading large |q2| behaviour we will need to
calculate R̃′

F to some order in αµ and then replace αµ by α(|q2|/µ2). But this
is not quite all. The factor Z2 in (15.61) will—as previously noted—depend on
the renormalization scale µ, just as Z3 of (15.16) did. Thus, when we change

µ, the normalization of the ψ̂’s will change via the Z
1
2
2 factors—by a finite

amount here—and we must include this change when writing down the analogue
of (15.34) for this case (i.e. the condition that the ‘total change, on changing µ, is
zero’). The required equation is[

µ2 ∂

∂µ2

∣∣∣∣
αµ

+ β(αµ)
∂

∂αµ
+ γ2(αµ)

]
R̃′

F(|q2|/µ2, αµ) = 0. (15.63)

The solution of (15.63) is somewhat more complicated than that of (15.34).
We can gain insight into the essential difference caused by the presence of γ2 by
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considering the sp ecial case β(eµ) = 0. In this case, we easily find

R̃′
F(| q 2|/µ2, αµ) ∝ (µ2)−γ 2(αµ). (15.64)

Bu t sin c e R̃′
F can only d epend o n µ via | q 2|/µ2 , we learn that if β = 0 then the

larg e | q 2| behaviour of R̃′
F is g ive n b y (| q 2|/µ2) 

1
2 γ 2 —or, in other words, that at

larg e | q 2|

S̃′
F(| q 2|/µ2, αµ) ∝ 

1

/q

(
| q 2|
µ2

)γ2(αµ)

. (15.65)

Thus, at a zero of the β -function , S̃′
F has an ‘anomalous’power law d ependence

on | q 2| ( i.e. in a d d itio n to th e o bv io u s /q−1 factor), which is controlled by the
parameter γ2 . The latter is called the ‘anomalous dimension’ of the fermion field,
since its presence effectively m eans that the | q 2| behaviour of S̃′

F is n o t d e ter m in ed
b y its ‘ n o r m a l’ d im e n sio n a lity M−1 . The behaviour (15.65) is often referred to
as ‘ scalin g with an o m alo u s d im e n sio n ’ , m ean in g th a t if we m u ltip ly | q 2| by a
scale factor λ, then S̃′

F is m u ltip lied b y λγ 2( eµ)−1 r a th er th an ju st λ−1 . Anomalous
dimensions turn out to play a vital role in the theory of critical phenomena—they
are, in fact, clo sely related to ‘critical exponents’ (see sectio n 16.6.3 and Pesk in
and Schroeder 1995, chapter 13). Scaling with anomalous dimensions is also
ex actly wh at o ccu r s in d eep in elastic scatter in g o f lep to n s f r o m n u cleo n s, as we
sh all see in section 15.7.

The full solution of (15.63) for β �= 0 is elegantly discussed in Coleman
(1985, chapter 3); see also Peskin and Schroeder (1995) section 12.3. We quote it
here:

R̃′
F(| q 2|/µ2), αµ) = R̃′

F(1, α(| q 2|/µ2))  ex p

{ ∫ t

0
d t ′γ 2(α(t

′))
}
. (15.66)

The first factor is th e expected one from sectio n 15.2.3; th e second resu lts from
the addition of the γ2 term in (15.63). Suppose now that β(α) has a zero at some
point α∗, in the vicinity of which β(α) ≈ −B(α − α∗) with B > 0. Then, near
this point the evolution of α is given by (cf (15.40))

ln(|q2|/µ2) =
∫ α(|q2|)

αµ

dα

−B(α − α∗)
(15.67)

which implies
α(|q2|) = α∗ + constant × (µ2/|q2|)B . (15.68)

Thus, asymptotically for large |q2|, the coupling will evolve to the ‘fixed point’
α∗. In this case, at sufficiently large −q2, the integral in (15.66) can be evaluated
by setting α(t ′) = α∗, and R̃′

F will scale with an anomalous dimension γ2(α
∗)

determined by the fixed point value of α. The behaviour of such an α is shown
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F i gu re 15. 7. P ossi bl e behavi our of β f unct i ons: ( a) t he sl ope i s posi t ive near t he or i gi n ( as
i n QE D) and negat ive near α = α∗ ; (b) t he sl ope i s negat ive at t he or i gi n ( as i n Q C D ) and
posi t ive near αs = α∗

s .

in figure 15.7(a ). We emphasize that there is n o r eason to believe that the QED β
functio n actually does b ehave like this.

The point α∗ in figure 15.7(a ) is called a n u ltr av io let- stab le fixed p o in t: α
‘flows’ towards it at large | q 2| . In the case o f QCD, the β function starts out
negative, so that the corresponding behaviour (with a zero at a α∗

s �= 0) would
look like that shown in figure 15.7(b ). In this case, the r eader can check (problem
15.4) th at α∗

s is reached in the infrared limit q 2 → 0, and so α∗
s is called an

in f r a r e d - stab le fixed p o in t. Clear ly it is th e slo p e o f β near th e fixed point th at
d e ter m in es wh eth e r it is u ltr av io let o r in f r a r e d stab le. Th is ap p lies e q u a lly to a
fixed point at th e o rigin, so th at QED is infrared stable at α = 0 w h ile QCD is
u ltr av io let stab le a t αs = 0.

We must now point out to the reader an error in the foregoing analysis in the
case o f a g a u g e th eo r y. T h e q u a n tity Z2 is not gauge invariant in QED (or QCD),
and so γ2 depends on the choice of gauge. This is r eally no su rprise because the
full fermio n p ropagato r itself is not gauge invariant (th e free-field propagato r is
gauge invariant, of course). Wh at ultimately m atters is that the complete physical
amplitude for any process, at a g iven order o f α , be gauge invariant. Thus,
the analysis given here really only applies—in this simple form—to non-gauge
th eo r ies, su c h a s th e ABC m o d e l o r to g au g e - invar ian t q u a n tities.

This is an appropriate point at wh ich to consid er th e treatment of quark
masses in the RGE-based approach. Up to now we have simply assumed that the
relevant |q2| is very much greater than all quark masses, the latter therefore being
neglected. While this may be adequate for the light quarks u, d, s, it seems surely
a progressively worse assumption for c, b and t. However, in thinking about how
to re-introduce the quark masses into our formalism, we are at once faced with a
difficulty: how are they to be defined? For an unconfined particle such as a lepton,
it seems natural to define ‘the’ mass as the position of the pole of the propagator
(i.e. the ‘on-shell’ value p2 = m2), a definition we followed in chapters 10 and 11.
Significantly, renormalization is required (in the shape of a mass counter-term) to
achieve a pole at the ‘right’ physical mass m, in this sense. But this prescription
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cannot be used for a confined particle, which never ‘escapes’ beyond the range of
the confining forces and whose propagator can, therefore, never approach the free
form ∼ (/p − m)−1.

Our present perspective on renormalization suggests an obvious way
forward. Just as there was, in principle, no necessity to define the QED
coupling parameter e via an on-shell prescription, so here a mass parameter in the
Lagrangian can be defined in any way we find convenient: all that is necessary is
that it should be possible to determine its value from experiment. Effectively, we

are regarding the ‘m’ in a term such as −m ¯̂
ψ(x)ψ̂(x) as a ‘coupling constant’

having mass dimension 1 (and, after all, the ABC coupling itself had mass

dimension 1). Incidentally, the operator ¯̂
ψ(x)ψ̂(x) is gauge invariant, as is any

such local operator. Taking this point of view, it is clear that a renormalization
scale will be involved in such a general definition of mass and we must expect
to see our mass parameters ‘evolve’ with this scale, just as the gauge (or other)
couplings do. In turn, this will get translated into a |q2|-dependence of the mass
parameters, just as for α(|q2|) and αs(|q2|).

The RGE in such a scheme now takes the form[
µ2 ∂

∂µ2 + β(αs)
∂

∂αs
+

∑
i

γi (αs)+ γm(αs)m
∂

∂m

]
R(|q2|/µ2, αs,m/|q|) = 0

(15.69)
where the partial derivatives are taken at fixed values of the other two variables.
Here the γi are the anomalous dimensions relevant to the quantity R, and γm is
an analogous ‘anomalous mass dimension’, arising from finite shifts in the mass
parameter when the scale µ2 is changed. Just as with the solution (15.66) of
(15.63), the solution of (15.69) is given in terms of a ‘running mass’ m(|q2|).
Formally, we can think of γm in (15.69) as analogous to β(αs) and ln m as
analogous to αs. Then equation (15.42) for the running αs,

∂αs(|q2|)
∂ t

= β(αs(|q2|)) (15.70)

where t = ln(|q2|/µ2), becomes

∂(ln m(|q2|))
∂ t

= γm(αs(|q|2)). (15.71)

Equation (15.71) has the solution

m(|q2|) = m(µ2) exp
∫ |q2|

µ2
d ln |q ′2|γm(αs(|q ′2|). (15.72)

To one-loop order in QCD, γm(αs) turns out to be − 1
π
αs (Peskin and

Schroeder 1995, section 18.1). Inserting the one-loop solution for αs in the form
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(15.54), we find

m(| q 2|) = m(µ2)

[
ln(µ2/�2)

ln(| q 2|/�2)

]1/π  b

(15.73)

wh ere (π  b)−1 = 12/(33 − 2 Nf). Thus th e quark masses d ecrease logarith mically
as | q 2| increases, r ather like αs(| q 2|). I t f ollows that, in g eneral, quark mass
effects are suppressed both b y explicit m 2/| q 2| factors and by the logarithmic
decrease g iven by (15.73). Furth er discussion of th e treatment of quark masses is
co n tain e d in E llis et al (1996) section 2.4.

15.5 Some technicalities

We conclude our discussion of RGE’s by commenting on a number of technical
matters to which we should draw the reader’s attention.

First, we have—for the sake o f simplicity of exposition—conducted the
entire d iscussion of renormalizatio n effects in the framewo rk of regularizatio n b y
m ean s o f th e u ltr av io let c u t- o ff �. However, we saw in sectio n 11.3 that this was
a potentially dangerous procedure in a gauge theory, since it could spoil gauge
invariance. The latter is v ital f or two r easons: r enormalizability depends upon it,
and so does the elimin atio n o f unphysical states (i.e. the preservatio n o f unitarity ).
Wh ile several g auge-invariant regularizations are available, th e one now u sed
most widely is ‘dimensional regularization’, due to ’t Hooft and Veltman (1972).
We describe th is method briefly here: some more d etails are g iven in appendix N.

Th e b asic id ea is ve r y sim p le ( if , at fir st, r ath e r str an g e ) . I t is b a sed o n th e
observatio n that a typical logarith mically ultrav io let d ivergent one-loop diagram,
su ch as the photon vacuum polarization with amplitude (see (11.23) and (11.24))

�[2]
γ (q 2) = 8 e 2 i

∫ 1

0
d x

∫
d 4 k ′

(2π)4
x(1 − x)

(k ′2 −�γ + iε)2 
, (15.74)

would converge if the number of dimensions over which k′ wa s i n t eg r a t e d w e r e
less th an f o u r. 4 Thus, if one can so mehow calculate th e integ ral as an analy tic
f u n ctio n o f th e d im e n sio n a lity d of sp acetime, it will converge for d < 4
and h ave an identifiable singularity as d approaches four, which the p rocess o f
r en o r m alizatio n can r em ove.

Th e fir st step is to consider the k′
0 integral as a contour integral in the k ′

0
plane, as we did in figure 10.8. This time, however, instead of evaluating it with
a cut-off, we rotate the contour CR in an anti-clockwise direction (thus avoiding
the poles the location of which is determined by the ‘+iε’ term), so that it runs

4 N o te that dim ens ional r egular ization can equally w ell be us ed to deal w ith inf r ar ed d ivergences , b y
allow ing d to be greater than four. For ex am ple, the infrared d ivergence o f s ection 15. 1 can be handled
this way.
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along th e imaginary axis: k ′
0 → ik ′

4 . Then (15.74) becomes

− 8 e 2
∫ 1

0
d x

∫
d 4 k ′

E

(2π)4
x(1 − x)

(k ′2
E +�γ )2 

(15.75)

wh ere kE = (k ′
4, k

′) is th e ‘ Eu clid ean ’ 4 - m o m en tu m . No te th at f o r q 2 < 0, the
denomin ator is never zero, so th ere is n o n eed to in clude any ‘iε ’. In dimensional
regularization, one replaces the k′

E -integral in (15.75) by∫
d d k ′

E

(2π)d
1

(k ′2
E +�γ )2 

= 1

(4π)d/ 2
�(2 − d/2)

�(2)

(
1

�γ

)2−d/ 2

(15.76)

wh ere � is the gamma function (see, for example, Boas 1983, chapter 11). � is
r e lated to th e facto r ial f u n c tio n f o r in teg e r valu e s o f its arg u m en t a n d satisfies

�(z + 1) = z�(z) �(n) = (n − 1)! �(1) = 1 (15.77)

for g eneral z and integ er n . It is clear from (15.77) th at �(z) has a pole at z = 0,
so th at (15.76) is indeed singular wh en d = 4. To isolate the singular behaviour
we use the approximation

�(2 − d/2) = 2

ε
− γ + O(ε)  (15.78)

wh ere ε = 4 − d and γ (not to be confused with the anomalous dimensions!) is
the Euler–Mascheroni constant, having the value γ ≈ 0.5772. Comparing (10.51)
and (15.76), we can see that we may crudely id entify ‘ 1

ε
∼ ln�’.

Integrals such as (15.76) but with powers of k ′
E in the numerator can be

evaluated similarly (see appendix N). Using these results one finds that the non-
gauge-invariant part of (11.18) does indeed cancel in th is regularizatio n p rocedure
(problem 15.5).

We may expand the right-hand side of (15.76) in powers of ε , using  xε =
eε ln x ≈ 1 + ε ln x + · · ·. We obtain the result (problem 15.6)

1

(4π)2

[
2

ε
− γ + ln 4π − ln�γ + O(ε)

]
. (15.79)

Th e ap p ear an ce o f th e d im en sio n al q u an tity �γ in sid e th e lo g a r ith m is
undesirable. We may rectify this by noting that although the fine structure
constant α is dimensionless in four dimensions, the field dimension will change
wh en we g o to d dimensions and, hence, so will that of the couplings if we want
to keep th e actio n d im en sio n less. Pr o b lem 1 5 . 7 sh ows th at in d dimensions the
coupling e has dimension (mass)ε/2. It is natural, therefore, to rewrite the original
α as αµε , where the new α is dimensionless in d dimensions and µ is ‘some
mass’. In that case, the logarithm in (15.79) becomes ln(�γ /µ2). The reader
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will not need to be told that µ may be identified, most conveniently, with the
renormalization scale introduced earlier.

The question now arises of how renormalization is to be done in this
approach—and the answer is, just as before. We can, if we wish, define the
renormalized �̄[2]

γ (q2) by subtracting from �
[2]
γ (q2) its value at q2 = 0, as in

(11.32). This will, in fact, give exactly the same result as (11.36), the γ and
ln 4π terms in (15.79) disappearing along with the 2/ε singularity. However,
we know very well by now that this is not the only possibility and that we can
instead ‘subtract’ at a different point, say q2 = −µ2. But in this dimensional
regularization approach, a very simple prescription is most appealing: why not
agree to define the renormalized�[2]

γ by simply throwing away the singular term
2/ε in (15.79)? This makes the remainder perfectly finite as ε → 0, though
admittedly there are some odd-looking constants present. Such a procedure is
called ‘minimal subtraction’, denoted by MS. Even better, from the point of
view of simplicity, would be to get rid of the −γ + ln 4π ≈ 1.95 as well (this
being a ‘finite renormalization’), which is, after all, not that small numerically.
This is called ‘modified minimal subtraction’ or MS (‘em-ess-bar’) (Bardeen et
al 1978). This scheme tends to reduce loop corrections to their simplest form,
but of course the resultant parameters may be less easily related to physically
measurable quantities than in the ‘on-shell’ (i.e. at q2 = 0) scheme. MS is the
most widely used scheme as far as RGE-type applications are concerned.

It is now clear that, in addition to the (potential) dependence of calculated
quantities on the renormalization scale µ2, there will also be a (potential)
dependence on the renormalization scheme which is used. In fact, the full
RGE equations of Stueckelberg and Peterman (1953) include variation due to
the (suitably parametrized) renormalization scheme, and express the ultimate
independence of physical qualities both of the choice of scale and of the choice
of scheme.

We make two immediate points. First, the parameter �QCD introduced in
(15.55) is scheme-dependent. The change from one scheme ‘A’ to another ‘B’
must involve a finite renormalization of the form (Ellis et al 1996, section 2.5)

αB
s = αA

s (1 + c1α
A
s + · · ·). (15.80)

Note that this implies that the first two coefficients of the β function are
unchanged under this transformation, so that they are scheme-independent. From
(15.55), the two corresponding values of �QCD are related by

ln

(
�B

�A

)
= 1

2

∫ αB
s (|q2|)

αA
s (|q2|)

dx

bx2(1 + · · ·) (15.81)

= c1

2b
(15.82)

where we have taken |q2| → ∞ in (15.81) since the left-hand side is independent
of |q2|. Hence, the relationship between the �QCD’s in different schemes is
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determin ed by th e one-loop calculatio n which gives c1 in (15.82). For example,
changing from MS to MS gives (problem 15.8)

�2
MS

= �2
MS ex p(ln 4/π − γ ).  (15.83)

Fo r th is a n d o th e r r easo n s ( E llis et al 1996, section 2.5), it is more common to
r e late d a ta to th e valu e o f αs at a p articular | q 2| va lu e, u su a lly take n to b e M 2Z .

Second, we must stress th at th e µ2 -independence o f physical quantities only
holds when they are evaluated ex a c tly . As soon as th e p ertu rbative expansio n is
truncated, µ2 -independence will break down . In g eneral, it can be sh own that
changing th e scale in something which h as been calculated to O(α ns ) induces
changes which are O(α  n+1

s ). The more terms in the series one has, the less
th e effect of truncatio n should b e—bu t, in practice, at any finite order, we may
wonder if there is a ‘best’ renormalizatio n p rescriptio n to u se, which minimizes
th e var io u s am b ig u ities. We sh all n o t p u r su e th is p ar ticu lar tech n icality any
further h ere, referring th e interested reader to Pennington (1983) sectio n 4 .2 or
to Ellis et al (1996) section 3.1, for example.

15.6 σ(e+ e− → ha dro ns) rev isit ed

Armed with th is new-found sophisticatio n as reg ards renormalizatio n matters, we
may n ow retu rn to th e physical process which orig inally sp arked this extensive
detour. The higher-order (in αs ) corrections to (15.2) are written as

σ = σpt

[
1 + αs(µ

2)

π
+

∞∑
n=2

Cn(s/µ
2)

(
αs(µ

2)

π

)n]
(15.84)

( see Ellis et al 1996, section 3.1, or the review of QCD by Hinchcliffe in Hagiwara
et al 2002). The coefficient C 2(1) was calculated by Dine and Sapirstein (1979),
Ch etyrkin et al (1979) and by Celmaster and Gonsalves (1980), and it has the
value 1.411 for five flavours. The coefficient C 3(1) was calculated b y Samuel and
Surguladze (1991) and by Gorishny et al (1991), and is equal to − 12. 8 for five
flavours. The µ2 -dependence o f the coefficients is now fixed by the requirement
that, order by order, the series (15.84) should be independent of the choice of
scale µ2 (this is a ‘direct’ way of applying the RGE idea). Consider, for example,
truncating at the n = 2 stage:

σ ≈ σpt

(
1 + αs(µ

2)

π
+ C 2(s/µ

2)(αs(µ
2)/π)

)2 

. (15.85)

Diff er en tiatin g with r e sp ect to µ2 an d settin g th e result to zero we obtain (problem
15.8)

µ2 dC2

dµ2 
= −πβ(αs(µ

2))

(αs(µ2))2 
(15.86)
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wh ere an O(α 3s ) term has b een dropped. Substituting the one-loop resu lt
(15.49)—as is consistent to this order—we find

C2(s/µ
2) = C 2(1)− π b ln(s/µ2).  (15.87)

The second term on the right-hand side of (15.87) gives the contribution identified
in (15.3).

In practice, corrections are n ecessary to account for effects due to th e b and
t quark masses (Chetyrkin and Kuhn 1993), and (at sufficiently high 

√
s ) for Z0

effects. The current fitted value of αs( M 2Z) is 0.012 with an error o f less than 5 %
(Hagiwara et al 2002).

The terms in (15.84) wh ich involve logarith ms are referred to as ‘scalin g
violations’ (compare the discussion of anomalous dimension in section (15.4)).
Th e p ar to n m o d e l c r o ss- sectio n σpt is proportional to s−1 as could b e p redicted
on simple dimensional grounds, if all masses are neglected. Thus, if this were
the only contribution to σ , th e latter wo u ld scale as λ−2 when the m omenta are
all scaled by a factor λ. The logarithmic terms violate this simple (power law)
scaling. We should also wonder whether something similar will happen to the
structure functions in tr o d u ced in sectio n 9 .1 an d p r edicted to be scale-invariant
functions in the free-parton model. This will be the topic of the final section of
th is ch ap ter.

15.7 Q CD corrections to the parton model predictions for deep inelastic
sca t t ering : sca ling v io la t io ns

As we saw in section 9.2, the parton model provides a simple intuitive
explanation for the experimental observation that the nucleon structure functions
in deep inelastic scattering depend, to a good first approximation, only on the
dimensionless ratio x = Q 2/2 Mν , rather than o n Q 2 and ν sep a r a tely : th is
behaviour is referred to as ‘scaling’. Here M is th e n u c leo n m a ss, an d Q 2

and ν are d efined in (9.7) and (9.8). In this sectio n we shall sh ow how QCD
corrections to th e simple p arto n model, calculated u sing RGE techniques, predict
observable v iolations of scaling in d eep inelastic scattering. As we sh all see,
comparison between the theoretical pred ictions and experimental measurements
provides strong evidence for the correctness of QCD as the theory of nucleonic
co n stitu en ts.

15.7.1 Uncancelled mass singula rities

The free-parton model amplitudes we considered in chapter 9 for d eep inelastic
lepton–nucleon scattering were of the form shown in figure 15.8 (cf figure 9.4).
The obvious first QCD corrections will be due to real gluon emission by either
th e in itial o r fin a l q u a r k , a s sh own in fig u r e 1 5 . 9 , bu t to th e se we m u st ad d th e
one-loop virtual gluon processes of figure 15.10 in order (see later) to get rid of
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F i gu re 15. 8. E l ect r on–quar k scat t e r i ng vi a one- phot on exchange.

F i gu re 15. 9. E l ect r on–quar k scat t er i ng w i t h si ngl e- gl uon emi ssi on

F i gu re 15. 10. Vi r t ual s i ngl e–gl uon cor r ect i ons t o fi gur e 15. 8.

in frared d ivergences similar to those encountered in sectio n 15.1, and also the
diagram of figure 15.11 corresponding to the presence of gluons in the nucleon.
To simplify matters, we shall consider what is called a ‘non-singlet structure
function’ FNS

2 , such as Fep
2 –Fen

2 in which the (flavour) singlet gluon contribution
cancels out, leaving only the diagrams of figures 15.9 and 15.10.

We now want to perform, for these diagrams, calculations analogous to those
of section 9.2, which enabled us to find the e–N structure functions νW2 and
MW1 from the simple parton process of figure 15.8. There are two problems
here: one is to find the parton level W ’s corresponding to figure 15.9 (leaving
aside figure 15.10 for the moment)—cf equations (9.29) and (9.30) in the case of
the free-parton diagram in figure 15.8; the other is to relate these parton W ’s to
observed nucleon W ’s via an integration over momentum fractions. In section 9.2
we solved the first problem by explicitly calculating the parton level d2σ i/dQ2dν
and picking off the associated νW i

2, W i
1. In principle, the same can be done here,

starting from the five-fold differential cross-section for our e− + q → e− + q + g
process. However, a simpler—if somewhat heuristic—way is available. We note
from (9.46) that, in general, F1 = MW1 is given by the transverse virtual photon
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F i gu re 15. 11. E l ect r on–gl uon scat t er i ng w i t h q̄q pr oduct i on.

c r o ss- se c tio n

W1 = σ  T /(4πα
2/ K ) =  1

2

∑
λ=±1

ε∗
µ(λ)εν(λ)  W

µν (15.88)

wh ere Wµν wa s d efin e d in ( 9 . 3 ) . Fu r th er, th e Callan – Gr o ss r e latio n is still tr u e
(the photon only interacts with the charged partons, which are quarks with spin- 12
and charg e ei ), and so

F2/ x = 2 F1 = 2 MW1 = σ T /(4πα2/2 M K ).  (15.89)

These formulae are valid for both parton and proton W1 ’s a n d Wµν ’s, w ith
appropriate changes for parton masses M̂ . Hence, the p arton level 2 F̂1 for
figure 15.9 is just the transverse photon cross-section as calculated from the
graphs of figure 15.12, divided by the factor 4π  2α/2 M̂ K̂ ,  where, as usual, ‘ ’̂
denotes kinematic quantities in the corre sponding parton process. This cross-
section, however, is—apart from a colour factor—just the virtual Compton cross-
sectio n calcu lated in sectio n 8 .6 . Also , tak in g th e sam e ( Han d ) co nven tio n f o r th e
individual photon flux factors,

2 M̂ K̂ = ŝ. (15.90)

Thus, for the parton processes of figure 15.9,

2 F̂1 = σ̂ T /(4π  2α/2 M̂ K̂ )

= ŝ

4π 2α

∫ 1

−1
d cos θ 

4

3

π ei 
2ααs

ŝ

(
− t̂

ŝ
− ŝ

t̂
+ 2û Q2

ŝ t̂

)
(15.91)

where, in going from (8.180) to (15.91), we have inserted a colour factor 4
3

(problem 15.9), renamed the variables t → u, u → t in accordance with
figure 15.12, and replaced α 2 by ei 

2ααs .
Before proceeding with (15.91), it is h elpful to consider the o ther part of

th e calcu latio n —n a m e ly th e r elatio n b etween th e n u c leo n F1 and the parton F̂1 .
We mimic the discussion of section 9.2 but with one significant difference: the
quark ‘taken’ from the proton has momentum fraction y (momentum yp) but now
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F i gu re 15. 12. Vi r t ual phot on pr ocesses e nt er i ng i nt o fi gur e 15. 9.

F i gu re 15. 13. T he fi r s t pr ocess of fi gur e 15. 12, vi ew ed as a c ont r i but i on t o e− –nucl e on
scattering.

its longitudinal momentum must be degraded in the final state due to the gluon
bremsstrahlung process we are calculating. Let u s call the quark momentum after
gluon emission zy  p  (figure 15.13). Then, assu ming as in sectio n 9 .2 th at it stays
on-shell, we have

q 2 + 2 zyq · p = 0 (15.92)

or
x = yz  x  = Q 2/2 q · p q2 = −Q 2 (15.93)

and we can write (cf ( 9.31))

F2

x
= 2 F1 =

∑
i

∫ 1

0
d y fi ( y)

∫ 1

0
d z 2 F̂ i1δ(x − yz) (15.94)

wh ere th e fi ( y) are the momentum distribution functions introduced in section 9.2
(we o ften call them q( x) or g( x) as th e case may be) for parton type i , and the
sum is over contributing partons. The reader may enjoy checking that (15.94) does
reduce to (9.34) for free p artons by sh owin g that in that case 2 F̂ i1 = e 2i δ(1 − z)
(see Halzen and Martin 1984, sectio n 10.3 for help ), so th at 2 F free

1 = ∑
i e2

i fi (x).
To proceed further with the calculation (i.e. of (15.91) inserted into (15.94)),

we n eed to lo o k at th e k in em atics o f th e γ q → qg process, in th e CMS. Referring
to figure 15.14, we let k, k′ be the magnitudes of the CMS momenta k, k′ . Then

ŝ = 4k′2 = (yp + q)2 = Q2(1 − z)/z z = Q2/(ŝ + Q2)
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F i gu re 15. 14. K i nemat i cs f or t he par t on pr ocess of fi gur e 15. 13.

t̂ = (q − p′)2 = −2 kk ′(1 − cos θ) = −Q 2(1 − c)/2 z c = cos θ

û = (q − q ′)2 = −2 kk ′(1 + cos θ) = −Q 2(1 + c)/2 z. (15.95)

We now note that in the integral (15.91) for F̂1 , when we integ rate over c = cos θ ,
we sh all obtain an infinite resu lt

∼
∫ 1 d c

1 − c 
(15.96)

asso ciated with the vanishing of t̂ in th e ‘ f o r war d ’ d ir ectio n ( i.e. wh en q and
p′ ar e p ar allel) . T h is is a d iverg en ce o f th e ‘ co llin ear ’ ty p e, in th e ter m in o lo g y
of sectio n 14.4—or, as there, a ‘mass singularity ’, occurring in th e zero quark
m a ss lim it. I f we sim p ly r e p lace th e p r o p a g a to r facto r t̂−1 = [(q − p′)2]−1 by
[(q − p′)2 − m 2]−1 , where m is a quark mass, th en (15.96) becomes

∼
∫ 1 d c

(1 + 2 m 2 z/ Q 2)− c 
(15.97)

which will produce a factor of the form ln( Q 2/ m 2) as m 2 → 0. Thus m regulates
the d ivergence. As anticipated in sectio n 15.1, we have here an uncancelled mass
singularity and it violates scaling. This crucial physical result is present in the
lowest-order QCD correction to the parton model, in this case. Such logarithmic
violations of scaling are a characteristic feature of all QCD corrections to the free
(scaling) parton model.

We may calculate the coefficient of the ln Q2 term by retaining in (15.91)
only the terms proportional to t̂−1:

2F̂ i
1 ≈ e2

i

∫ 1

−1

dc

1 − c

(
αs

2π

4

3

1 + z2

1 − z

)
(15.98)

and so, for just one quark species, this QCD correction contributes (from (15.94))
a term

e2
i αs

2π

∫ 1

x

dy

y
q(y){Pqq(x/y) ln(Q2/m2)+ C(x/y)} (15.99)
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to 2F1, where

Pqq(z) = 4

3

(
1 + z2

1 − z

)
(15.100)

is called a ‘splitting function’, and C(x/y) has no mass singularity. The function
Pqq has an important physical interpretation: it is the probability that a quark,
having radiated a gluon, is left with the fraction z of its original momentum.
Similar functions arise in QED in connection with what is called the ‘equivalent
photon approximation’ (Weizsäcker 1934, Williams 1934, Chen and Zerwas
1975). The application of these techniques to QCD corrections to the free
parton model is due to Altarelli and Parisi (1977) who thereby opened the
way to the previous much simpler and more physical way of understanding
scaling violations, which had previously been discussed mainly within the rather
technical operator product formalism (Wilson 1969).

Our result so far is, therefore, that the ‘free’ quark distribution function q(x),
which depended only on the scaling variable x , becomes modified to

q(x)+ αs

2π

∫ 1

x

dy

y
q(y){Pqq(x/y) ln(Q2/m2)+ C(x/y)} (15.101)

due to lowest-order gluon radiation. Clearly, this corrected distribution function
violates scaling because of the ln Q2 term but the result as it stands cannot
represent a well-controlled approximation, since it diverges as m2 → 0. We must
find some way of making sense, physically, of this uncancelled mass divergence
in (15.101).

15.7.2 Factorization and the DGLAP equation

The key (following Ellis et al 1996, section 4.3.2) is to realize that when two
partons are in the collinear configuration their relative momentum is very small,
and hence the interaction between them is very strong, beyond the reach of a
perturbative calculation. This suggests that we should absorb such uncalculable
effects into a modified distribution function q(x, µ2) given by

q(x, µ2) = q(x)+ αs

2π

∫ 1

x

dy

y
q(y)Pqq(x/y){ln(µ2/m2)+ C(x/y)} (15.102)

which we have to take from experiment. Note that we have also absorbed the
non-singular term C(x/y) into q(x, µ2). In terms of this quantity, then, we have

2F1(x, Q2) = e2
i

∫ 1

x

dy

y
q(y, µ2)

{
δ(1 − x/y)+ αs

2π
Pqq(x/y) ln(Q2/µ2)

}
≡ e2

i q(x, Q2) (15.103)

to this order in αs, and for one quark type.
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This procedure is, of course, very reminiscent of ultraviolet renormalization,
in which ultraviolet divergences are controlled by similarly importing some
quantities from experiment. In this example, we have essentially made use of
the simple fact that

ln(Q2/m2) = ln(Q2/µ2)+ ln(µ2/m2). (15.104)

The arbitrary scale µ, which is analogous to a renormalization scale, is here
referred to as a ‘factorization scale’. It is the scale entering into the separation
in (15.104) between one (uncalculable) factor which depends on the infrared
parameter m but not on Q2 and the other (calculable) factor which depends on
Q2. The scale µ can be thought of as one which separates the perturbative
short-distance physics from the non-perturbative long-distance physics. Thus,
partons emitted at small transverse momenta < µ (i.e. approximately collinear
processes) should be considered as part of the hadron structure and are absorbed
into q(x, µ2). Partons emitted at large transverse momenta contribute to the short-
distance (calculable) part of the cross-section. Just as for the renormalization
scale, the more terms that can be included in the perturbative contributions to the
mass-singular terms (i.e. beyond (15.101)), the weaker the dependence on µ will
be. In fact, for most purposes the factorization scale is chosen to be the same
as the renormalization scale, as the notation has already implicitly assumed. We
have demonstrated the possibility of factorization only to O(αs) but proofs to all
orders in perturbation theory exist: a review is provided in Collins and Soper
(1987).

Different factorization schemes can also be employed, depending on how
the non-singular part C(x/y) is treated. In (15.102), as pointed out, we absorbed
all of it into q(x, µ2). This is why we obtained the simple result 2F1(x, Q2) =
e2

i q(x, Q2) in (15.103). This scheme is called the ‘deep inelastic’ scheme (DIS)
(Altarelli et al 1978a, 1978b). A more common scheme is that in which the mass
singularity is regulated in dimensional regularization and only the ‘ln 4π−γ ’ bit,
in addition to the singularity, is absorbed into the distribution. This is called the
MS factorization scheme. In this case 2F1(x, Q2) will be given by an expression
of the form

F1(x, Q2) = e2
i

∫ 1

x

dy

y
q(y, Q2)

{
δ(1 − x/y)+ αs

2π
CMS(x/y)

}
(15.105)

to this order, where CMS is a calculable function. Naturally, in analysing data the
same factorization scheme must be employed consistently throughout.

Returning now to (15.103), the reader can guess what is coming next:
we shall impose the condition that the physical quantity F1(x, Q2) must be
independent of the choice of factorization scale µ2. Differentiating (15.103)
partially with respect to µ2, and setting the result to zero, we obtain (to order
αs on the right-hand side)

µ2 ∂q(x, µ2)

∂µ2 = αs(µ
2)

2π

∫ 1

x

dy

y
Pqq(x/y)q(y, µ2). (15.106)
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This equation is the analogue of equation (15.36) describing the running of the
coupling αs with µ2 , and is a fundamental equation in the theory of perturbative
applications of QCD. It is called the DGLAP equation, after Dokshitzer (1977),
Grib ov and Lip atov (1972) and Altarelli and Parisi (1977) (it is also o ften referred
to as th e Altar e lli– Pa r isi eq u a tio n ) . T h e d e r iva tio n h er e is n o t r ig o r o u s—f o r
ex ample we h ave assu med that it is correct to use αs(µ

2) on the right-hand side.
A m ore sophisticated treatment (Geo rg i and Politzer 1974, Gross and Wilczek
1974) confirms the result and extends it to higher orders.

Equation (15.106) shows that, although perturbation theory cannot be used
to calcu late th e d istr ibu tio n f u n c tio n q( x, µ2) at any p articular value µ2 = µ2

0 ,
it can b e u sed to p r ed ict h ow th e d istr ibu tio n changes (or ‘evolves’) as µ2

varies. (We recall from (15.103) that q( x, µ2
0) can be found experimentally via

q( x, µ2
0) = 2 F1( x, Q 2 = µ2

0)/e 2i .) Replacing µ2 by Q 2 th en tells u s h ow th e
str u ctu r e f u n c tio n evo lves with Q 2 , via (15.103).

In general, the right-hand side of (15.106) will have to be supplemented by
terms (calculable from figure 15.11) in which quarks are generated from the gluon
distribution. The equations must then be closed by a corresponding one describing
the evolution of the gluon distributions (Altarelli 1982). Such equations can be
qualitatively understood as follows. The change in the d istribution f or a quark
with m o m e n tu m f r actio n x , which absorbs the virtual photon, is given by the
in teg r al ove r y of the corresponding distribution for a quark with momentum
f r actio n y , which radiated away (via a g luon) a fractio n x/ y of its momentum
with p r o b a b ility (αs/2π)Pqq( x/ y). T h is p r o b a b ility is h ig h f o r larg e m o m e n tu m
fractions: high-momentum quarks lose momentum by radiating gluons. Thus,
th er e is a p r ed icted ten d e n cy f o r th e d istr ibu tio n f u n c tio n q( x, µ2) to g e t sm a ller
at larg e x as µ2 increases, and larg er at sm all x ( d u e to th e bu ild - u p o f slower
p a r to n s) , wh ile m a in tain in g th e in teg r al o f th e d istr ibu tio n ove r x as a constant.
Th e e ff ect is illu str a ted q u a litative ly in fig u r e 1 5 . 1 5 . I n ad d itio n , th e r ad iated
gluons produce more qq̄ p airs at sm all x . Thus, the nucleon may be pictured as
h av in g m o r e an d m o r e c o n stitu en ts, a ll co n tr ibu tin g to its to tal m o m en tu m , as its
str u ctu r e is p r o b e d o n eve r sm a ller d istan c e ( larg er µ2 ) scales.

15.7.3 Comparison with experiment

Data on nucleon structure functions do indeed show such a trend. Figure 15.16
shows the Q2-dependence of the proton structure function Fp

2 (x, Q2) =∑
e2

i x fi (x, Q2) for various fixed x values, as compiled by B Foster, A D Martin
and M G Vincter for the 2002 Particle Data Group review (Hagiwara et al 2002).
Clearly at larger x (x ≥ 0.13), the function gets smaller as Q2 increases, while at
smaller x it increases.

Fits to the data have been made in various ways. One (theoretically
convenient) way is to consider ‘moments’ (Mellin transforms) of the structure
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Figure 15.15. Evolution of the distribution function with µ2.

functions, defined by

Mn
q (t) =

∫ 1

0
dxxn−1q(x, t) (15.107)

where we have now introduced the variable t = lnµ2. Taking moments of both
sides of (15.106) and interchanging the order of the x and y integrations, we find
that

dMn
q (t)

dt
= αs(t)

2π

∫ 1

0
dy yn−1q(y, t)

∫ y

0

dx

y
(x/y)n−1 Pqq(x/y). (15.108)

Changing the variable to z = x/y in the second integral and defining

γ n
qq = 4

∫ 1

0
dzzn−1 Pqq(z) (15.109)

we obtain
dMn

q (t)

dt
= αs(t)

8π
γ n

qqMn
q (t). (15.110)

Thus the integral in (15.106)—which is of convolution type—has been reduced to
product form by this transformation. Now we also know from (15.48) and (15.49)
that

dαs

dt
= −bα2

s (15.111)

with b = (33 − 2Nf)/12π as usual, to this (one-loop) order. Thus (15.110)
becomes

d ln Mn
q

d lnαs
= − γ n

qq

8πb
≡ −dn

qq. (15.112)
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F i gu re 15. 16. Q 2 - dependence of t he pr ot on st r uct ur e f unct i on F 
p
2 for vari ous fi xed x

val ues (Hagi wara et al 2002) .

The solution to (15.112) is found to be

M nq (t) = M nq (t0)

(
αs(t0)

αs(t)

)d nqq

. (15.113)

At th is p o in t we h it o n e m o r e sn ag —bu t a fam iliar o n e . T h e f u n c tio n
Pqq( z) of (15.100) is singular as z → 1 , in su ch a way as to m a ke th e in teg r a ls
(15.109) for γn d iverg e. Th is is clear ly a stan d ar d in f r ar ed d iverg en ce ( th e q u ar k
momentum yzp after gluon emission becomes equal to the quark momentum yp
before emission) and we expect that it can be cured by including the virtual gluon
diagrams of figure 15.10, as indicated at th e start of th e sectio n (and as was done
analogously in the case of e+e− annihilation). This has been verified explicitly by
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F i gu re 15. 17. D i st r i but i ons of x t i m es t he unpol ar i zed par t on di st r i but i ons f ( x, µ2)

(where f = uv, dv, ū, d̄, s, c, g) usi ng t he MR S T 2001 par a met r i zat i on ( Mar t i n et al 2002)
at a scal e µ2 = 10 G e V 2 (from Hagiwara et al 2002) .

Kim and Schilcher (1978) and by Altarelli et al (1978a, b, 1979). Alternatively,
one can make th e physical argument that the net number o f quarks (i.e. th e number
of quarks minus the number of anti-quarks) of any flavour is conserved as t va r i e s :

d

d t

∫ 1

0
d x q( x, t) = 0. (15.114)

From (15.106) this implies ∫ 1

0
d x P+

qq( x, t) = 0 (15.115)

wh ere P+
qq is th e c o m p lete sp littin g f u n c tio n , in clu d in g th e e ff ect o f th e g lu o n

loops. This fixes the contribu tion of these loops (which only enter, in the leading
log approximation, at z → 1): for any functio n f ( z) regular as z → 1, P+

qq is
defin ed by ∫ 1

0
d z f ( z) P+

qq( z) =
∫ 1

0
d z [ f ( z)− f (1)] Pqq( z).  (15.116)

Applying this prescription to γn , we find (problem 15.10) that

γ n
qq = −8

3

[
1 − 2

n(n + 1)
+ 4

n∑
j=2

1

j

]
(15.117)

and then

dn
qq = 4

33 − 2Nf

[
1 − 2

n(n + 1)
+ 4

n∑
j=2

1

j

]
. (15.118)
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Figure 15.18. Data on the structure function F2 in muon–proton deep inelastic scattering,
from BCDMS (Benvenuti et al 1989) and NMC (Amaudruz et al 1992). The curves are
QCD fits (Martin et al 1994) as described in the text.

We emphasize again that all the foregoing analysis is directly relevant only
to distributions in which the flavour singlet gluon distributions do not contribute
to the evolution equations. In the more general case, analogous splitting functions
Pqg, Pgq and Pgg will enter, folded appropriately with the gluon distribution
function g(x, t), together with the related quantities γ n

qg, γ
n
gq and γ n

gg. Equation
(15.106) is then replaced by a 2 ×2 matrix equation for the evolution of the quark
and gluon moments Mn

q and Mn
g .

Returning to (15.113), one way of testing it is to plot the logarithm of
one moment, ln Mn

q , versus the logarithm of another, ln Mm
q , for different n,m

values. These should give straight lines with slopes (dn
qq/d

m
qq). Data support this
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1

p r ed ictio n ( Bo setti et al (1978)). However, since d ata d o not ex ist for arbitrarily
sm a l l x , the moments cannot be determined from the data without so me additional
assu mptions. A more direct procedure, applicable to th e non-singlet case too of
course, is to choose a reference point µ2

0 an d p ar am etr ize th e p ar to n d istr ibu tio n
functions fi ( x, t0) in so me way. These m ay then be evolved numerically, v ia
th e DGLAP equations, to the desired scale. Figure 15.17 sh ows a typical set o f
distributions at µ2 = 10 GeV2 ( M ar tin et al 2002). A global numerical fit is th en
performed to determin e the best valu es of th e p arameters, in cluding �QCD wh ich
en ter s in to αs(t). An ex a m p le o f su ch a fit, d u e to Mar tin et al (1994), is shown
in fig u r e 1 5 . 1 8 . Fo r f u r th er d e tails o f QCD fits to d eep in elastic d a ta th e r ead er is
r e f e r r e d to E llis et al (1996, chapter 4).

We co n c lu d e th is ch ap ter with two c o m m e n ts. Fir st, th e r eg io n o f sm a ll
x (say x ≤ 10−2 ) requires special treatment and is the subject of ongoing
th eo r e tical an d ex p e r im e n tal in ter e st ( E llis et al 1996 section 4.6). Second, the ‘γ ’
notation for the m oments of the splittin g functions (as in (15.109)) is not chosen
accidentally. The same γ ’s are indeed anomalous dimensions (cf section 15.4) of
certain operato rs wh ich appear in Wilson’s ‘operato r p roduct’ approach to scalin g
violations, to which reference was made earlier (Wilson 1969). Readers keen to
pursue this may consult Peskin and Schroeder (1995, chapter 18).

Finally, it is worth pausing to reflect on how far our understanding of
stru c t u re has developed, via quantum field theory, from the simple ‘fixed number
of constituents’ m odels which are useful in atomic and nuclear physics. Wh en
nucleons are probed on finer and finer scales, more and more partons (gluons, qq̄
p a ir s) ap p ear, in a wa y q u a n titative ly p r ed icted b y QCD. T h e p r ecise ex p e r im e n tal
co n fir m atio n o f th e se p r ed ictio n s ( a n d m a ny o th e r s, a s d iscu ssed b y E llis et al
(1996)) constitutes a remarkable vo te of confidence, by Nature, in r elativ istic
quantum field theory.

Problems

15.1 Verify equation (15.11).

15.2 Verify equation (15.28).

15.3 Ch eck th at ( 1 5 . 5 1 ) can b e r ewr itten as ( 1 5 . 5 4 ) .

15.4 Verify that for the type of behaviour of the β function shown in
figure 15.7(b ), α∗

s is reached as q2 → 0.

15.5 Verify using dimensional regularization that the non-gauge-invariant part of
(11.18) cancels (see the text following equation (11.22)).

15.6 Verify equation (15.79).

15.7 Check that the electromagnetic charge e has dimension (mass)ε/2 in d =
4 − ε dimensions.

15.8 Verify equation (15.83).
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15.9 Using the results of problem 14.6, explain why the colour factor for (15.91)
is 4

3 .

15.10 Verify equation (15.117).
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16

LATTICE FIELD THEORY AND THE
RENORMALIZATION GROUP REVISITED

1 6 . 1 Int ro duct io n

Throughout this book, thus far, we have relied on perturbation theory as the
calculational tool, justifying its use in the case of QCD by the smallness of the
co u p lin g c o n stan t at sh o r t d istan ces: n o te, howeve r, th at th is r e su lt itself r equ ir e d
th e su m m a tio n o f an in fin ite ser ies o f p e r tu r b a tive ter m s. As r e m a r ked at th e
end of section 15.3, the concomitant of asymptotic freedom is that αs r eally d o e s
become strong at small Q 2 or at long distances of order �−1

QCD ∼ 1 fm.  Here
we h ave n o p r o sp ect o f g e ttin g u sef u l r esu lts f r o m p er tu r b atio n th e o r y : it is th e
non-perturbative regime. Bu t th is is p r ecisely th e reg im e in wh ich q ua r k s b in d
togeth er to form hadrons. If QCD is indeed th e true theory o f the in teractio n
between quarks, then it should b e able to explain, ultimately, the vast amount of
data th at ex ists in low-energy hadronic physics. Fo r example: what are th e masses
of mesons and b aryons? Are th ere n ovel colourless states su ch as glueballs?
Is SU(2)f or SU(3)f chiral symmetry spontaneously broken? What is the form
of the effective interquark potential? What are the hadronic form factors, in
electromagnetic (chapter 9) or weak (chapter 20) processes?

It is unlikely that answers to all these questions are going to be found
by performing calculations analytically—as is possible, of course, for the tree
diagrams of perturbation theory. Even in perturbation theory, however, one soon
encounters integrals that have to be evaluated numerically. The standard way of
doing this is to approximate the integral by some kind of discrete sum. Thus, a
mesh of points (in general multi-dimensional) has to be chosen: perhaps it would
make sense to formulate the theory on such a mesh—or ‘lattice’—in the first
place.

But there is a more fundamental point involved here. As we have seen
several times in this book, one of the triumphs of theoretical physics over the
past 50 years has been the success of renormalization techniques, first in ‘taming’
the ultraviolet divergences of quantum field theories and then in providing
quantitative predictions for short-distance phenomena in QCD, via the RGE. But
this immediately raises a question for any non-perturbative approach: how can we
regulate the ultraviolet divergences and therefore define the theory, if we cannot
get to grips with them via the specific divergent integrals supplied by perturbation
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theory? We n eed to be able to regulate the diverg ences in a way which does
not rely on th eir appearance in th e Feynman graphs of perturbatio n theory. As
Wilson (1974, 1975) was the first to propose, one quite natural non-perturbative
way o f r egulating u ltrav iolet d ivergences is to approximate continuous sp acetime
by a d iscrete lattice o f points. Such a lattice will introduce a minimum d istance—
n a m e ly th e lattice sp acin g ‘ a ’ between neighbouring points. Since no two points
can ever be closer than a , there is now a corresponding maximum momentum
� = π/a ( see f o llowin g eq u a tio n ( 1 6 . 6 ) ) in th e lattice ver sio n o f th e th e o r y. Th u s
the theory is automatically ultraviolet finite from the start, without presupposing
th e ex isten ce o f any p er tu r b ative ex p a n sio n ; r e n o r m a lizatio n q u e stio n s will, o f
course, enter wh en we consid er th e a dependence o f our parameters. As long as
the lattice spacing is much sm aller than the physical size of the h adrons one is
studying, the lattice version of the theory should be a good approximation. Of
course, Lorentz invariance is sacrificed in su ch an approach and replaced by so me
form of hypercubic symmetry: we must hope that for small enough a th is will
n o t m a tter. We sh all d iscu ss h ow a sim p le field th eo r y is ‘ d iscr etized ’ in th e n ex t
section: the following one will show how a gauge theory is discretized.

The discrete formulation of quantum field theory should be suitable for
numerical computation. This at once seems to rule out any formalism b ased on
non-commuting o p e ra t o rs , sin ce it is h a r d to see h ow th ey co u ld b e n u m er ically
simulated. Indeed, the same would be true of ordinary quantum mechanics.
Fortunately, a formulation does exist which avoids operators: Feynman’s su m
over paths approach, which was b riefly m enti oned in sectio n 5 .2.2. This method
is th e e ssen tial star tin g p o in t f o r th e lattice a p p r o ach to q u a n tu m field th eo r y an d it
will be briefly introduced in section 16.4. The sum over paths approach does not
invo lve q u an tu m o p erato rs, bu t fermio n s still h ave to b e acco mmo d ated so m eh ow.
The way this is done is briefly described in section 16.4 (see also appendix O).

It tu rns out th at th is formulatio n enables direct contact to be made between
quantum field theory and statistical mechanics, as we shall discuss in section 16.5.
This relationship has proved to be extremely fruitful, allowing physical insights
and numerical techniques to p ass from one subject to th e o th er, in a way that
has b een very beneficial to both. In particular, the physics o f renormalizatio n
an d o f th e RGE is c o n sid er ab ly illu m in a ted f r o m a lattice/statistical m ech an ics
perspective, as we sh all see in section 16.6. The chapter ends with so me sample
r e su lts o b tain e d f r o m lattice sim u latio n s o f QCD.

1 6 . 2 Discret iza t io n

We start by considering a simple field theory involving a bosonic field φ.
Postponing until section 16.4 the question of exactly how we shall use it, we
assume that we shall still want to formulate the theory in terms of an action of the
form

S =
∫

d4x �(φ,∇φ, φ̇). (16.1)
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It seems plausible that it might be advantageous to treat space and time as
symmetrically as possible, from the start, by formulating the theory in ‘Euclidean’
space, instead of Minkowskian, by introducing t = −iτ : further motivation for
doing this will be provided in section 16.4. In that case, the action (16.1) becomes

S → − i
∫

d3x dτ �

(
φ,∇φ, i

∂φ

∂τ

)
(16.2)

≡ i
∫

d3x dτ �E ≡ iSE. (16.3)

A typical free bosonic action is then

SE(φ) = 1
2

∫
d3x dτ [(∂τφ)2 + (∇φ)2 + m2φ2]. (16.4)

We now represent all of spacetime by a finite-volume ‘hypercube’. For
example, we may have N1 lattice points along the x-axis, so that a field φ(x)
is replaced by the N1 numbers φ(n1a) with n1 = 0, 1, . . . , N1 − 1. We write
L = N1a for the length of the cube side. In this notation, integrals and
differentials are replaced by the finite difference expressions∫

dx → a
∑
n1

∂φ

∂x
→ 1

a
[φ(n1 + 1)− φ(n1)] (16.5)

so that a typical integral (in one dimension) becomes∫
dx

(
∂φ

∂x

)2

→ a
∑
n1

1

a2
[φ(n1 + 1)− φ(n1)]2. (16.6)

As in all our previous work, we can alternatively consider a formulation
in momentum space, which will also be discretized. It is convenient to impose
periodic boundary conditions such that φ(x) = φ(x + L). Then the allowed k-
values may be taken to be kν1 = 2πν1/L with ν1 = −N1/2 + 1, . . . 0, . . . N1/2
(we take N1 to be even). It follows that the maximum allowed magnitude of the
momentum is then π/a, indicating that a−1 is (as anticipated) playing the role of
our earlier momentum cut-off�. We then write

φ(n1) =
∑
ν1

1

(N1a)
1
2

ei2πν1n1/N1 φ̃(ν1) (16.7)

which has the inverse

φ̃(ν1) =
(

a

N1

)1
2 ∑

n1

e−i2πν1n1/N1φ(n1) (16.8)
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since (problem 16.1)

1

N1

N1−1∑
n1=0

e i2π n 1(ν1−ν 2)/  N1 = δν1,ν  2 . (16.9)

Equatio n (16.9) is a d iscrete version of th e δ - f u n c tio n r elatio n g iven in ( E .2 5 ) o f
vo lu me 1. A one-dimensional version of th e mass term in (16.4) th en becomes
(problem 16.2)

1
2

∫
dx m2φ(x)2 → 1

2 m2
∑
ν1

φ̃(ν1)φ̃(−ν1) (16.10)

while

1

2

∫
dx

(
∂φ

dx

)2

→ 2

a2

∑
ν1

φ̃(ν1) sin2
(
πν1

N1

)
φ̃(−ν1) (16.11)

= 1

2a2

∑
kν1

φ̃(kν1)4 sin2
(

kν1a

2

)
φ̃(−kν1). (16.12)

Thus, a one-dimensional version of the free action (16.4) is

1

2

∑
kν1

φ̃(kν1)

[
4 sin2(kν1a/2)

a2
+ m2

]
φ̃(−kν1). (16.13)

In the continuum case, (16.13) would be replaced by

1

2

∫
dk

2π
φ̃(k)[k2 + m2]φ̃(−k) (16.14)

as usual, which implies that the propagator in the discrete case is proportional to[
4 sin2(kν1a/2)

a2
+ m2

]−1

(16.15)

rather than to [k2 + m2]−1 (remember we are in one-dimensional Euclidean
space). The two expressions do coincide in the continuum limit a → 0. The
manipulations we have been going through will be recognized by readers familiar
with the theory of lattice vibrations and phonons.

Following the same procedure for fermion field leads, however, to
difficulties. First note that the Euclidean Dirac matrices γ E

µ are related to the
usual Minkowski ones γM

µ by γ E
1,2,3 ≡ −iγM

1,2,3, γ
E
4 ≡ −iγM

4 ≡ γM
0 . They satisfy

{γ E
µ , γ

E
ν } = 2δµν for µ = 1, 2, 3, 4. The Euclidean Dirac Lagrangian is then

ψ̄(x)[γ E
µ∂µ + m]ψ(x), which should be written now in Hermitean form

mψ̄(x)ψ(x)+ 1
2 {ψ̄(x)γ E

µ∂µψ(x)− (∂µψ̄(x))γ
E
µψ(x)}. (16.16)
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The corresponding ‘one-dimensional’ discretized actio n is then

a
∑
n1

m ψ̄(n 1)ψ(n 1)+ 
1

2

{ ∑
n1

ψ̄(n1)γ  E1

[
ψ(n1 + 1)− ψ(n 1)

a

]

−
∑
n1

(
ψ̄(n1 + 1)− ψ̄(n 1)

a

)
γ  E1 ψ(n 1)

}
(16.17)

= a
∑
n1

{
m ψ̄(n 1)ψ(n 1)+ 1

2 a 2
[ψ̄(n 1)γ  E1 ψ(n 1 + 1)

− ψ̄(n 1 + 1)γ  E1 ψ(n 1)]
}
. (16.18)

In momentum sp ace th is becomes (problem 16.3)∑
kν1

¯̃
ψ(kν1)

[
iγ  E1

sin(kν1 a)

a
+ m

]
ψ̃(− kν1) (16.19)

and the inverse propagator is [ iγ E1
sin( kν1 a)

a + m] . Thus th e p ropagato r itself is[
m − iγ E1

sin(kν1 a)

a

] / [
m 2 + sin2(kν1 a)

a 2

]
. (16.20)

Bu t h ere is the (first) problem with ferm ions: in addition to the correct continuum
lim it ( a → 0) found at kν1 → 0 , an alter n ative fin ite a → 0 limit is found
at kν1 → π/a (consider expanding a−1 sin [(π/a − δ)a ] for small δ ). Thus
two modes survive as a → 0, a phenomenon known as the ‘fermion doubling
problem’ (actually in four dimensions there are 16 such corners of the hypercube).
It is a consequence o f the fact that the Dirac Lagrangian is linear in the d erivatives.

Various solutions to this problem have been proposed (Wilson 1975,
Susskind 1977, Banks et al 1976). Wilson (1974), for example, suggested adding
a term of the form 1

2 ψ̄(n1)[ψ(n 1 + 1)+ψ(n 1 − 1)− 2ψ(n 1)] to th e L ag r an g ian ,
which changes our inverse propagator to[

iγ  E1
sin(kν1 a)

a
+ m

]
+ 1

a
(1 − cos(kν 1 a)).  (16.21)

By considering the expansion of the cosine near kν1 ≈ 0, it can be seen that the
second term disappears in the continuum limit. However, for kν1 ≈ π/a it g ive s
a large term of order 1/a , effectively b anishing th e ‘doubled’ state to a very h ig h
m a ss. Fu r th e r d iscu ssio n o f th is asp ect o f lattice f er m io n s is co n tain e d in M o n tva y
and Münster (1994).

A second problem concerning fermions is the more obvious one already
alluded to: how are we to represent such entirely non-classical objects, which
in particular obey the exclusion principle? We shall return to this question in
section 16.4.
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16.3 Gauge inva riance on the lattice

Having explored th e d iscretizatio n o f d erivatives, it is n ow time to think about
gauge invariance. In th e u su al (continuum) case, we saw in chapter 13 how this
was implemented by replacing ordinary derivatives b y covariant derivatives, the
geometrical significance of which ( in terms o f p arallel transport) was d iscussed
in sectio n 13.2 and 13.3. It is very in structive to see how the same id eas arise
n a tu r a lly in th e lattice case.

We illu str a te th e id e a in th e sim p le case o f th e Ab elian U( 1 ) th e o r y, QED.
Consid er, for ex ample, a charg ed boson field φ(x), with charge e . To construct a
gauge-invariant current, f or ex ample, we replaced φ  †∂µφ by φ †(∂µ + ieAµ)φ  , so
we ask: wh at is th e d iscrete analogue of th is? The term φ †( x) ∂

∂ x φ(x) becomes,
as we have seen,

φ †(n 1) 
1

a
[φ(n 1 + 1)− φ(n 1)a] (16.22)

in one dimension. We do not expect (16.22) by itself to be gauge invariant and it
is easy to check that it is not. Under a gauge transformation for the continuous
case, we have

φ(x) → e i eθ(x)φ(x),  A( x) → A( x)+ dθ(x)

d x
; (16.23)

th en φ †( x)φ(  y) transforms by

φ  †( x)φ(  y) → e−i e[θ(x)−θ(y)]φ †( x)φ(  y) (16.24)

and is clearly not invariant. The essential reason is that this operator involves the
fields at two different points—and so the term φ†(n1)φ(n1 + 1) in (16.22) will
not be gauge invariant either. Our discussion in chapter 13 should have prepared
us for this: we are trying to compare two ‘vectors’ (here, fields) at two different
points, when the ‘coordinate axes’ are changing as we move about. We need
to parallel transport one field to the same point as the other, before they can be
properly compared. The solution (13.62 ) shows us how to do this. Consider the
quantity

�(x, y) = φ†(x) exp

[
ie

∫ x

y
A dx ′

]
φ(y). (16.25)

Under the gauge transformation (16.23),�(x, y) transforms by

�(x, y) → φ†(x)e−ieθ(x) exp{ie ∫ x
y Adx ′+ie[θ(x)−θ(y)]} expieθ(y) φ(y) = �(x, y)

(16.26)
and it is, therefore, gauge invariant. The familiar ‘covariant derivative’ rule can
be recovered by letting y = x + dx for infinitesimal dx , and by considering the
gauge-invariant quantity

lim
dx→0

[
�(x, x + dx)−�(x, x)

dx

]
. (16.27)
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F i gu re 16. 1. Link variable U( n2; n 1) i n one di mensi on.

Evaluating (16.27), one finds (problem 16.4) the result

φ †( x)

(
d

d x
− ieA

)
φ(x) (16.28)

≡ φ  †( x) D xφ(x) (16.29)

with th e u su al d e fin itio n o f th e cova r ian t d er ivative. I n th e d iscr ete case, we
merely keep th e finite versio n o f (16.25), and replace φ  †(n1)φ(n 1 + 1) in (16.22)
b y th e g au g e - invar ian t q u a n tity

φ †(n 1)U(n 1, n 1 + 1)φ(n 1 + 1) (16.30)

wh ere th e link variable U is defin ed by

U(n1, n 1 + 1) = ex p

[
ie

∫ n1 a

( n1+1) a
A d x ′

]
→ ex p[−ieA(n1)a] (16.31)

in th e sm a ll a lim it. Th e g en er alizatio n to m o r e d im en sio n s is str a ig h tf o r war d . I n
th e non-Ab elian SU(2) or SU(3) case, ‘eA’ in (16.31) is replaced by gt a A a(n1)

wh ere th e t ’s are the appropriate matrices, as in the continuum form of the
covariant d erivative. A link variable U(n2, n 1) may be drawn as in figure 16.1.
No te th at th e o r d er o f th e a rg u m en ts is sig n ifican t: U(n2, n 1) = U−1(n 1, n 2)
from (16.31), which is wh y the lin k carries an arrow.

Thus gauge-invariant discretized derivatives o f charg ed field s can be
constructed. What about the Maxwell action for the U(1) gauge field? This
does not exist in only one dimension (∂µ Aν − ∂ν Aµ cannot be formed) so let
us move into two. Again, our discussion of the geometrical significance of Fµν
as a curvatu re (see sectio n 13.3) guides u s to the answer. Consid er th e p roduct
U� of link variables around a square path (figure 16.2) of side a (readin g from
the right):

U� = U(nx , ny; nx , ny+1)U(nx , ny+1; nx+1, ny+1)

× U(nx+1, ny+1; nx+1, ny)U(nx+1, ny; nx , ny). (16.32)

It is straightforward to verify, first, that U� is gauge invariant. Under a gauge
transformation, the link U(nx+1, ny; nx , ny), for example, transforms by a factor
(cf equation (16.26))

exp{ie[θ(nx+1, ny)− θ(nx , ny)]} (16.33)
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Figure 16.2. A simple plaquette in two dimensions.

and similarly for the three other links in U�. In this Abelian case, the exponentials
contain no matrices and the accumulated phase factors cancel out, verifying the
gauge invariance. Next, let us see how to recover the Maxwell action. Adding the
exponentials again, we can write

U� ≡ exp{−iea Ay(nx , ny)− iea Ax(nx , ny + 1)

+ iea Ay(nx + 1, ny)+ iea Ax(nx , ny)} (16.34)

= exp

{
−iea2

[
Ax(nx , ny + 1)− Ax(nx , ny)

a

]
+iea2

[
Ay(nx + 1, ny)− Ay(nx , ny)

a

]}
(16.35)

= exp

{
+iea2

(
∂Ay

∂x
− ∂Ax

∂y

)}
(16.36)

using the derivative definition of (16.5). For small ‘a’ we may expand the
exponential in (16.36). We also take the real part to remove the imaginary terms,
leading to ∑

�

(1 − Re U�) → 1
2

∑
�

e2a4(Fxy)
2 (16.37)

where

Fxy = ∂Ay

∂x
− ∂Ax

∂y

as usual. To relate this to the continuum limit we must note that we sum over each
such plaquette with only one definite orientation, so that the sum over plaquettes
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is equivalent to half of the entire sum. Thus∑
�

(1 − Re U�) →  1
4

∑
n1, n 2

e 2 a 4 F 2xy

→ e 2 a 2
∫ ∫

1
4 F 2xy  d x d y. (16.38)

(Note that in two dimensions ‘e ’ has dimensions of mass.) In four dimensions
sim ilar m an ip u latio n s lead to th e f o r m

SE = 1

e 2

∑
�

(1 − Re U�) → 1

4

∫
d 3 x dτ F 2µν (16.39)

for the lattice action, as required. In the non-Abelian case, as noted earlier, ‘eA’
is replaced by ‘ gt · A ’; for SU(3), the analogue of the left-hand side of (16.37) is

Sg = 6

g 2

∑
�

Tr

(
1 − 1

3 
Re U�

)
(16.40)

where the trace is over the SU(3) m atrices.

1 6 . 4 R epre sent a t io n o f qua nt um a mplit udes

So we have a n aturally gauge-invariant ‘classical’ field theory defined on a lattice,
with a suitable continuum limit. (Actually, the a → 0 limit of the quantum theory
is, as we shall see in section 16.7, more subtle than the n aive replacements (16.5)
because of renormalization issues, as should be no surprise to the reader by now.)
However, we have not yet considered how we are going to turn this classical
lattice theory into a quantum one. The fact that the calculations are mostly going
to have to be done numerically seems at once to require a formulation that avoids
non-commuting operators. This is precisely what is provided by Feynman’s sum
over paths formulation of quantum mechanics (Feynman and Hibbs 1965) and
of quantum field theory and it is, therefore, an essential element in the lattice
approach to quantum field theory. In this section we give a brief introduction to
this formalism.

In section 5.2.2, we stated that in this approach the amplitude for a quantum
system, described by a Lagrangian L depending on one degree of freedom q(t),
to pass from a state in which q = q i at t = ti to a state in which q = q f at time
t = tf, is proportional to (with h̄ = 1)∑

all paths q(t)

exp

(
i
∫ tf

ti
L(q(t), q̇(t)) dt

)
(16.41)

where q(ti) = q i, and q(tf) = q f. We shall now provide some justification for
this assertion.
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We begin by recalling how, in ordinary quantum mechanics, state vectors and
observables are related in the Schrödinger and Heisenberg pictures (see appendix I
of volume 1). Let q̂ be the canonical coordinate operator in the Schrödinger
picture, with an associated complete set of eigenvectors |q〉 such that

q̂|q〉 = q|q〉. (16.42)

The corresponding Heisenberg operator q̂H(t)is defined by

q̂H(t) = eiĤ(t−t0)q̂e−iĤ(t−t0) (16.43)

where Ĥ is the Hamiltonian and t0 is the (arbitrary) time at which the two pictures
coincide. Now define the Heisenberg picture state |qt 〉H by

|qt 〉H = eiĤ(t−t0)|q〉. (16.44)

We then easily obtain from (16.42)–(16.44) the result

q̂H(t)|qt 〉H = q|qt〉H (16.45)

which shows that |qt〉H is the (Heisenberg picture) state which at time t is an
eigenstate of q̂H(t) with eigenvalue q . Consider now the quantity

H〈q f
tf |q i

ti〉H (16.46)

which is, indeed, the amplitude for the system described by Ĥ to go from q i at ti
to q f at tf. Using (16.44), we can write

H〈q f
tf |q i

ti〉H = 〈q f|e−iĤ(tf−ti)|q i〉. (16.47)

We want to understand how (16.47) can be represented as (16.41).
We shall demonstrate the connection explicitly for the special case of a free

particle, for which

Ĥ = p̂2

2m
. (16.48)

For this case, we can evaluate (16.47) directly as follows. Inserting a complete set
of momentum eigenstates, we obtain1

〈q f|e−iĤ(tf−ti)|q i〉 =
∫ ∞

−∞
〈q f|p〉〈p|e−iĤ(tf−ti)|q i〉 d p

= 1

2π

∫ ∞

−∞
eipqf

e−ip2(tf−ti)/2me−ipq i
d p

= 1

2π

∫ ∞

−∞
exp

{
−i

[
p2(tf − ti)

2m
− p(q f − q i)

]}
d p.

(16.49)
1 Remember that 〈q|p〉 is the q-space wavefunction of a state with definite momentum p and is,
therefore, a plane wave; we are using the normalization of equation (E.25) in volume 1.
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To evalu a te th e in teg r a l, we co m p lete th e sq u a r e v ia th e step s

p 2(tf − ti)

2 m
− p(q f − q i) =

(
tf − ti

2 m

) [
p 2 − 2 mp(q f − q i)

tf − ti

]

=
(

tf − ti
2 m

) 
[

p − m(q f − q i)

tf − ti

]2

− m 2(q f − q i)2

(tf − ti)2


=

(
tf − ti

2 m

)
p′ 2 − m(q f − q i)2

2(tf − ti) 
(16.50)

wh ere

p′ = p − m(q f − q i)

tf − ti
. (16.51)

We th en sh if t th e in teg r atio n var iab le in ( 1 6 . 4 9 ) to p′ and obtain

〈q f| e−i Ĥ( t f−t i)| q i〉 = 1

2π
ex p

[
i 
m(q f − q i)2

2(tf − ti)

]∫ ∞

−∞
d p′ ex p

[
− 

i(tf − ti) p′ 2

2 m

]
.

(16.52)
As it stan d s, th e in teg r al in ( 1 6 . 5 2 ) is n o t well d e fin ed , b ein g r a p id ly o scillato r y f o r
larg e p′ . However, it is at this point th at th e motivatio n for passing to ‘Euclid ean’
sp acetime arises. If we make the r eplacement t → −iτ , (16.52) becomes

〈q f| e−Ĥ(τf−τi)| q i〉 = 1

2π
ex p

[
− 

m(q f − q i)2

2(τf − τi)

]∫ ∞

−∞
d p′ ex p

[
− (τf − τi) p′ 2

2 m

]
(16.53)

an d th e in teg r al is a sim p le c o nve rg ent Gaussian. Using the result∫ ∞

−∞
dξ e−bξ 2 =

√
π

b 
(16.54)

we fin ally o b tain

〈q f| e−Ĥ(τf−τi)| q i〉 =
[

m

2π(τf − τi)

] 1
2

ex p

[
− 

m(q f − q i)2

2(τf − τi)

]
. (16.55)

We must now understand how the result (16.55) can be represented in the
form (16.41). In Euclidean space, (16.41) is

∑
paths

exp

(
−

∫ τf

τi

1

2
m

(
dq

dτ

)2

dτ

)
(16.56)

in the free-particle case. We interpret the τ integral in terms of a discretization
procedure, similar to that introduced in sectio n 16.2. We sp lit th e interval τf − τi
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Figure 16.3. A ‘path’ from q0 ≡ qi at τi to q N ≡ qf at τf, via the intermediate positions
q1, q2, . . . , q N−1 at τ1, τ2, . . . , τN−1.

into N segments each of size ε, as shown in figure 16.3. The τ -integral in (16.56)
becomes the sum

m
N∑

j=1

(q j − q j−1)2

2ε
(16.57)

and the ‘sum over paths’, in going from q0 ≡ q i at τi to q N ≡ q f at τf,
is now interpreted as a multiple integral over all the intermediate positions
q1, q2, . . . , q N−1 which paths can pass through at ‘times’ τ1, τ2, . . . , τN−1:

1

A(ε)

∫ ∫
. . .

∫
exp

[
− m

N∑
j=1

(q j − q j−1)2

2ε

]
dq1

A(ε)

dq2

A(ε)
. . .

dq N−1

A(ε)
(16.58)

where A(ε) is a normalizing factor, depending on ε, which is to be determined.
The integrals in (16.58) are all of Gaussian form and since the integral of

a Gaussian is again a Gaussian (cf the manipulations leading from (16.49) to
(16.52), but without the ‘i’ in the exponents), we may perform all the integrations
analytically. We follow the method of Feynman and Hibbs (1965, section 3.1).
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Consid er th e integ ral over q 1 :

I 1 ≡
∫

ex p
{
− 

m

2ε
[(q 2 − q 1)2 + (q 1 − q i)2]

}
d q 1. (16.59)

This can be evaluated b y completin g the square, shiftin g the in tegratio n variable
and using (16.54) to obtain (problem 16.5)

I 1 =
(πε

m

)1
2

exp

[−m

4ε
(q2 − q i)2

]
. (16.60)

Now the procedure may be repeated for the q2 integral

I 2 ≡
∫

exp
{
− m

4ε
(q2 − q i)2 − m

2ε
(q3 − q2)2

}
dq2 (16.61)

which yields (problem 16.5)

I 2 =
(

4πε

3m

)1
2

exp

[−m

6ε
(q3 − q i)2

]
. (16.62)

As far as the exponential factors in (16.55) in (16.56) are concerned, the pattern
is now clear: after n − 1 steps we shall have an exponential factor

exp[−m(qn − q i)2/(2nε)]. (16.63)

Hence, after N − 1 steps we shall have a factor

exp[−m(q f − q i)2/2(τf − τi)] (16.64)

remembering that q N ≡ q f and that τf − τi = Nε. So we have recovered the
correct exponential factor of (16.55), and all that remains is to choose A(ε) in
(16.58) so as to produce the same normalization as (16.55).

The required A(ε) is

A(ε) =
√

2πε

m
(16.65)

as we now verify. For the first (q1) integration, the formula (16.58) contains two
factors of A−1(ε), so that the result (16.60) becomes

1

[A(ε)]2
I 1 = m

2πε

(πε
m

)1
2

exp
[
− m

4ε
(q2 − q i)2

]
=

( m

2π2ε

)1
2

exp
[
− m

4ε
(q2 − q i)2

]
. (16.66)

For the second (q2) integration, the accumulated constant factor is

1

A(ε)

( m

2π2ε

)1
2
(

4πε

3m

)1
2 =

( m

2π3ε

)1
2
. (16.67)
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Proceeding in this way, one can convince oneself that after N − 1 steps, the
accumulated constant is ( m

2πNε

)1
2 =

[
m

2π(τf − τi)

] 1
2

(16.68)

as in (16.55).
The equivalence of (16.55) and (16.56) (in the sense ε → 0) is, therefore,

established for the free-particle case. More general cases are discussed in
Feynman and Hibbs (1965, chapter 5) and in Peskin and Schroeder (1995,
chapter 9). The conventional notation for the path-integral amplitude is

〈q f|e−Ĥ(τf−τi)|q i〉 =
∫
�q(τ )e

− ∫ τf
τi

L dτ
(16.69)

where the right-hand side of (16.69) is interpreted in the sense of (16.58).
We now proceed to discuss further aspects of the path-integral formulation.

Consider the (Euclideanized) amplitude 〈q f|e−Ĥ(τf−τi)|q i〉 and insert a complete
set of energy eigenstates |n〉 such that Ĥ |n〉 = En |n〉:

〈q f|e−Ĥ(τf−τi)|q i〉 =
∑

n

〈q f|n〉〈n|q i〉e−En (τf−τi). (16.70)

Equation (16.70) shows that if we take the limits τi → −∞, τf → ∞, then the
state of lowest energy E0 (the ground state) provides the dominant contribution.
Thus, in this limit, our amplitude will represent the process in which the system
begins in its ground state |�〉 at τi → −∞, with q = q i, and ends in |�〉 at
τf → ∞, with q = q f.

How do we represent propagators in this formalism? Consider the expression
(somewhat analogous to a field theory propagator)

Gfi(ta, tb) ≡ 〈q f
tf |T {q̂H(ta)q̂H(tb)}|q i

ti〉 (16.71)

where T is the usual time-ordering operator. Using (16.43) and (16.44), (16.71)
can be written, for tb > ta , as

Gfi(ta, tb) = 〈q f|e−iĤ(tf−tb)q̂e−iĤ(tb−ta)q̂e−iĤ(ta−ti)|q i〉. (16.72)

Inserting a complete set of states and Euclideanizing, (16.72) becomes

Gfi(ta, tb) =
∫

dqa dqb qaqb〈q f|e−Ĥ(τf−τb)|qb〉

× 〈qb|e−Ĥ(τb−τa)|qa〉〈qa |e−Ĥ(τa−τi)|q i〉. (16.73)

Now, each of the three matrix elements has a discretized representation of the
form (16.55) with, say, N1 − 1 variables in the interval (τa, τi), N2 − 1 in (τb, τa)
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and N3 − 1 in (τf, τb). Each such representation carries one ‘surplus’ factor of
[A(ε)]−1, making an overall factor of [A(ε)]−3. Two of these factors can be
associated with the dqa dqb integration in (16.73), so that we have a total of
N1 + N2 + N3 − 1 properly normalized integrations and one ‘surplus’ factor
[A(ε)]−1 as in (16.58). If we now identify q(τa) ≡ qa , q(τn) ≡ qb, it follows
that (16.73) is simply ∫

�q(τ )q(τa)q(τb)e
− ∫ τf

τi
L dτ

. (16.74)

In obtaining (16.74), we took the case τb > τa . Suppose alternatively that
τa > τb. Then the order of τa and τb inside the interval (τi, τf) is simply
reversed but since qa and qb in (16.73), or q(τa) and q(τb) in (16.74), are
ordinary (commuting) numbers, the formula (16.74) is unaltered and it does
actually represent the matrix element (16.71) of the time-ordered product.

The generalizations of these results to the field theory case are intuitively
clear. For example, in the case of a single scalar field φ(x), we expect the analogue
of (16.74) to be (cf (16.4))∫

�φ(x) φ(xa)φ(xb) exp

[
−

∫ τf

τi

�E(φ,∇φ, ∂τ φ) d4 xE

]
(16.75)

where
d4xE = d3x dτ (16.76)

and the boundary conditions are given by φ(x, τi) = φi(x), φ(x, τf) = φf(x),
φ(x, τa) = φa(x) and φ(x, τb) = φb(x), say. In (16.75), we have to understand
that a four-dimensional discretization of Euclidean spacetime is implied, the fields
being Fourier-analysed by four-dimensional generalizations of expressions such
as (16.7). Just as in (16.71)-(16.74), (16.75) is equal to

〈φf(x)|e−Ĥτf T {φ̂H(xa)φ̂H(xb)}eĤτi |φi(x)〉. (16.77)

Taking the limits τi → −∞, τf → ∞ will project out the configuration of lowest
energy, as discussed after (16.70), which in this case is the (interacting) vacuum
state |�〉. Thus, in this limit, the surviving part of (16.77) is

〈φf(x)|�〉e−E�τ 〈�|T {φ̂H(xa)φ̂H(xb)}|�〉e−E�τ 〈�|φi(x)〉 (16.78)

with τ → ∞. The exponential and overlap factors can be removed by dividing
by the same quantity as (16.77) but without the additional fields φ(xa) and
φ(xb). In this way, we obtain the formula for the field theory propagator in four-
dimensional Euclidean space:

〈�|T {φ̂H(xa)φ̂H(xb)}|�〉 = lim
τ→∞

∫
�φφ(xa)φ(xb) exp[− ∫ τ

−τ �E d4xE]∫
�φ exp[− ∫ τ

−τ �E d4xE] .

(16.79)
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Vacuum expectatio n values (vevs) o f time-ordered p roducts of more field s will
simply have more factors of φ on both sides.

Perturbation theory can be developed in this formalism also. Suppose
�E = �0

E + �int
E , where �0

E describes a free scalar field and �int
E is an in ter actio n ,

for example λφ 4 . Then, assuming λ is small, the exponential in (16.79) can be
expressed as

ex p

[
−

∫
d 4 x E (�

0
E + �int

E )

]
=

(
ex p −

∫
d 4 x E �

0
E

)(
1 − λ

∫
d 4 x E φ 4 + · · ·

)
(16.80)

and both numerator and denominator of (16.79) may be expressed as vevs of
products of free fields. Compact techniques exist for analysing this formulation
of perturbation theory (Ryder 1996, Peskin and Schroeder 1995) and one finds
ex actly th e same ‘Feynman rules’ as in th e canonical (operato r) approach.

In the case o f g auge theories, we can easily im ag in e a f o r m u la sim ilar to
(16.79) for the gauge-field p ropagato r, in wh ich the in tegral is carried out over all
gauge fields Aµ( x) (in the U(1) case, for example). Bu t we already know from
chapter 7 (or from chapter 13 in th e non-Ab elian case) th at, in the continuum
limit, we sh all not be able to construct a well-defin ed perturbatio n theory in this
way, since the gauge-field p ropagato r will not ex ist unless we ‘fix th e g auge’ b y
imposing some constraint, such as the Lorentz gauge condition. Such constraints
can be imposed on the corresponding path integral and, indeed, this was the route
followed by Faddeev and Popov (1967) in first obtaining the Feynman rules for
non-Ab elian g auge th eories, as mentioned in sectio n 13.5.3.

I n th e d iscr ete case, th e a p p r o p r iate in tegr atio n var iab les ar e th e lin k
va r i a b l e s U(l i ) wh ere l i is th e i th link. They are elements of the relevant gauge
group—for example U(n 1, n 1 + 1) of (16.3.1) is an element o f U(1). In th e
case of the unitary groups, such elements typically have the form (cf (12.35))
∼ ex p (i Hermitean matrix), where the ‘Hermitean matrix’ can be parametrized
in so me convenient way—for example, as in (12.31) for SU(2). In all th ese cases,
th e variables in th e p arametrizatio n o f U vary over some bounded domain (th ey
are essentially ‘angle-type’ variables, as in the simple U(1) case), and so , with a
fin ite n u m b e r o f lattice p o in ts, th e in teg r a l ove r th e lin k var iab les is well- d e fin ed
without gauge-fixing. The integration measure for the link variables can be chosen
so as to be gauge invariant and, hence, provided the action is gauge invariant,
the formalism provides well-defined expressions, independently of perturbation
theory, for vevs of gauge-invariant quantities.

There remains one more conceptual problem to be addressed in this
approach—namely, how are we to deal with fermions? It seems that we
must introduce new variables which, though not quantum field operators, must
nevertheless anti-commute with each other. Such ‘classical’ anti-commuting
var iab les ar e called Grassmann variables, and are b riefly d escribed in appendix O.
Further details are contained in Ryder (1996) and in Peskin and Schroeder (1995).
For our purposes, the important point is that the fermion Lagrangian is bilinear in
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th e (Grassmann) fermio n fields ψ , the fermionic action having the form

Sψ =
∫

d 4 x E ψ̄ M(U)ψ  (16.81)

wh ere M is a matrix representin g the Dirac operato r i /D − mq in its d iscr e tized
and Euclid eanized form. This means that in a typical fermionic amplitude of th e
form (cf the denominator of (16.79))

Zψ =
∫
�ψ̄�ψ ex p[−  Sψ ] (16.82)

o n e h a s e ssen tially an in teg r al o f Gau ssian ty p e ( a lb eit with Gr assm an n var iab les) ,
which can actually be performed analytically.2 The result is simply d et[ M(U)] ,
th e d eter m in a n t o f th is m a tr ix . T h e p r o b lem is th at M is a ver y larg e m a tr ix
in d eed , if we wan t a ny th in g like a r easo n a b ly sized lattice ( say 2 0 lattice sp acin g s
in each of the four dimensions); moreover, the g auge field degrees of freedom
m u st b e item ized ( v ia th e lin k var iab les U ) at each site. At th e time o f writin g ,
computers are just about reaching the stage o f b eing able to calculate su ch a vast
determin ant numerically, but hith erto most calculations have been done in th e
quenched approximation, settin g th e d e ter m in an t e q u a l to a co n stan t in d e p e n d e n t
o f th e lin k var iab les U . This is equivalent to the neglect of closed fermion loops
in a Feynman graph approach. In the quenched approximation, the expectation
va lu e o f a ny o p e r a to r �(U) is ju st

〈�(U)〉 =
∫
�U �(U) ex p[−  Sg(U)]∫
�U ex p[−  Sg(U)] (16.83)

wh ere Sg(U) is the gauge action (16.40).

16.5 Connectio n with statistical mechanics

Not the least advantage of the path integral formulation of quantum field theory
(esp ecially in its lattice f orm) is that it enables a highly suggestive connection to
be set u p b etween quantum field th eory and statistical mechanics. We in troduce
th is connectio n n ow, b y way of a preliminary to the discussion of renormalization
in the following section.

The connection is made via the fundamental quantity of equilibrium
statistical mechanics, the partition function Z defined by

Z =
∑

configurations

exp

(
− H

kBT

)
(16.84)

which is simply the ‘sum over states’ (or configurations) of the relevant degrees
of freedom, with the Boltzmann weighting factor. H is the classical Hamiltonian
2 See appendix O .
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evaluated for each configuration. Consider, for comparison, the denominator in
(16.79), namely

Zφ =
∫
�φ exp(−SE) (16.85)

where

SE =
∫

d4xE �E =
∫

d4xE { 1
2 (∂τφ)

2 + 1
2 (∇φ)2 + 1

2 m2φ2 + λφ4} (16.86)

in the case of a single scalar field with mass m and self-interaction λφ4. The
Euclideanized Lagrangian density�E is like an energy density: it is bounded from
below and increases when the field has large magnitude or has large gradients in τ
or x. The factor exp(−SE) is then a sensible statistical weight for the fluctuations
in φ, and Zφ may be interpreted as the partition function for a system described
by the field degree of freedom φ but, of course, in four ‘spatial’ dimensions.

The parallel becomes perhaps even stronger when we discretize spacetime.
In an Ising model (see the following section), the Hamiltonian has the form

H = −J
∑

n

snsn+1 (16.87)

where J is a constant and the sum is over lattice sites n; the system variables
taking the values ±1. When (16.87) is inserted into (16.84), we arrive at
something very reminiscent of the φ(n1)φ(n1 + 1) term in (16.6). Naturally, the
effective ‘Hamiltonian’ is not quite the same—though we may note that Wilson
(1971b) argued that in the case of a φ4 interaction the parameters can be chosen
so as to make the values φ = ±1 the most heavily weighted in SE. Statistical
mechanics does, of course, deal in three spatial dimensions, not the four of
our Euclideanized spacetime. Nevertheless, it is remarkable that quantum field
theory in three spatial dimensions appears to have such a close relationship to
equilibrium statistical mechanics in four spatial dimensions.

One insight we may draw from this connection is that, in the case of pure
gauge actions (16.39) or (16.40), the gauge coupling is seen to be analogous to
an inverse temperature, by comparison with (16.84). For example, in (16.40)
6/g2 would play the rôle of 1/kBT . One is led to wonder whether something
like transitions between different ‘phases’ exist, as coupling constants (or other
parameters) vary—and, indeed, such changes of ‘phase’ can occur.

A second point is somewhat related to this. In statistical mechanics, an
important quantity is the correlation length ξ , which for a spin system may be
defined via the spin–spin correlation function

G(x) = 〈s(x)s(0)〉 =
∑

all s(x)

s(x)s(0)e−H/kBT (16.88)

where we are once more reverting to a continuous x variable. For large |x|, this
takes the form

G(x) ∝ 1

|x| exp

(−|x|
ξ(T )

)
. (16.89)
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The Fourier transform of this (in the continuum limit) is

G̃( k 2) ∝ ( k 2 + ξ−2( T ))−1 (16.90)

as we learned in sectio n 2 .3. Comparing (16.88) with (16.79), it is clear th at
(16.88) is proportional to the propagator (or Green function) for the field s( x):
(16.90) th en sh ows that ξ−1( T ) is p lay in g th e r o le o f a m ass ter m m . Now, n ear
a critical point for a statistical sy stem, correlations ex ist over very large scales ξ
compared to the inter-atomic spacing a ; in fact, at the critical point ξ(Tc) ∼ L ,
wh ere L is th e size o f the sy stem. In the quantum field th eory, as indicated earlier,
we may r eg ard a−1 as playing a role analogous to a momentum cut-off �, so  the
regime ξ � a is eq u iva len t to m � �, as was indeed always our assu mption.
Thus studying a quantum field theory this way is analogous to studying a four-
d im e n sio n a l statistical sy stem n ear a c r itical point. This shows rather clearly why
it is not going to be easy: correlations over all scales will have to be in cluded.
At th is p o in t, we a r e n a tu r a lly led to th e co n sid er atio n o f re n o rma liza tio n in th e
lattice f o r m u latio n .

16.6 Renorma lizatio n a nd the renorma lizatio n g ro up on the lattice

16.6.1 Introduction

In the continuum formulation which we have used elsewhere in this book,
flu ctuations over short d istances of order �−1 generally lead to diverg ences in
th e lim it � → ∞, wh ich ar e co n tr o lled ( in a r en o r m alizab le th eo r y ) b y th e
procedure o f renormalization. Su ch diverg ent fluctu ations tu rn out, in fact, to
affect a renormalizable th eory only through th e values o f some o f its parameters
an d , if th ese p ar am eter s ar e taken f r o m ex p er im en t, all o th er q u an tities b eco m e
fin ite, eve n a s � → ∞. This latter assertio n is not easy to p rove and, indeed, is
q u ite su r p r isin g . Howeve r, th is is b y n o m ean s a ll th er e is to r en o r m a lizatio n
th eory: we h ave seen th e p ower of ‘renormalizatio n g roup’ id eas in making
testable predictions for QCD. Neverth eless, th e methods of chapter 1 5 were rather
formal and the reader may well feel th e n eed of a more physical picture o f what
is going on. Such a picture was provided by Wilson (1971a) (see also Wilson
and Kogut 1974), u sing the ‘lattice + path integral’ approach. Another important
advantage of this formalism is, therefore, precisely the way in which, thanks
to Wilson’s work, it provides access to a more intuitive way of understanding
renormalization theory. The aim of this section is to give a brief introduction to
Wilson’s ideas, so as to illuminate the formal treatment of the previous chapter.

In the ‘lattice + path integral’ approach to quantum field theory, the degrees
of freedom involved are the values of the field(s) at each lattice site, as we have
seen. Quantum amplitudes are formed by integrating suitable quantities over all
values of these degrees of freedom, as in (16.79) for example. From this point
of view, it should be possible to examine specifically how the ‘short distance’ or
‘high momentum’ degrees of freedom affect the result. In fact, the idea suggests
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Figure 16.4. A portion of the one-dimensional lattice of spins in the Ising model.

itself that we might be able to perform explicitly the integration (or summation)
over those degrees of freedom located near the cut-off � in momentum space,
or separated by only a lattice site or two in coordinate space. If we can do
this, the result may be compared with the theory as originally formulated to
see how this ‘integration over short-distance degrees of freedom’ affects the
physical predictions of the theory. Having done this once, we can imagine doing
it again—and indeed iterating the process, until eventually we arrive at some
kind of ‘effective theory’ describing physics in terms of ‘long-distance’ degrees
of freedom.

There are several aspects of such a programme which invite comment. First,
the process of ‘integrating out’ short-distance degrees of freedom will obviously
reduce the number of effective degrees of freedom, which is necessarily very
large in the case ξ � a, as previously envisaged. Thus, it must be a step in the
right direction. Second, this sketch of the ‘integrating out’ procedure suggests
that, at any given stage of the integration, we shall be considering the system
as described by parameters (including masses and couplings) appropriate to that
scale, which is of course strongly reminiscent of RGE ideas. And third, we may
perhaps anticipate that the result of this ‘integrating out’ will be not only to render
the parameters of the theory scale-dependent but also, in general, to introduce
new kinds of effective interactions into the theory. We now consider some simple
examples which we hope will illustrate these points.

16.6.2 The one-dimensional Ising model

Consider first a simple one-dimensional Ising model with Hamiltonian (16.87)
and partition function

Z =
∑
{sn}

exp

[
K

N−1∑
n=0

snsn+1

]
(16.91)

where K = J/(kBT ) > 0. In (16.91) all the sn variables take the values ±1
and the ‘sum over {sn}’ means that all possible configurations of the N variables
s0, s1, s2, . . . , sN−1 are to be included. The spin sn is located at the lattice site na
and we shall (implicitly) be assuming the periodic boundary condition sn = sN+n .
Figure 16.4 shows a portion of the one-dimensional lattice with the spins on the
sites, each site being separated by the lattice constant a. Thus, for this portion we
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F i gu re 16. 5. A ‘coarsening’ transformation applied to the lattice portion shown in
figure 16. 4. The new (primed) spin variables are situated twice as far apart as the original
(unprimed) ones.

are evaluating∑
sN−1,s0,s1,s2,s3,s4

exp[K (sN−1s0 + s0s1 + s1s2 + s2s3 + s3s4)] . (16.92)

Now suppose we want to describe the system in terms of a ‘coarser’ lattice,
with lattice spacing 2a and corresponding new spin variables s′

n . There are many
ways we could choose to describe the s′

n but here we shall only consider a very
simple one (Kadanoff 1977) in which each s′

n is simply identified with the sn

at the corresponding site (see figure 16.5). For the portion of the lattice under
consideration, then, (16.92) becomes∑

sN−1,s ′
0,s1,s ′

1,s3,s ′
2

exp[K (sN−1s′
0 + s′

0s1 + s1s′
1 + s′

1s3 + s3s′
2)]. (16.93)

If we can now perform the sums over s1 and s3 in (16.93), we shall end up (for
this portion) with an expression involving the ‘effective’ spin variables s′

0, s′
1 and

s′
2, situated twice as far apart as the original ones and, therefore, providing a more

‘coarse grained’ description of the system. Summing over s1 and s3 corresponds
to ‘integrating out’ two short-distance degrees of freedom as discussed earlier.

In fact, these sums are easy to do. Consider the quantity exp(K s′
0s1),

expanded as a power series:

exp(K s′
0s1) = 1 + K s′

0s1 + K 2

2! + K 3

3! (s
′
0s1)+ · · · (16.94)

where we have used (s′
0s1)

2 = 1. It follows that

exp(K s′
0s1) = cosh K (1 + s′

0s1 tanh K ) (16.95)

and similarly
exp(K s1s′

1) = cosh K (1 + s1s′
1 tanh K ). (16.96)
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Thus the sum over s1 is∑
s1=±1

cosh2 K (1 + s′
0s1 tanh K + s1s′

1 tanh K + s′
0s′

1 tanh2 K ). (16.97)

Clearly, the terms linear in s1 vanish after summing and the s1 sum becomes just

2 cosh2 K (1 + s′
0s′

1 tanh2 K ). (16.98)

Remarkably, (16.98) contains a new ‘nearest-neighbour’ interaction, s′
0s′

1, just
like the original one in (16.91) but with an altered coupling (and a different spin-
independent piece). In fact, we can write (16.98) in the standard form

exp[g1(K )+ K ′s′
0s′

1] (16.99)

and then use (16.95) to set

tanh K ′ = tanh2 K (16.100)

and identify

g1(K ) = ln

(
2 cosh2 K

cosh K ′

)
. (16.101)

Exactly the same steps can be followed through for the sum on s3 in (16.93)—and
indeed for all the sums over the ‘integrated out’ spins. The upshot is that, apart
from the accumulated spin-independent part, the new partition function, defined
on a lattice of size 2a, has the same form as the old one but with a new coupling
K ′ related to the old one K by (16.100).

Equation (16.100) is an example of a renormalization transformation: the
number of degrees of freedom has been halved, the lattice spacing has doubled
and the coupling K has been renormalized to K ′.

It is clear that we could apply the same procedure to the new Hamiltonian,
introducing a coupling K ′′ which is related to K ′ , and thence to K , by

tanh K ′′ = (tanh K ′)2 = (tanh K )4. (16.102)

This is equivalent to iterating the renormalization transformation; after n
iterations, the effective lattice constant is 2na and the effective coupling is given
by

tanh K (n) = (tanh K )n . (16.103)

The successive values K ′, K ′′, . . . of the coupling under these iterations can
be regarded as a ‘flow’ in the (one-dimensional) space of K -values: a
renormalization flow.

Of particular interest is a point (or points) K ∗ such that

tanh K ∗ = tanh2 K ∗. (16.104)
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F i gu re 16. 6. ‘Renormalization fl ow’: the arrows show the direction of fl ow of the coupling
K as the lattice constant is increased. T he starred values are fixed points.

Th is is called a fixed point of the renormalization tranformation. At such a point
in K -space, changing the scale b y a factor of 2 (or 2n f o r th a t m atter ) will m a ke
no difference, which means that the sy stem must be, in some sense, o rdered.
Rememberin g that K = J/(kB T ), we see that K = K ∗  wh en th e tem p er atu r e is
‘tuned’ to the value T = T ∗ = J/(kB K ∗). Such a T ∗  would be the temperature
of a critica l p o in t for the thermodynamics of the system, corresponding to the
onset of ordering. In the present case, the only fixed points are K ∗ = ∞ and
K ∗ = 0. Thus th ere is n o critical point at a non-zero T ∗ an d , h e n ce, n o tr an sitio n
to an ordered phase. However, we may describe th e b ehav iour as T → 0 as
‘quasi-critical’. Fo r large K , we may use

tan h K � 1 − 2e−2 K (16.105)

to write (16.104) as
K ( n) = K − 1

2 ln n (16.106)

wh ich sh ows th at K n changes only very slowly (logarith mically ) under iterations
wh en in th e v icin ity o f a ver y larg e va lu e o f K , so that this is ‘almost’ a fixed
point.

We may represent the flow of K under the renormalizatio n transformatio n
(16.103) as in figure 16.6. Note that the flow is away from the quasi-fixed point
at K ∗ = ∞( T = 0) and towards the (non-interacting) fixed point at K ∗ = 0.

Another way of looking for a critical (or fixed) point would b e to calculate
th e c o r r e latio n len g th ξ(T ) introduced in (16.89) and (16.90). At a critical point,
ξ ∼ L (the sy stem size), which goes to infinity in th e thermodynamic limit. In
th e p r e sen t m o d e l, with th e Ham ilto n ian ( 1 6 . 8 7 ) , we m ay calcu late ξ(T ) ex actly
(problem 16.6) and find that

ξ(T ) = −a

ln tanh K (a)
. (16.107)

Equation (16.107) confirms that there is no finite temperature T at which ξ → ∞
but as T → 0 we do have ξ → ∞ and the system is ordered. More precisely,
from (16.107) we find

ξ(T ) � a

2
e2K for T → 0 (16.108)

or, in terms of the equivalent mass parameter m(T ) = ξ−1(T ) introduced after
(16.90),

m(T ) � 2

a
e−2K . (16.109)
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Figure 16.7. The renormalization flow for the transformation (16.113).

The expression (16.109) becomes very small at small T but never vanishes at a
finite value of T . In this sense, T = 0 is a kind of ‘asymptotically reachable’
fixed point.

It is interesting to consider the effect of the renormalization transformation
(16.103) on ξ . Let us denote by ξn(T ) the effective correlation length after n
iterations, so that

ξn(T ) = − a

ln tanh K (n)
. (16.110)

From (16.103), it then easily follows that

ξn(T ) = 1

n
ξ(T ). (16.111)

Equation (16.111) confirms what we might have expected: the correlation length
is measured in units of the only available length unit, a, and when this increases to
na after n iterations, ξ must decrease by n−1 so as to maintain the same physical
distance. In particular, ξ → 0 as n → ∞.

16.6.3 Further developments and some connections with particle physics

A renormalization transformation which has a fixed point at a finite (neither zero
nor infinite) value of the coupling is clearly of greater interest, since this will
correspond to a critical point at a finite temperature. A simple such example
given by Kadanoff (1977) is the transformation

K ′ = 1
2 (2K )2 (16.112)

for a doubling of the effective lattice size, or

K (n) = 1
2 (2K )n (16.113)

for n such iterations. The model leading to (16.113) involves fermions in one
dimension but the details are irrelevant to our purpose here. The renormalization
transformation (16.113) has three fixed points: K ∗ = 0, K ∗ = ∞ and the finite
point K ∗ = 1

2 . The renormalization flow is shown in figure 16.7.
The striking feature of this flow is that the motion is always away from

the finite fixed point, under successive iterations. This may be understood by
recalling that at the fixed point (which is a critical point for the statistical system)
the correlation length ξ must be infinite (as L → ∞). As we iterate away from
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F i gu re 16. 8. The β - f unct i on of ( 16. 117) — t he ar r ow s i ndi cat e i ncr easi ng f .

this point, ξ must decrease according to (16.111), and therefore we must leave the
fixed (or critical) point. For this model, ξ is given by Kadanoff (1977) as

ξ = a

| ln 2 K | (16.114)

wh ich indeed goes to infinity at K = 1
2 .

Let us now begin to think about how all this may relate to the treatment of
the renormalization group in particle physics, as given in the previous chapter.
First, we need to consid er a continuous change of scale, say b y a factor of f . In
th e p resent model, th e transformatio n (16.113) th en becomes

K ( f a) =  1
2 (2 K (a))  f . (16.115)

Differentiatin g (16.115) with resp ect to f , we  find  that

f
d K ( f a)

d f
= K ( f a) ln [2 K ( f a)] . (16.116)

We may reasonably call (16.116) a renormalization group equation, describing
the ‘running’ of K ( f a) with th e scale f , analogous to the RGE’s for α and αs
considered in chapter 15. In this case, the β -function is

β(K ) = K ln(2 K ),  (16.117)

which is sketched in figure 16.8. The zero of β is indeed at the fixed ( critical)
point K =  1

2 and this is an infrared unstable fixed point, the flow being away
from it as f increases.

The foregoing is ex actly analogous to th e d iscussion in sectio n 15.4—see,
in particular, figure 15.7 and th e related discussion. No te, h owever, that in the
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present case we are considering rescalings in p o sitio n sp ace, not momentum
sp ace. Since m omenta are m easured in units of a−1 , it is clear that scaling a
by f is th e sam e a s scalin g k by f −1 = t , say. This will produce a change in sign
in d K/d t r e lative to d K/d f , and accounts for th e fact th at K =  1

2 is an in frared
unstable fixed point in figure 16.8, while α∗

s is an in f r a r e d stab le fixe d p o in t in
figure 15.7(b ). Allowing for the change in sign, figure 16.8 is quite analogous to
figure 15.7(a ).

We have emphasized that, at a critical point, the correlation length ξ → ∞
or, equivalently, the mass parameter (cf (16.90)) m = ξ−1 → 0 . I n th is case, th e
Fourier transform of the spin–spin correlation function should behave as

G̃(k2) ∝ 1

k2 
. (16.118)

Th is is in d eed th e k2 -dependence o f the propagato r o f a free, massless scalar
particle, but—as we learned for the fermion propagator in section 15.4—it is no
longer true in an interactin g theory. In th e interactin g case, (16.118) generally
becomes modified to

G̃(k2) ∝ 1

(k2)1− η
2

(16.119)

or, equivalently,

G(x) ∝ 1

| x|1+η (16.120)

in three spatial d imensions, and in the continuum limit. Thus, at a critical
point, the spin–spin correlation function exhibits scaling under the transformation
x′ = f x but it is not free-field scaling. Comparing (16.119) with (15.65), we
se e t h a t η/2 is p r ecisely th e anomalous dimension of th e field s(x), so—just as
in section 15.4—we have an example of scaling with anomalous dimension. In
the statistical mechanics case, η is a critical exponent, one of a number of such
q u an tities ch ar acter izin g th e cr itical b eh av io u r o f a sy stem . I n g en er al, η will
depend on the coupling constant η(  K ): at a non-trivial fixed point, η will b e
evaluated at the fixed point value K ∗, η(K ∗). Enormous progress was made in
the theory of critical phenomena when the powerful methods of quantum field
theory were applied to calculate critical exponents (see, for example, Peskin and
Schroeder (1995, chapter 13), and Binney et al (1992)).

In our discussion so far, we have only considered simple models with just
one ‘coupling constant’, so that diagrams of renormalization flow were one-
dimensional. Generally, of course, Hamiltonians will consist of several terms
and the behaviour of all their coefficients will need to be considered under a
renormalization transformation. The general analysis of renormalization flow
in multi-dimensional coupling space was given by Wegner (1972). In simple
terms, the coefficients show one of three types of behaviour under renormalization
transformations such that a → f a, characterized by their behaviour in the
vicinity of a fixed point:
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(i) the difference from the fixed point value grows as f increases, so that the
system moves away from the fixed point (as in the single-coupling examples
considered earlier);

(ii) the difference decreases as f increases, so the system moves towards the
fixed point; and

(iii) there is no change in the value of the coupling as f changes.

The corresponding coefficients are called, respectively, (i) relevant, (ii) irrelevant
and (iii) marginal couplings—the terminology is also frequently applied to the
operators in the Hamiltonians themselves. The intuitive meaning of ‘irrelevant’
is clear enough: the system will head towards a fixed point as f → ∞ whatever
the initial values of the irrelevant couplings. The critical behaviour of the system
will, therefore, be independent of the number and type of all irrelevant couplings
and will be determined by the relatively few (in general) marginal and relevant
couplings. Thus, all systems which flow close to the fixed point will display the
same critical exponents determined by the dynamics of these few couplings. This
explains the property of universality observed in the physics of phase transitions,
whereby many apparently quite different physical systems are described (in the
vicinity of their critical points) by the same critical exponents.

Additional terms in the Hamiltonian are, in fact, generally introduced
following a renormalization transformation. A simple mathematical analogue
may illustrate the point. Consider the expression

Zxy =
∫ ∞

−∞
dx

∫ ∞

−∞
dy exp[−(x2 + y2 + λx4 + λx2 y2)] (16.121)

which may be regarded as the ‘partition function’ for a system with two variables
x and y, the action being similar to that of two scalar fields with quartic couplings.
Suppose we want to ‘integrate out’ the variable y. We write

Zxy =
∫ ∞

−∞
dx exp[−(x2 + λx4)]

∫ ∞

−∞
dy exp[−(y2 + λx2 y2)]

=
∫ ∞

−∞
dx exp[−(x2 + λx4)]

(
π

1 + λx2

)1
2

. (16.122)

Assuming that λ is small and may be treated perturbatively, (16.122) may be
expanded as

Zxy � π
1
2

∫ ∞

−∞
dx exp[−(x2 + λx4)][1 − 1

2λx2 + 3
8λ

2x4 − 5
16λ

3x6 + · · ·].
(16.123)

The terms in the series expansion may be regarded as arising from an expansion
of the exponential

exp[− 1
2λx2 − 1

4λ
2x4 + 3

16λ
3x6 − · · ·] (16.124)
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to order λ3, so that to this order, (16.123) may be written as

Zxy � π
1
2

∫ ∞

−∞
dx exp{−[x2(1+ 1

2λ)+x4(λ− 1
4λ

2)+ 3
16λ

3x6+· · ·]}. (16.125)

The result (16.125) may be interpreted as (a) a renormalization of the ‘mass’ term
x2 so that its coefficient changes from 1 to 1 + 1

2λ; (b) a renormalization of the
x4 term so that the coupling λ changes to λ − 1

4λ
2; and (c) the generation of a

‘new interaction’ of sixth order in the degree of freedom x . We may think of this
new interaction (in more realistic quantum field cases) as supplying the effective
interaction between the ‘x-fields’ that was previously mediated by the ‘y-fields’.

In the quantum field case, we may expect that renormalization
transformations associated with a → f a, and iterations thereof, will in general
lead to an effective theory involving all possible couplings allowed by whatever
symmetries are assumed to be relevant. Thus, if we start with a typical ‘φ4’ scalar
theory as given by (16.86), we shall expect to generate all possible couplings
involving φ and its derivatives. At first sight, this may seem disturbing: after all,
the original theory (in four dimensions) is a renormalizable one, but an interaction
such as Aφ6 is not renormalizable according to the criterion given in section 11.8
( in four dimensions φ has mass dimension unity, so that A must have mass
dimension −2). It is, however, essential to remember that in this ‘Wilsonian’
approach to renormalization, summations over momenta appearing in loops do
not, after one iteration a → f a, run up to the original cut-off value π/a, but
only up to the lower cut-off π/ f a. The additional interactions compensate for
this change.

In fact, we shall now see how the coefficients of non-renormalizable
interactions correspond precisely to irrelevant couplings in Wilson’s approach,
so that their effect becomes negligible as we iterate to scales much larger than
a. We consider continuous changes of scale characterized by a factor f , and
we discuss a theory with only a single scalar field φ for simplicity. Imagine,
therefore, that we have integrated out, in (16.85), those components of φ(x) with
a < |x| < f a. We will be left with a functional integral of the form (16.85)
but with φ(x) restricted to |x| > f a, and with additional interaction terms in the
action. In order to interpret the result in Wilson’s terms, we must rewrite it so that
it has the same general form as the original Zφ of (16.85). A simple way to do
this is to rescale distances by

x′ = x
f

(16.126)

so that the functional integral is now over φ(x′) with |x′| > a, as in (16.85).
We now define the fixed point of the renormalization transformation to be that in
which all the terms in the action are zero, except the ‘kinetic’ piece; this is the
‘free-field’ fixed point. Thus, we require the kinetic action to be unchanged:∫

d4xE (∂µφ)
2 =

∫
d4x ′

E (∂
′
µφ

′)2
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=
∫

1

f 2
d4xE (∂µφ

′)2 (16.127)

from which it follows that φ′ = f φ. Consider now a term of the form Aφ6:

A
∫

d4xE φ
6 = A

f 2

∫
d4x ′

E φ
′6. (16.128)

(16.128) shows that the ‘new’ A′ is related to the old one by A′ = A/ f 2 and
in particular that, as f increases, A′ decreases and is therefore an irrelevant
coupling, tending to zero as we reach large scales. But such an interaction
is precisely a non-renormalizable one (in four dimensions), according to the
criterion of section 11.8. The mass dimension of φ is unity, and hence that
of A must be −2 so that the action is dimensionless: couplings with negative
mass dimensions correspond to non-renormalizable interactions. The reader may
verify the generality of this result for any interaction with p powers of φ and q
derivatives of φ.

However, the mass term m2φ2 behaves differently:

m2
∫

d4xE φ
2 = m2 f 2

∫
d4x ′

E φ
′2 (16.129)

showing that m′2 = m2 f 2 and the ‘coupling’ m2 is relevant, since it grows
with f 2. Such a term has positive mass dimension and corresponds to a ‘super-
renormalizable’ interaction. Finally, the λφ4 interaction transforms as

λ

∫
d4xE φ

4 = λ

∫
d4x ′

E φ
′4 (16.130)

and so λ′ = λ. The coupling is marginal, which may correspond (though not
necessarily) to a renormalizable interaction. To find whether such couplings
increase or decrease with f , we have to include higher-order loop corrections.
The foregoing analysis in terms of the suppression of non-renormalizable
interactions by powers of f −1 parallels precisely the similar one in section 11.8.
We saw that such terms were suppressed at low energies by factors of E/�, where
� is the cut-off scale beyond which the theory is supposed to fail on physical
grounds (e.g. � might be the Planck mass). The result is that as we renormalize,
in Wilson’s sense, down to much lower energy scales, the non-renormalizable
terms disappear and we are left with an effective renormalizable theory. This is
the field theory analogue of ‘universality’.

One further word should be said about terms such as ‘m2φ2’ (which arise
in the Higgs sector of the Standard Model, for instance). As we have seen, m2

scales by m′2 = m2 f 2, which is a rapid growth with f . If we imagine starting at
a very high scale, such as 1015 TeV and flowing down to 1 TeV, then the ‘initial’
value of m will have to be very finely ‘tuned’ in order to end up with a mass of
order 1 TeV. Thus, in this picture, it seems unnatural to have scalar particles with
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masses much less than the physical cut-off scale. We sh all return to this p roblem
in section 22.10.1.

We h ave str a y e d c o n sid er ab ly f r o m th e in itial p u r p o se o f th is c h a p ter—
bu t we hope th at th e reader will agree that the ex tra insight gain ed in to th e
physical meanin g of renormalizatio n h as made th e d etour wo rthwhile. We n ow
fin ally r e tu r n to lattice Q CD, w ith a b r ief su r vey o f so m e o f th e r esu lts o b tain e d
numerically.

16.7 Numerical calculations

Even in th e quenched approximatio n (sectio n 16.4), computin g d emands are
formidable. The lattice must be large enough so that the spatial dimension R
of the object we wish to describe—the Compton wavelength of a quark or the
size of a hadron—fits comfortably inside it, otherwise the result will be subject to
‘finite-size effects’ as the hypercube side length L is varied. We also need R � a
or else the granularity of the lattice resolution will become apparent. Further, as
indicated earlier, we expect the mass m (which is of order R−1) to be very much
less than a−1. Thus, ideally, we need

a � R ∼ 1/m � L = Na (16.131)

so that N must be large. Actual calculations are done by evaluating quantities
such as (16.79) by ‘Monte Carlo’ methods (similar to the method which can be
employed to evaluate multi-dimensional integrals).

Ignoring any statistical inaccuracy, the results will depend on the parameters
gL and N , where gL is the bare lattice gauge coupling (we assume for simplicity
that the quarks are massless). Despite the fact that gL is dimensionless, we shall
now see that its value actually controls the physical size of the lattice spacing, a,
as a result of renormalization effects. The computed mass of a hadron M , say,
must be related to the only quantity with mass dimension, a−1, by a relation of
the form

M = 1

a
f (gL). (16.132)

Thus, in approaching the continuum limit a → 0, we shall also have to change
gL suitably, so as to ensure that M remains finite. This is, of course, quite
analogous to saying that, in a renormalizable theory, the bare parameters of the
theory depend on the momentum cut-off � in such a way that, as � → ∞,
finite values are obtained for the corresponding physical parameters (see the last
paragraph of section 10.1.2, for example). In practice, however, the extent to
which the lattice ‘a’ can really be taken to be very small is severely limited by the
computational resources available—that is, essentially, by the number of mesh
points N . Quenched calculations now use four-dimensional cubes with N = 64,
for example. If we were to think of an a of order 0.01 fm, so that L ∼ 0.64 fm,
the masses m which could be simulated would be limited (from (16.131)) by
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m � 300 MeV, which is a severe restriction against light quarks or hadrons. A
more reasonable value might be a ∼ 0.1 fm with L ∼ 6.4 fm, which would allow
the pion to be reached but note that, in this case, the equivalent momentum cut-off
is h̄/a ∼ 6 GeV, which seems low and certainly rules out simulations with very
massive quarks, in view of the left-hand inequality in (16.131). At all events, it
is clear that the lattice cut-off is, in practice, a long way from the ‘in principle’
� → ∞ situation.

Equation (16.132) should, therefore, really read as

M = 1

a
f (gL(a)) . (16.133)

As a → 0, M should be finite and independent of a. However, we know that the
behaviour of gL(a) at small scales is, in fact, calculable in perturbation theory,
thanks to the asymptotic freedom of QCD. This will allow us to determine the
form of f (gL), up to a constant, and lead to an interesting prediction for M
(equations (16.139)–(16.140)).

Differentiating (16.133), we find that

0 = dM

da
= − 1

a2
f (gL(a))+ 1

a

d f

dgL

dgL(a)

da
(16.134)

so that (
a

dgL(a)

da

)
d f

dgL
= f (gL(a)) . (16.135)

Meanwhile, the scale dependence of gL is given (to one-loop order) by

a
dgL(a)

da
= b

4π
g3

L(a) (16.136)

where the sign is the opposite of (15.48) since a ∼ µ−1 is the relevant scale
parameter here (compare the comments after equation (16.117)). The integration
of (16.136) requires, as usual, a dimensionful constant of integration (cf (15.54)):

g2
L(a)

4π
= 1

b ln(1/a2�2
L)
. (16.137)

Equation (16.137) shows that gL(a) tends logarithmically to zero as a → 0, as
we expect from asymptotic freedom. �L can be regarded as a lattice equivalent
of the continuum�QCD, and it is defined by

�L ≡ lim
gL→0

1

a
exp

(
− 2π

bg2
L

)
. (16.138)

Equation (16.138) may also be read as showing that the lattice spacing a must go
exponentially to zero as gL tends to zero. Higher-order corrections can, of course,
be included.
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In a similar way, integrating (16.135) using (16.136) gives, in (16.132),

M = constant ×
[

1

a
ex p

(
− 

2π

bg 2L

)]
(16.139)

= constant ×�L. (16.140)

Equation (16.139) is known as asymptotic scaling : it p redicts h ow any physical
m a ss, ex p r essed in lattice u n its a−1 , should vary as a function of gL . The
form (16.140) is remarkable, as it implies that all calculated masses must b e
proportional, in the continuum limit a → 0, to the same universal scale factor
�L .

How a r e m a sses calcu lated o n th e lattice? Th e p r in c ip le is ve r y sim ilar to
th e way in wh ich the ground state was selected out as τi → −∞, τf → +∞ in
( 1 6 . 7 0 ) . Co n sid er a c o r r e latio n f u n c tio n f o r a scalar field , f o r sim p licity :

C(τ ) = 〈�|φ(x = 0, τ )φ(0)|�〉
=

∑
n

|〈�|φ(0)| n〉|  2 e− E nτ . (16.141)

As τ → ∞, th e ter m with th e m in im u m va lu e o f En , n amely E n = Mφ , w ill
su r v ive : Mφ can be measured from a fit to th e exponential fall-off as a functio n o f
τ .

The b ehav iour predicted b y (16.139) and (16.140) can be tested in actual
calcu latio n s. A q u a n tity su ch as th e ρ meso n m ass is calculated ( via a correlation
function of the form (16.141), the result being expressed in terms of a certain
n u m b e r o f lattice u n its a−1 at a cer tain valu e o f gL . By c o m p a r iso n w ith th e
known ρ m a ss, a−1 can be converted to GeV. Then the calculation is r epeated for
a d ifferent gL va lu e a n d th e n ew a−1 (GeV) extracted. A plot of ln[ a−1(GeV)]
versu s 1/ g 2L should then give a straight line with slope 2π/b and intercept ln�L .
Fig u r e 1 6 . 9 sh ows su ch a p lo t, take n f r o m E llis et al (1996), from which it appears
th at th e calculations are indeed bein g p erformed close to the continuum limit.
The value of �L has b een adjusted to fit the num erical data and h as the value
�L = 1. 74 MeV in this case. This may seem alarmingly far from the kind
of value expected for �QCD , bu t we m u st r e m e m b er th at th e r en o r m a lizatio n
schemes involved in the two cases are quite diff erent. In fact, we m ay expect
�QCD ≈ 50�L (Montvay and Munster 1994, section 5.1.6).

Having fixed the physical state of a by the ρ mass, one can then go on to
make predictions for the other low-lying hadrons. As one example, we show in
figure 16.10 a precision calculation by the CP-PACS collaboration (Aoki et al
2000) of the spectrum of light hadrons in quenched QCD. The ρ and π masses
are missing since they were used to fix, respectively, the lattice spacing (as just
noted) and the u, d masses. For each hadron, two lattice results are shown: filled
circles correspond to fixing the strange quark mass by fitting the K mass, and open
circles correspond to fitting the φ mass. The horiztonal lines are the experimental
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Figure 16.9. ln(a−1 in GeV) plotted against 1/g2
L, taken from Ellis et al (1996), as adapted

from Allton (1995).

Figure 16.10. The mass spectrum of light mesons and baryons, containing u, d and s
quarks, calculated in the quenched approximation (Aoki et al 2000): Filled circles are the
results calculated by fixing the s quark mass to give the correct mass for the K meson; open
circles are the results of fitting the s quark mass to the φ mass. The horizontal lines are the
experimental values. The ρ and π masses are absent because they are used to fix the lattice
spacing and the u, d masses.
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Figure 16.11. The static QCD potential expressed in units of r0 (Allton et al 2002,
UKQCD Collaboration). The broken curve is the functional form (16.145).

masses. Although the overall picture is quite impressive, there is clear evidence
of a disagreement, at about the 10% level, between the pairs of results. This
means that the ‘theory’ does not allow a consistent definition to be given of the s
quark mass. The inconsistency must be attributed to the quenched approximation.
This calculation was the first to establish quantitatively that the error to be
expected of the quenched approximation is of order 10%—an encouragingly
small value, implying that quenched calculations of other phenomenologically
important quantities will be reliable to within that sort of error also.

As a second example of a precision result, we show in figure 16.11 a lattice
calculation of the static qq̄ potential (Allton et al 2002, UKQCD Collaboration)
using two degenerate flavours of dynamical (i.e. unquenched) quarks3 on a
163 × 32 lattice. As usual, one dimensionful quantity has to be fixed in order
to set the scale. In the present case, this has been done via the scale parameter r0
of Sommer (1994), defined by

r2
0

dV

dr

∣∣∣∣
r=r0

= 1.65. (16.142)

Applying (16.142) to the Cornell (Eichten et al 1980) or Richardson (1979)
phenomenological potentials gives r0 � 0.49 fm, conveniently in the range
which is well determined by cc̄ and bb̄ data. The data are well described by

3 Comparison with matched data in the quenched approximation revealed very little difference, in
this case.
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the expression

V (r) = V0 + σ r − 
A

r 
(16.143)

where, in accordance with (16.142),

σ = (1. 65 − A)

r 20
(16.144)

and where V0 has b een chosen su ch that V (r 0) = 0. Thus, (16.143) becomes

r0 V (r) = (1. 65 − A)

(
r

r0
− 1

)
− A

(r0

r
− 1

)
. (16.145)

Equation (16.143) is—up to a constant—exactly th e functional form mentioned in
ch ap ter 2 , e q u a tio n ( 2 . 2 2 ) . T h e q u a n tity 

√
σ (there called b ) is referred to as the

‘strin g tension’ and h as a value of about 465 MeV in the present calculations.
Phenomenological models suggest a value of around 440 MeV (Eichten et al
1980). The parameter A is found to have a value of about 0.3. In lowest-order
perturbation theory and in the continuum limit, A would be given by one-gluon
ex change as

A =  4
3αs(µ)  (16.146)

wh ere µ is so me energy scale. This would g ive αs � 0. 22, a reasonable value for
µ � 3 GeV. Interestingly, the form (16.145) is predicted by the ‘universal bosonic
string model’ (L üscher et al 1980, L üscher 1981), in which A has the ‘universal’
va l u e π/12 � 0. 26.

Th e ex isten ce o f th e lin ear ly r isin g ter m with σ > 0 is a signal for
confinement, since—if the potential maintained this form—it would cost an
infinite amount of energy to separate a quark and an anti-quark. But at some point,
enough energy will be stored in th e ‘string’ to create a qq̄ p air from the vacuum:
th e str in g th e n b r eak s a n d th e two qq̄ p airs form mesons. There is no ev id ence for
string breaking in figure 16.11 but we must note that the largest distance probed
is only about 1.3 fm.

Ou r th ir d an d last ex am p le o f lattice QCD calcu latio n s co n cer n s ch ir al
sy mmetry b reaking. We learned in sectio n 12.3.2 that there is good ev id ence
to believe th at th e h adron spectrum p redicted by QCD should show signs of
a symmetry (namely, chiral symmetry) wh ich would b e exact if th e u and d
quarks were massless, and which should survive as an approximate sy mmetry
to th e ex ten t th a t m u and m d are small on hadronic scales. But we also noted
that the most obvious signs of such a symmetry—parity doublets in the hadronic
spectrum—are conspicuously absent. The resolution of this puzzle lies in the
concept of ‘spontaneous symmetry breaking’, which forms the subject of the next
part of this book (chapters 17–19). Nevertheless, we propose to include the topic
at the present stage, since it is one on which significant progress has recently been
made within the lattice approach. Besides, seeing the concept in action here will
provide good motivation for the detailed study in part 7.
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‘Spontaneous symmetry breaking’ is an essentially non-perturbative
phenomenon and its possible occurrence in QCD is, therefore, a particularly
su itab le p r o b lem f o r investig atio n b y lattice calcu latio n s. Un f o r tu n a tely, it
is d ifficu lt to co n str u c t a lattice th e o r y with f e r m io n s—eve n m assless o n e s,
supposing we could somehow ignore the right-hand inequality in (16.131)—
in su ch a way as not to violate chiral symmetry from the start. Fo r example,
the ‘Wilson’ (1974a) fermions mentioned earlier, while avoiding the fermion
doubling p roblem, b reak chiral sy mmetr y explicitly. This can easily be seen by
noting (see (12.155) for example) that the crucial property required for chiral
symmetry to hold is

γ5 /D + /Dγ 5 = 0 (16.147)

wh ere /D is th e SU(3)c -covariant Dirac d erivative. Bu t the modification to the
derivative made in (16.21) contains a piece with no γ - m atr ix , wh ich will n o t
satisfy (16.147). Indeed, for a long time it was thought that, subject to quite
mild assumptions, chiral symmetry simply could not be realized at non-zero
lattice sp acin g : th is is th e c o n ten t o f th e Nielsen – Nin o m iy a th e o r em ( Nielsen
and Ninomiya 1981a, b ,c). Admittedly, terms responsible for the breaking will
vanish in the continuum limit but it would be much better to start with an action
th at p r eser ve d c h ir a l sy m m e tr y, o r a su itab le g en er alizatio n o f it, at fin ite lattice
sp acing, so th at th e effects attributable to spontaneous sy mmetry b reakin g can be
studied at finite a , rather than h av in g to b e extracted only in the continuum limit.
In particular, in view of the comments following (16.132), this would open up the
p o ssib ility o f b e in g a b le to tack le lig h t q u a r k s a n d h a d r o n s.

In th e last few years a way h as been found to formulate chiral g auge th eories
satisfacto r ily o n th e lattice a t fin ite a . The key is to replace the condition (16.147)
by the Ginsparg–Wilson (1982) relation

γ5 /D + /Dγ  5 = a /Dγ  5 /D. (16.148)

Th is r elatio n im p lies ( L üscher 1998) th at th e asso ciated actio n h as an ex act
symmetry, with infinitesimal variations proportional to

δψ = γ5(1 −  1
2 a /D)ψ  (16.149)

δψ = ψ(1 −  1
2 a /D)γ  5. (16.150)

The symmetry under (16.149)–(16.150), which reduces to (16.147) as a →
0, prov ides a lattice theory with all the fundamental sy mmetry p roperties o f
continuum chiral gauge theories (Hasenfratz et al 1998). Finding an operator
which satisfies (16.148) is, however, not so easy—but that problem has now been
solved, indeed in three different ways: Kaplan’s ‘domain wall’ fermions (Kaplan
1992); ‘classically perfect fermions’ (Hasenfratz and Niedermayer 1994); and
‘overlap fermions’ (Narayanan and Neuberger 1993a, b, 1994, 1995). All these
approaches are being numerically implemented with very promising results.

As we sh all see in chapter 17, a d ramatic signal o f the spontaneous breakin g
of a global symmetry is the appearance of a massless (Goldstone) boson: in the
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present (chiral) case, th is is taken to b e the pion. The physical pion is, o f course,
not massless and—as discussed in section 18.2—it is reasonable to suppose that
th is is b ecau se ch iral sy mmetry is b ro ken ex p licitly b y (small) q u ark masses mu ,
md in th e QCD Lagrangian. Indeed, we shall sh ow in equatio n (18.66) th at
m 2π is proportional to (mu + m d). Here, therefore, is so mething that can be
explicitly checked in a numerical simula tion: the square of the p ion mass should
be proportional to the quark mass (taking mu = m d ). Indeed, a simple model of
chiral symmetry breaking implies the relation (Gasser and Leutwyler 1982)

m 2π = − (m u + m d)

2 f 2π
〈�| ¯̂uû + ¯̂d d̂|�〉 (16.151)

wh ere (cf (18.54)) fπ � 93 MeV and 〈�| ¯̂uû + ¯̂d d̂|�〉 is th e ex p ectatio n valu e ,

in th e physical vacuum, o f the operato r ¯̂uû + ¯̂d d̂ . The crucial point here is that
th is vev remains non-zero even as the quark mass tends to zero—th at is, as the
‘explicit’ chiral sy mmetry b reakin g is ‘tu rned off ’. The ex istence o f such a non-
zero vev for a field operato r is a fundamental feature o f spontaneous sy mmetry
breaking, as we sh all see in the f ollowing ch apter. Let u s note h ere, in particular,
th at th e c o nve n tio n a l d efin itio n o f th e vacu u m |�〉 th at we h ave u sed h ith er to
would, of course, imply th at th e vev is zero. In sectio n 18.1 we shall learn h ow,
in th e Nambu vacuum (see equatio n (18.11)), su ch a non-zero vev can arise.

A simple analogy may h elp u s to see how such a non-zero vev may arise.
Co n sid er th e q u a n tity

ZQCD =
∫
�U �ψ �ψ ex p

[
− Sg −

∫
ψ(i /D − m)ψ  d 4 x E

]
(16.152)

wh ere Sg is th e actio n f o r th e g au g e field s with lin k var iab les U and only one
fermio n field ψ of mass m is treated. Then ( cf (16.79)) it is clear that the vev of

ψ̂ψ̂ can b e wr itten as

〈�|ψ̂ψ̂ |�〉 = ∂

∂ m
(ln Z QCD) (16.153)

an d we a r e sp ecifically th in k in g o f th e lim it as m → 0, taken a fter th e in fin ite
vo lu m e lim it a → 0 ( see th e p e n u ltim ate p ar ag r a p h o f sectio n 1 7 . 3 . 1 ) .

Now consider an analogous problem in statistical mechanics, in which
the degrees of freedom are spins which can interact with one another via a
Hamiltonian Hs and (via their associated magnetic moment µ) with an external
magnetic field B . The partition function is

Zs =
∑

exp −(Hs − µs B)/kBT (16.154)

where s is the component of spin along the field B . The average value of s is then
given by

〈s〉 = kBT

µ

∂ ln Z

∂B
. (16.155)
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F i gu re 16. 12. T he pi on m ass s quar ed i n uni t s of r−2
0 , versus t he quar k mass m , nor mal i zed

at t he r eference poi nt m = mref ( G i ust i 2002) .

In particular, we may regard a non-zero value of 〈s〉 as arisin g ‘spontaneously ’
if it survives (in the thermodynamic limit V → ∞) even as  B → 0. Su ch a
non-zero 〈s〉 o ccu r s in a f er r o m a g n e t b elow its tr an sitio n tem p e r a tu r e , wh e r e it
is related to the ‘internal field’. The limitations of this analogy will be discussed
in section 17.3.1 but for the moment it does provide a useful physical picture in

wh ich ‘〈�|ψ̂ψ̂ |�〉’ can be regarded as an ‘internal field’ arisin g spontaneously
in the ground state |�〉, even when the ‘external field’ m is reduced to zero. The
ex istence o f such a non-zero vacuum valu e, su rviv in g in the sy mmetry limit m →
0, is fundamental to the concept of spontaneous symmetry breaking. An even
better analogy is to th e ‘condensates’ relevant to superfluids and superconducto rs,

wh ich we sh a ll stu d y in ch ap ter 1 7 : th e vev 〈�| ¯̂uû + ¯̂d d̂|�〉 is called th e ‘ ch ir al
condensate’.

Let u s n ow see wheth er th e p redictio n (16.151) is confirmed by numerical
calcu latio n s in lattice QCD. Fig u r e 1 6 . 1 2 sh ows a recen t c o m p ilatio n ( Giu sti
2002) of calculations, done in the quenched approximation, of the pion mass
squared (in units of 1/ r 20 wh ere r0 = 0. 5 fm) versu s quark mass m , normalized
at the reference point m = mref su ch that mπ (m = m ref) = √

2mK with mK =
495 MeV (note that 2m2

Kr2
0 � 3.16). It is clear that the expectation m2

π ∝ m
is generally well borne out. More sophisticated calculations predict corrections
to (16.151), including terms of the form m ln m (Bernard and Golterman 1992,
Sharpe 1992), which may be seen at the lowest m values (Draper et al 2002).
Note that the physical pion mass is at (mπr0)

2 � 0.13 on figure 16.12: in physical
units the lowest pion masses reached at present lie somewhat below 200 MeV and
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the lightest quark mass is about 15 MeV (Draper et al 2002). The actual physical
values can be expected to be reached quite soon.

We have been able to give only a brief introduction into what is now, some
30 years after its initial inception by Wilson (1974), a highly mature field. A
great deal of effort has gone into ingenious and subtle improvements to the lattice
action, to the numerical algorithms and to the treatment of fermions—to name a
few of the issues. Lattice QCD is now a major part of particle physics. From
the perspective of this chapter and the previous one, we can confidently say
that, both in the short-distance (perturbative) regime and in the long-distance
(non-perturbative) regime, QCD is established as the correct theory of the strong
interactions of quarks, beyond reasonable doubt.

Problems

16.1 Verify equation (16.9).

16.2 Verify equation (16.10).

16.3 Show that the momentum space version of (16.18) is (16.19).

16.4 Use (16.25) in (16.27) to verify (16.28).

16.5 Verify (16.60) and (16.62).

16.6 In a modified one-dimensional Ising model, spin variables sn at sites labelled
by n = 1, 2, 3, . . . , N take the values sn = ±1 and the energy of each spin
configuration is

E = −
N−1∑
n=1

Jnsnsn+1

where all the constants Jn are positive. Show that the partition function Z N is
given by

Z N = 2
N−1∏
n=1

(2 cosh Kn)

where Kn = Jn/kBT . Hence, calculate the entropy for the particular case in
which all the Jn’s are equal to J and N � 1 and discuss the behaviour of the
entropy in the limits T → ∞ and T → 0.

Let ‘ p’ denote a particular site such that 1 � p � N . Show that the average
value 〈spsp+1〉 of the product spsp+1 is given by

〈spsp+1〉 = 1

Z N

∂Z N

∂K p
.

Show further that

〈spsp+ j 〉 = 1

Z N

∂ j Z N

∂K p∂K p+1 . . . ∂K p+ j
.
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Hence, show that, in the case J1 = J2 = · · · = JN = J ,

〈spsp+ j 〉 = e− j a/ξ

where
ξ = −a/[ln(tanh K )]

and K = J/kBT . Discuss the physical meaning of ξ , considering the T → ∞
and T → 0 limits explicitly.
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PART 7

SPONTANEOUSLY BROKEN
SYMMETRY
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17

SPONTANEOUSLY BROKEN GLOBAL
SYMMETRY

Previous chapters have introduced the non-Abelian symmetries SU(2) and SU(3)
in both g lobal and lo cal forms, and we h ave seen how they may be applied to
describe su ch typical physical phenomena as p article multiplets and m assless
gauge fields. Remarkably enough, however, these symmetries are also applied,
in th e Standard Model, in two cases wh ere the physical phenomena appear to
b e ve r y d iff er en t. Co n sid er th e f o llowin g two q u e stio n s: ( i) Wh y a r e th er e n o
signs in th e b aryonic spectrum, su ch as parity doublets in p articular, o f the global
ch ir al sy m m e tr y in tr o d u ced in sectio n 1 2 . 3 . 2 ? ( ii) How can weak in ter actio n s
be described b y a lo cal non-Ab elian g auge th eory wh en we know the mediatin g
gauge field quanta are not massless? The answers to these questions each
involve the same fundamental idea, which is a crucial component of the Standard
Model and perhaps also of theories which go beyond it. This is the idea that a
symmetry can be ‘spontaneously broken’ or ‘hidden’. By contrast, the symmetries
co n sid er ed h ith er to m a y b e ter m e d ‘ m a n if e st sy m m e tr ies’ .

The physical consequences of spontaneous symmetry breaking turn out to
be rather different in the global and local cases. However, the essentials for
a theoretical understanding of the phenomenon are contained in the simpler
global case, wh ich we consid er in th is chapter. The applicatio n to spontaneously
broken chiral sy mmetry will be treated in chapter 18; spontaneously broken lo cal
symmetry will be discussed in chapter 19 and applied in chapter 22.

1 7 . 1 Int ro duct io n

We begin by considering, in response to question (i), what could go wrong with
the argument f or sy mmetry m ultiplets th at we gave in chapter 12. To understand
th is, we m u st u se th e field th e o r y f o r m u latio n o f sectio n 1 2 . 3 , in wh ich th e
generators of the symmetry are Hermitian field operators and the states are created
by operators acting on the vacuum. Thus, consider two states |A〉, |B〉:1

|A〉 = φ̂
†
A|0〉 |B〉 = φ̂

†
B |0〉 (17.1)

1 We now revert to the ordinary notation |0〉 for the vacuum state, rather than |�〉, but it must be borne
in mind that |0〉 is the full (interacting) vacuum.
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where φ̂†
A and φ̂†

B are related to each other by (cf (12.100))

[Q̂, φ̂†
A] = φ̂

†
B (17.2)

for some generator Q̂ of a symmetry group, such that

[Q̂, Ĥ ] = 0. (17.3)

(17.2) is equivalent to
Û φ̂†

AÛ−1 ≈ φ̂
†
A + iεφ̂†

B (17.4)

for an infinitesimal transformation Û ≈ 1 + iε Q̂. Thus φ̂†
A is ‘rotated’ into φ̂†

B

by Û , and the operators will create states related by the symmetry transformation.
We want to see what assumptions are necessary to prove that

E A = EB where Ĥ |A〉 = E A|A〉 and Ĥ |B〉 = EB |B〉. (17.5)

We have
EB |B〉 = Ĥ |B〉 = Ĥ φ̂†

B |0〉 = Ĥ(Q̂φ̂†
A − φ̂

†
A Q̂)|0〉. (17.6)

Now if
Q̂|0〉 = 0 (17.7)

we can rewrite the right-hand side of (17.6) as

Ĥ Q̂φ̂†
A|0〉 = Q̂ Ĥ φ̂†

A|0〉 using (17.3)

= Q̂ Ĥ |A〉 = E A Q̂|A〉
= E A Q̂φ̂†

A|0〉 = E A(φ̂
†
B + φ̂

†
A Q̂)|0〉 using (17.2)

= E A|B〉 if (17.7) holds; (17.8)

whence, comparing (17.8) with (17.6), we see that

E A = EB if (17.7) holds. (17.9)

Remembering that Û = exp(iαQ̂), we see that (17.7) is equivalent to

|0〉′ ≡ Û |0〉 = |0〉. (17.10)

Thus, a multiplet structure will emerge provided that the vacuum is left invariant
under the symmetry transformation. The ‘spontaneously broken symmetry’
situation arises in the contrary case—that is, when the vacuum is not invariant
under the symmetry, which is to say when

Q̂|0〉 �= 0. (17.11)

In this case, the argument for the existence of symmetry multiplets breaks
down and although the Hamiltonian or Lagrangian may exhibit a non-Abelian
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symmetry, this will not be manifested in the form of multiplets of mass-degenerate
particles.

The preceding italicized sentence does correctly define what is meant by
a spontaneously broken symmetry in field theory, but there is another way of
thinking about it which is somewhat less abstract though also less rigorous. The
basic condition is Q̂|0〉 �= 0, and it seems tempting to infer that, in this case, the
application of Q̂ to the vacuum gives, not zero, but another possible vacuum, |0〉′.
Thus we have the physically suggestive idea of ‘degenerate vacua’ (they must be
degenerate since [Q̂, H ] = 0). We shall see in a moment why this notion, though
intuitively helpful, is not rigorous.

It would seem, in any case, that the properties of the vacuum are all
important, so we begin our discussion with a somewhat formal, but nonetheless
fundamental, theorem about the quantum field vacuum.

17.2 The Fabri–Picasso theorem

Suppose that a given Lagrangian �̂ is invariant under some one-parameter
continuous global internal symmetry with a conserved Noether current ĵµ, such
that ∂µ ĵµ = 0. The associated ‘charge’ is the Hermitian operator Q̂ = ∫

ĵ0d3x

and ˙̂Q = 0. We have hitherto assumed that the transformations of such a U(1)
group are representable in the space of physical states by unitary operations
Û(λ) = exp iλQ̂ for arbitrary λ, with the vacuum invariant under Û , so that
Q̂|0〉 = 0. Fabri and Picasso (1966) showed that there are actually two
possibilities:

(a) Q̂|0〉 = 0 and |0〉 is an eigenstate of Q̂ with eigenvalue 0, so that |0〉 is
invariant under Û (i.e. Û |0〉 = |0〉); or

(b) Q̂|0〉 does not exist in the space (its norm is infinite).
The statement (b) is technically more correct than the more intuitive statements
‘Q̂|0〉 �= 0’ or ‘Û |0〉 = |0〉′’, suggested before.

To prove this result, consider the vacuum matrix element 〈0| ĵ0(x)Q̂|0〉.
From translation invariance, implemented by the unitary operator2 Û(x) =
exp iP̂ · x (where P̂µ is the 4-momentum operator), we obtain

〈0| ĵ0(x)Q̂|0〉 = 〈0|ei P̂·x ĵ0(0)e−i P̂·x Q̂|0〉
= 〈0|ei P̂·x ĵ0(0)Q̂e−i P̂·x |0〉

where the second line follows from

[P̂µ, Q̂] = 0 (17.12)

2 If this seems unfamiliar, it may be regarded as the four-dimensional generalization of the
transformation (I.7) in appendix I of volume 1, from Schrödinger picture operators at t = 0 to
Heisenberg operators at t �= 0.
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sin c e Q̂ is an in tern a l sy mmetry. Bu t the vacuum is an eigenstate of P̂µ with
eigenvalue zero, and so

〈0| ĵ 0( x)Q̂| 0〉 = 〈0| ĵ 0(0)Q̂| 0〉 (17.13)

wh ich states that the matrix element we started from is, in fact, independent of x .
Now consider the norm of Q̂| 0〉:

〈0|Q̂ Q̂| 0〉 =
∫

d 3 x〈0| ĵ 0( x)Q̂| 0〉 (17.14)

=
∫

d 3 x〈0| ĵ 0(0)Q̂| 0〉 (17.15)

wh ich m u st d iverg e in th e in fin ite vo lu m e lim it, u n less Q̂| 0〉 =  0. Thus, either
Q̂| 0〉 =  0 or  Q̂| 0〉 has infinite norm. The foregoing can be easily generalized to
non-Ab elian symmetry operato rs T̂i .

Remarkably enough, th e argument can also , in a sense, be reversed. Coleman
(1986) proved th at if an operato r

Q̂(t) =
∫

d 3 x ĵ 0( x) (17.16)

is th e sp a tial in teg r a l o f th e µ = 0 component of a 4-vector (but not assumed to
be conserved) and if it annihilates the vacuum

Q̂(t)| 0〉 =  0 (17.17)

then in fact ∂µ ĵµ = 0, Q̂ is independent of t , a n d th e sy m m e tr y is u n itar ily
implementable by operators Û = ex p(iλQ̂).

We might now simply p roceed to the chiral symmetry application. We
believe, h owever, that the concept o f spontaneous sy mmetry b reakin g is so
important to particle physics that a more extended discussion is amply justified.
In particular, there are crucial in sights to b e g ained b y consid erin g the analogous
phenomenon in condensed matter physics. After a brief look at th e ferromagnet,
we shall describe the Bogoliubov model for the ground state of a superfluid, which
provides an important physical example of a spontaneously broken global Abelian
U(1) sy mmetry. We sh all see th at th e excitations away from the ground state are
ma ssle ss m o d e s and we shall learn, via Goldstone’s th eorem, th at su ch modes
are an inevitable result of spontaneously breaking a global symmetry. Next,
we shall introduce the ‘Goldstone model’ which is the simplest example of a
spontaneously broken global U(1) symmetry, involving just one complex scalar
field. The generalization of this to the non-Abelian case will draw us in the
direction of the Higgs sector of the Standard Model. Returning to condensed
matter systems, we introduce the BCS ground state for a superconductor in
a way which builds on the Bogoliubov model of a superfluid. We are then
prepared for the application, in chapter 18, to spontaneous chiral sy mmetry
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b r eak in g ( q u e stio n ( i) o f th e fir st p ar ag r a p h o f th is ch ap ter ) , f o llowin g Nam bu ’s
profound analogy with one aspect of superconductivity. In chapter 19 we shall
see how a different aspect of superconductivity provides a model for the answer
to question (ii).

17.3 Spontaneously broken symmetry in condensed matter physics

17.3.1 The ferromagnet

We have seen that everything depends on the properties of the vacuum state.
An essential aid to understanding hidden symmetry in quantum field theory
is provided by Nambu’s (1960) remarkable insight that the vacuum state of a
quantum field theory is analogous to the ground state of an interacting many-body
system. It is the state of lowest energy—the equilibrium state, given the kinetic
and potential energies as specified in the Hamiltonian. Now the ground state of
a complicated system (for example, one involving interacting fields) may well
have unsuspected properties—which may, indeed, be very hard to predict from
the Hamiltonian. But we can postulate (even if we cannot yet prove) properties of
the quantum field theory vacuum |0〉 which are analogous to those of the ground
states of many physically interesting many-body systems—such as superfluids
and superconductors, to name two with which we shall be principally concerned.

Now it is generally the case, in quantum mechanics, that the ground state
of any system described by a Hamiltonian is non-degenerate. Sometimes we
may meet systems in which apparently more than one state has the same lowest
energy eigenvalue. Yet, in fact, none of these states will be the true ground state:
tunnelling will take place between the various degenerate states, and the true
ground state will turn out to be a unique linear superposition of them. This is,
in fact, the only possibility for systems of finite spatial extent, though, in practice,
a state which is not the true ground state may have an extremely long lifetime.
However, in the case of fields (extending presumably throughout all space), the
Fabri–Picasso theorem shows that there is an alternative possibility, which is
often described as involving a ‘degenerate ground state’—a term we shall now
elucidate. In case (a) of the theorem, the ground state is unique. For, suppose
that several ground states |0, a〉, |0, b〉, . . . existed, with the symmetry unitarily
implemented. Then one ground state will be related to another by

|0, a〉 = eiλQ̂ |0, b〉 (17.18)

for some λ. However, in case (a) the charge annihilates a ground state, and so
all of them are really identical. In case (b), however, we cannot write (17.18)—
since Q̂|0〉 does not exist—and we do have the possibility of many degenerate
ground states. In simple models one can verify that these alternative ground
states are all orthogonal to each other, in the infinite volume limit. And each
member of every ‘tower’ of excited states, built on these alternative ground states,
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is also orthogonal to all the members of other towers. But any single tower
must constitute a complete space of states. It follows that states in different
towers belong to different complete spaces of states; that is, to different—and
inequivalent—‘worlds’, each one built on one of the possible orthogonal ground
states. In particular, they cannot be related by unitary transformations of the form

eiλQ̂ .

At first sight, a familiar example of these ideas seems to be that of a
ferromagnet below its Curie temperature TC, so that the spins are fully aligned.
Consider an ‘ideal Heisenberg ferromagnet’ with N atoms each of spin- 1

2 ,

described by a Hamiltonian of Heisenberg exchange form HS = −J
∑

Ŝi · Ŝ j ,
where i and j label the atomic sites. This Hamiltonian is invariant under spatial
rotations, since it only depends on the dot product of the spin operators. Such
rotations are implemented by unitary operators exp(iŜ ·α) where Ŝ = ∑

i Ŝi , and
spins at different sites are assumed to commute. As usual with angular momentum
in quantum mechanics, the eigenstates of HS are labelled by the eigenvalues of
total squared spin, and of one component of spin, say of Ŝz = ∑

i Ŝiz . The
quantum mechanical ground state of HS is an eigenstate with total spin quantum
number S = N/2, and this state is (2 · N/2 + 1) = (N + 1)-fold degenerate,
allowing for all the possible eigenvalues (N/2, N/2 − 1, . . . ,−N/2) of Ŝz for
this value of S. We are free to choose any one of these degenerate states as ‘the’
ground state, say the state with eigenvalue Sz = N/2.

It is clear that the ground state is not invariant under the spin-rotation
symmetry of HS , which would require the eigenvalues S = Sz = 0. Furthermore,
this ground state is degenerate. So two important features of what we have so
far learned to expect of a spontaneously broken symmetry are present—namely,
‘the ground state is not invariant under the symmetry of the Hamiltonian’; and
‘the ground state is degenerate’. However, it has to be emphasized that this
ferromagnetic ground state does, in fact, respect the symmetry of HS in the sense
that it belongs to an irreducible representation of the symmetry group: the unusual
feature is that it is not the ‘trivial’ (singlet) representation, as would be the case for
an invariant ground state. The spontaneous symmetry breaking which is the true
model for particle physics is that in which a many-body ground state is not an
eigenstate (trivial or otherwise) of the symmetry operators of the Hamiltonian:
rather it is a superposition of such eigenstates. We shall explore this for the
superfluid and the superconductor in due course.

Nevertheless, there are some useful insights to be gained from the
ferromagnet. First, consider two ground states differing by a spin rotation. In
the first, the spins are all aligned along the 3-axis, say, and in the second along the
axis n̂ = (0, sinα, cos α). Thus the first ground state is

χ0 =
(

1
0

)
1

(
1
0

)
2
. . .

(
1
0

)
N

(N products) (17.19)

Copyright 2004 IOP Publishing Ltd



wh ile th e second is (cf (4.74))

χ
(α)
0 =

(
cosα/2
i sinα/2

)
1
. . .

(
cosα/2
i sin α/2

)
N
. (17.20)

The scalar product of (17.19) and (17.20) is (cosα/2) N , which goes to zero as
N → ∞. Thus any two su ch ‘rotated g round states’ are, indeed, o rthogonal in
th e in fin ite vo lu m e lim it.

We may also enquire about the excited states built on one such ground state,
say the one with Ŝz eigenvalue N/2. Suppose for simplicity that the magnet is
one-dimensional (but the spins have all three components). Consider the state
χn = Ŝn−χ 0 wh ere Ŝn− is the spin-lowering operator Ŝn− = (Ŝnx  − iŜny) at site
n , such that

Ŝn−
(

1
0

)
n

=
(

0
1

)
n

(17.21)

so Ŝn−χ 0 differs from the ground state χ  0 by having the spin at site n flipped. The
actio n o f Ĥ S on χ n can be found by writing∑

i �= j

Ŝi · Ŝ j =
∑
i �= j

1
2 (Ŝi− Ŝ j+ + Ŝ j− Ŝi+)+ Ŝiz  ˆS j z  (17.22)

(remembering that spins on different sites commute), where Ŝi+ = Ŝix  + iŜiy  .
Sin c e a ll Ŝi+ operato rs give zero o n a sp in ‘up’ state, th e only non-zero
contributions from the first (bracketed) term in (17.22) come from terms in which
eith er Ŝi+ or Ŝ j+  act on the ‘down’ spin at n , so a s to r esto r e it to ‘ u p ’ . T h e
‘partner’ operator Ŝi− (or Ŝ j−  ) then simply lowers the sp in at i (or j ), leading to
th e r esu lt ∑

i �= j

1
2 (Ŝi− Ŝ j+ + Ŝ j− Ŝi+)χ  n =

∑
i �=n

χi . (17.23)

Th u s th e state χn is not an eigenstate of ĤS. However, a little more work shows
that the superpostitions

χ̃q = 1√
N

∑
n

eiqnaχn (17.24)

are eigenstates. Here q is one of the discretized wavenumbers produced by
appropriate boundary conditions, as is usual in one-dimensional ‘chain’ problems
(see sectio n 16.2). The states (17.24) represent sp in wa ves and they have the
important feature that for low q (long wavelength) their frequencyω tends to zero
with q (actually ω ∝ q2). In this respect, therefore, they behave like massless
particles when quantized—and this is another feature we should expect when a
symmetry is spontaneously broken.

The ferromagnet gives us one more useful insight. We have been assuming
that one particular ground state (e.g. the one with Sz = N/2) has been somehow
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‘chosen’. But what does the choosing? The answer to this is clear enough in
the (perfectly realistic) case in which the Hamiltonian ĤS is supplemented by a
term −gµB

∑
i Ŝiz , representing the effect of an applied field B directed along

the z-axis. This term will, indeed, ensure that the ground state is unique, and
has Sz = N/2. Consider now the two limits B → 0 and N → ∞, both at
finite temperature. When B → 0 at finite N , the N + 1 different Sz eigenstates
become degenerate, and we have an ensemble in which each enters with an equal
weight: there is, therefore, no loss of symmetry, even as N → ∞ (but only after
B → 0). However, if N → ∞ at finite B �= 0, the single state with Sz = N/2
will be selected out as the unique ground state and this asymmetric situation will
persist even in the limit B → 0. In a (classical) mean-field theory approximation
we suppose that an ‘internal field’ is ‘spontaneously generated’, which is aligned
with the external B and survives even as B → 0, thus ‘spontaneously’ breaking
the symmetry.

The ferromagnet, therefore, provides an easily pictured system exhibiting
many of the features associated with spontaneous symmetry breaking; most
importantly, it strongly suggests that what is really characteristic about the
phenomenon is that it entails ‘spontaneous ordering’.3 Generally such ordering
occurs below some characteristic ‘critical temperature’, TC. The field which
develops a non-zero equilibrium value below TC is called an ‘order parameter’.
This concept forms the basis of Landau’s theory of second-order phase transitions
(see, for example, chapter XIV of Landau and Lifshitz (1980)).

We now turn to an example much more closely analogous to the particle
physics applications: the superfluid.

17.3.2 The Bogoliubov superfluid

Consider the non-relativistic Hamiltonian (in the Schrödinger picture)

Ĥ = 1

2m

∫
d3x ∇φ̂† · ∇φ̂

+ 1
2

∫ ∫
d3x d3 y v(|x − y|)φ̂†(x)φ̂†(y)φ̂(y)φ̂(x) (17.25)

where φ̂†(x) creates a boson of mass m at position x. This Ĥ describes identical
bosons of mass m interacting via a potential v, which is assumed to be weak (see,
for example, Schiff 1968, section 55 or Parry 1973, chapter 1). We note at once
that Ĥ is invariant under the global U(1) symmetry

φ̂(x) → φ̂′(x) = e−iαφ̂(x) (17.26)

the generator being the conserved number operator

N̂ =
∫
φ̂†φ̂ d3x (17.27)

3 It is worth pausing to reflect on the idea that ordering is associated with symmetry breaking.
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which obeys [N̂ , Ĥ ] =  0 . Ou r u ltim ate c o n cer n will b e with th e way th is
symmetry is ‘spontaneously broken’ in the superfluid ground state. Naturally,
since this is an Abelian, rather than a non-Abelian, symmetry the physics will
n o t invo lve a ny ( h id d e n ) m u ltip let str u c tu r e . Bu t th e n atu r e o f th e ‘ sy m m e tr y
breakin g g round state’ in th is U(1) case (and in the BCS model o f sectio n 17.7)
will serve as a physical model for non-Ab elian cases also . We shall wo rk always
at zero temperature.

We b eg in b y r e- wr itin g Ĥ in ter m s o f m o d e cr eatio n a n d an n ih ilatio n
operato rs in th e u su al way. We expand φ̂(x) as a su p e r p o sitio n o f so lu tio n s o f
th e v = 0 problem, which are plane waves4 quantized in a large cube of vo lu me
� :

φ̂(x) = 1

� 
1
2

∑
k

âk e i k· x (17.28)

wh ere âk| 0〉 =  0, â †k| 0〉 is a o n e - p ar ticle state a n d [â k, â †
k′ ] = δ  k, k′  , with all

other commutators vanish ing. We im pose p eriodic boundary conditions at the
cube faces and the free p article energies are εk = k 2/2 m . Inserting (17.28) in to
(17.25) leads (problem 17.1) to

Ĥ =
∑

k

εk â †k a k+ 
1

2�

∑
�

v̄(k1− k′
1)â †k1

â †k2
â

k
′
2
â

k
′
1
�(  k1+ k 2− k′

1− k′
2) (17.29)

where the sum is over all momenta k1, k 2, k′
1, k

′
2 su b ject to th e c o n ser va tio n law

imposed by the � function:

�(  k) = 1 if k = 0 (17.30)

= 0 if k �= 0. (17.31)

The interactio n term in (17.29) is easily visu alized as in figure 17.1. A p air o f
p ar ticles in states k′

1, k
′
2 is scattered (conserving momentum) to a pair in states

k1, k 2 via the Fourier transform of v :

v̄(k) =
∫
v(  r)e i k· r d 3 r. (17.32)

Now, b e low th e su p e r flu id tr a n sitio n tem p e r a tu r e TS, we expect from the
statistical mechanics of Bose–Einstein condensation (Landau and Lifshitz 1980,
section 62) that in the limit as v → 0 the ground state has all the particles
‘condensed’ into the lowest energy state, which has k = 0. Thus, in the limit
v → 0, the ground state will be proportional to

|N, 0〉 = (â†
0)

N |0〉. (17.33)

When a weak repulsive v is included, it is reasonable to hope that most of the
particles remain in the condensate, only relatively few being excited to states with
4 This is non-relativistic physics, so there is no anti-particle part.
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F i gu re 17. 1. T he i nt er act i on t er m i n ( 17. 29) .

k �= 0 . Let N0 b e th e n u m b e r o f p ar ticles with k = 0 where, by assu mption,
N0 ≈ N . We n ow co n sid er th e lim it N (and N0) → ∞ and � → ∞ su ch that the
density ρ = N/�  (and ρ0 = N0/�) stays constant. Bogoliubov (1947) argued
that, in this limit, we may eff ectively r eplace both â0 and â †0 in th e seco n d ter m in

(17.29) by the number N 1/ 20 . This amounts to saying that in the commutator

â0

� 1/ 2 

â †0
� 1/ 2 −

â †

� 1/ 2 

â0

� 1/ 2 = 
1

� 
(17.34)

the two terms o n the left-hand side are each of order N0/�  and h ence finite, while
their d ifference m ay be neglected as � → 0. Replacing â 0 and â†

0 by N1/2
0 leads

(problem 17.2) to the following approximate form for Ĥ :

Ĥ ≈ ĤB ≡
∑′

k

â†
k âk Ek + 1

2

N

�

2

v̄(0)

+ 1

2

∑′

k

N

�
v̄(k)[â†

kâ†
−k + âkâ−k] (17.35)

where

Ek = εk + N

�
v̄(k) (17.36)

primed summations do not include k = 0 and terms which tend to zero as� → ∞
have been dropped (thus, N0 has been replaced by N).

The most immediately striking feature of (17.35), as compared with Ĥ of
(17.29), is that ĤB does not conserve the U(1) (number) symmetry (17.26) while
Ĥ does: it is easy to see that for (17.26) to be a good symmetry, the number
of â’s must equal the number of â†’s in every term. Thus, the ground state of
ĤB, |ground〉B, cannot be expected to be an eigenstate of the number operator.
However, it is important to be clear that the number-non-conserving aspect of
(17.35) is of a completely different kind, conceptually, from that which would be
associated with a (hypothetical) ‘explicit’ number violating term in the original
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Hamiltonian—for example, the addition of a term of the form ‘â†ââ’. In arriving
at (17.35), we have effectively replaced (17.28) by

φ̂B(x) = ρ
1/2
0 + 1

�1/2

∑
k �=0

âkeik·x (17.37)

where ρ0 = N0/�, N0 ≈ N and N0/� remains finite as � → ∞. The limit is
crucial here: it enables us to picture the condensate N0 as providing an infinite
reservoir of particles, with which excitations away from the ground state can
exchange particle number. From this point of view, a number-non-conserving
ground state may appear more reasonable. The ultimate test, of course, is whether
such a state is a good approximation to the true ground state for a large but finite
system.

What is |ground〉B? Remarkably, ĤB can be exactly diagonalized by means
of the Bogoliubov quasiparticle operators (for k �= 0)

α̂k = fk âk + gkâ†
−k α̂

†
k = fk â†

k + gkâ†
−k (17.38)

where fk and gk are real functions of k = |k|. We must again at once draw
attention to the fact that this transformation does not respect the symmetry (17.26)
either, since âk → e−iα âk while â†

−k → e+iαâ†
−k . In fact, the operators α̂†

k will
turn out to be precisely creation operators for quasiparticles which exchange
particle number with the ground state.

The commutator of α̂k and α̂†
k is easily evaluated:

[α̂k, α̂
†
k] = f 2

k − g2
k (17.39)

while two α̂’s or two α̂†’s commute. We choose fk and gk such that f 2
k − g2

k = 1,
so that the â’s and the α̂’s have the same (bosonic) commutation relations and
the transformation (17.38) is then said to be ‘canonical’. A convenient choice is
fk = cosh θk, gk = sinh θk . We now assert that ĤB can be written in the form

ĤB =
∑′

k

ωk α̂
†
kα̂k + β (17.40)

for certain constants ωk and β. Equation (17.40) implies, of course, that the
eigenvalues of ĤB are β + ∑

k(n + 1/2)ωk , and that α̂†
k acts as the creation

operator for the quasiparticle of energy ωk , as just anticipated.
We verify (17.40) slightly indirectly. We note first that it implies that, for

one particular mode operator α̂†
l ,

[ĤB, α̂
†
l ] = ωl α̂

†
l . (17.41)

Substituting for α̂†
l from (17.38), we require

[ĤB, cosh θl â
†
l + sinh θl â−l ] = ωl(cosh θl â†

l + sinh θl â−l ) (17.42)
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wh ich m u st h o ld a s a n id e n tity in th e â ’s a n d â † ’s. Using the expression (17.35)
for ĤB , and some patient work with the commutation relations (problem 17.3),
one finds that

(ωl − E l) cosh θl + 
N

�
v̄(l) sin h θl = 0 (17.43)

N

�
v̄(l) cosh θl − (ωl + E l) sin h θl = 0. (17.44)

For consistency, therefore, we require

E 2l − ω 2l −
(

N

� 2

)2

(v̄(l))2 = 0 (17.45)

o r ( r ecallin g th e d e fin itio n s o f El and εl )

ωl =
[

l 2

2 m

(
l 2

2 m
+ 2ρv̄(l)

)]1/ 2

(17.46)

wh ere ρ = N/�. The value of tanh θl is th en determin ed via eith er (17.43) or
(17.44).

Equation (17.46) is an important result, giving the frequency as a function of
th e momentu m (or wavenumber); it is an ex ample o f a ‘dispersio n relation’. As
long as v̄(l) is less singular th an l−2 as | l | →  0,ωl will ten d to zer o a s | l| → 0 and
we will have massless ‘phonon-like’ modes. In particular, if v̄(0) �= 0, th e speed
of sound will be (ρv̄(0)/  m)1/ 2 . However, for large | l| , ωl b e h ave s e ssen tially like
l 2/2 m and the spectrum returns to the ‘particle-like’ one of massive bosons. Thus,
(17.46) in terpolates between phonon-like b ehav iour at small | l| an d p ar ticle- like
behaviour at large | l| . Furth ermore, we note that if, in fact, v̄(l) ∼ 1/ l 2 , then
ωl → constant as | l| →  0 and the spectrum would not be that of a massless
ex citatio n . I n d eed , if v̄(l) ∼ e 2/ l 2 , then ωl ∼ |e|(ρ/  m)1/ 2 for small | l| , which
is just the ‘plasma frequency’. Such a v̄ is, of course, Colombic (the Fourier
tr an sf o r m o f e 2/| x| ), indicatin g that in the case of such a long-range force the
massless mode associated with spontaneous symmetry breaking acquires a mass.
This will be the topic of chapter 19.

Having discussed the spectrum of quasiparticle excitations, let us now
concentrate on the ground state in this model. From (17.40), it is clear that it
is defined as the state |ground〉B such that

α̂k|ground〉B = 0 for all k �= 0 (17.47)

i.e. as the state with no non-zero-momentum quasiparticles in it. This is a
complicated state in terms of the original âk and â†

k operators, but we can give
a formal expression for it, as follows. Since the α̂’s and â†’s are related by a
canonical transformation, there must exist a unitary operator ÛB such that

α̂k = ÛBâkÛ−1
B âk = Û−1

B α̂kÛB. (17.48)
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Now we know that âk| 0〉 =  0. Hence it follows th at

α̂k ÛB| 0〉 =  0 (17.49)

and we can identify | ground〉B with ÛB| 0〉. In problem 17.4, ÛB is evalu a ted f o r
an ĤB consisting of a single k -mode only, in wh ich case the operato r effectin g
the transformation analogous to (17.48) is Û1 = ex p[θ(ââ − â †â †)/2] wh ere
θ replaces θk in th is case. This generalizes (in the form of products of su ch
operators) to the full ĤB case but we sh all not need the d etailed r esult: an
analogous result for the BCS ground state is discussed more fully in section 17.7.
The important point is the following. It is clear from expanding the exponentials
that ÛB creates a state in which the number of a-quanta (i.e. the original bosons) is
not fixed. Thus, unlike the simple non-interacting ground state |N, 0〉 of (17.33),
|ground〉B = ÛB|0〉 does not have a fixed number of particles in it: that is to say,
it is not an eigenstate of the symmetry operator N̂ , as anticipated in the comment
following (17.36). This is just the situation alluded to in the paragraph before
equation (17.19), in our discussion of the ferromagnet.

Consider now the expectation value of φ̂(x) in any state of definite particle
number—that is, in an eigenstate of the symmetry operator N̂ ; it is easy to see that
this must vanish (there will always be a spare annihilation operator). However,
this is not true of φ̂B(x): for example, in the non-interacting ground state (17.33),
we have

〈N, 0|φ̂B(x)|N, 0〉 = ρ
1/2
0 . (17.50)

Furthermore, using the inverse of (17.38)

âk = cosh θkα̂k − sinh θk α̂
†
−k (17.51)

together with (17.47), we find the similar result:

B〈ground|φ̂B(x)|ground〉B = ρ
1/2
0 . (17.52)

The question is now how to generalize (17.50) or (17.52) to the complete φ̂(x)
and the true ground state |ground〉, in the limit N,� → ∞ with fixed N/�. We
make the assumption that

〈ground|φ̂(x)|ground〉 �= 0; (17.53)

that is, we abstract from the Bogoliubov model the crucial feature that the field
acquires a non-zero expectation value in the true ground state, in the infinite
volume limit.

We are now at the heart of spontaneous symmetry breaking in field theory.
Condition (17.53) has the form of an ‘ordering’ condition: it is analogous to the
non-zero value of the total spin in the ferromagnetic case, but in (17.53)—we must
again emphasize—|ground〉 is not an eigenstate of the symmetry operator N̂ . If
it were, (17.53) would vanish, as we have just seen. Recalling the association
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‘quantum vacuum ↔ many body ground state’ we expect that the occurrence
of a non-zero vacuum expectation value (vev) for an operator transforming non-
trivially under a symmetry operator will be the key requirement for spontaneous
symmetry breaking in field theory. In the next section we show how this
requirement necessitates one (or more) massless modes, via Goldstone’s theorem
(1961).

Before leaving the superfluid, we examine (17.37) and (17.52) in another
way, which is only rigorous for a finite system but is, nevertheless, very
suggestive. Since the original Ĥ has a U(1) symmetry under which φ̂ transforms
to φ̂′ = exp(−iα)φ̂, we should be at liberty to replace (17.37) by

φ̂′
B = e−iαρ

1/2
0 + 1

�1/2

∑
k �=0

âke−iαeik·x. (17.54)

But in that case our condition (17.52) becomes

B〈ground|φ̂′
B|ground〉B = e−iα

B〈ground|φ̂B|ground〉B. (17.55)

Now φ̂′
B = Ûαφ̂BÛ−1

α where Ûα = exp(iα N̂ ). Hence (17.55) may be written as

B〈ground|Ûαφ̂BÛ−1
α |ground〉B = e−iα

B〈ground|φ̂B|ground〉B. (17.56)

If |ground〉B were an eigenstate of N̂ with eigenvalue N , say, then the Ûα factors
in (17.56) would become just eiαN · e−iαN and would cancel out, leaving a
contradiction. Instead, however, knowing that |ground〉B is not an eigenstate of N̂ ,
we can regard Û−1

α |ground〉B as an ‘alternative ground state’ |ground, α〉B such
that

B〈ground, α|φ̂B|ground, α〉B = e−iα
B〈ground|φ̂B|ground〉B (17.57)

the original choice (17.52) corresponding to α = 0. There are infinitely many
such ground states since α is a continuous parameter. No physical consequence
follows from choosing one rather than another but we do have to choose one, thus
‘spontaneously’ breaking the symmetry. In choosing say α = 0, we are deciding
(arbitrarily) to pick the ground state such thatB〈ground|φ̂B|ground〉B is aligned in
the ‘real’ direction. By hypothesis, a similar situation obtains for the true ground
state. None of the states |ground, α〉 is an eigenstate for N̂ : instead, they are
certain coherent superpositions of states with different eigenvalues N , such that
the expectation value of φ̂B has a definite phase.

17.4 Goldstone’s theorem

We return to quantum field theory proper and show, following Goldstone (1961)
(see also Goldstone, Salam and Weinberg (1962)) how in case (b) of the Fabri–
Picasso theorem massless particles will necessarily be present. Whether these
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particles will actually be observable d epends, h owever, o n wheth er th e theory
also contains gauge field s. In th is chapter we are concerned solely with global
sy mmetries, and g auge fields are absent: the local sy mmetry case is treated in
chapter 19.

Suppose, then, that we have a Lagrangian �̂ with a continuous symmetry
generated by a charge Q̂, which is independent of time and is the space integral
of the µ = 0 component of a conserved Noether current:

Q̂ =
∫

ĵ0(x) d3x. (17.58)

We consider the case in which the vacuum of this theory is not invariant, i.e. is
not annihilated by Q̂.

Suppose φ̂(y) is some field operator which is not invariant under the
continuous symmetry in question and consider the vacuum expectation value

〈0|[Q̂, φ̂(y)]|0〉. (17.59)

Just as in equation (17.13), translation invariance implies that this vev is, in fact,
independent of y, and we may set y = 0. If Q̂ were to annihilate |0〉, this would
clearly vanish: we investigate the consequences of its not vanishing. Since φ̂ is
not invariant under Q̂, the commutator in (17.59) will give some other field, call
it φ̂′(0); thus, the hallmark of the hidden symmetry situation is the existence of
some field (here φ̂′(0)) with non-vanishing vacuum expectation value, just as in
(17.53).

From (17.58), we can write (17.59) as

0 �= 〈0|φ̂′(0)|0〉 (17.60)

= 〈0|
[∫

d3x ĵ0(x), φ̂(0)

]
|0〉. (17.61)

Since, by assumption, ∂µ ĵµ = 0, we have, as usual,

∂

∂x0

∫
d3x ĵ0(x)+

∫
d3x div ĵ(x) = 0 (17.62)

whence

∂

∂x0

∫
d3x 〈0|[ ĵ0(x), φ̂(0)]|0〉 = −

∫
d3x 〈0|[div ĵ(x), φ̂(0)]|0〉 (17.63)

= −
∫

dS · 〈0|[ ĵ(x), φ̂(0)]|0〉. (17.64)

If the surface integral vanishes in (17.64), (17.61) will be independent of x0.
The commutator in (17.64) involves local operators separated by a very large
space-like interval and, therefore, the vanishing of (17.64) would seem to be

Copyright 2004 IOP Publishing Ltd



unproblematic. Indeed so it is—with th e exceptio n o f the case in which th e
sy mmetry is local and g auge fields are presen t. A d etailed a n a ly sis o f ex actly
how this changes the argument b eing presented h ere will take us to o far afield at
th is point, and th e reader is referred to Guralnik et al (1968) and Bernstein (1974).
We sh all treat th e ‘spontaneously broken’ g auge th eory case in chapter 19, bu t in
less formal terms.

Let us now see how the independence of (17.61) on x0 leads to the necessity
for a massless particle in the spectrum. Inserting a complete set of states in
(17.61), we obtain

0 �=
∫

d3x
∑

n

{〈0| ĵ0(x)|n〉〈n|φ̂(0)|0〉 − 〈0|φ̂(0)|n〉〈n| ĵ0(x)|0〉} (17.65)

=
∫

d3x
∑

n

{〈0| ĵ0(0)|n〉〈n|φ̂(0)|0〉e−ipn·x − 〈0|φ̂(0)|n〉〈n| ĵ0(0)|0〉eipn·x}

(17.66)

using translation invariance, with pn the 4-momentum eigenvalue of the state
|n〉. Performing the spatial integral on the right-hand side, we find (omitting the
irrelevant (2π)3) that

0 �=
∑

n

δ3( pn)[〈0| ĵ0(0)|n〉〈n|φ̂(0)|0〉eipn0x0 − 〈0|φ̂(0)|n〉〈n| ĵ0(0)|0〉e−ipn0x0].

(17.67)

But this expression is independent of x0. Massive states |n〉 will produce explicit
x0-dependent factors e±iMn x0 (pn0 → Mn as the δ-function constrains pn = 0);
hence, the matrix elements of ĵ0 between |0〉 and such a massive state must
vanish, and such states contribute zero to (17.67). Equally, if we take |n〉 = |0〉,
(17.67) vanishes identically. But it has been assumed to be not zero. Hence,
some state or states must exist among |n〉 such that 〈0| j0|n〉 �= 0 and yet (17.67)
is independent of x0. The only possibility is states whose energy pn0 goes
to zero as their 3-momentum does (from δ3( pn)). Such states are, of course,
massless: they are called generically Goldstone modes. Thus, the existence of a
non-vanishing vacuum expectation value for a field, in a theory with a continuous
symmetry, appears to lead inevitably to the necessity of having a massless particle,
or particles, in the theory. This is the Goldstone (1961) result.

The superfluid provided us with an explicit model exhibiting the crucial
non-zero expectation value 〈ground|φ̂|ground〉 �= 0, in which the now expected
massless mode emerged dynamically. We now discuss a simpler relativistic
model, in which the symmetry breaking is brought about more ‘by hand’—that
is, by choosing a parameter in the Lagrangian appropriately. Although in a sense
less ‘dynamical’ than the Bogoliubov superfluid (or the BCS superconductor, to
be discussed shortly), this Goldstone model does provide a very simple example
of the phenomenon of spontaneous symmetry breaking in field theory.
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17.5 Spontaneously broken global U(1) symmetry: the Goldstone model

We consider, following Goldstone (1961), a complex scalar field φ̂ as in
section 7.1, with

φ̂ = 1√
2
(φ̂1 − iφ̂2) φ̂† = 1√

2
(φ̂1 + iφ̂2) (17.68)

described by the Lagrangian

�̂G = (∂µφ̂
†)(∂µφ̂)− V̂ (φ̂). (17.69)

We begin by considering the ‘normal’ case in which the potential has the form

V̂ = V̂S ≡ 1
4λ(φ̂

†φ̂)2 + µ2φ̂†φ̂ (17.70)

with µ2, λ > 0. The Hamiltonian density is then

�̂G = ˙̂
φ† ˙̂
φ + ∇φ̂† · ∇φ̂ + V̂ (φ̂). (17.71)

Clearly �̂G is invariant under the global U(1) symmetry

φ̂ → φ̂′ = e−iαφ̂, (17.72)

the generator being N̂φ of (7.23). We shall see how this symmetry may be
‘spontaneously broken’.

We know that everything depends on the nature of the ground state of
this field system—that is, the vacuum of the quantum field theory. In general,
it is a difficult, non-perturbative, problem to find the ground state (or a good
approximation to it—witness the superfluid) but we can make some progress by
first considering the theory classically. It is clear that the absolute minimum of
the classical Hamiltonian�G is reached for

(i) φ = constant, which reduces the φ̇ and ∇φ terms to zero; and
(ii) φ = φ0, where φ0 is the minimum of the classical version of the potential,

V .

For V = VS as in (17.70) but without the hats and with λ and µ2 both positive,
the minimum of VS is clearly at φ = 0 and is unique. In the quantum theory, we
expect to treat small oscillations of the field about this minimum as approximately
harmonic, leading to the usual quantized modes. To implement this, we expand φ̂
about the classical minimum at φ = 0, writing as usual

φ̂ =
∫

d3k

(2π)3
√

2ω
[â(k)e−ik·x + b†(k)eik·x ] (17.73)

where the plane waves are solutions of the ‘free’ (λ = 0) problem. For λ = 0, the
Lagrangian is simply

�̂free = ∂µφ̂
†∂µφ̂ − µ2φ̂†φ̂ (17.74)
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Figure 17.2. The classical potential VSB of (17.77).

which represents a complex scalar field, consisting of two degrees of freedom,
each with the same mass µ (see section 7.1). Thus, in (17.73), ω = (k2 + µ2)1/2

and the vacuum is defined by

â(k)|0〉 = b̂(k)|0〉 = 0 (17.75)

and so clearly
〈0|φ̂|0〉 = 0. (17.76)

It seems reasonable to interpret quantum field average values as corresponding to
classical field values and, on this interpretation, (17.76) is consistent with the fact
that the classical minimum energy configuration has φ = 0.

Consider now the case in which the classical minimum is not at φ = 0.
This can be achieved by altering the sign of µ2 in (17.70) ‘by hand’, so that the
classical potential is now the ‘symmetry breaking’ one:

V = VSB ≡ 1
4λ(φ

†φ)2 − µ2φ†φ. (17.77)

This is sketched versus φ1 and φ2 in figure 17.2. This time, although the origin
φ1 = φ2 = 0 is a stationary point, it is an (unstable) maximum rather than a
minimum. The minimum of VSB occurs when

(φ†φ) = 2µ2

λ
(17.78)

or, alternatively, when

φ2
1 + φ2

2 = 4µ2

λ
≡ v2 (17.79)

where

v = 2|µ|
λ1/2 . (17.80)
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Th e c o n d itio n ( 1 7 . 7 9 ) can also b e wr itten a s

|φ| = v/
√

2. (17.81)

To have a clearer picture, it is help ful to introduce the ‘polar’ variables ρ(x) and
θ(x) via

φ(x) = (ρ(  x)/
√

2) ex p(iθ(x)/v)  (17.82)

where, for convenience, the v is in ser ted so th at θ has the same dimension (mass)
as ρ and φ . T h e m in im u m c o n d itio n ( 1 7 . 8 1 ) , th e r e f o r e , r ep r e sen ts th e cir c le
ρ = v : a ny p o in t o n th is cir c le, a t a ny va lu e o f θ , r e p r e se n t s a p o ssib l e c la ssic a l
ground state—and it is clear th at th ey are (in fin itely ) d eg enerate.

Before proceeding further, we b riefly outline a condensed matter analogue
of (17.77) and (17.81) which may help in understanding the change in sign of the
parameter µ2 . Consid er th e free energ y F of a ferromagnet as a function of the
m a g n e tizatio n M at temperature T and make an expansion of the form

F ≈ F0( T )+ µ2( T ) M 2 + λ

4 
M 4 + · · ·  (17.83)

valid for weak and slowly varying magnetization. If the p arameter µ2 is p o sitive ,
it is clear that F h a s a sim p le ‘ b ow l’ sh ap e a s a f u n c tio n o f | M| , w ith a m in im u m
at | M| =  0 . Th is is th e case f o r T g r eater th an th e f er r o m a g n e tic tr an sitio n
temperature TC . However, if one assu mes that µ2( T ) changes sign at TC ,
becoming negative for T < TC , then  F will now r esemble a vertical section
of figure 17.2, the minimum being at | M| �= 0 . Any d ir ectio n o f M is possible
(only | M| is specified); but the system must choose one particular direction (e.g.
via the influence of a very weak ex ternal fie ld , a s d iscu ssed in sectio n 1 7 . 3 . 1 ) an d
when it does so the rotational invariance exhibited by F of (17.83) is lost. This
sy mmetry h as been broken ‘spontaneously’—though this is still only a classical
analogue. Neverth eless, th e model is essentially th e Landau mean field th eory
of ferromagnetism, and it suggests that we should think of the ‘symmetric’ and
‘broken symmetry’ situ ations as different phases o f the same sy stem. It may also
be th e case in p article physics that p arameters such asµ2 change sign as a functio n
of T , o r some o th er variable, thereby eff ectively p recipitating a phase change.

If we maintain the idea that the vacuum expectation value of the quantum
field should equal the ground-state value of the classical field, the vacuum in this
µ2 < 0 case must, therefore, be |0〉B such that B〈0|φ̂|0〉B does not vanish, in
contrast to (17.76). It is clear that this is exactly the situation met in the superfluid
(but ‘B’ here will stand for ‘broken symmetry’) and is, moreover, the condition
for the existence of massless (Goldstone) modes. Let us see how they emerge in
this model.

In quantum field theory, particles are thought of as excitations from a ground
state, which is the vacuum. Figure 17.2 strongly suggests that if we want a
sensible quantum interpretation of a theory with the potential (17.77), we had
better expand the fields about a point on the circle of minima, about which stable
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oscillations are likely, rather than about the o bv iously unstable point φ̂ = 0. Let
us pick the point ρ = v , θ = 0 in the classical case. We might well guess
th at ‘ r a d ial’ o scillatio n s in ρ̂ would correspond to a conventional massive field
( h av in g a p a r a b o lic r e sto r in g p o ten tial) , wh ile ‘ a n g le’ o scillatio n s in θ̂ —wh ich
pass th rough all the degenerate vacua—have no restorin g force and are massless.
Accordingly, we set

φ̂(x) = 1√
2
(v + ĥ( x))  ex p(− iθ̂ (x)/v)  (17.84)

and find (problem 17.5) that �̂ G ( with V̂ = V̂SB of (17.77) with hats on) becomes

�̂G = 1
2∂µĥ∂µĥ − µ2 ĥ 2 + 1

2∂µθ̂∂
µθ̂ + µ4/λ+ · · · (17.85)

the dots representing interaction terms which are cubic and quartic in θ̂ , ĥ.
Equation (17.85) shows that the particle spectrum in the ‘spontaneously broken’
case is dramatically different from that in the normal case: instead of two degrees
of freedom with the same mass µ, one (the θ -mode) is massless and the other (the
h-mode) has a mass of

√
2µ. We expect the vacuum |0〉B to be annihilated by the

mode operators âh and âθ for these fields. This implies, however, from (17.84)
that

B〈0|φ̂|0〉B = v/
√

2 (17.86)

which is consistent with our interpretation of the vacuum expectation value (vev)
as the classical minimum, and with the occurrence of massless modes. (The
constant term in (17.85), which does not affect equations of motion, merely
reflects the fact that the minimum value of VSB is −µ4/λ.) The ansatz (17.84) and
the non-zero vev (17.86) may be compared with (17.37) and (17.52), respectively,
in the superfluid case.

Goldstone’s model, then, contains much of the essence of spontaneous
symmetry breaking in field theory: a non-zero vacuum value of a field which
is not an invariant under the symmetry group, zero mass bosons and massive
excitations in a direction in field space which is ‘orthogonal’ to the degenerate
ground states. However, it has to be noted that the triggering mechanism for
the symmetry breaking (µ2 → −µ2) has to be put in by hand, in contrast to
the—admittedly approximate but more ‘dynamical’—Bogoliubov approach. The
Goldstone model, in short, is essentially phenomenological.

As in the case of the superfluid, we may perfectly well choose a vacuum
corresponding to a classical ground state with non-zero θ , say θ = −α. Then

B〈0, α|φ̂|0, α〉B = e−iα v√
2

(17.87)

= e−iα
B〈0|φ̂|0〉B (17.88)

as in (17.57). But we know (see (7.27) and (7.28)) that

e−iαφ̂ = φ̂′ = Ûαφ̂Û−1
α (17.89)
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wh ere
Ûα = e iα N̂φ . (17.90)

So (17.88) becomes

B〈0, α|φ̂| 0, α〉B = B〈0|Ûαφ̂Û−1
α | 0〉B (17.91)

and we m ay interpret Û−1
α | 0〉B as the ‘ alternative vacuum’ | 0, α〉B (this argument

is, a s u su al, n o t va lid in th e in fin ite vo lu m e lim it wh er e N̂φ fa ils to ex ist) .
It is interesting to find out what happens to the symmetry current

corresponding to the invariance (17.72), in the ‘broken symmetry’ case. This
current is given in (7.23) which we write again here in slightly different notation:

ĵµφ = i(φ̂  †∂µφ̂ − (∂µφ̂)† φ̂)  (17.92)

normal o rdering b eing understood. Written in terms of the ĥ and θ̂ of (17.84), ĵµφ
becomes

ĵµφ = v∂µθ̂ + 2ĥ∂µθ̂ + ĥ 2∂µθ̂/v.  (17.93)

The term involving just the single field θ̂ is ver y r em ar k ab le: it tells u s th at th er e
is a non-zero matrix element of th e form

B〈0| ĵµφ ( x)|θ,  p〉 = −i pµv e−i p· x (17.94)

wh ere |θ,  p〉 stands for the state with one θ -quantum (Goldstone boson),
with momentum pµ . T h is is easily seen b y wr itin g th e u su a l n o r m a l m o d e
expansion for θ̂ and ĥ , and using the standard bosonic commutation relations for
âθ (k), â †θ (k

′). In words, (17.94) asserts that, when the symmetry is spontaneously
broken, the symmetry current connects the vacuum to a state with one Goldstone
quantum, with an amplitude which is proportional to the symmetry b re a k in g
vacuum expectation value v . The matrix element (17.94), with x = 0, is precisely
of the type that was shown to be non-zero in the proof of the Goldstone theorem,
after (17.67). Note also that (17.94) is consistent with ∂µ ĵµφ = 0 only if p 2 = 0,
as is required for th e massless θ .

We are now ready to generalize the Abelian U(1) model to the (global) non-
Abelian case.

17.6 Spontaneously broken global non-Abelian symmetry

We can illustrate the essential features by considering a particular example, which,
in fact, forms part of the Higgs sector of the Standard Model. We consider an
SU(2) doublet but, this time, not of fermions as in section 12.3 but of bosons:

φ̂ =
(
φ̂+
φ̂0

)
≡

(
1√
2
(φ̂1 + iφ̂2)

1√
2
(φ̂3 + iφ̂4)

)
(17.95)
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where the complex scalar field φ̂+ destroys positively charged particles and
creates negatively charged ones and the complex scalar field φ̂0 destroys neutral
particles and creates neutral anti-particles. As we shall see in a moment, the
Lagrangian we shall use has an additional U(1) symmetry, so that the full
symmetry is SU(2)×U(1). This U(1) symmetry leads to a conserved quantum
number which we call y. We associate the physical charge Q with the eigenvalue
t3 of the SU(2) generator t̂3, and with y, via

Q = e(t3 + y/2) (17.96)

so that y(φ+) = 1 = y(φ0). Thus, φ+ and φ0 can be thought of as analogous to
the hadronic iso-doublet (K+,K0).

The Lagrangian we choose is a simple generalization of (17.69) and (17.77):

�̂� = (∂µφ̂
†)(∂µφ̂)+ µ2φ̂†φ̂ − λ

4
(φ̂†φ̂)2 (17.97)

which has the ‘spontaneous symmetry breaking’ choice of sign for the parameter
µ2. Plainly, for the ‘normal’ sign of µ2, in which ‘+µ2φ̂†φ̂’ is replaced by
‘−µ2φ̂†φ̂’, with µ2 positive in both cases, the free (λ = 0) part would describe a
complex doublet, with four degrees of freedom, each with the same mass µ. Let
us see what happens in the broken symmetry case.

For the Lagrangian (17.97) with µ2 > 0, the minimum of the classical
potential is at the point

(φ†φ)min = 2µ2/λ ≡ v2/2. (17.98)

As in the U(1) case, we interpret (17.98) as a condition on the vev of φ̂†φ̂,

〈0|φ̂†φ̂|0〉 = v2/2 (17.99)

where now |0〉 is the symmetry-breaking ground state, and the subscript ‘B’ is
omitted. Before proceeding, we note that (17.97) is invariant under global SU(2)
transformations

φ̂ → φ̂′ = exp(−iα · τ/2)φ̂ (17.100)

but also under a separate global U(1) transformation

φ̂ → φ̂′ = exp(−iα)φ̂ (17.101)

where α is to be distinguished from α ≡ (α1, α2, α3). The full symmetry is then
referred to as SU(2)×U(1), which is the symmetry of the electroweak sector of
the Standard Model, except that in that case it is a local symmetry.

As before, in order to get a sensible particle spectrum we must expand the
fields φ̂ not about φ̂ = 0 but about a point satisfying the stable ground state
(vacuum) condition (17.98). That is, we need to define ‘〈0|φ̂|0〉’ and expand
about it, as in (17.84). In the present case, however, the situation is more
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complicated than (17.84) since the complex doublet (17.95) contains four real
fields as indicated in (17.95), and (17.98) becomes

〈0|φ̂2
1 + φ̂2

2 + φ̂2
3 + φ̂2

4 |0〉 = v2. (17.102)

It is evident that we have a lot of freedom in choosing the 〈0|φ̂i |0〉 so that (17.102)
holds, and it is not at first obvious what an appropriate generalization of (17.84)
and (17.85) might be.

Furthermore, in this more complicated (non-Abelian) situation a
qualitatively new feature can arise: it may happen that the chosen condition
〈0|φ̂i |0〉 �= 0 is invariant under some subset of the allowed symmetry
transformations. This would effectively mean that this particular choice of the
vacuum state respected that subset of symmetries, which would therefore not
be ‘spontaneously broken’ after all. Since each broken symmetry is associated
with a massless Goldstone boson, we would then get fewer of these bosons than
expected. Just this happens (by design) in the present case.

Suppose, then, that we could choose the 〈0|φ̂i |0〉 so as to break this
SU(2)×U(1) symmetry completely: we would then expect four massless fields.
Actually, however, it is not possible to make such a choice. An analogy may make
this point clearer. Suppose we were considering just SU(2) and the field ‘φ̂’ was
an SU(2)-triplet, φ̂. Then we could always write 〈0|φ̂|0〉 = vn where n is a unit
vector; but this form is invariant under rotations about the n-axis, irrespective of
where that points. In the present case, by using the freedom of global SU(2)×U(1)
phase changes, an arbitrary 〈0|φ̂|0〉 can be brought to the form

〈0|φ̂|0〉 =
(

0
v/

√
2

)
. (17.103)

In considering what symmetries are respected or broken by (17.103), it is easiest
to look at infinitesimal transformations. It is then clear that the particular
transformation

δφ̂ = −iε(1 + τ3)φ̂ (17.104)

(which is a combination of (17.101) and the ‘third component’ of (17.100)) is still
a symmetry of (17.103) since

(1 + τ3)

(
0

v/
√

2

)
=

(
0
0

)
(17.105)

so that
〈0|φ|0〉 = 〈0|φ + δφ|0〉. (17.106)

We say that ‘the vacuum is invariant under (17.104)’ and when we look at the
spectrum of oscillations about that vacuum we expect to find only three massless
bosons, not four.
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Oscillations about (17.103) are conveniently parametrized by

φ̂ = ex p(− i(θ̂( x) · τ/2)v)
(

0
1√
2
(v + Ĥ( x))

)
(17.107)

which is to be compared with (17.84). Inserting (17.107) into (17.97) (see
problem 17.6), we find that no mass term is generated for the θ field s, wh ile
th e H field p iece is

�̂H = 1
2∂µ Ĥ∂µ Ĥ − µ2 Ĥ 2 + interactions (17.108)

just as in (17.85), showing that m H =
√

2µ.
Let u s n ow note carefully that wher eas in th e ‘ n o r m a l sy m m e tr y ’ case with

the opposite sign for the µ2 term in (17.97), the free-particle sp ectrum consisted
of a d eg enerate doublet of four degrees of freedom all with th e same massµ, in the
‘spontaneously broken’ case, no su ch doublet structure is seen: instead, there is
one massive scalar field and three massless scalar fields. The number o f d eg rees
of freedom is the same in each case, bu t the physical sp ectrum is completely
diff erent.

In th e applicatio n o f this to the electroweak sector of th e Standard Model,
th e SU( 2 )×U(1) sy mmetry will be ‘gauged’ (i.e. made local), wh ich is easily
done by replacing the ordinary derivatives in (17.97) by suitable covariant ones.
We sh all see in chapter 1 9 that the resu lt, with th e choice (17.107), will be to
en d u p with th r e e ma ssiv e g au g e field s ( th o se m ed iatin g th e weak in ter actio n s)
and one ma ssle ss gauge field (the photon). We may su mmarize th is (anticip ated)
result by saying, then, that when a spontaneously broken non-Abelian symmetry
is gauged, those gauge fields corresponding to symmetries that are broken by the
choice of 〈0|φ̂| 0〉 acquire a mass, while those that correspond to symmetries that
are r espected by 〈0|φ̂| 0〉 do not. Exactly how this happens will be the subject of
chapter 19.

We end this chapter by considering a second important example of
spontaneous sy mmetry b reakin g in condensed matter physics, as a p relimin ary
to our discussion of chiral symmetry breaking in the following chapter.

1 7 . 7 The BCS superc o nduct ing g ro und st a t e

We sh all not attempt to p rovide a self-contained treatment of th e Bardeen–
Cooper–Schrieffer (1957)—or BCS—theory; rather, we wish simply to focus on
one aspect of th e theory, namely th e o ccurrence o f an energy gap separatin g the
ground state from the lowest ex cited levels o f the energy sp ectrum. The existence
of such a gap is a fundamental ingredient of the theory of superconductivity; in the
following chapter we shall see how Nambu (1960) interpreted a chiral symmetry
breaking fermionic mass term as an analogous ‘gap’. We emphasize at the outset
that we shall here not treat electromagnetic interactions in the superconducting
state, leaving that topic for chapter 19. Again, we work at zero temperature.
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Ou r d iscu ssio n will d e lib er ately h ave so m e sim ilar ity to th at o f
sectio n 17.3.2. In th e p resent case, of course, we shall be dealin g with electrons—
which are fermions—rather than the bosons of a superfluid. Nevertheless, we
sh all see th at a similar k in d o f ‘condensation’ occurs in th e superconducto r too.
Naturally, such a phenomenon can only occur for bosons. Thus, an essential
elem en t in th e BCS th eo r y is th e id e n tificatio n o f a m ech an ism wh e r e b y p a ir s o f
electr o n s b eco m e co r r e lated , th e b eh av io u r o f wh ich m ay h ave so m e sim ilar ity
to th at of bosons. Now th e Coulomb interactio n b etween a p air o f electrons is
repulsive and it remains so desp ite th e scr een in g th at o ccu r s in a so lid . Bu t th e
positively charged ions do prov id e sources of attractio n for th e electrons, and
may be used as intermediaries (via ‘electron–phonon interactions’) to promote an
effective attraction b etween electrons in certain circumstances. At this point we
recall the characteristic feature o f a weak ly interacting g as of electrons at zero
temperature: th anks to th e Exclu sion Prin ciple, th e electrons populate single-
p a r ticle en erg y leve ls u p to so m e m a x im u m e n e rg y EF (the Fermi energy), whose
value is fixed b y the electron d ensity. It turns out (see, for example, Kittel (1987)
chapter 8) that electron–electron scattering, mediated by phonon exchange, leads
to an effective attraction between two electrons whose energies εk lie in a thin
band EF − ωD < εk < EF + ωD around EF, where ωD is the Debye frequency
associated with lattice vibrations. Cooper (1956) was the first to observe that
the Fermi ‘sea’ was unstable with respect to the formation of bound pairs, in
the presence of an attractive interaction. What this means is that the energy
of the system can be lowered by exciting a pair of electrons above EF, which
then become bound to a state with a total energy less than 2EF. This instability
modifies the Fermi sea in a fundamental way: a sort of ‘condensate’ of pairs is
created around the Fermi energy and we need a many-body formalism to handle
the situation.

For simplicity, we shall consider pairs of equal and opposite momentum k,
so their total momentum is zero. It can also be argued that the effective attraction
will be greater when the spins are anti-parallel but the spin will not be indicated
explicitly in what follows: ‘k’ will stand for ‘k with spin up’ and ‘−k’ for ‘−k
with spin down’. With this by way of motivation, we thus arrive at the BCS
reduced Hamiltonian

ĤBCS =
∑

k

εk ĉ†
kĉk − V

∑
k,k′

ĉ†
k′ ĉ

†
−k′ ĉ−kĉk (17.109)

which is the starting point of our discussion. In (17.109), the ĉ’s are fermionic
operators obeying the usual anti-commutation relations and the vacuum is such
that ĉk|0〉 = 0. The sum is over states lying near EF, as before, and the
single-particle energies εk are measured relative to EF. The constant V (with the
minus sign in front) represents a simplified form of the effective electron–electron
attraction. Note that, in the non-interacting (V = 0) part, ĉ†

k ĉk is the number
operator for the electrons, which because of the Pauli principle has eigenvalues 0
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or 1: this term is, of course, completely analogous to (7.50) and sums the single-
particle energies εk for each occupied level.

We immediately note that ĤBCS is invariant under the global U(1)
tr an sf o r m a tio n

ĉk → ĉ′
k = e−iα ĉ k (17.110)

for all k , which is equivalent to ψ̂ ′( x) = e−iαψ̂(x) for the electron field operator
at x . Thus fermion number is conserved by ĤBCS . However, just as for the
superfluid, we sh all see th at th e BCS ground state does not resp ect th e symmetry.

We follow Bogoliubov (1958), Bogoliubov et al (1959) (see also Valatin
(1958)) and make a canonical transformatio n o n the operato rs ĉk , ĉ †− k sim ilar to
the one employed for the superfluid problem in (17.38), as motivated by the ‘pair
condensate’ picture. We set

β̂k = u k c k − vk ĉ †− k β 
†
k = u k ĉ †k − vk ĉ− k

β̂− k = u k ĉ− k + vk ĉ †k β 
†
− k = u k ĉ †− k + vk ĉ k (17.111)

wh ere uk and vk are real, d epend only o n k = |k| and are chosen so as to preserve
anti- c o m m u tatio n r elatio n s f o r th e β ’s. T h is last c o n d itio n im p lies ( p r o b lem 1 7 . 7 )

u 2k + v 2k = 1 (17.112)

so th at we m a y c o nve n ien tly set

uk = cos θ k vk = sin θ k . (17.113)

Ju st as in th e superfluid case, th e transformations (17.111) only make sense in th e
context of a number-non-conserving ground state, since they do not respect the
symmetry (17.110). Although ĤBCS of (17.109) is number-conserving, we shall
shortly make a crucial number-non-conserving approximation.

We seek a diagonalization of (17.109), analogous to (17.40), in terms of the
mode operators β̂ and β̂  † :

ĤBCS =
∑

k

ωk(β̂  
†
k β̂k + β̂ 

†
− kβ̂− k)+ γ (17.114)

f o r cer tain co n stan ts ωk and γ . It is easy to check (problem 17.8) th at th e form
(17.114) implies

[ĤBCS, β̂
†
l ] = ωl β̂

†
l (17.115)

as in (17.41), despite the fact that the operators obey anticommution relations.
Equation (17.115) then implies that the ωk are the energies of states created by
the quasiparticle operators β̂†

k and β̂†
−k , the ground state being defined by

β̂k|ground〉BCS = β̂−k|ground〉BCS = 0. (17.116)
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Su b stitu tin g f o r β̂  
†
l in (17.115) from (17.111), we therefore require

[ĤBCS, cos θl ĉ †l − sin θl ĉ− l ] = ωl (cos θl ĉ †l − sin θl ĉ− l ) (17.117)

wh ich m u st h o ld a s a n id e n tity in th e ĉl ’s a n d ĉ †l ’s. Evaluating (17.117), one
obtains (problem 17.9)

(ωl − εl ) cos θl − V sin θl

∑
k

ĉ−kĉk = 0 (17.118)

−V cos θl

∑
k

ĉ†
k ĉ†

−k + (ωl + εl) sin θl = 0. (17.119)

It is at this point that we make the crucial ‘condensate’ assumption: we
replace the operator expressions

∑
k ĉ−k ĉk and

∑
k ĉ†

kĉ†
−k by their average

values, which are assumed to be non-zero in the ground state. Since these
operators carry fermion number ±2, it is clear that this assumption is only valid
if the ground state does not, in fact, have a definitive number of particles—just as
in the superfluid case. We accordingly make the replacements

V
∑

k

ĉ−kĉk → V BCS〈ground|
∑

k

ĉ−kĉk|ground〉BCS ≡ � (17.120)

V
∑

k

ĉ†
kĉ†

−k → V BCS〈ground|
∑

k

ĉ†
kĉ†

−k|ground〉BCS ≡ �∗. (17.121)

In that case, equations (17.118) and (17.119) become

ωl cos θl = εl cos θl +� sin θl (17.122)

ωl sin θl = − εl sin θl +�∗ cos θl (17.123)

which are consistent if
ωl = ±[ε2

l + |�|2]1/2. (17.124)

Equation (17.124) is the fundamental result at this stage. Recalling that εl is
measured relative to EF, we see that it implies that all excited states are separated
from EF by a finite amount, namely |�|.

In interpreting (17.124), we must however be careful to reckon energies for
an excited state as relative to a BCS state having the same number of pairs, if we
consider experimental probes which do not inject or remove electrons. Thus,
considering a component of |ground〉BCS with N pairs, we may consider the
excitation of two particles above a BCS state with N − 1 pairs. The minimum
energy for this to be possible is 2|�|. It is this quantity which is usually called the
energy gap. Such an excited state is represented by β†

kβ
†
−k|ground〉BCS.

We shall need the expressions for cos θl and sin θl which may be obtained
as follows. Squaring (17.122) and taking � now to be real and equal to |�|, we
obtain

|�|2(cos2 θl − sin2 θl) = 2εl |�| cos θl sin θl (17.125)
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which leads to
tan 2θl = |�|/εl (17.126)

and then

cos θl =
[

1

2

(
1 + εl

ωl

)]1/ 2

sin θl =
[

1

2

(
1 − εl

ωl

)]1/ 2

. (17.127)

All our experience to date indicates th at th e choice ‘� = real’ amounts to a choice
of phase for the ground-state value:

V BCS〈ground|
∑

k

ĉ− k c k| ground〉BCS = |�|. (17.128)

By making use of the U(1) symmetry (17.110), other phases for � are equally
possible.

The condition (17.128) has, of course, the by now anticipated form for
a spontaneously broken U(1) symmetry, and we must therefore expect the
occurrence o f a massless m ode. However, we m ay now recall that the electrons
are charg ed, so that when electromagnetic in teractions are included in the
superconducting state, we have to allow the α in (17.110) to become a local
function of x. At the same time, the massless photon field will enter. Remarkably,
we sh all learn in chapter 19 that the expected massless ( Goldstone) m ode is, in this
case, not observed: instead, that degree of freedom is incorporated into the gauge
field, rendering it massive. As we shall see, this is the physics of the Meissner
effect in a superconductor, and that of the ‘Higgs mechanism’ in the Standard
Model.

An explicit formula for � can be found by using the definition (17.120),
together with the expression for ĉk found by inverting (17.111):

ĉk = cos θk β̂k + sin θk β̂
†
−k. (17.129)

This gives, using (17.120) and (17.129),

|�| = V BCS〈ground|
∑

k

(cos θkβ̂−k + sin θk β̂
†
k)

× (cos θk β̂k + sin θk β̂
†
−k)|ground〉BCS

= V BCS〈ground|
∑

k

cos θk sin θkβ̂−kβ̂
†
−k|ground〉BCS

= V
∑

k

|�|
2[ε2

k + |�|2]1/2
. (17.130)

The sum in (17.130) is only over the small band EF − ωD < εk < EF + ωD over
which the effective electron–electron attraction operates. Replacing the sum by
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an in tegral, we obtain the gap equation

1 = 1

2 
V · NF

∫ ωD

−ωD

dε

[ε  2 + |�| 2] 
1
2

= V NF sin h−1(ωD/|�|) (17.131)

wh ere NF is th e d ensity of states at th e Fermi level. Equatio n (17.131) yields

|�| = ωD

sin h(1/ V NF)
≈ 2ωD e−1/ V NF (17.132)

for V NF � 1 . Th is is th e celeb r a ted BCS so lu tio n f o r th e g ap p a r a m e ter |�| .
Perhaps the most significant thing to note about it, for our purpose, is that the
expression for |�| is not an analytic functio n o f the dimensionless interactio n
parameter V NF (it cannot be expanded as a power series in this quantity), and
so no perturbative treatment starting from a normal g round state could reach this
resu lt. The estimate (17.132) is in reasonably good agreement with experiment,
and may be refined.

The explicit form of the ground state in this model can be found by a
method similar to the one indicated in section 17.3.2 for the superfluid. Since
the transformation from the ĉ ’s to th e β̂ ’s is canonical, there must ex ist a unitary
operato r which effects it v ia (compare (17.48))

ÛBCS ĉ k Û †BCS = β̂ k ÛBCS ĉ †− k Û †BCS = β̂ 
†
− k. (17.133)

The operato r ÛBCS is (Blatt 1964, section V.4, Yosida 1958, and compare problem
17.4)

ÛBCS =
∏

k

exp[θk(ĉ
†
k ĉ †− k − ĉ k ĉ− k)]. (17.134)

Then, since ĉk|0〉 = 0, we have

Û†
BCSβ̂kÛBCS|0〉 = 0 (17.135)

showing that we may identify

|ground〉BCS = ÛBCS|0〉 (17.136)

via the condition (17.116). When the exponential in ÛBCS is expanded out and
applied to the vacuum state |0〉, great simplifications occur. Consider the operator

ŝk = ĉ†
kĉ†

−k − ĉkĉ−k. (17.137)

We have
ŝ2
k = −ĉ†

kĉ†
−k ĉk ĉ−k − ĉk ĉ−kĉ†

k ĉ†
−k (17.138)
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so that ŝ2
k |0〉 = −|0〉. It follows that

exp(θk ŝk)|0〉 =
(

1 + θk ŝk − θ2
k

2
− θ3

k

3
ŝk . . .

)
|0〉

= (cos θk + sin θk ŝk)|0〉
= (cos θk + sin θk ĉ†

k ĉ†
−k)|0〉 (17.139)

and hence
|ground〉BCS =

∏
k

(cos θk + sin θk ĉ†
k ĉ†

−k)|0〉. (17.140)

As for the superfluid, (17.140) represents a coherent superposition of correlated
pairs, with no restraint on the particle number.

We should emphasize that this is only the barest outline of a simple version
of BCS theory, from which many subtleties have been omitted. Consider, for
example, the binding energy Eb of a pair, which to calculate one needs to evaluate
the constant γ in (17.114). To a good approximation, one finds (see, for example,
Enz 1992) that Eb ≈ 3�2/EF. One can also calculate the approximate spatial
extension of a pair, which is denoted by the coherence length ξ and is of order
vF/π� where kF = mvF is the Fermi momentum. If we compare Eb to the
Coulomb repulsion at a distance ξ , we find that

Eb/(α/ξ) ∼ a0/ξ (17.141)

where a0 is the Bohr radius. Numerical values show that the right-hand side of
(17.141), in conventional superconductors, is of order 10−3. Hence, the pairs are
not really bound, only correlated, and as many as 106 pairs may have their centres
of mass within one coherence length of each other. Nevertheless, the simple
theory presented here contains the essential features which underly all attempts
to understand the dynamical occurrence of spontaneous symmetry breaking in
fermionic systems.

We now proceed to an important application in particle physics.

Problems

17.1 Verify (17.29).

17.2 Verify (17.35).

17.3 Derive (17.43) and (17.44).

17.4 Let
Ûλ = exp[ 1

2λθ(â
2 − â†2]

where [â, â†] = 1 and λ, θ are real parameters.

(a) Show that Ûλ is unitary.
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(b) Let
Îλ = ÛλâÛ−1

λ and Ĵλ = Ûλâ†Û−1
λ .

Show that
d Îλ
dλ

= θ Ĵλ

and that
d2 Îλ
dλ2

= θ2 Îλ.

(c) Hence, show that
Îλ = cosh(λθ) â + sinh(λθ) â†

and thus finally (compare (17.38) and (17.48)) that

Û1âÛ−1
1 = cosh θ â + sinh θ â† ≡ α̂

and
Û1â†Û−1

1 = sinh θ â + cosh θ â† ≡ α̂†

where
Û1 ≡ Ûλ=1 = exp[ 1

2θ(â
2 − â†2)].

17.5 Insert the ansatz (17.84) for φ̂ into �̂G of (17.69) with V̂ = V̂SB of (17.77)
and show that the result for the constant term and the quadratic terms in ĥ and θ̂ ,
is as given in (17.85).

17.6 Verify that when (17.107) is inserted in (17.97), the terms quadratic in the
fields Ĥ and θ̂ reveal that θ̂ is a massless field, while the quanta of the Ĥ field
have mass

√
2µ.

17.7 Verify that the β̂’s of (17.111) satisfy the required anti-commutation relations
if (17.112) holds.

17.8 Verify (17.115).

17.9 Derive (17.118) and (17.119).

Copyright 2004 IOP Publishing Ltd



18

CHIRAL SYMMETRY BREAKING

In sectio n 12.3.2 we arrived at a puzzle: th ere seemed good reason to th in k
th at a wo r ld co n sistin g o f u an d d q u a r k s a n d th eir a n ti- p a r ticles, in ter actin g
via the colour gauge fields of QCD, should exhibit signs of the non-Abelian
ch ira l symmetry SU(2)f 5, wh ich wa s ex act in th e m assless lim it m u, m d → 0.
Bu t, as we sh owed, one of th e simplest consequences of su ch a symmetry
should be the existence of nucleon parity doublets, which are not observed.
We can now resolve th is puzzle b y makin g the hypothesis (sectio n 18.1) first
articulated by Nambu (1960) and Nambu and Jona-Lasin io (1961a), th at th is
chiral sy mmetry is spontaneously broken as a dynamical effect—p resu mably,
from today’s p ersp ective, as a p roperty o f the QCD interactions, as d iscussed
in sectio n 18.2. If th is is so , an immediate physical consequence should b e
the appearance of massless (Goldstone) bosons, one for every symmetry not
respected by the vacuum. Indeed, returning to (12.169) which we repeat here
for convenience,

T̂
( 1

2 )+5 |d〉 = |ũ〉 (18.1)

we now interpret the state |ũ〉 (which is degenerate with |d〉) as |d + ‘π+’〉 where
‘π+’ is a massless particle of positive charge but a pseudoscalar (0−) rather than
a scalar (0+) since, as we saw, |ũ〉 has opposite parity to |u〉. In the same way,

‘π−’ and ‘π0’ will be associated with T̂
( 1

2 )−5 and T̂
( 1

2 )

3 5 . Of course, no such massless
pseudoscalar particles are observed; but it is natural to hope that when the small
up and down quark masses are included, the real pions (π+, π−, π0) will emerge
as ‘anomalously light’, rather than strictly massless. This is indeed how they do
appear, particularly with respect to the octet of vector (1−) mesons, which differ
only in qq̄ spin alignment from the pseudoscalar (0−) octet. As Nambu and Jona-
Lasinio (1961a) stated, ‘It is perhaps not a coincidence that there exists such an
entity [i.e. the Goldstone state(s)] in the form of the pion’.

If this was the only observable consequence of spontaneously breaking
chiral symmetry, it would perhaps hardly be sufficient grounds for accepting
the hypothesis. But there are two circumstances which greatly increase the
phenomenological implications of the idea. First, the vector and axial vector

symmetry currents T̂
( 1

2 )µ and T̂
( 1

2 )µ

5 of the u–d strong interaction SU(2)
symmetries (see (12.109) and (12.166)) happen to be the very same currents
which enter into strangeness-conserving semileptonic weak interactions (such as
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n → pe−ν̄e and π− → µ−ν̄µ ), as we sh all see in chapter 20. Thus, some
remarkable connections between weak- and strong-in teractio n p arameters can be
established, su ch as th e Goldberg er–Treiman (1958) relatio n (see sectio n 18.3)
and the Adler–Weisberger (in Adler 1965) relation. Second, it turns out that
the dynamics of the Goldstone modes, and their interactions with other hadrons
such as nucleons, are strongly constrained by the underlying chiral symmetry
of QCD; indeed, surprisingly detailed effective th eo ries (see sectio n 18.4) have
been developed, which provide a very successful description of the low-energy
dynamics of th e h adronic d eg rees of freedom. Fin ally, we shall in troduce the
subject of chiral anomalies in sectio n 18.5.

It would take us too far from our main focus on gauge theories to pursue these
in terestin g avenues in d etail. Bu t we hope to conv in ce th e reader, in this chapter,
th at ch ir al sy m m e tr y b r eak in g is a n im p o r tan t p a r t o f th e Stan d a r d Mo d e l, an d
to encourage further study of a subject which m ay at first sight appear so mewhat
peripheral to the Standard Model as conventionally understood.

1 8 . 1 The Na mbu a na lo g y

We recall from section 12.3.2 that for ‘almost m assless’ fermions it is natural to
use the representation (4.97) for the Dirac matrices, in terms of which the Dirac
equation reads

Eφ = σ · pφ + mχ (18.2)

Eχ = − σ · pχ + mφ. (18.3)

Nambu (1960) and Nambu and Jona-Lasinio (1961a) pointed out a remarkable
analogy between (18.2) and (18.3) and equations (17.122) and (17.123) which
describe the elementary excitations in a superconductor (in the case� is real) and
which we repeat here for convenience:

ωl cos θl = εl cos θl +� sin θl (18.4)

ωl sin θl = − εl sin θl +� cos θl . (18.5)

In (18.4) and (18.5), cos θl and sin θl are, respectively, the components of the
electron destruction operator ĉl and the electron creation operator ĉ†

−l in the

quasiparticle operator β̂l (see (17.111)):

β̂l = cos θl ĉl − sin θl ĉ†
−l . (18.6)

The superposition in β̂l combines operators which transform differently under
the U(1) (number) symmetry. The result of this spontaneous breaking of the U(1)
symmetry is the creation of the gap� (or 2� for a number-conserving excitation)
and the appearance of a massless mode. If � vanishes, (17.126) implies that
θl = 0 and we revert to the symmetry-respecting operators ĉl , ĉ†

−l . Consider
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Figure 18.1. The type of fermion–anti-fermion in the Nambu ‘condensate’.

now (18.2) and (18.3). Here φ and χ are the components of definite chirality in
the Dirac spinor ω (compare (12.150)), which is itself not a chirality eigenstate
when m �= 0. When m vanishes, the Dirac equation for ω decouples into two

separate ones for the chirality eigenstates φR ≡
(
φ

0

)
and φL ≡

(
0
χ

)
.

Nambu therefore made the following analogy:

superconducting gap parameter� ↔ Dirac mass m

quasiparticle excitation ↔ massive Dirac particle

U(1) number symmetry ↔ U(1)5 chirality symmetry

Goldstone mode ↔ massless boson.

In short, the mass of a Dirac particle arises from the (presumed) spontaneous
breaking of a chiral (or γ5) symmetry, and this will be accompanied by a massless
boson.

Before proceeding, we should note that there are features of the analogy
on both sides which need qualification. First, the particle symmetry we want to
interpret this way is SU(2)f 5 not U(1)5, so the appropriate generalization (Nambu
and Jona-Lasinio 1961b) has to be understood. Second, we must again note that
the BCS electrons are charged, so that in the real superconducting case we are
dealing with a spontaneously broken local U(1) symmetry, not a global one. By
contrast, the SU(2)f 5 chiral symmetry is not gauged.

As usual, the quantum field theory vacuum is analogous to the many-body
ground state. According to Nambu’s analogy, therefore, the vacuum for a massive
Dirac particle is to be pictured as a condensate of correlated pairs of massive
fermions. Since the vacuum carries neither linear nor angular momentum, the
members of a pair must have equal and opposite spin: they therefore have the
same helicity. However, since the vacuum does not violate fermion number
conservation, one has to be a fermion and the other an anti-fermion. This means
(recalling the discussion after (12.148)) that they have opposite chirality. Thus,
a typical pair in the Nambu vacuum is as shown in figure 18.1. We may easily
write down an expression for the Nambu vacuum, analogous to (17.140) for the
BCS ground state. Consider solutions φ+ and χ+ of positive helicity in (18.2) and
(18.3); then

Eφ+ = | p|φ+ + mχ+ (18.7)

Eχ+ = − | p|χ+ + mφ+. (18.8)
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Comparing (18.7) and (18.8) with (18.4) and (18.5), we can read off the mixing
coefficients cos θp and sin θp as (cf (17.127))

cos θp =
[

1

2

(
1 + | p|

E

)]1/2

(18.9)

sin θp =
[

1

2

(
1 − | p|

E

])1/2

(18.10)

where E = (m2 + p2)1/2. The Nambu vacuum is then given by1

|0〉N =
∏
p,s

(cos θp − sin θpĉ†
s ( p)d̂†

s (− p))|0〉m=0 (18.11)

where ĉ†
s ’s and d̂†

s ’s are the operators in massless Dirac fields. Depending on
the sign of the helicity s, each pair in (18.11) carries ±2 units of chirality. We
may check this by noting that in the mode expansion of the Dirac field ψ̂ , ĉs ( p)
operators go with u-spinors for which the γ5 eigenvalue equals the helicity, while
d̂†

s (− p) operators accompany v-spinors for which the γ5 eigenvalue equals minus
the helicity. Thus, under a chiral transformation ψ̂ ′ = e−iβγ5̂ψ̂ , ĉs → e−iβs ĉs

and d̂†
s → eiβs d̂†

s , for a given s. Hence ĉ†
s d̂†

s acquires a factor e2iβs . Thus
the Nambu vacuum does not have a definite chirality and operators carrying
non-zero chirality can have non-vanishing vacuum expectation values (vevs). A

Dirac mass term ¯̂
ψψ̂ is of just this kind, since under ψ̂ = e−iβγ5ψ̂ we find that

ψ̂†γ 0ψ̂ → ψ̂†eiβγ5γ 0e−iβγ5ψ̂ = ¯̂
ψe−2iβγ5ψ̂ . Thus, in analogy with (17.120), a

Dirac mass is associated with a non-zero value for N〈0| ¯̂
ψψ̂ |0〉N.

In the original conception by Nambu and co-workers, the fermion under
discussion was taken to be the nucleon, with ‘m’ the (spontaneously generated)
nucleon mass. The fermion–fermion interaction—necessarily invariant under
chiral transformations—was taken to be of the four-fermion type. As we have
seen in volume 1, this is actually a non-renormalizable theory but a physical
cut-off was employed, somewhat analogous to the Fermi energy EF. Thus, the
nucleon mass could not be dynamically predicted, unlike the analogous gap
parameter � in BCS theory. Nevertheless, a gap equation similar to (17.131)
could be formulated, and it was possible to show that when it had a non-trivial
solution, a massless bound state automatically appeared in the f̄f channel (Nambu
and Jona-Lasinio 1961a). This work was generalized to the SU(2)f 5 case by
Nambu and Jona-Lasinio (1961b), who showed that if the chiral symmetry was
broken explicitly by the introduction of a small nucleon mass (∼ 5 MeV), then
the Goldstone pions would have their observed non-zero (but small) mass. In
addition, the Goldberger–Treiman (1958) relation was derived and a number of
other applications were suggested. Subsequently, Nambu with other collaborators

1 A different phase convention is used for d̂†
s (− p) as compared to that for ĉ†

−k in (17.111).
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(Nambu and Lurie 1962, Nambu and Schrauner 1962) sh owed how the amplitudes
for the emission of a single ‘soft’ (nearly massless, low momentum) pion could be
calculated, for various processes. These d evelopments culmin ated in the Adler–
Weisberger relation (Adler 1965, Weisberger 1965) which involves two soft pions.

This wo rk was all done in th e absence of an agreed th eory of th e strong
interactions (the N–J- L theory was an illustrative wo rking m odel o f dynamically-
generated spontaneous symmetry breaking, but not a complete theory of strong
interactions). QCD b ecame widely accepted as that theory in around 1973. In this
case, of course, the ‘fermions in question’ are quarks and th e interactions between
th em ar e g lu o n ex ch an g es, wh ich co n ser ve ch ir ality as n o ted in sectio n 1 2 . 3 . 2 .
The bulk of the quark masses inside bound states forming hadrons is then
interpreted as being spontaneously generated, while a small explicit quark mass
term in the Lagrangian is held to be responsible for the non-zero pion mass. Let
us therefore now turn to two-flavour QCD.

18.1.1 Two flavour QCD and SU(2)f L×SU(2)f R

Let us begin with the massless case, for which the fermionic part of the
Lagrangian is

�̂q = ¯̂u i /̂Dû + ¯̂d i /̂Dd̂ (18.12)

where û and d̂ now stand for the field operators,

D̂µ = ∂µ + igsλ/2 · Aµ (18.13)

and the λ matrices act on the colour (r,b,g) degree of freedom of the u and d
quarks. In addition to the local SU(3)c symmetry, this Lagrangian is invariant
under

(i) U(1)f ‘quark number’ transformations

q̂ → e−iαq̂ (18.14)

(ii) SU(2)f ‘flavour isospin’ transformations

q̂ → exp(−iα · τ/2) q̂ (18.15)

(iii) U(1)f 5 ‘axial quark number’ transformations

q̂ → e−iβγ5 q̂ (18.16)

(iv) SU(2)f 5 ‘axial flavour isospin’ transformations

q̂ → exp(−iβ · τ/2γ5) q̂ (18.17)

where

q̂ =
(

û
d̂

)
. (18.18)
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Sy mmetry (i) is unbroken and its asso ciated ‘charg e’ operato r (th e quark number
o p e r a to r ) co m m u tes with all o th er sy m m e tr y o p e r a to r s, so it n eed n o t co n cer n u s
f u r th e r. Sy m m e tr y ( ii) is th e stan d a r d iso sp in sy m m e tr y o f c h a p ter 1 2 , ex p licitly
broken by th e electromagnetic in teractions (and by th e d ifference in the masses
mu and m d , when included). Symmetry (iii) does not correspond to any known
conservation law; h owever, there are not any n ear-massless iso scalar 0− mesons,
either, such as must be present if the symmetry is spontaneously broken. The η
m e so n i s a n i so sc a l a r 0− meson, bu t with a mass o f 547 MeV it is consid erably
heavier than the pion. In fact, it can be understood as one of the Goldstone bosons
asso ciated with th e spontaneous breakin g o f the larg er group SU(3)f 5, which
in cludes the s quark (see, for example, Weinberg 1996, sectio n 19.10). In that
case, sy m m e tr y ( iii) b eco m e s ex ten d e d to

û → e−iβγ5 û d̂ → e−iβγ5 d̂ ŝ → e−iβγ5 ŝ (18.19)

bu t th e r e is still a m issin g lig h t iso scalar 0− meson. It can be sh own that its mass
must be less than or equal to

√
3 mπ  (Weinberg 1975); but no such particle exists.

This is the well-known ‘U(1) problem’: it was resolved by ’t Hooft (1976a, 1986),
by showing that the inclusion of instanton configurations (Belavin et al 1975) in
path integrals leads to violations of symmetry (iii)—see, for example, Weinberg
(1996, section 23.5). Finally, symmetry (iv) is the one with which we are presently
concerned.

The symmetry currents associated with (iv) are those already given in
(12.166), but we give them again here in a slightly different notation which will
be similar to the one used for weak interactions:

ĵµi,5 = ¯̂qγ µγ5
τi

2
q̂ i = 1, 2, 3. (18.20)

Similarly, the currents associated with (ii) are

ĵµi = ¯̂qγ µ τi

2
q̂ i = 1, 2, 3. (18.21)

The corresponding ‘charges’ are (compare (12.167))

Q̂i,5 ≡
∫

ĵ0
i,5 d3x =

∫
q̂†γ5

τi

2
q̂ d3x (18.22)

previously denoted by T̂
( 1

2 )

i,5 and (compare (12.101))

Q̂i =
∫

q̂† τi

2
q̂ d3x (18.23)

previously denoted by T̂
( 1

2 )

i . As with all symmetries, it is interesting to discover

the algebra of the generators, which are the six charges Q̂i , Q̂i,5 in this case.
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Pa tien t wo r k with th e a n ti- co m m u tatio n r elatio n s f o r th e o p e r a to r s in q̂( x) and
q̂ †( x) gives the resu lts (problem 18.1)

[Q̂ i , Q̂ j ] = iεi j k  Q̂ k (18.24)

[Q̂ i , Q̂ j, 5] = iεi j k  Q̂ k, 5 (18.25)

[Q̂ i, 5, Q̂ j, 5] = iεi j k  Q̂ k . (18.26)

Relation (18.24) has been seen before in (12.103) and simply states that the Q̂ i ’s
obey an SU(2) algebra. A simple trick reduces th e rather complicated algebra o f
(18.24)–(18.26) to something much simpler. Defining

Q̂i, R = 1
2 (Q̂ i + Q̂ i, 5) Q̂ i, L = 1

2 (Q̂ i − Q̂ i, 5) (18.27)

we find (problem 18.2)

[Q̂ i, R, Q̂ j, R] = iεi j k  Q̂ k, R (18.28)

[Q̂ i, L, Q̂ j, L] = iεi j k  Q̂ k, L (18.29)

[Q̂ i, R, Q̂ j, L] = 0. (18.30)

The operato rs Q̂ i, R, Q̂ i, L therefore b ehave like two commuting (independent)
angular momentum operators, each obeying the algebra of SU(2). Fo r this
reason, the symmetry group of the combined symmetries (ii) and (iv) is called
SU( 2 )f L × SU( 2 )f R.

The decoupling effected by (18.27) has a simple interpretation. Referring to
(18.22) and (18.23), we see that

Q̂i,R =
∫

q̂†
(

1 + γ5

2

)
τi

2
q̂ d3x (18.31)

an d sim ilar ly f o r Q̂ i, L . But ((1 ± γ 5)/2) are just the projection operators PR, L
in troduced in sectio n 12.3.2, wh ich p roject out th e chiral p arts of any fermion
field. Furthermore, it is easy to see that P2

R = PR and P2
L = PL, so that Q̂i,R and

Q̂i,L can also be written as

Q̂i,R =
∫

q̂†
R
τi

2
q̂R d3x Q̂i,L =

∫
q̂†

L
τi

2
q̂L d3x (18.32)

where q̂R = ((1 − γ5)/2)q, q̂L = ((1 + γ5)/2)q̂. In a similar way, the currents
(18.20) and (18.21) can be written as

ĵµi = ĵµi,R + ĵµi,L ĵµi,5 = ĵµi,R − ĵµi,L (18.33)

where
ĵi,R = ¯̂qRγ

µ τi

2
q̂R ĵµi,L = ¯̂qLγ

µ τi

2
q̂L. (18.34)
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Thus the SU(2)L and SU(2)R refer to the two chiral components of the fermion
field s, wh ich is wh y it is called ch ira l symmetry .

Under an infinitesimal SU(2) isospin transformation, q̂ transforms by

q̂ → q̂ ′ = (1 − iε · τ/2)q̂ (18.35)

while under an axial isospin transformation

q̂ → q̂ ′ = (1 − iη · τ/2γ 5)q̂. (18.36)

Mu ltip ly in g ( 1 8 . 3 6 ) b y γ5 and adding the result to (18.35), we find that

q̂ ′
R = (1 − i(ε + η) · τ/2)q̂ R (18.37)

an d sim ilar ly
q̂ ′

L = (1 − i(ε − η) · τ/2)q̂ L. (18.38)

Hen ce q̂R and q̂ L transform quite independently,2 wh ich is wh y [Q̂ i, R, Q̂ j, L] = 0.
Th is f o r m alism a llows u s to see im m e d iately wh y ( 1 8 . 1 2 ) is ch ir ally

invariant: problem 18.3 verifies that �̂q can b e wr itten as

�̂q = ¯̂q R i /̂DqR + ¯̂q L i /̂Dq̂ L (18.39)

which is plainly invariant under (18.37) and (18.38), since D̂ is flavour-blind.
There is as y et no formal proof that this SU(2)L×SU( 2 ) R chiral sy mmetry

is spontaneously broken in QCD, though it can be argued that the larger
sy mmetry SU(3)L×SU( 3 ) R —appropriate to three massless flavours—must be
spontaneously broken (see Weinberg 1996, section 22.5). This is, of course, an
issu e that cannot be settled within perturbation theory (compare the comments
af ter ( 1 7 . 1 3 2 ) ) . Nu m e r ical so lu tio n s o f QCD o n a lattice ( see c h a p ter 1 6 )
do prov id e strong ev id ence th at quarks acquire significant dynamical (SU(2)f 5-
breaking) mass.

Even granted that chiral symmetry is spontaneously broken in massless two-
flavour QCD, how do we know that it breaks in such a way as to leave the isospin
(‘R+L’) symmetry unbroken? A plausible answer can be given if we restore the
quark mass terms via

�̂m = mu
¯̂uû + md

¯̂dd̂ = 1
2 (mu + md) ¯̂qq̂ + 1

2 (mu − md) ¯̂qτ3q̂. (18.40)

Now
¯̂qq̂ = ¯̂qLq̂R + ¯̂qRq̂L (18.41)

and
¯̂qτ3q̂ = ¯̂qLτ3qR + ¯̂qRτ3q̂L. (18.42)

2 We may set γ = ε + η and δ = ε − η.
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Including these extra terms is somewhat analogous to switching on an external
field in th e f er r o m a g n e tic p r o b lem , wh ich d e ter m in es a p r e f e r r e d d ir ectio n f o r
th e symmetry b reaking. It is clear th at neith er of (18.41) and (18.42) preserves
SU( 2 )L×SU( 2 ) R since they treat th e L and R parts d ifferently. Indeed, from
(18.37) and (18.38), we find that

¯̂qL q̂ R → ¯̂q ′
L q

′
R = ¯̂q L(1 + i(ε − η) · τ/2)(1 − i(ε + η) · τ/2)q̂ R (18.43)

= ¯̂qL q̂ R − iη · ¯̂q Lτ q̂ R (18.44)

and ¯̂qR q̂ L → ¯̂q R q̂ L + iη · ¯̂q Rτ q̂ L. (18.45)

Equations (18.44) and (18.45) confirm that the term ¯̂q q̂ in (18.40) is invariant
under the isospin part of SU(2)L×SU( 2 ) R (sin ce ε is not involved) but not
invariant under the axial iso sp in transformations parametrized by η . The¯̂qτ3 q̂ term explicitly breaks the third component of isospin (resembling an
electromagnetic effect) but its magnitude may b e expected to be smaller than that
of the ¯̂q q̂ term, b eing proportional to the difference of th e masses, rath er th an
th eir sum. This suggests that the vacuum will ‘align’ in su ch a way as to preserve
isospin but break axial isospin.

18.2 Pion decay and the Goldberger–Treiman relation

We now discuss some of the rather surprising phenomenological implications of
spontaneously broken chiral sy mmetry—sp ecifically, the spontaneous breakin g
of the axial isospin symmetry. We start by ignoring any ‘explicit’ quark masses,
so that the axial isospin current is conserved, ∂µ ĵµi, 5 = 0. From sections 17.4
and 17.5 (su itably g eneralized) we know that this current has non-zero matrix
elem en ts b etween th e vacu u m an d a ‘ Go ld sto n e’ state wh ich , in o u r case, is th e
pion. We therefore set (cf (17.94))

〈0| ĵµi, 5( x)|π  j , p〉 = i pµ fπ  e
−i p· xδ i j  (18.46)

wh ere fπ  is a constant with dimensions of mass, which we expect to be related to
a symmetry-breaking vev. The precise relation b etween fπ  and a vev depends on
th e dynamical th eory (or model) bein g consid ered: for ex ample, in th e σ -model
of section 18.3, in wh ich ĵµi, 5 is given by (18.81) and the field σ develops a vev
given in (18.86), we find that fπ = −vσ . Note that (18.46) is consistent with
∂µ ĵµi, 5 = 0 if  p 2 = 0 , i.e. if th e p io n is m assless.

We treat fπ as a phenomenological parameter. Its value can be determin ed
from the rate for the decay π+ → µ+νµ by the following reasoning. In chapter 20
we shall learn that the effective weak Hamiltonian density for this low-energy
strangeness-non-changing semileptonic transition is

�̂W(x) = GF√
2

cos θC
¯̂
ψd(x)γ

µ(1 − γ5)ψ̂u(x)
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Figure 18.2. Helicities of massless leptons in π+ → µ+νµ due to the ‘V−A’ interaction.

× [ψ̂νe(x)γµ(1 − γ5)ψ̂e(x)+ ¯̂
ψνµ(x)γµ(1 − γ5)ψ̂µ(x)] (18.47)

where GF is the Fermi constant and θC is the Cabibbo angle. Thus, the lowest-
order contribution to the S-matrix is

− i〈µ+, p1; νµ, p2|
∫

d4x �̂W(x)|π+, p〉

= −i
GF√

2
cos θC

∫
d4x 〈µ+, p1; νµ, p2| ¯̂

ψνµ(x)γµ(1 − γ5)ψ̂µ(x)|0〉

× 〈0| ¯̂
ψd(x)γ

µ(1 − γ5)ψ̂u(x)|π+, p〉. (18.48)

The leptonic matrix element gives ūν(p2)γµ(1−γ5)vµ(p1)ei(p1+p2)·x in the usual
way. For the pionic one, we note that

¯̂
ψd(x)γ

µ(1 − γ5)ψ̂u(x) = ĵµ1 (x)− i ĵµ2 (x)− ĵµ1,5(x)+ i ĵµ2,5(x) (18.49)

from (18.20) and (18.21). Further, the currents ĵµi can have no matrix elements
between the vacuum (which is a 0+ state) and the π (which is 0−), by the
following argument. From Lorentz invariance such a matrix element has to be
a 4-vector. But since the initial and final parities are different, it would have to be
an axial 4-vector.3 However, the only 4-vector available is the pion’s momentum
pµ which is an ordinary (not an axial) 4-vector. On the other hand, precisely for
this reason the axial currents ĵµi,5 do have a non-zero matrix element, as in (18.46).

Noting that |π+〉 = 1√
2
|π1 + iπ2〉, we find that

〈0| ¯̂
ψd(x)γ

µ(1 − γ5)ψ̂u(x)|π+, p〉 = − i√
2
〈0| ĵµ1,5 − i ĵ2,5|π1 + iπ2〉 (18.50)

= √
2pµ fπ e−ip·x (18.51)

so that (18.48) becomes

i(2π)4δ4(p1 + p2 − p)[−GF cos θCūν(p2)γµ(1 − γ5)v(p1)pµ fπ ]. (18.52)

The quantity in brackets is, therefore, the invariant amplitude for the process,�.
Using p = p1 + p2, we may replace /p in (18.52) by mµ, taking the neutrino to
be massless.

3 See page 284.
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Before proceeding, we comment on the physics o f (18.52). The (1 − γ5 )
factor acting o n a v spinor selects out the γ5 = −1 eig envalu e wh ich , if th e
muon was massless, would correspond to positive helicity for the µ+ (compare
th e d iscu ssio n in sectio n 1 2 . 3 . 2 ) . L ikewise, tak in g th e ( 1 − γ5 ) through the γ  0γ µ

factor to act on u †ν  , it selects the negative helicity neutrino state. Hence, th e
configuration is as shown in figure 18.2, so that the leptons carry off a net spin
angular momentum. But this is forbidden, since the pion spin is zero. Hence, the
amplitude vanish es for massless muons and n eutrinos. Now th e muon, at least,
is not massless and some ‘wrong’ helicity is present in its wavefunction, in an
amount proportional to mµ . This is why, as we have just remarked after (18.52),
the amplitude is proportional to mµ . The rate is therefore proportional to m 2µ .
This is a very important conclusion, b ecause it implies that the rate to muons is
∼ (mµ/ m e)2 ∼ (400)2 times greater than the r ate to electrons—a resu lt which
agrees with experiment, while grossly contradictin g the naive expectatio n that the
rate with th e larger energ y release should domin ate. This, in fact, is one of th e
main indications for the ‘vector–axial vector’, or ‘V − A’, structure of (18.47), as
we sh all see in m o r e d e tail in sectio n 2 0 . 4 .

Problem 18.4 shows that the rate computed from (18.52) is

�π→µν = G 2F m 2µ f 
2
π (m 2π − m 2µ)

2

4π m 3π 
cos2 θ  C. (18.53)

Neglectin g radiative corrections, this enables th e value

fπ � 93 MeV (18.54)

to be ex tracted.
Consider now another matrix element of ĵµi, 5 , this time b etween nucleon

states. Following an analysis similar to that in section 8.8 for the matrix elements
of the electromagnetic current operator between nucleon states, we write

〈N, p′| ĵµi,5(0)|N, p〉
= ū(p′)

[
γ µγ5 F5

1 (q
2)+ iσµν

2M
qνγ5 F5

2 (q
2)+ qµγ5 F5

3 (q
2)

]
τi

2
u(p)

(18.55)

where the F5
i ’s are certain form factors, M is the nucleon mass and q = p − p′.

The spinors in (18.55) are understood to be written in flavour and Dirac space.
Since (with massless quarks) ĵµi,5 is conserved—that is qµ ĵµi,5(0) = 0 (cf (8.99))—
we find that

0 = ū(p′)[/qγ5 F5
1 (q

2)+ q2γ5 F5
3 (q

2)]τi

2
u(p)

= ū(p′)[(/p − /p′)γ5 F5
1 (q

2)+ q2γ5 F5
3 (q

2)]τi

2
u(p)

= ū(p′)[−2Mγ5 F5
1 (q

2)+ q2γ5 F5
3 (q

2)]τi

2
u(p) (18.56)
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Figure 18.3. One pion intermediate state contribution to F5
3 .

using /pγ5 = −γ5/p and the Dirac equations for u(p), ū(p′). Hence, the form
factors F5

1 and F5
3 must satisfy

2M F5
1 (q

2) = q2 F5
3 (q

2). (18.57)

Now the matrix element (18.55) enters into neutron β-decay (as does the
matrix element of ĵµi (0)). Here, q2 � 0 and (18.57) appears to predict, therefore,
that either M = 0 (which is certainly not so) or F5

1 (0) = 0. But F5
1 (0)

can be measured in β decay and is found to be approximately equal to 1.26:
it is conventionally called gA. The only possible conclusion is that F5

3 must
contain a part proportional to 1/q2. Such a contribution can only arise from the
propagator of a massless particle—which, of course, is the pion. This elegant
physical argument, first given by Nambu (1960), sheds a revealing new light
on the phenomenon of spontaneous symmetry breaking: the existence of the
massless particle coupled to the symmetry current ĵµi,5 ‘saves’ the conservation
of the current.

We calculate the pion contribution to F5
3 as follows. The process is pictured

in figure 18.3. The pion-current matrix element is given by (18.46), and the
(massless) propagator is i/q2. For the π–N vertex, the conventional Lagrangian
is

igπNNπ̂i
¯̂Nγ5τi N̂ (18.58)

which is SU(2)f-invariant and parity-conserving since the pion field is a
pseudoscalar and so is N̄γ5 N . Putting these pieces together, the contribution
of figure 18.3 to the current matrix element is

2gπNNū(p′)γ5
τi

2
u(p)

i

q2
− iqµ fπ (18.59)

and so

F5
3 (q

2) = 1

q2
2gπNN fπ (18.60)

from this contribution. Combining (18.57) with (18.60), we deduce

gA ≡ lim
q2→0

F5
1 (q

2) = gπNN fπ
M

(18.61)
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the well-known Goldberger–Treiman (G–T) (1958) relation. Taking M =
939 MeV, gA = 1. 26 and fπ = 93 MeV, one obtains gπ NN ≈ 12. 7, which is
only 5% below the experimental value of this effective pion–nucleon coupling
constant.

In th e real wo rld, th e p io n mass is not zero and neith er are the ‘explicit’ quark
m a sse s mu , m d . With m u and m d reinstated, the equations of motion for the quark
field s a r e

i /̂Dq̂ = mq̂ − i D̂µ ¯̂qγ µ = ¯̂q m (18.62)

wh ere

m =
(

mu 0
0 md

)
. (18.63)

We can re-calculate ∂µ ĵµi, 5 and find (problem 18.5) that

∂µ ĵµi,5 = i ¯̂q
{

m,
τi

2

}
γ5q̂. (18.64)

Let us take the case i = 1, for example. Then

{m, τ1} = (mu + md)τ1. (18.65)

Now consider the matrix element

∂µ〈0| ĵµi,5(0)|π1(p)〉 = −p2 fπ = 1
2 (mu + md)〈0|i ¯̂qτ1γ5q̂|π1〉. (18.66)

Since p2 = m2
π , we see that m2

π is proportional to the sum of quark masses and
tends to zero as they do.

We can repeat the argument leading to the G–T relation but retaining
m2
π �= 0. Equation (18.46) tells us that ∂µ ĵµi,5/(m

2
π fπ) behaves like a properly

normalized pion field, at least when operating on a near mass-shell pion state.
This means that the one-nucleon matrix element of ∂µ ĵµi,5 is (cf (18.59))

2gπNNū(p′)γ5
τi

2
u(p)

i

q2 − m2
π

m2
π fπ (18.67)

while from (18.55) it is given by

iū(p′)[−2Mγ5 F5
1 (q

2)+ q2γ5 F5
3 (q

2)]τi

2
u(p). (18.68)

Hence,

−2M F5
1 (q

2)+ q2 F5
3 (q

2) = 2gπNNm2
π fπ

q2 − m2
π

. (18.69)

Also, in place of (18.60), we now have

F5
3 (q

2) = 1

q2 − m2
π

2gπNN fπ . (18.70)
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Equations (18.69) and (18.70) are consistent for q 2 = m 2π if

F 51 (q 2 = m 2π) = gπ NN fπ/ M. (18.71)

F 51 (q 2) varies only slowly from q 2 = 0 to q 2 = m 2π  , since it contains no rapidly
varying pion pole contribution, and so we recover the G–T relation again.

Amplitudes involving two ‘Goldstone’ p ions can be calculated b y an
ex tensio n o f these techniques. We refer the in terested reader to Georgi (1984).

We n ow tu r n to a n o th e r ex a m p le o f a p h e n o m en o lo g ical m o d e l ex h ib itin g
spontaneously broken axial iso sp in sy mmetry, th is time realized in terms o f
hadronic (nucleon and pion) degrees of freedom, rather than quarks. It will be
a somewhat more complicated model than that o f sectio n 17.4, though similar to
it in that the spontaneous breaking is put in ‘by hand’ via a suitable potential. As
we will see, it effectively embodies many of the preceding results.

18.3 The linear and nonlinear σ -models

The linear σ -model involves a massless fermion isodoublet ψ̂ (which will be
identified with the nucleon—its mass being generated spontaneously, as we shall
see) and a massless pseudoscalar isotriplet π̂ (the pions). There is also a scalar
field σ̂ which is an isoscalar. The Lagrangian is (with λ > 0)

�̂σ = ¯̂
ψ i/∂ψ̂ + igπNN

¯̂
ψτγ5ψ̂ · π + gπNN

¯̂
ψψ̂σ̂ + 1

2∂µπ̂ · ∂µ ¯̂π
+ 1

2∂µσ̂ ∂
µσ̂ − 1

2µ
2(σ̂ 2 + π̂

2
)− 1

4λ(σ̂
2 + π̂

2
)2. (18.72)

We have seen all the different parts of this before: the massless fermions, the π–ψ
coupling as in (18.58), an analogous σ–ψ coupling (here with the same coupling
constant), and π and σ fields with a symmetrical mass parameter µ2 and a quartic
potential.

What are the global symmetries of (18.72)? We can at once infer that it is
invariant under global isospin transformations if ψ̂ is an isodoublet, π̂ an isotriplet
and σ̂ an isoscalar, transforming by

ψ̂ → ψ̂ = (1 − iε · τ/2)ψ̂ (18.73)

π̂ → π̂
′ = π + ε × π̂ (cf (12.64)) (18.74)

σ̂ → σ̂ ′ = σ̂ (18.75)

under an infinitesimal SU(2)f transformation. The associated symmetry current is

ĵµ (σ)i = 1
2

¯̂
ψγµτi ψ̂ + (π̂ × ∂µπ̂)i . (18.76)

The first term of (18.76) is as in (18.21) and the second is equivalent to (12.124).
The corresponding charges

Q̂(σ )
i =

∫
ĵ0 (σ )
i d3x (18.77)
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are constants of the motion and obey the SU(2) algebra (18.24). Note that all these
algebraic results hold independently of th e specific realizatio n o f the operato rs in
terms of the fields in the model under consideration (quarks on the one hand,
pions and nucleons on the o ther).

However, (18.72) is also invariant under a further set of transformations (see
problem 18.6), n amely

ψ̂ → ψ̂ ′ = (1 − iη · τ/2 γ 5)ψ̂ (18.78)

π̂ → π̂
′ = π + ησ (18.79)

σ̂ → σ̂ ′ = σ̂ − η · π̂ (18.80)

wh ere η is a second set o f three infinitesimal p arameters. Transformation (18.78)
is the same as (18.36) and is, therefore, ag ain an axial isospin transformatio n o n
the doublet ψ̂ . This suggests we call the second set of currents ĵµi, 5 , where now

ĵµi, 5 = 1
2

¯̂
ψγµγ 5τi ψ̂ + (σ̂ ∂µπ  i − π̂ i∂

µσ̂ ).  (18.81)

Again, the first term is as in (18.20) and there is a n ew ‘mesonic’ piece. It can
easily be verified that ĵµi, 5 would not be conserved if we added an explicit mass

for ψ̂ . Remarkably, th e charg es

Q̂(σ )
i, 5 =

∫
ĵ 0 (σ )i, 5 d 3 x (18.82)

and Q̂(σ )
i satisfy relations of the form (18.24)–(18.26). Thus, once again, we have

a model o f interactin g fields with a g lobal SU(2)L×SU( 2 ) R sy mmetry.
As far as the fermio n field ψ̂ is concerned, we know that the ‘L’ and ‘R’

refer to the components o f d ifferent chirality. But how can we understand this
SU( 2 )×SU(2) structure for the meson fields, for which of course no γ5 m a tr ix
can enter? Ju st as the algebra of SU(2) is the same as that of the g enerators o f 3 D
rotations (section 12.1.1), so the algebra of SU(2)×SU(2) turns out to be the same
as that of the g enerators o f r otations in a four -dimensional Euclidean sp ace—here,
of course, an ‘internal’ space involving the field components (see appendix M,
section M.4.3). If we label the four directions as 1, 2, 3 and 4, we can imagine
r o tatio n s in th e p lan e s 1 2 , 1 3 an d 2 3 wh ich wo u ld b e ‘ sp atial’ r o tatio n s, lead in g
to an SU(2) algebra. But there are also rotations in the 14, 24 and 34 directions,
which are analogous to spacetime (velocity) transformations in special relativity.
This makes six ‘rotations’ in all, which is the same number of generators as the
three Q̂(σ )

i ’s together with the three Q̂(σ )
i,5 ’s. Of course, this by itself by no means

proves that the algebra of the generators of SO(4) (the special orthogonal group
in 4D—i.e. the group of 4D rotations) is the same as SU(2)×SU(2). But the
SO(4) symmetry of (18.72) is apparent, at least in the meson sector, if we regard
(σ̂ , π̂ ) as being the four components of a ‘4-vector’. The transformations of SO(4)
preserve the (length)2 of 4-vectors—in this case, therefore, of σ 2 + π̂

2. Just this

Copyright 2004 IOP Publishing Ltd



co m b in atio n is v isib le in th e p o ten tial ter m s o f ( 1 8 . 7 2 ) , a n d we can easily ve r if y
from (18.79) and (18.80) that, indeed, (to first order in η ) σ̂ ′2 + π̂ ′2 = σ 2 + π̂ 

2 as
required. Finally, note that (18.79) and (18.80) are analogous to an infinitesimal
ve lo city tr an sf o r m a tio n in r elativ ity, with σ̂ → t , π̂ → x , and t 2 − x 2 invar ian t
r ath er th an σ̂  2 + π̂ 

2 . So (18.74) and (18.75) tell us how π̂ and σ̂ transform under
ordinary SU(2)f , while (18.79) and (18.80) record their transformations under the
other SU(2), which we may reasonably call SU(2)f 5  in view of (18.78). Then the
asso ciated ‘L’ and ‘R’ g enerators can be found by writing Q̂(σ )

i, L = 1
2 (Q̂

(σ )
i −Q̂(σ )

i, 5 ),

Q̂(σ )
i, R = 1

2 [Q̂(σ )
i + Q̂(σ )

i, 5 ] as b e f o r e . T h e se r e latio n s p r ov id e u s with th e ‘ L’ an d
‘ R’ tr a n sf o r m atio n law f o r th e m e so n field s in th is m o d e l.

Thus far we h ave supposed th at th e p arameter µ2 in (18.72) is positive,
representin g a normal mass p arameter. The sy mmetry is then unbroken, the
ground state having 〈0|σ̂ | 0〉 = 〈0|π̂ | 0〉 =  0. We now consider the symmetry
breaking case µ2 < 0, as in (17.77) and (17.97). The classical potential in (18.72)
now b ecomes

V (π, σ ) = − 1
2µ

2(σ  2 + π 2)+  1
4λ(σ 2 + π 2)2 (18.83)

wh ere th e ‘n ew’ µ2 in (18.83) is positive. This potential has a min imum when

π  2 + σ 2 = v 2σ  (18.84)

with
vσ = (µ2/λ) 

1
2 . (18.85)

(18.84) generalizes the circular minimum of figure 17.2 to the surface of a sphere
in 4D; it is also, in fact, exactly analogous to (17.102)—a point to which we shall
even tu ally r e tu r n in ch ap ter 2 2 . As in th ese p revious cases, we interpret (18.84)
as 〈0|π̂  

2 + σ̂ 2| 0〉 = v  2σ  , and we need to choose one particular ground state before
we can get a proper p article in terpretation. We choose

〈0|π̂ | 0〉 = 0 〈0|σ̂ | 0〉 = vσ . (18.86)

Then π̂ will have a standard expansion in terms of â ’s a n d â † ’s, w h ile f o r σ̂ we
need to set 

σ̂ = vσ + σ̂ ′ (18.87)

and then expand σ̂ ′ in terms of creation and annihilation operators. Introducing
(18.87) in to (18.72), we find (problem 18.7) that �̂σ becomes

�̂σ ′ = ¯̂
ψ(i/∂ + gπNNvσ )ψ̂ + igπNN

¯̂
ψτγ5ψ̂ · π̂ + gπNN

¯̂
ψψ̂σ̂ ′

+ 1
2∂µπ̂ · ∂µπ̂ + 1

2∂µσ̂
′∂µσ̂ ′ + µ2σ̂ ′2 − λvσ σ̂

′(σ̂ ′2 + π̂
2
)

− 1
4λ(σ̂

′2 + π̂2)2 + constant. (18.88)

The spontaneous breaking typified by (18.87) has, therefore, induced the
following results:
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(i) the fermio n h as acquired a mass − gπ N N vσ , proportional to the symmetry
breaking p arameter vσ ;

( ii) th e π̂ ’s r e m a in m a ssle ss, b e in g th e th r e e G oldstone modes ‘perpendicular’
to th e o n e selected o u t b y th e sy m m e tr y - b r eak in g c o n d itio n ( 1 8 . 8 6 ) ;

( iii) th e σ̂ ′ field h a s a m a ss
√

2µ, corresponding to oscillations in the ‘radial’
direction in figure 17.2;

(iv) there are new trilinear couplings between π̂ and σ ′ , proportional to vσ ; and
(v) the SU(2)f sy mmetry o f (18.72) is preserved, since the vacuum choice

(18.86) resp ects it, bu t SU(2)f 5  is spontaneously broken.

We may therefore regard �̂σ as so me kind of ‘effective Lagrangian’
embodying the SU(2)L×SU( 2 ) R symmetry of QCD, broken spontaneously in just
the same way as we assu med f or QCD. The empirical consequences—massless
pions, a massive nucleon—are the same but, of course, there is no real dynamical
explanation of the symmetry breakdown here, just a ‘by hand’ choice of the sign
of µ2 in (18.72).

This model can be easily modified to include a finite mass for the pions.
In th e QCD case, we saw that a quark mass term broke the full SU(2)×SU( 2)
sy m m e tr y ex p licitly, w h ile leav in g SU(2)f in tact. I n th e sam e wa y, th e a d d itio n o f
a term + cσ̂ to �̂σ will have th e same effect (again , it is analogous to an ‘alignment
field’). One quickly verifies (problem 18.8) that now ∂µ ĵµi,5 is no longer zero but
is given by

∂µ ĵµi,5 = −cπ̂i . (18.89)

Thus, just as in the previous section, ∂µ ĵµi,5 is proportional to the pion field. In
fact, for consistency with (18.46), we should have

c = −m2
π fπ . (18.90)

We can check (18.90) (at least to tree level in the interactions of �̂σ + cσ̂ ) as
follows. With the explicit symmetry-breaking addition cσ̂ , the minimum (18.84)
gets shifted to a new point such that 〈0|σ̂ |0〉—which we still call vσ—satisfies

vσ (−µ2 + λv2
σ ) = c. (18.91)

Note that vσ returns to (µ2/λ)1/2 for c → 0. In addition, there is a pion mass term
− 1

2 (−µ2 + λ2v2
σ )π̂

2. Previously this was of course zero (from (18.85)), but now
from (18.91) we can identify m2

π as c/vσ . This will be consistent with (18.90) if
our symmetry breaking parameter vσ is identified with − fπ . In that case, from
item (i) we learn that the nucleon mass is gπNN fπ , and we recover a G–T type
relation (at tree level) with gA = 1.

We can ask to what extent the rather simple Lagrangian (18.72) (with the
µ2 term as in (18.83)) describes other features of low-energy interactions among
pions and nucleons. The π–N interaction itself leads, of course, precisely to the
‘one pion exchange’ potential between two nucleons, as postulated by Yukawa,
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bu t n ow in co r p o r atin g th e co n ser va tio n o f iso sp in . Fu r th er m o r e , th is π –N theory
is renormalizable, although in view of the magnitude of gπ NN , p er tu r b atio n th e o r y
is o f little valu e. Th e m ain p h en o m en o lo g ical p r o b lem with ( 1 8 . 7 2 ) is th at th er e
is no plausible candidate, among the observed mesons with masses below 1 GeV,
for the ‘σ ’ (0+ ) meson. We can actually get rid of σ by supposing that its mass√

2µ is very larg e indeed bu t in such a way that the ratio vσ = (µ2/λ) 1/ 2 remain s
fin ite. T h is im p lies th a t λ also becomes very large, risin g as the square of th e

scalin g o f µ. However, the value of the potential at the minimum is −  14
µ4

λ
, which

becomes very large and n eg ative. Thus in terms o f a picture such as figure 17.2,
the potential has a very deep and narrow minimum and (assuming a semi-classical
picture) the fields are effectively constrained to lie on the ‘chiral circle’

σ̂ 2 + π̂
2 = f 2

π . (18.92)

The result of imposing (18.92) is rather remarkable. Let us consider now just
the meson sector. The potential terms disappear altogether from (18.72) and we
are left with pions interacting via the interaction

�̂nlσm = 1
2∂µ

(√
f 2
π − π̂

2
)
∂µ

(√
f 2
π − π̂

2
)

(18.93)

= 1
2
(π̂ · ∂µπ̂)(π̂ · ∂µπ̂)

( f 2
π − π̂

2
)

. (18.94)

We interpret the denominator in (18.94) via its expansion

�̂nlσm = 1

2 f 2
π

(π̂ · ∂π̂)(π̂ · ∂π̂)(1 − π̂
2
/ f 2
π )

−1 (18.95)

= 1

2 f 2
π

(π̂ · ∂µπ̂)(π̂ · ∂µπ̂)+ O(π̂6
). (18.96)

The first term in (18.96) describes a pion–pion scattering process of the form
π+π → π+π , for which it makes a quite specific prediction, since fπ is known.
The result was first given by Weinberg (1966), using a different technique, and is
consistent with experiment (see Donoghue et al (1992) for a review).

Relation (18.96) invites a number of comments. First, we note that the
effective interaction 1

2 f 2
π
(π · ∂π)2 is not renormalizable, since it has a coefficient

with dimension (mass)−2. However, the discussion in section 11.8 showed that
such a Lagrangian could still be useful, even in loops, provided one worked at
energies below the scale set by the dimensional coupling. Here that scale is
fπ = 93 MeV (or perhaps this multiplied by numbers such as 2π , if we are
lucky). At any rate, we expect the theory to work only for energies not too far from
threshold. Nevertheless, it is striking that symmetry conditions have determined
the low-energy dynamics of the Goldstone modes. This is a general feature and
clearly a most important one. It opens up a large field of ‘effective Lagrangians’
for low-energy hadronic physics (Donoghue et al 1992).
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Second, it is in terestin g that the effective π –π in ter actio n invo lve s two
derivatives, so that the corresponding Feynman amplitudes for π(  p1)+π(  p 2) →
π(  p′

1) + π(  p′
2) contain two powers of the momenta, which from Lorentz

invariance must appear in the f orm o f s = ( p1 + p 2)2 , t = ( p 1 − p′
1)

2 or
u = ( p1 − p′

2)
2 , where  p 1 + p 2 = p′

1 + p′
2 expresses 4-momentum conservation.

They therefore vanish (for m 2π = 0) at the points s = 0, t = 0 or u = 0. On the
other hand, derivatives are absent from the meson sector of the ‘spontaneously
broken’ model (18.88), suggesting a contradiction. In particular, the in teractio n
1
4λ(π̂  

2
)2 would seem to lead to a constant (non-vanishing) contribution as the

momenta went to zero. However, there will also be contributions from σ ′
exchange of the form A/(q 2 − m 2σ ) wh ere m 2σ = 2µ2 and A is proportional
to λ2v  2σ  . Expanding this in powers of q 2/ m 2σ , we find a leading term − A/ m 2σ ∼
−λ2v  2σ / m 2σ ∼ −λ2v  2σ /µ

2 ∼ −λ. A proper calculation shows that indeed su ch
terms exactly cancel the 1

4λ(π̂  
2
)2 ones (see, for example, Donoghue et al (1992)),

leaving the leading contribution proportional to q 2 (where q is any of the possible
momentum transfers).

Desp ite the low-energ y success o f ( 18.96) (which is called the ‘nonlinear
σ -model’ in this context), it fails to account for prominent phenomena as the
energy scale rises in to th e 500–1000 MeV reg ion. In particular, there is no sign
of the T = 1, J P = 1−π − π resonance called the ρ ( see sectio n 9 .5 ) , with a
m a ss o f 7 7 0 MeV. Th e situ atio n is n o b etter with th e ‘ lin ear σ -model’ of (18.88).
The importance of ρ -meson ex change in hadronic dynamics was first stressed b y
Sakurai (1960) in his ‘vector meson dominance’ theory. It is phenomenologically
rather su ccessful bu t it h as not yet b een possible to d erive it d irectly from QCD.
A combination of the low-energy Goldstone mode dynamics and the (at present)
phenomenological ρ-meson contribution provides a good representation of non-
strange mesonic dynamics below about 1 GeV.

18.4 Chiral anomalies

In all our discussions of symmetries so far—unbroken, approximate and
spontaneously broken—there is one result on which we have relied and never
queried. We refer to Noether’s theorem, a s d iscussed in section 12.3.1. This states
that for every continuous symmetry of a Lagrangian, there is a corresponding
conserved current. We demonstrated this result in some special cases, but we
have now to point out that while it is undoubtedly valid at the level of the
classical Lagrangian and field equations, we did not investigate whether quantum
corrections might violate the classical conservation law. This can, in fact, happen
and when it does the afflicted current (or its divergence) is said to be ‘anomalous’
or to contain an ‘anomaly’. General analysis shows that anomalies occur in
renormalizable theories of fermions coupled to both vector and axial vector
currents. In particular, therefore, we may expect an anomaly when we introduce
electromagnetism into our chiral models (such as the linear σ -model), since then
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1

Figure 18.4. The amplitude considered in (18.97) and the one-pion intermediate state
contribution to it.

both axial vector and vector symmetry currents will be involved. This is an
example of a chiral anomaly, a typical illustration of which is provided by the
calculation of the rate for π0 → γ γ , to be discussed shortly.

One way of understanding how anomalies arise is through consideration of
the renormalization process, which is in general necessary once we get beyond the
classical (‘tree level’) approximation. As we saw in volume 1, this will invariably
entail some regularization of divergent integrals. But the specific example of
the O(e2) photon self-energy studied in section 11.3 showed that a simple cut-
off form of regularization already violated the current conservation (or gauge
invariance) condition (11.21). In that case, it was possible to find alternative
regularizations which respected electromagnetic current conservation and were
satisfactory. Anomalies arise when both axial and vector symmetry currents are
present, since it is not possible to find a regularization scheme which preserves
both vector and axial vector current conservation (Adler 1970, Jackiw 1972, Adler
and Bardeen 1969).

The need for particular care in the calculation of π0 → γ γ was first
recognized by Schwinger (1951), using a different approach. A full exposition
of the anomaly in the axial vector current in spinor electrodynamics was first
given by Adler (1969) and the occurrence of the anomaly in the σ -model (with
electromagnetic interactions) was pointed out by Bell and Jackiw (1969). A more
modern non-perturbative perspective is provided by Peskin and Schroeder (1995,
chapter 19).

We shall not attempt an extended discussion of this technical subject. But
we do want to alert the reader to the existence of these anomalies; to indicate how
they arise in one simple model; and to explain why, in some cases, they are to be
welcomed, while in others they must be eliminated.

We consider the classic case of π0 → γ γ , in the context of spontaneously
broken global chiral symmetry with massless quarks and pions. The axial isospin
current ĵµi,5(x) should then be conserved, but we shall see that this implies that the

amplitude for π0 → γ γ must vanish, as first pointed out by Veltman (1967) and
Sutherland (1967). We begin by writing the matrix element of ĵµ3,5(x) between
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the vacuum and a 2γ state, in momentum sp ace, as∫
d 4 x e−i q· x〈γ,  k 1, ε1; γ,  k 2, ε2| ĵµ3, 5( x)| 0〉

= (2π)4δ 4(k 1 + k 2 − q)ε∗
1ν(k 1)ε

∗
2λ(k 2)�

µνλ(k1, k 2).  (18.97)

As in figure 18.3, one contribution to�µνλ has the form (constant/q 2 ) d u e to th e
m a ssle ss π  0 propagator, sh own in figure 18.4. This is because, once again, when
chiral symmetry is spontaneously broken, the axial current connects the pion state
to th e vacuum, as d escrib ed by th e matrix element (18.46). The contribu tio n o f
the process shown in figure 18.4 to �µνλ is th en

iqµ fπ
i

q 2 
i Aενλαβ  k 1α  k 2β  (18.98)

where we h ave p arametrized the π 0 → γ γ  amplitude as Aενλαβε∗
1ν(k 1)ε∗

2λ(k 2)
k1α  k 2β  . Note that this automatically in corporates electromagnetic gauge
invariance (the amplitude vanish es wh en th e polarizatio n vector of eith er photon
is replaced by its 4-momentum, due to the anti-sy mmetry o f the ε symbol), and
it is sy mmetrical under interchange of th e photon labels. Now consid er replacing
ĵµ3, 5( x) in (18.97) by ∂µ ĵµ3, 5( x), which should b e zero. A p artial integ ratio n in
(18.97) then shows that this implies that

qµ�
µνλ = 0 (18.99)

wh ich with ( 1 8 . 9 8 ) im p lies th a t A = 0, and h ence that π 0 → γ γ  is forbidden. It
is important to realize that all other contributions to�µνλ, apart from the π 0 one
shown in figure 18.4, will not have the 1/q 2 facto r in ( 1 8 . 9 8 ) an d will, th er ef o r e,
give a vanishing contribution to qµ�µνλ at q 2 = 0 which is the on-shell point
for the (massless) pion.

It is, of course, true that m 2π �= 0. But estimates (Adler 1969) of the
consequent corrections suggest th at th e p redicted rate of π  0 → γ γ  for real
π 0 ’s is far too small. Consequently, there is a problem for the hypothesis of
spontaneously broken (approximate) chiral symmetry.

I n su ch a situ atio n , it is h e lp f u l to c o n sid er a d etailed calcu latio n p er f o r m ed
with in a specific model. In th e p resent case, we want a model which exemplifies
spontaneously broken chiral sy mmetry, so th e Lagrangian �̂σ of (18.72) is an
obvious choice, wh en enlarg ed to in clude electromagnetism in the usual g auge-
invariant way. For our purposes, it will be sufficient to simplify (18.72) so as
to include only one fermion of charge e (the proton) and two mesons, the σ
and π3. This was the model considered by Bell and Jackiw (1969) and also by
Adler (1969). It is also effectively the model used long before, by Steinberger
(1949), in the first calculation of the π 0 → γ γ  rate. To o rder α , there are two
graphs to consider, shown in figure 18.5(a ) and  (b ). It turns out that the fermion
loop integral is actually convergent: details of its evaluation may be found in
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F i gu re 18. 5. The two O(α)  gr aphs cont r i but i ng t o π 0 → γ γ  decay i n t he s i mpl i fi ed
ve r s i on of ( 18. 72) .

F i gu re 18. 6. O(α)  cont r i but i ons t o t he m at r i x e l e ment i n ( 18. 97) .

Itzykson and Zuber (1980, section 11.5.2). In the limit q 2 → 0, the result is
(using g/ m = f −1

π )

A = e 2

4π 2 fπ
(18.100)

wh ere A is th e π  0 → γ γ  am p litu d e in tr o d u ced ear lier. Problem 18.9 evalu ates
th e π  0 → γ γ  rate using (18.100) to give

�(π  0 → 2γ ) = α  2

64π 3

m 3π
f 2π
. (18.101)

(18.101) is in very good agreement with experiment.
I n p r in cip le, va r io u s p o ssib ilities n ow ex ist. Bu t a car ef u l an aly sis o f th e

‘triangle’ graph contributions to the matrix element �µνλ of (18.97), shown in
figure 18.6, reveals that the fault lies in assuming that a regularization exists such
that for these amplitudes the conservation equation qµ〈γ γ | ĵµ3,5(0)|0〉 = 0 can be
maintained, at the same time as electromagnetic gauge invariance. In fact, no such
regularization can be found. When the amplitudes of figure 18.6 are calculated
using an (electromagnetic) gauge-invariant procedure, one finds a non-zero result
for qµ〈γ γ | ĵµ3,5(0)|0〉 (again the details are given in Itzykson and Zuber (1980)).
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Th is im p lies th at ∂µ ĵµ3, 5( x) is not zero after all, th e calculatio n p roducin g the
sp ecific value

∂µ ĵµ3, 5( x) = −  
e 2

32π 2 
εανβλ F̂αν F̂βλ  (18.102)

wh ere th e F̂ ’s are the usual electromagnetic field strength tenso rs.
Equation (18.102) means that (18.99) is no longer valid, so that A need no

longer vanish: indeed, (18.102) predicts a definite value for A , so we n eed to see
if it is consistent with (18.100). Taking the vacuum → 2γ matrix element o f
(18.102) produces (problem 18.10)

iqµ�µνλ = e 2

4π 2 
εανβλ  k 1α  k 2µ  (18.103)

which is indeed consistent with (18.97) and (18.100), after suitably interchanging
the labels o n the ε symbol.

Equation (18.102) is a typical example of ‘an anomaly’—the violation, at
the quantum level, of a symmetry of the classical Lagrangian. It might be thought
that the result (18.102) is only valid to order α (though the O(α  2 ) c o r r ectio n
would p resu mably b e very small). But Ad ler and Bardeen (1969) sh owed th at
such ‘triangle’ loops give the only anomalous contributions to the ĵµi, 5 − γ − γ

vertex, so that (18.102) is true to all orders in α .
The triangles considered earlier actually used a f ermion with integer charg e

(the proton). We clearly should u se quarks, wh ich carry fractional charg e. In th is
case, the p revious numerical value for A is m u ltip lied b y th e facto r τ3 Q 2 for each
contributing quark. For the u and d quarks of chiral SU(2)×SU( 2 ) , th is g ive s 1 /3 .
Consequently agreement with experiment is lo st unless there ex ist three replicas
of each quark, identical in their electromagnetic and SU(2)×SU(2) properties.
Colour supplies just this degeneracy, and thus the π  0 → γ γ  r a te is im p o r tan t
ev id ence for such a degree of freedom.

In the foregoing discussion, the axial isospin current was associated with a
global symmetry: only the electromagnetic currents (in th e case o f π  0 → γ γ )
were asso ciated with a local (gauged) sy mmetry and they remained conserved
(anomaly free). If, however, we have an anomaly in a current asso ciated with
a local symmetry, we will have a serious problem. The whole rather elaborate
construction of a quantum gauge field theory relies o n current conservatio n
equations such as (11.21) or (13.164) to eliminate unwanted gauge degrees of
freedom and ensure unitarity of the S -matrix. So anomalies in currents coupled
to gauge field s cannot be to lerated. As we sh all see in chapter 20, and is already
evident from (18.48), axial currents are indeed present in weak interactions and
they are coupled to the W±,Z0 gauge fields. Hence, if this theory is to be
satisfactory at the quantum level, all anomalies must somehow cancel away. That
this is possible rests essentially on the observation that the anomaly (18.102) is
independent of the mass of the circulating fermion. Thus cancellations are, in
principle, possible between quark and lepton ‘triangles’ in the weak interaction
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case. Remarkably enough, complete cancellation of all anomalies does occur in
the GSW theory (see Peskin and Schroeder 1995, section 20.2). Bouchiat et al
(1972) were the first to point out that each generation of quarks and leptons will be
separately anomaly free if the fractionally charged quarks come in three colours.
Anomaly cancellation is a powerful constraint on possible theories (’t Hooft 1980,
Weinberg 1996, section 22.5).

Problems

18.1 Verify (18.24)–(18.26).

18.2 Verify (18.28)–(18.30).

18.3 Show that �q of (18.12) can be written as (18.39).

18.4 Show that the rate for π+ → µ+νµ, calculated from the lowest-order matrix
element (18.52), is given by (18.53).

18.5 Verify (18.64).

18.6 Show that (18.72) is invariant under the transformations (18.78)–(18.80).

18.7 Show that after making the ‘shift’ (18.87), the Lagrangian (18.72) becomes
(18.88).

18.8 Show that when a term cσ̂ is added to �σ of (18.72), the divergence of the
axial vector current is given by ∂µ ĵµi,5(x) = −cπ̂i .

18.9 Verify (18.101), and calculate the π0 lifetime in seconds.

18.10 Verify (18.103).
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19

SPONTANEOUSLY BROKEN LOCAL SYMMETRY

In earlier parts of this book we have briefly indicated why we might want to
search for a gauge theory of the weak interactions. The reasons include: (a)
th e g o al o f u n ificatio n ( e.g . with th e U( 1 ) g au g e th eo r y QED) , as m en tio n ed
in sectio n 2 .5 ; a n d ( b ) cer tain ‘ u n ive r sality ’ p h e n o m en a ( to b e d iscu ssed m o r e
f u lly in ch ap ter 2 0 ) , wh ich ar e r em in iscen t o f a sim ilar situ atio n in QED ( see
co m m en t ( ii) in sectio n 3 .6 an d also section 11.6) and which are p articularly
characteristic of a non-Ab elian g auge th eory, as pointed out in sectio n 13.1 after
eq u atio n ( 1 3 . 4 4 ) . However, we also k n ow f r o m sectio n 2 .5 th at weak in ter actio n s
are short-ranged, so th at th eir mediatin g quanta must b e massive. At first sight,
th is seem s to r u le o u t th e p o ssib ility o f a g au g e th eo r y o f weak in ter actio n s, sin ce
a simple gauge boson mass violates gauge invariance, as we pointed out for the
photon in section 11.4 and for non-Abelian gauge quanta in section 13.51, and we
will r ev iew ag ain in th e f o llowin g sectio n . Neve r th e less, th er e is a wa y o f g iv in g
gauge field quanta a mass, which is by ‘spontaneously breaking’ the gauge (i.e.
lo cal) sy m m e tr y. Th is is th e to p ic o f th e p r esen t c h a p ter. T h e d e tailed a p p licatio n
to th e electr oweak th eo r y will b e m ad e in ch ap ter 2 2 .

19.1 Massive and massless vector particles

Let us begin by noting an elementary (classical) argument for why a gauge field
quantum cannot have mass. The electromagnetic potential satisfies the Maxwell
equation (cf (3.21))

�Aν − ∂ν(∂µAµ) = jνem (19.1)

which, as discussed in section 3.3, is invariant under the gauge transformation

Aµ → A′µ = Aµ − ∂µχ. (19.2)

However, if Aµ were to represent a massive field, the relevant wave equation
would be

(�+ M2)Aν − ∂ν(∂µAµ) = jνem. (19.3)

To get this, we have simply replaced the massless ‘Klein–Gordon’ operator �
by the corresponding massive one, � + M2 (compare sections 4.1 and 5.3).
Equation (19.3) is manifestly not invariant under (19.2) and it is precisely the
mass term M2 Aν that breaks the gauge invariance. The same conclusion follows
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F i gu re 19. 1. F er m i on–f er mi on scat t er i ng vi a exchange of t wo X bosons.

in a Lagrangian treatment: to obtain (19.3) as th e corresponding Euler– Lagrange
equation, one adds a mass term + 12 M 2 Aµ Aµ to th e Lagrangian of (7.63) (see also
sections 11.4 and 13.5.1) and this clearly violates invariance under (19.2). Sim ilar
reasoning holds for the non-Abelian case too. Perhaps, then, we must settle for
a theory involving massive charged vector bosons, W± for example, without it
being a gauge theory.

Such a theory is certainly possible but it will not be renormalizable, as
we now discuss. Consider figure 19.1, which shows some kind of fermion–
fermion scattering (we n eed not be more sp ecific), proceeding in fourth-order
perturbation theory via the exchange of two massive vector bosons, which we
will call X- p ar ticles. To calcu late th is am p litu d e , we n eed th e p r o p a g a to r f o r
the X-particle, which can be found by following the ‘ heuristic’ r oute outlined in
section 7.3.2 for photons. We consider the momentum–space version of (19.3)
for the corresponding Xν  field, but without the current on the right-hand side (so
as to describe a free field):

[(− k 2 + M 2) gνµ + kν kµ]X̃µ(k) = 0 (19.4)

which should be compared with (7.87). Apart from the ‘iε ’, the propagator should
be proportional to the inverse o f the quantity in the square brackets in (19.4).
Problem 19.1 shows th at, u n like th e (massless) photon case, th is inverse does
ex ist a n d is g ive n b y

− gµν + kµ kν/ M 2

k 2 − M 2
. (19.5)

A p r o p e r field - th eo r e tic d e r iva tio n wo u ld y ield th is r e su lt m u ltip lied b y a n ove r a ll
factor ‘i’ as usual and would also include the ‘iε’ via k2 − M2 → k2 − M2 + iε.
We remark immediately that (19.5) gives nonsense in the limit M → 0, thus
indicating already that a massless vector particle seems to be a very different kind
of thing from a massive one (we cannot just take the massless limit of the latter).

Now consider the loop integral in figure 19.1. At each vertex we will have a
coupling constant g, associated with an interaction Lagrangian having the general
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form g ¯̂ψγµψ̂ X̂µ (a γµγ 5 couplin g could also b e p resent bu t will not affect th e
argument). Just as in QED, this ‘ g ’ is d imensionless but, as we warned the reader
in sectio n 1 1 . 8 , th is m a y n o t g u a r a n tee r e n o r m a lizab ility an d , in d eed , th is is a case
wh ere it does not. To g et an id ea of wh y this might be so , consid er th e leadin g
divergent behaviour of figure 19.1. This will be associated with the kµ kν ter m s in
the numerator of (19.5), so that the leading divergence is effectively

∼
∫

d4k

(
kµkν

k2

) (
kρkσ

k2

)
1
/k

1
/k

(19.6)

for high k-values (we are not troubling to get all the indices right, we are
omitting the spinors altogether and we are looking only at the large-k part of the
propagators). Now the first two bracketed terms in (19.6) behave like a constant
at large k, so that the divergence becomes

∼
∫

d4k
1
/k

1
/k

(19.7)

which is quadratically divergent and, indeed, exactly what we would get in a
‘four-fermion’ theory—see (11.89) for example. This strongly suggests that the
theory is non-renormalizable.

Where have these dangerous powers of k in the numerator of (19.6) come
from? The answer is simple and important. They come from the longitudinal
polarization state of the massive X-particle, as we shall now explain. The free-
particle wave equation is

(�+ M2)Xν − ∂ν(∂µXµ) = 0 (19.8)

and plane-wave solutions have the form

Xν = ενe−ik·x . (19.9)

Hence, the polarization vectors εν satisfy the condition

(−k2 + M2)εν + kνkµε
µ = 0. (19.10)

Taking the ‘dot’ product of (19.10) with kν leads to

M2k · ε = 0 (19.11)

which implies (for M2 �= 0!)
k · ε = 0. (19.12)

Equation (19.12) is a covariant condition, which has the effect of ensuring that
there are just three independent polarization vectors, as we expect for a spin-
1 particle. Let us take kµ = (k0, 0, 0, |k|): then the x- and y-directions are
‘transverse’ while the z-direction is ‘longitudinal’. Now, in the rest frame of the

Copyright 2004 IOP Publishing Ltd



X, su ch that kres t = ( M, 0, 0, 0), (19.12) reduces to ε 0 = 0 and we may choose
three independent ε ’s a s

εµ(k res t, λ) = (0, ε(λ))  (19.13)

with

ε(λ = ±1) = ∓ 2−1/ 2(1,± i, 0) (19.14)

ε(λ = 0) = (0, 0, 1).  (19.15)

The ε ’s are ‘orthonormalized’ so that (cf (7.83))

ε(λ)∗ · ε(λ′) = δλλ′ . (19.16)

Th ese states h ave d efin ite sp in p r o jectio n (λ = ±1, 0) along the z -axis. For the
resu lt in a g eneral frame, we can Lorentz transform εµ(kres t, λ)  as required. Fo r
ex ample, in a frame su ch that kµ = (k 0, 0, 0, | k|), we  find  that

εµ(k, λ = ±1) = εµ(k res t, λ = ±1) (19.17)

as before, but th e longitudinal polarizatio n vector becomes (problem 19.2)

εµ(k, λ = 0) = M−1(| k|, 0, 0, k 0).  (19.18)

No te th at k · εµ(k, λ = 0) = 0 as required.
From (19.17) and (19.18), it is straightforward to verify the result (problem

19.3) ∑
λ=0,±1

εµ(k, λ)εν∗(k, λ) = −gµν + kµkν/M2. (19.19)

Consider now the propagator for a spin- 1
2 particle, given in (7.60):

i(/k + m)

k2 − m2 + iε
. (19.20)

Equation (7.61) shows that the factor in the numerator of (19.20) arises from the
spin sum ∑

s

uα(k, s)ūβ(k, s) = (/k + m)αβ. (19.21)

In just the same way, the massive spin-1 propagator is given by

i[−gµν + kµkν/M2]
k2 − M2 + iε

(19.22)

and the numerator in (19.22) arises from the spin sum (19.19). Thus, the
dangerous factor kµkν/M2 can be traced to the spin sum (19.19): in particular,
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at larg e values o f k the longitudinal state εµ(k, λ = 0) is proportional to kµ , and
th is is th e o rigin o f the numerator factors kµ kν/ M 2 in (19.22).

We sh all not give further d etails here (see also section 20.3) bu t m erely state
that theories with massive charged vect or bosons are indeed non-renormalizable.
Do es th is matter? In sectio n 11.8 we explained why it is thought th at th e relevant
theories at presently accessible energ y scal es should b e r enormalizable theories.
I s th er e, th en , a ny wa y o f g ettin g r id o f th e o ff en d in g ‘ kµ kν ’ ter m s in th e X-
propagato r, so as (perhaps) to render the th eory renormalizable? Consid er th e
photon propagato r o f chapter 7 repeated here:

i[−  gµν + (1 − ξ)kµ kν/ k 2]
k 2 + iε

. (19.23)

This contains so mewhat similar factors o f kµ kν  ( a d m itted ly d iv id ed b y k 2 rath er
th an M 2 ) but they are g auge-dependent and can, in fact, b e ‘gauged away’ entirely,
by choice of th e g auge parameter ξ (namely b y taking ξ = 1). But, as we have
seen, such ‘gauging’—essentially the freedom to make gauge transformations—
seems to b e possible only in a massless vector theory.

A clo sely related point is th at, as sectio n 7 .3.1 sh owed, free photons ex ist
in only two polarizatio n states (electromagnetic waves are purely transverse),
in stead of th e three we might have expected for a vector (spin-1) particle—and
as do indeed ex ist for massive vector particles. This gives another way of seeing
in what way a massless vector particle is really very diff erent from a massive
one: the former has only two (spin) degrees of freedom, while th e latter h as th ree,
and it is not at all clear how to ‘lose’ the offending longitudinal state smoothly
( cer tain ly n o t, as we h ave seen , b y lettin g M → 0 in (19.5)).

These considerations therefore suggest the following line of thought: is it
possible somehow to create a theory involving massive vector bosons, in such
a way that the dangerous kµkν term can be ‘gauged away’, making the theory
renormalizable? The answer is yes, via the idea of spontaneous breaking of gauge
symmetry. This is the natural generalization of the spontaneous global symmetry
breaking considered in chapter 17. By way o f advance notice, the crucial formula
is (19.75) for the propagator in such a theory, which is to be compared with
(19.22).

The first serious challenge to the then widely held view that electromagnetic
gauge invariance requires the photon to be massless was made by Schwinger
(1962). Soon afterwards, Anderson (1963) pointed out that several situations
in solid state physics could be interpreted in terms of an effectively massive
electromagnetic field. He outlined a general framework for treating the
phenomenon of the acquisition of mass by a gauge boson, and discussed its
possible relevance to contemporary attempts (Sakurai 1960) to interpret the
recently discovered vector mesons (ρ,ω, φ, . . .) as the gauge quanta associated
with a local extension of hadronic flavour symmetry. From his discussion, it
is clear that Anderson had his doubts about the hadronic application, precisely
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because, as h e remarked, gauge bosons can only acquire a mass if the sy mmetry is
spontaneously broken. This h as th e consequence, as we saw in chapter 17, th at th e
multiplet structure ordinarily asso ciated with a non-Abelian symmetry would b e
lo st. Bu t we k n ow th a t flavo u r sy m m e tr y, even if ad m itted ly n o t ex act, cer tain ly
lead s to id e n tifiab le m u ltip lets, wh ich ar e a t least a p p r o x im a tely d eg e n e r a te in
mass. It was Weinberg (1967) and Salam (1968) wh o made the correct applicatio n
of these ideas to the g eneration o f m ass f or th e g auge quanta asso ciated with th e
weak force. There is, however, nothing sp ecifically relativistic about th e b asic
mechanism involved, nor need we start with th e non-Ab elian case. In fact, the
physics is well illustrated b y the non-relativistic Abelian ( i.e. electromagnetic)
case—wh ich is nothing but the physics of superconductivity. Our presentation is
influenced by that of Anderson (1963).

1 9 . 2 The g e nera t io n o f ‘ pho t o n ma ss’ in a superc o nduct o r: t he Meissner
effect

In chapter 17, sectio n 17.7, we gave a b rief in troductio n to some asp ects o f the
BCS th eory of superconductivity. We were concerned mainly with th e n ature
of the BCS ground state and with the non-perturbative origin of the energy gap
for elementary excitations. I n p articular, as noted after ( 17.128), we o mitted
co m p letely all electr o m ag n etic co u p lin g s o f th e electr o n s in th e ‘ m icr o sco p ic’
Ham ilto n ian . I t is cer tain ly p o ssib le to c o m p lete th e BCS th eo r y in th is wa y, so as
to in clu d e with in th e sam e f o r m a lism a tr eatm e n t o f electr o m a g n e tic eff ects ( e.g .
th e Meissn er effect) in a superconducto r. We refer interested readers to the book
by Schrieffer (1964, chapter 8). Instead, we shall follow a less ‘microscopic’
and somewhat more ‘phenomenological’ approach, which has a long history in
theoretical studies of superconductivity and is, in some ways, actually closer (at
least formally) to our eventual application in particle physics.

In sectio n 17.3.1 we introduced th e concept o f an ‘order p arameter’, a
quantity which was a measure of the ‘degree of ordering’ of a system below
some transition temperature. In the case of superconductivity, the order parameter
(in this sense) is taken to be a complex scalar field ψ , as originally proposed
by Ginzburg and Landau (1950), well before the appearance of BCS theory.
Subsequently, Gorkov (1959) and others showed how the Ginzburg–Landau
description could be derived from BCS theory, in certain domains of temperature
and magnetic field. This work all relates to static phenomena. More recently, an
analogous ‘effective theory’ for time-dependent phenomena (at zero temperature)
has been derived from a BCS-type model (Aitchison et al 1995). For the moment,
we shall follow a more qualitative approach.

The Ginzburg–Landau field ψ is commonly referred to as the ‘macroscopic
wave function’. This terminology originates from the recognition that in the BCS
ground state a macroscopic number of Cooper pairs have ‘condensed’ into the
state of lowest energy, a situation similar to that in the Bogoliubov superfluid.
Further, this state is highly coherent, all pairs having the same total momentum
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(namely zero, in the case of (17.140)). These considerations suggest that a
successful phenomenology can be built by invoking the idea of a macroscopic
wavefunction ψ , describing the condensate. Note that ψ is a ‘bosonic’ quantity,
referring essentially to paired electrons. Perhaps the single most important
property of ψ is that it is assumed to be normalized to the total density of Cooper
pairs nc via the relation

|ψ|2 = nc = ns/2 (19.24)

where ns is the density of superconducting electrons. The quantities nc and ns will
depend on temperature T , tending to zero as T approaches the superconducting
transition temperature Tc from below. The precise connection between ψ and
the microscopic theory is indirect; in particular, ψ has no knowledge of the
coordinates of individual electron pairs. Nevertheless, as an ‘empirical’ order
parameter, it may be thought of as in some way related to the ground-state ‘pair’
expectation value introduced in (17.121); in particular, the charge associated with
ψ is taken to be −2e and the mass is 2me.

The Ginzburg–Landau description proceeds by considering the quantum-
mechanical electromagnetic current associated with ψ , in the presence of a static
external electromagnetic field described by a vector potential A. This current
was considered in section 3.4 and is given by the gauge-invariant form of (A.7),
namely

j em = −2e

4mei
[ψ∗(∇ + 2ie A)ψ − {(∇ + 2ieA)ψ}∗ψ]. (19.25)

Note that we have supplied an overall factor of −2e to turn the Schrödinger
‘number density’ current into the appropriate electromagnetic current. Assuming
now that, consistently with (19.24), ψ is varying primarily through its phase
degree of freedom φ, rather than its modulus |ψ|, we can rewrite (19.25) as

jem = −2e2

me

(
A + 1

2e
∇φ

)
|ψ|2 (19.26)

where ψ = eiφ|ψ|. We easily verify that (19.26) is invariant under the gauge
transformation (3.40), which can be written in this case as

A → A + ∇χ (19.27)

φ → φ − 2eχ. (19.28)

We now replace |ψ|2 in (19.26) by ns/2 in accordance with (19.24) and take the
curl of the resulting equation to obtain

∇ × jem = −
(

e2ns

me

)
B. (19.29)

Equation (19.29) is known as the London equation (London 1950) and is one of
the fundamental phenomenological relations in superconductivity.
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The significance of (19.29) emerges when we combine it with the (static)
Maxwell equation

∇ × B = jem. (19.30)

Taking the curl of (19.30) and using ∇ × (∇ × B) = ∇(∇ · B) − ∇2 B and
∇ · B = 0, we find that

∇2 B =
(

e2ns

me

)
B. (19.31)

The variation of magnetic field described by (19.31) is a very characteristic one
encountered in a number of contexts in condensed matter physics. First, we
note that the quantity (e2ns/me) must—in our units—have the dimensions of
(length)−2, by comparison with the left-hand side of (19.31). Let us write(

e2ns

me

)
= 1

λ2
. (19.32)

Next, consider for simplicity one-dimensional variation

d2 B
dx2 = 1

λ2 B (19.33)

in the half-plane x ≥ 0, say. Then the solutions of (19.33) have the form

B(x) = B0 exp −(x/λ) (19.34)

the exponentially growing solution being rejected as unphysical. The field,
therefore, penetrates only a distance of order λ into the region x ≥ 0. The
range parameter λ is called the screening length. This expresses the fact that,
in a medium such that (19.29) holds, the magnetic field will be ‘screened out’
from penetrating further into the medium.

The physical origin of the screening is provided by Lenz’s law: when a
magnetic field is applied to a system of charged particles, induced EMF’s are set
up which accelerate the particles and the magnetic effect of the resulting currents
tends to cancel (or screen) the applied field. On the atomic scale, this is the cause
of atomic diamagnetism. Here the effect is occurring on a macroscopic scale
(as mediated by the ‘macroscopic wavefunction’ ψ) and leads to the Meissner
effect—the exclusion of flux from the interior of a superconductor. In this case,
screening currents are set up within the superconductor, over distances of order
λ from the exterior boundary of the material. These exactly cancel—perfectly
screen—the applied flux density in the interior. With ns ∼ 4×1028 m−3 (roughly
one conduction electron per atom), we find that

λ =
(

me

nse2

)1/2

≈ 10−8 m (19.35)
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which is the correct order of magnitude for the thickness of the surface layer
with in wh ich scr een in g c u r r e n ts flow, a n d ove r wh ich th e a p p lied field falls to
zero. As T → Tc , n s → 0 and λ b eco m e s a r b itr ar ily larg e, so th at flu x is n o
longer screened.

It is quite simple to interpret equation (19.31) in terms of an ‘effective non-
zero photon mass’. Consid er th e equatio n (19.8) for a free massive vector field .
Taking th e d ivergence v ia ∂ν leads to

M 2∂ν X
ν = 0 (19.36)

( c f ( 1 9 . 1 1 ) ) a n d so ( 1 9 . 8 ) can b e wr itten a s

(�+ M 2) Xν = 0 (19.37)

which simply expresses the fact that each component of Xν  has m ass M . Now
co n sid er th e static ve r sio n o f ( 1 9 . 3 7 ) , in th e r e st f r a m e o f th e X- p ar ticle in wh ich
(see equation (19.13)) the ν = 0 component vanishes. Equation (19.37) reduces
to

∇  2 X = M 2 X (19.38)

which is exactly the same in form as (19.31) (if X wer e th e e lectr o m a g n e tic field
A, we could take the curl of (19.38) to obtain (19.31) via B = ∇ × A). The
connection is m ade p recise by making the asso ciation

M 2 =
(

e 2 ns

me

)
= 1

λ2 
. (19.39)

Equation (19.39) shows very d irectly another way of understanding the ‘screening
length ↔ photon mass’ connection: in our units h̄ = c = 1, a m ass h as the
d im e n sio n o f a n inver se len g th a n d so we n a tu r a lly ex p ect to b e ab le to in ter p r e t
λ−1 as an equivalent mass (for the photon, in th is case).

This treatment conveys much of the essential physics behind the
phenomenon of ‘photon mass generation’ in a superconducto r. In particular, it
suggests rather strongly that a second field , in a d d itio n to th e electr o m a g n e tic o n e ,
is an essen tial e lem e n t in th e sto r y ( h er e, it is th e ψ field ) . Th is p r ov id es a p ar tial
answer to the puzzle about the discontinuous change in the number of spin degrees
of freedom in going from a massless to a massive gauge field : actually, some o th er
field has to be supplied. Nevertheless, many questions remain unanswered so far.
Fo r example, h ow is all the foregoing related to what we learned in chapter 17
about spontaneous symmetry breaking? Where is the Goldstone mode? Is it
really all gauge invariant? And what about Lorentz invariance? Can we provide
a Lagrangian description of the phenomenon? The answers to these questions are
mostly contained in the model to which we now turn, which is due to Higgs (1964)
an d is e ssen tially th e lo ca l version of the U(1) Goldstone model of section 17.5.
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1 9 . 3 Spo nt a neo usly bro ken lo ca l U( 1 ) sy mmet r y : t he Abelia n H ig g s mo del

This model is just �̂G of (17.69) and (17.77), extended so as to be locally, rather
than merely globally, U(1) invariant. Due originally to Higgs (1964), it provides
a d eservedly famous and b eautifully simple model for investig atin g what h appens
wh en a gauge symmetry is spontaneously broken.

To make (17.69) lo cally U(1) invariant, we need only replace th e ∂ ’s b y D̂ ’s
according to the rule (7.120) and add the Maxwell piece. This produces

�̂H = [(∂µ + iq Âµ)φ̂]  †[(∂µ + iq Âµ)φ̂] −  14 F̂µν F̂µν − 1
4λ(φ̂  † φ̂)2 + µ2(φ̂  † φ̂).

(19.40)
(19.40) is invariant under the lo cal versio n o f (17.72), n amely

φ̂(x) → φ̂′( x) = e−iα̂(  x)φ̂(  x) (19.41)

when accompanied b y the gauge tr ansf ormation o n the potentials

Âµ( x) → Â
′µ( x) = Âµ( x)+ 1

q
∂µα̂(x).  (19.42)

Before proceeding any further, we note at once that this m odel contains four
field degrees of freedom—two in the complex scalar Higgs field φ̂ and two in
the massless gauge field Âµ.

We learned in section 17.5 that the form of the potential terms in (19.40)
(specifically the µ2 one) does not lend itself to a natural particle interpretation,
which only appears after making a ‘shift to the classical minimum’, as in (17.84).
But there is a remarkable difference between the global and local cases. In the
present (local) case, the phase of φ̂ is completely arbitrary, since any change in α̂
of (19.41) can be compensated by an appropriate transformation (19.42) on Âµ,
leaving �̂H the same as before. Thus, the field θ̂ in (17.84) can be ‘gauged away’
altogether, if we choose! But θ̂ was precisely the Goldstone field, in the global
case. This must mean that there is somehow no longer any physical manifestation
of the massless mode. This is the first unexpected result in the local case. We
may also be reminded of our desire to ‘gauge away’ the longitudinal polarization
states for a ‘massive gauge’ boson: we shall return to this later.

However, a degree of freedom (the Goldstone mode) cannot simply
disappear. Somehow the system must keep track of the fact that we started with
four degrees of freedom. To see what is going on, let us study the field equation
for Âν , namely

� Âν − ∂ν(∂µ Âµ) = ĵνem (19.43)

where ĵνem is the electromagnetic current contained in (19.40). This current can
be obtained just as in (7.137) and is given by

ĵ νem = iq(φ̂†∂νφ̂ − (∂νφ̂†)φ̂)− 2q2 Âνφ̂†φ̂. (19.44)
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We now insert the field parametrizatio n (cf (17.84))

φ̂(x) = 1√
2
(v + ĥ( x))  ex p(− iθ̂ (x)/v)  (19.45)

into (19.40) where v/
√

2 = 2 1/ 2|µ|/λ 
1
2 is th e p o sitio n o f th e m in im u m o f th e

classical potential as a function o f |φ| , as in (17.81). We obtain (problem 19.4)

ĵνem = −v 2 q 2
(

Âν − ∂νθ̂

v q

)
+ terms quadratic and cubic in the fields. (19.46)

The linear part of the right-hand side of (19.46) is directly analogous to the non-
relativistic current (19.26), interpreting ψ as essen tially p lay in g th e r o le o f ‘φ̂ ’
and |ψ|  2 th e r o le o f v 2 . Retaining ju st th e lin ear terms in (19.46) (the others
would appear on the right-hand side of equation (19.47) following, where they
would represent interactions) and placing this ĵ νem in (19.43), we obtain

� Âν − ∂ν∂µ Âµ = −v 2 q 2
(

Âν − ∂νθ

v q

)
. (19.47)

Now a gauge transformation on Âν has the form shown in (19.42), for arbitrary
α̂. So we can certainly regard the whole expression ( Âν − ∂νθ̂/vq) as a perfectly
acceptable gauge field. Let us define

Â
′ν = Âν − ∂ν θ̂

vq
. (19.48)

Then, since we know (or can easily verify) that the left-hand side of (19.47) is
invariant under (19.42), the resulting equation for Â

′ν is

� Â
′ν − ∂ν∂µ Â

′µ = −v2q2 Â
′ν (19.49)

or
(�+ v2q2) Â

′ν − ∂ν∂µ Â
′µ = 0. (19.50)

But (19.50) is nothing but the equation (19.8) for a free massive vector field, with
mass M = vq! This fundamental observation was first made, in the relativistic
context, by Englert and Brout (1964), Higgs (1964) and Guralnik et al (1964); for
a full account, see Higgs (1966).

The foregoing analysis shows us two things. First, the current (19.46) is
indeed a relativistic analogue of (19.26), in that it provides a ‘screening’ (mass
generation) effect on the gauge field. Second, equation (19.48) shows how the
phase degree of freedom of the Higgs field φ̂ has been incorporated into a new
gauge field Â

′ν , which is massive and, therefore, has ‘three’ spin degrees of
freedom. In fact, we can go further. If we imagine plane-wave solutions for
Â

′ν, Âν and θ̂ , we see that the ∂ν θ̂/vq part of (19.48) will contribute something
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proportional to kν/ M to th e p o lar izatio n vecto r o f A
′ν (recall M = v q ). Bu t

th is is ex actly th e ( larg e k ) behaviour of the longitudinal polarization vector of
a m assive vector particle. We m ay therefore say that the m assless g auge field
Âν  has ‘swallowed’ the Goldstone field θ̂ via (19.48) to make th e massive vector
field Â

′ν  . The Go ld stone field disappears as a massless d eg ree o f freedom, and
reappears, via its gradient, as the longitudinal part of the massive vector field. In
th is way the four degrees of freedom are all now safely accounted for: th ree are
in th e m assive vecto r field Â

′ν and one is in the r eal scalar field ĥ (to which we
sh all return shortly ).

In this (relativistic) case, we know from Lorentz covariance that all the
components (transverse and longitudinal) of the vector field must have the same
mass and this h as, o f course, emerg ed auto matically from our covariant treatment.
But the transverse and longitudinal degrees of freedom respond differently in
th e non-relativistic (superconducto r) case. There, th e longitudinal p art o f A
couples strongly to longitudinal excitations of the electrons: primarily, as Bardeen
(1957) first recognized, to the collective density fluctuation mode of the electron
system—that is, to plasma oscillations. This is a high-frequency mode and is
essentially the one discussed in section 17.3.2, after equation (17.46). When
this aspect of the dynamics of the electrons is included, a fully gauge-invariant
description of the electromagnetic properties of superconductors, within the BCS
theory, is obtained (Schreiffer 1964, chapter 8).

We return to equations (19.48)–(19.50). Taking the divergence of (19.50)
leads, as we have seen, to the condition

∂µ Â
′µ = 0 (19.51)

on Â
′µ. It follows that in order to interpret the relation (19.48) as a gauge

transformation on Âν we must, to be consistent with (19.51), regard Âµ as being
in a gauge specified by

∂µ Âµ = 1

vq
�θ̂ = 1

M
�θ̂ . (19.52)

In going from the situation described by Âµ and θ̂ to one described by Â
′µ alone

via (19.48), we have evidently chosen a gauge function (cf (19.42))

α̂(x) = −θ̂ (x)/v. (19.53)

Recalling then the form of the associated local phase change on φ̂(x),

φ̂(x) → φ̂′(x) = e−iα̂(x)φ̂(x) (19.54)

we see that the phase of φ̂ in (19.45) has been reduced to zero, in this choice
of gauge. Thus it is indeed possible to ‘gauge θ̂ away’ in (19.45), but then the
vector field we must use is Â′µ, satisfying the massive equation (19.50) (ignoring
other interactions). In superconductivity, the choice of gauge which takes the
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macroscopic wavefunction to b e real (i.e. φ = 0 in (19.26)) is called the ‘London
gauge’. In the next section we shall discuss a subtlety in the argument which
applies in the case o f real superconducto rs, and wh ich leads to the phenomenon
of flux quantization.

The fact that this ‘Higgs mechanism’ leads to a massive vector field can be
seen very economically by wo rkin g in the particular gauge for which φ̂ is real and
in ser tin g th e p a r a m e tr izatio n ( cf ( 1 9 . 4 5 ) )

φ̂ = 1√
2
(v + ĥ) (19.55)

in to th e L ag r a n g ian �̂H . Retaining only the terms quadratic in the fields, one finds
(problem 19.5) that

�̂
quad
H = − 1

4 (∂µ Âν − ∂ν Âµ)(∂
µ Âν − ∂ν Âµ)+  1

2 q 2v  2 Âµ Âµ

+ 1
2∂µĥ∂µĥ − µ2 ĥ 2. (19.56)

Th e fir st lin e o f ( 1 9 . 5 6 ) is ex actly th e L ag r a n g ian f o r a sp in - 1 field o f m a ss v q —
i.e. th e M ax well p a r t with th e a d d itio n o f a m a ss ter m ( n o te th a t th e sig n o f th e
mass term is correct for the sp atial (physical) d eg rees of freedom); and the second
lin e is the Lagrangian of a scalar particle of mass

√
2µ. T h e latter is th e m a ss

of excitations of the Higgs field ĥ away from its vacuum value (compare the
global U(1) case d iscussed in sectio n 17.5). The necessity for the ex istence o f
one or more massive scalar particles (‘Higgs bosons’) when a gauge symmetry is
spontaneously broken in this way was first pointed out by Higgs (1964).

We may n ow ask: wh at happens if we start with a certain phase θ̂ for φ̂ bu t
do not make use of the gauge freedom in Âν to reduce θ̂ to zero? We sh all see in
sectio n 19.5 that the equatio n o f motion, and h ence th e p ropagato r for th e vector
p a r ticle depend on the choice of gauge; furthermore, Feynman graphs involving
quanta corresponding to th e d eg ree o f freedom asso ciated with th e phase field
θ̂ will have to be included for a consistent theory, even though this must be an
unphysical degree of freedom, as follows from the fact th at a g auge can be chosen
in which this field vanishes. That the propagator is gauge dependent should, on
r e flectio n , co m e as a r elief . Af ter a ll, if th e m assive vecto r b o so n g e n e r a ted in th is
way were simply described by the wave equation (19.50), all the troubles with
m a ssive vecto r p a r ticles o u tlin ed in sectio n 1 9 . 1 wo u ld b e c o m p letely u n r eso lve d .
As we sh all see, a d ifferent choice of gauge from that which renders φ̂ real has
precisely the effect of ameliorating the bad high-energy behaviour associated
with (19.50). This is ultimately the reason for the following wonderful fact:
massive vector theories, in which the vector particles acquire mass through the
spontaneous symmetry breaking mechanism, are renormalizable (’t Hooft 1971b).

However, before discussing other gauges than the one in which φ̂ is given by
(19.55), we first explore another interesting aspect of superconductivity.
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F i gu re 19. 2. Magnetic field B and m odul us of t he m acr oscopi c ( pai r ) wavef unct i on |ψ | in
t he nei ghbour hood of a fl ux fi l ament .

1 9 . 4 F lux qua nt iza t io n in a superc o nduct o r

Though a slight diversion, it is convenient to include a discussion of flux
quantization at this point, while we have a number of relevant results assembled.
Ap ar t f r o m its in tr in sic in ter est, th e p h e n o m en o n m a y a lso p r ov id e a u sef u l
physical model for the ‘confining’ property of QCD, already discussed in
sectio n 16.7.

Our discussion of superconductivity so far has dealt, in fact, with only one
class o f superconducto rs, called type I: th ese remain superconductin g throughout
th e bu lk o f th e m ater ial ( ex h ib itin g a co m p lete Meissn er eff ect) , wh en an ex ter n al
m ag n etic field o f less th an a cer tain cr itical valu e is ap p lied . Th er e is a
quite separate class—type-II superconducto rs—which allow p artial entry of th e
ex ternal field, in the form of thin filam ents of flux. Within each filament the field
is high and the material is not superconducting. Outside the core of the filaments,
th e material is superconductin g and th e field d ies o ff over the characteristic
penetratio n length λ. Around each filament o f m agnetic flux, there circulates a
vortex of screening current: the filaments ar e o f ten called vo r tex lin es. I t is as if
n u m ero u s th in cy lin d ers, each en clo sin g flu x , h ad b een d r illed in a b lo ck o f ty p e-I
material, thereby producin g a non-simply connected geometry.

In real superconducto rs, screenin g currents are asso ciated with th e
macroscopic p air wavefunction ( field) ψ . For type-II behaviour to be possible,
|ψ| m u st va n ish at th e cen tr e o f a flu x filam e n t an d r ise to th e co n stan t va lu e
appropriate to th e superconductin g state over a d istance ξ < λ, where ξ is th e
‘coherence length’ of section 17.7. Accordin g to the Ginzbu rg–Landau (GL)
theory, a more precise criterion is that type-II behaviour holds if ξ < 21/2λ:
both ξ and λ are, of course, temperature-dependent. The behaviour of |ψ| and B
in the vicinity of a flux filament is shown in figure 19.2. Thus, whereas for simple
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type-I superconductivity, |ψ| is simply set equal to a constant, in the type-II case
|ψ| has the variation shown in this figure. Solutions of the coupled GL equations
for A and ψ can be obtained which exhibit this behaviour.

An important result is that the flux through a vortex line is quantized. To see
this, we write

ψ = eiφ|ψ| (19.57)

as before. The expression for the electromagnetic current is

j em = −q2

m

(
A − ∇φ

q

)
|ψ|2 (19.58)

as in (19.26), but in (19.58) we are leaving the charge parameter q undetermined
for the moment: the mass parameter m will be unimportant. Rearranging, we
have

A = − m

q2|ψ|2 jem + ∇φ
q
. (19.59)

Let us integrate equation (19.59) around any closed loop � in the type-II
superconductor, which encloses a flux (or vortex) line. Far enough away from
the vortex, the screening currents j em will have dropped to zero, and hence∮

�

A · d s = 1

q

∮
�

∇φ · d s = 1

q
[φ]� (19.60)

where [φ]� is the change in phase around �. If the wavefunction ψ is single-
valued, the change in phase [φ]� for any closed path can only be zero or an integer
multiple of 2π . Transforming the left-hand side of (19.60) by Stoke’s theorem,
we obtain the result that the flux � through any surface spanning � is quantized:

� =
∫

B · d S = 2πn

q
= n�0 (19.61)

where �0 = 2π/q is the flux equation (or 2π h̄/q in ordinary units). It
is not entirely self-evident why ψ should be single-valued, but experiments
do indeed demonstrate the phenomenon of flux quantization, in units of �0
with |q| = 2e (which may be interpreted as the charge on a Cooper pair, as
usual). The phenomenon is seen in non-simply connected specimens of type-I
superconductors (i.e. ones with holes in them, such as a ring), and in the flux
filaments of type-II materials: in the latter case each filament carries a single flux
quantum�0.

It is interesting to consider now a situation—so far entirely hypothetical—in
which a magnetic monopole is placed in a superconductor. Dirac showed (1931)
that, for consistency with quantum mechanics, the monopole strength gm had to
satisfy the ‘Dirac quantization condition’

qgm = n/2 (19.62)
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where q is any electronic charge and n is an integer. It follows from (19.62) that
the flux 4πgm out of any closed surface surrounding the monopole is quantized
in units of �0. Hence, a flux filament in a superconductor can originate from, or
be terminated by, a Dirac monopole (with the appropriate sign of gm), as was first
pointed out by Nambu (1974).

This is the basic model which, in one way or another, underlies many
theoretical attempts to understand confinement. The monopole–antimonopole
pair in a type-II superconducting vacuum, joined by a quantized magnetic flux
filament, provides a model of a meson. As the distance between the pair—the
length of the filament—increases, so does the energy of the filament, at a rate
proportional to its length, since the flux cannot spread out in directions transverse
to the filament. This is exactly the kind of linearly rising potential energy required
by hadron spectroscopy (see equation (16.143)). The configuration is stable
because there is no way for the flux to leak away: it is a conserved quantized
quantity.

For the eventual application to QCD, one will want (presumably) particles
carrying non-zero values of the colour quantum numbers to be confined. These
quantum numbers are the analogues of electric charge in the U(1) case, rather
than of magnetic charge. We imagine, therefore, interchanging the roles of
magnetism and electricity in all of the foregoing. Indeed, the Maxwell equations
have such a symmetry when monopoles are present. The essential feature of the
superconducting ground state was that it involved the coherent state formed by
condensation of electrically charged bosonic fermion pairs. A vacuum which
confined filaments of E rather than B may be formed as a coherent state of
condensed magnetic monopoles (Mandelstam 1976, ’t Hooft 1976b). These E
filaments would then terminate on electric charges. Now magnetic monopoles
do not occur naturally as solutions of QED: they would have to be introduced
by hand. Remarkably enough, however, solutions of the magnetic monopole
type do occur in the case of non-Abelian gauge field theories, whose symmetry
is spontaneously broken to an electromagnetic U(1)em gauge group. Just this
circumstance can arise in a grand unified theory which contains SU(3)c and a
residual U(1)em. Incidentally, these monopole solutions provide an illuminating
way of thinking about charge quantization: as Dirac (1931) pointed out, the
existence of just one monopole implies, from his quantization condition (19.62),
that charge is quantized.

When these ideas are applied to QCD, E and B must be understood as the
appropriate colour fields (i.e. they carry an SU(3)c index). The group structure
of SU(3) is also quite different from that of U(1) models, and we do not want
to be restricted just to static solutions (as in the GL theory, here used as an
analogue). Whether in fact the real QCD vacuum (ground state) is formed as some
such coherent plasma of monopoles, with confinement of electric charges and
flux, is a subject of continuing research; other schemes are also possible. As so
often stressed, the difficulty lies in the non-perturbative nature of the confinement
problem.
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19.5 ’t Hooft’s gauges

We m u st n ow a t last g r a sp th e n ettle an d c o n sid er wh at h a p p e n s if , in th e
p a r a m e tr izatio n

φ̂ = |φ̂| ex p(iθ̂ (x)/v)  (19.63)

we do not choose the gauge (cf (19.52))

∂µ Âµ = �θ̂/M. (19.64)

This was the gauge th at enabled u s to transform away th e phase degree of freedom
an d r ed u c e th e eq u a tio n o f m o tio n f o r th e e lectr o m a g n e tic field to th at o f a m assive
vector boson. Instead of using the modulus and phase as the two independent
degrees of freedom for the complex Higgs field φ̂ , we n ow choose to p arametrize
φ̂ , q u ite g e n e r a lly, b y th e d eco m p o sitio n

φ̂ = 2−1/ 2[v + χ̂ 1( x)+ i χ̂ 2( x)] (19.65)

wh ere the vacuum valu es of χ̂1 and χ̂  2 ar e zer o . Su b stitu tin g th is f o r m f o r φ̂ in to
th e m aster e q u a tio n f o r Âν (obtained from (19.43) and (19.44))

� Âν − ∂ν(∂µ Âµ) = iq[φ̂  †∂νφ̂ − (∂νφ̂)† φ̂] − 2 q 2 Âν φ̂  † φ̂ (19.66)

lead s to th e eq u a tio n o f m o tio n

(�+ M 2) Âν − ∂ν(∂µ Âµ) = − M∂νχ̂  2 + q(χ̂  2∂
νχ̂  1 − χ̂ 1∂

νχ̂  2)

− q 2 Âν(χ̂  21 + 2vχ̂ 1 + χ̂ 22 ) (19.67)

with M = qv . At first sight this just looks like the equation of motion of
an ordinary massive vector field Âν  coupled to a rather complicated current.
However, th is certain ly cannot be right, as we can see b y a count of th e d eg rees of
freedom. In the previous gauge we had four degrees of freedom, counted either
as two for th e o riginal massless Âν plus one each for θ̂ and ĥ ,  or as three for the
m a ssive Â

′ν and one for ĥ . I f we take this n ew equation at face value, there seem
to be th ree d eg rees of freedom for the massive field Âν and one for each of χ̂  1
and χ̂2 , making five in all. Actu ally, we k n ow p er f ectly well th at we can m ake u se
of the freedom gauge choice to set χ̂2 to zero, say, reducing φ̂ to a real quantity
and eliminating a spurious degree of freedom: we have then returned to the form
(19.55). In terms of (19.67), the consequence of the unwanted degree of freedom
is quite subtle, but it is basic to all gauge theories and already appeared in the
photon case, in section 7.3.2. The difficulty arises when we try to calculate the
propagator for Âν from equation (19.67).

The operator on the left-hand side can be simply inverted, as was done in
sectio n 19.1, to yield (apparently ) the standard massive vector boson propagato r

i(−gµν + kµkν/M2)/(k2 − M2). (19.68)
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F i gu re 19. 3. Âν  – χ̂2 coupl i ng.

F i gu re 19. 4. Series for t he full Âν pr opagat or.

However, the current on the right-hand side is rather peculiar: instead of having
only terms corresponding to Âν  co u p lin g to two o r th r e e p ar ticles, th er e is a lso
a term involving only one field. This is the term − M∂νχ̂2 , wh ich tells u s th at
Âν  actually couples directly to th e scalar field χ 2 via the gradient coupling
(− M∂ν). In momentum space this corresponds to a coupling strength − ikν M
and an asso ciated vertex as sh own in figure 19.3. Clearly, f or a scalar particle,
the m omentum 4 -vector is the only quan tity that can couple to the vector index o f
the vector boson. The existence of this coupling shows that the propagators of Âν

and χ̂2 are n ecessarily mixed: th e complete vector propagato r must b e calculated
by summing the infinite series shown d iagrammatically in figure 19.4. This
complicatio n is, of course, completely elim in ated by th e g auge choice χ̂2 = 0.
However, we are interested in pursu ing the case χ̂2 �= 0.

In figure 19.4 the only unknown factor is the propagator for χ̂2 . This can
be easily found by substituting (19.65) into �̂H and examining the part which is
q u a d r atic in th e χ̂ ’s: we find (problem 19.6) that

�̂H = 1
2∂µχ̂  1∂

µχ̂  1 + 1
2∂µχ̂  2∂

µχ̂  2 − µ2 χ̂  21 + cubic and quartic terms. (19.69)

Equation (19.69) confirms that χ̂1 is a m assive field with m a ss 
√

2µ ( like th e ĥ in
(19.56)), while χ̂2 is m a ssle ss. T h e χ̂  2 propagato r is, th erefore, i/ k 2 . Now that
all the elements of the d iagrams are known, we can formally su m the series by
generalizing the well-known result ((cf 10.12) and (11.26))

(1 − x)−1 = 1 + x + x 2 + x 3 + · · · . (19.70)

Diagrammatically, we rewrite the propagator of figure 19.4 as in figure 19.5 and
perform the sum. Inserting the expressions for the propagators and vector–scalar
couplin g and keepin g track of th e indices, we finally arrive at th e result (problem
19.7)

i

(
−gµλ + kµkλ/M2

k2 − M2

)
(gνλ − kνkλ/k2)−1 (19.71)

for the full propagator. But the inverse required in (19.71) is precisely (with a
lowered index) the one we needed for the photon propagator in (7.88)—and, as
we saw there, it does not exist. At last the fact that we are dealing with a gauge
theory has caught up with us!
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F i gu re 19. 5. For m al summat i on of t he ser i es i n fi gur e 19. 4.

As we saw in sectio n 7 .3.2, to obtain a well-defin ed gauge field propagato r
we need to fix the gauge. A clever way to d o this in the present (spontaneously
broken) case was suggested by ’t Hooft (1971b). His proposal was to set

∂µ Âµ = Mξχ̂  2 (19.72)

wh ere ξ is an arbitrary g auge parameter 1 (not to be confused with the
superconducting coherence length). This condition is m anifestly covariant and,
moreover, it effectively reduces th e d eg rees of freedom by one. Insertin g (19.72)
into (19.67), we obtain

(�+ M 2) Âν − ∂ν(∂µ Âµ)(1 − 1/ξ) = q(χ̂ 2∂
νχ̂  1 − χ̂ 1∂

νχ̂  2) (19.73)

− q 2 Âν(χ̂  21 + 2vχ̂ 1 + χ̂ 22 ).  (19.74)

Th e o p er ato r ap p ear in g o n th e lef t- h an d sid e n ow does h ave a n i nve r s e ( se e
problem 19.8) and yields the general f orm for the gauge boson propagator

i

[
− gµν + (1 − ξ)kµ kν

k 2 − ξ M 2

]
(k 2 − M 2)−1. (19.75)

This propagato r is very remarkable.2 The standard massive vector boson
propagator

i(−gµν + kµkν/M2)(k2 − M2)−1 (19.76)

is seen to correspond to the limit ξ → ∞ and, in this gauge, the high-energy
d isease o u tlin ed in sectio n 1 9 . 1 a p p ear s to th r eaten r e n o r m a lizab ility ( in fact, it
can be shown that there is a consistent set of Feynman rules for this gauge and
the theory is renormalizable thanks to many cancellations of divergences). For
any finite ξ , however, the high-energy behaviour of the gauge boson propagator
is actually ∼ 1/k2, which is as good as the renormalizable theory of QED
(in Lorentz gauge). Note, however, that there seems to be another pole in the
propagator (19.75) at k2 = ξM2: this is surely unphysical since it depends
on the arbitrary parameter ξ . A full treatment (’t Hooft 1971b) shows that this
pole is always cancelled by an exactly similar pole in the propagator for the χ̂2

1 We shall not enter here into the full details of quantization in such a gauge: we shall effectively treat
(19.72) as a classical field relation.
2 A vector boson propagator of similar form was first introduced by Lee and Yang (1962) but their
discussion was not within the framework of a spontaneously broken theory, so that Higgs particles
were not present and the physical limit was obtained only as ξ → 0.
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field itself . Th ese fin ite-ξ gauges are called R gauges ( sin ce th ey ar e ‘ m a n if e stly
renormalizable’) and typically invo lve unphysical Higgs field s such as χ̂2 . The
in fin ite-ξ gauge is known as the U gauge (U for unitary) since only physical
particles appear in th is gauge. For tree-diagram calculations, o f course, it is
easiest to u se th e U- g a u g e Fey n m an r u les: th e tech n ical d ifficu lties with th is
gauge choice only enter in loop calculations, for which the R-gauge choice is
easier.

Note that in our master formula (19.75) for the gauge boson propagator the
lim it M → 0 may be safely taken (compare the remarks about th is limit for the
‘naive’ massive vector boson propagato r in sectio n 19.1). This y ield s the massless
vector boson (photon) propagator in a general ξ - g au g e, ex actly as in eq u atio n
(7.119) or (19.23).

We now p roceed with the g eneralizatio n o f these ideas to the non-Abelian
SU(2) case, which is the one relevant to the electroweak theory. The general
non-Ab elian case was treated by Kibble (1967).

1 9 . 6 Spo nt a neo usly bro ken lo ca l SU( 2 )×U( 1 ) sy mmet r y

We shall limit our discussion of the spontaneous breaking of a local non-Abelian
sy mmetry to the particular case n eeded fo r the electroweak part of th e Standard
Model. This is, in fact, just the lo cal versio n o f the model studied in sectio n 17.6.
As noted there, the Lagrangian �̂� of (17.97) is invariant under global SU(2)
transformations of the form (17.100), and also global U(1) transformations
(17.101). Thus, in the local version, we shall have to introduce three SU(2) gauge
fields ( as in section 13.1), which we call Ŵµ

i (x) (i = 1, 2, 3), and one U(1) gauge

field B̂µ(x). We recall that the scalar field φ̂ is an SU(2)-doublet

φ̂ =
(
φ̂+
φ̂0

)
(19.77)

so that the SU(2) covariant derivative acting on φ̂ is as given in (13.10), namely

D̂µ = ∂µ + igτ · Ŵ
µ
/2. (19.78)

To this must be added the U(1) piece, which we write as ig′ B̂µ/2, the 1
2 being for

later convenience. The Lagrangian is, therefore,

�̂G� = (D̂µφ̂)
†(D̂µφ̂)+µ2φ̂†φ̂− λ

4
(φ̂†φ̂)2 − 1

4
F̂µν · F̂

µν− 1

4
Ĝµν Ĝµν (19.79)

where

D̂µφ̂ = (∂µ + igτ · Ŵ
µ
/2 + ig′ B̂µ/2)φ̂ (19.80)

F̂
µν = ∂µŴ

ν − ∂ν Ŵ
µ − gŴ

µ × Ŵ
ν

(19.81)
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and
Ĝµν = ∂µ B̂ν − ∂ν B̂µ. (19.82)

We must now decide how to choose the non-zero vacuum expectation value
th at b r eak s th is sy m m etr y. Th e essen tial point for the electroweak application
is th at, after sy mmetry b reaking, we should b e left with th ree massive boson
gauge bosons (which will be the W± and Z0 ) and one massless gauge boson, the
photon. We may reasonably guess th at th e massless boson will be asso ciated with
a symmetry that is unbroken by th e vacuum expectatio n value. Put differently,
we certainly do not want a ‘superconducting’ massive photon to emerge from
th e theory in this case, as th e physical vacuum is not an electromagnetic
superconductor. This means that we do not want to give a vacuum value to a
charged field (as is done in th e BCS ground state). However, we d o want it to
behave as a ‘weak’ superconducto r, generatin g mass for W± and Z0 . The choice
suggested by Weinberg (1967)) was

〈0|φ̂| 0〉 =
(

0
v/

√
2

)
(19.83)

wh ere v/
√

2 = √
2µ/λ1/ 2 , which we have already considered in the g lobal case

in section 17.6. As pointed out there, (19.83) implies that the vacuum remains
invariant under the combined transformation of ‘U(1) + third component of SU(2)
isospin’—that is, (19.83) implies

( 12 + t
( 12 )

3 )〈0|φ̂| 0〉 =  0 (19.84)

and h ence

〈0|φ̂| 0〉 → (〈0|φ̂| 0〉)′ = ex p[ iα(  12 + t( 1/ 2)3 )]〈0|φ̂| 0〉 = 〈0|φ̂| 0〉 (19.85)

where, as usual, t( 1/ 2)3 = τ3/2 ( we are u sing lower case t f o r i so sp in n ow,
an ticip atin g th a t it is th e we a k , rather than h adronic, isospin—see chapter 21).

We now need to consider oscillations about (19.83) in order to see the
physical particle spectrum. As in (17.107), we parametrize these conveniently
as

φ̂ = exp(−iθ̂(x) · τ/2v)
(

0
1√
2
(v + Ĥ (x))

)
(19.86)

(compare (19.45)). However, this time, in contrast to (17.107) but just as in
(19.55), we can reduce the phase fields θ̂ to zero by an appropriate gauge
transformation, and it is simplest to examine the particle spectrum in this (unitary)
gauge. Substituting

φ̂ =
(

0
1√
2
(v + Ĥ(x))

)
(19.87)
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into (19.79) and retaining only terms which are second order in the fields (i.e.
kinetic energies or mass terms), we find (problem 19.9) th at

�̂free
G� = 1

2∂µ Ĥ∂µ Ĥ − µ2 Ĥ 2

− 1
4 (∂µŴ1ν − ∂νŴ1µ)(∂

µŴ ν
1 − ∂νŴµ

1 )+ 1
8 g2v2Ŵ1µŴµ

1

− 1
4 (∂µŴ2ν − ∂νŴ2µ)(∂

µŴ ν
2 − ∂νŴµ

2 )+ 1
8 g2v2Ŵ2µŴµ

2

− 1
4 (∂µŴ3ν − ∂νŴ3µ)(∂

µŴ ν
3 − ∂νŴµ

3 )− 1
4 Ĝµν Ĝµν

+ 1
8v

2(gŴ3µ − g′ B̂µ)(gŴµ

3 − g′ B̂µ). (19.88)

The first line of (19.88) tells us that we have a scalar field of mass
√

2µ (the Higgs
boson, again). The next two lines tell us that the components Ŵ1 and Ŵ2 of the
triplet (Ŵ1, Ŵ2, Ŵ3) acquire a mass (cf (19.56) in the U(1) case)

M1 = M2 = gv/2 ≡ MW. (19.89)

The last two lines show us that the fields Ŵ3 and B̂ are mixed. But they can easily
be unmixed by noting that the last term in (19.88) involves only the combination
gŴµ

3 − g′ B̂µ, which evidently acquires a mass. This suggests introducing the
normalized linear combination

Ẑµ = cos θWŴµ

3 − sin θW B̂µ (19.90)

where

cos θW = g/(g2 + g
′2)1/2 sin θW = g′/(g2 + g

′2)1/2 (19.91)

together with the orthogonal combination

Âµ = sin θWŴµ
3 + cos θW B̂µ. (19.92)

We then find that the last two lines of (19.88) become

− 1
4 (∂µ Ẑν − ∂ν Ẑµ)(∂µ Ẑν − ∂ν Ẑµ)+ 1

8v
2(g2 + g

′2)Ẑµ Ẑµ − 1
4 F̂µν F̂µν (19.93)

where
F̂µν = ∂µ Âν − ∂ν Âµ. (19.94)

Thus
MZ = 1

2v(g
2 + g

′2)1/2 = MW/ cos θW (19.95)

and
MA = 0. (19.96)

Counting degrees of freedom as in the local U(1) case, we originally had 12
in (19.79)—three massless Ŵ ’s and one massless B̂ , which is eight degrees of
freedom in all, together with four φ̂-fields. After symmetry breaking, we have
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three m assive vector fields Ŵ1 , Ŵ2 and Ẑ with nine degrees of freedom, one
massless vector field Â with two, and one massive scalar Ĥ . Of course, the
physical applicatio n will be to id entify the Ŵ and Ẑ fields with those physical
p a r ticles, an d th e Â field with the massless photon. In the gauge (19.87), the W
and Z particles have propagators of the form (19.22).

Th e id en tificatio n o f Âµ with th e photon field is made clearer if we look at
th e f o r m o f Dµφ̂ wr itten in ter m s o f Âµ and Ẑµ , discarding the Ŵ1 , Ŵ2 pieces:

Dµφ̂ =
{
∂µ + i g sin θ W

(
1 + τ3

2

)
Âµ

+ i g

cos θW

[
τ3

2
− sin 2 θ W

(
1 + τ3

2

)]
Ẑµ

}
φ̂.  (19.97)

Now the operator (1+τ3) actin g o n 〈0|φ̂| 0〉 gives zero, as observed in (19.84), and
th is is wh y Âµ does not acquire a mass when 〈0|φ̂| 0〉 �= 0 (gauge fields coupled
to unbroken sy m m e tr ies o f 〈0|φ̂| 0〉 do not become massive). Although certain ly
not unique, this choice of φ̂ and 〈0|φ̂| 0〉 is undoubtedly very economical and
n atu r al. We ar e in ter p r etin g th e zer o eig envalu e o f (1+ τ3) as th e e lectr o m a g n e tic
charge of the vacuum, which we do not wish to be non-zero. We then make the
id en tificatio n

e = g sin θW (19.98)

in order to g et th e right ‘electromagnetic Dµ ’ in (19.97).
We emphasize once more that the particular form of (19.88) corresponds to

a choice of gauge, namely the unitary one (cf the discussions in sections 19.3 and
1 9 . 5 ) . T h e r e is alwa y s th e p o ssib ility o f u sin g o th er g a u g e s, as in th e Ab e lian case,
an d th is will, in g en er al, b e ad van tag eo u s wh en d o in g lo o p calcu latio n s invo lv in g
renormalization. We would then return to a general p arametrizatio n such as (cf
(19.65) and (17.95))

φ̂ =
(

0
v/

√
2

)
+ 1√

2

(
φ̂2 − i φ̂ 1

σ̂ − i φ̂  3

)
(19.99)

and add ’t Hooft gauge-fixing terms

− 1

2ξ

{ ∑
i=1, 2

(∂µŴµ
i + ξ MW φ̂  i )

2 + (∂µ Ẑµ + ξ MZ φ̂  3)
2 + (∂µ Âµ)2

}
. (19.100)

In this case the gauge boson propagators are all of the form (19.75) and ξ -
dependent. In such gauges, the Feynman rules will have to involve graphs
corresponding to exchange of quanta of the ‘unphysical’ fields φ̂  i , as well as
those o f the physical Higgs scalar σ̂ . T h e r e will also h ave to b e su itab le
ghost interactions in the non-Abelian sector as discussed in section 13.5.3. The
complete Feynman rules of the electroweak theory are given in appendix B of
Cheng and Li (1984).
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The model introduced here is actually th e ‘Higgs sector’ o f the Standard
Model but without any couplings to fermions. We have seen how, by
supposing that the potential in (19.79) has the symmetry-breaking sign of the
parameter µ2 , the W± and Z0 gauge bosons can be given masses. This
seems to be an ingenious and even elegant ‘mechanism’ for arriving at a
renormalizable theory of massive vector bosons. One may, of course, wonder
wh ether this ‘mechanism’ is after all purely phenomenological, somewhat akin
to th e GL theory o f a superconducto r. In th e latter case, we know that it
can be derived from ‘microscopic’ BCS theory and this n aturally leads to
th e questio n wheth er th ere could b e a sim ilar underlying ‘dynamical’ theory,
behind the Higgs sector. It is, in fact, quite simple to construct a theory
in wh ich th e Hig g s field s φ̂ appear as bound, or composite, states of heavy
fermions.

But generating masses for the gauge bosons is not the only job that the Higgs
sector does in the Standard Model: it also generates masses for all the fermions.
As we will see in chapter 22, th e g auge sy mmetry o f the weak in teractions is
a ch i ra l one which requires that there should be no explicit fermion masses in
th e L ag r a n g ian . We saw in ch ap ter 1 8 h ow it is likely th a t th e str o n g QCD
in teractions do, in fact, b reak chiral sy mmetry for th e quarks, spontaneously. But,
of course, the leptons are not coupled to QCD, and even as far as the quarks
are concerned we saw that so me sm all Lagrangian mass was required (to give
a finite mass to the pion, for example). Thus for both quarks and leptons a
chiral-symmetry-breaking m ass seems unavo id able. To p reserve the weak gauge
sy mmetry, th is must—in its tu rn—b e interpreted as arisin g ‘spontaneously ’ also;
th at is, not via an explicit mass term in th e Lagrangian. The dynamical generatio n
of fermio n masses would, in fact, b e clo sely analogous to th e g eneratio n o f
th e e n e rg y g ap in th e BCS th eo r y, a s we saw in sectio n 1 8 . 1 . So we m a y
ask: is it possible to find a dynamical th eory wh ich g enerates both m a sse s
for the vector bosons and for the fermions? Such theories are generically
known as ‘technicolour models’ (Weinberg 1979, Susskind 1979) and they h ave
been in tensively studied (see, for example, Peskin (1997)). On e p roblem is
that su ch theories are alr ead y tig h tly co n str ain e d b y the precision electroweak
experiments (see chapter 22), and meetin g these constraints seems to require
rath er elaborate k inds of models. However, technicolour th eories do offer the
prospect of a new strongly interacting sector, which could be probed in the next
generation o f colliders. Bu t such ideas take us beyond the scope of the p resent
vo lume. Within the Standard Model, one proceeds along what seems a more
phenomenological route, attributing the masses of fermions to their couplings
with the Higgs field, in a way quite analogous to that in which the nucleon
acq u ir e d a m a ss in th e lin ear σ -model o f sectio n 18.3, and which will be explained
in chapter 22.

We now turn, in the last part of the book, to weak interactions and the
electroweak theory.
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Problems

19.1 Show that

[(−k2 + M2) gνµ + kνkµ]
(

−gµρ + kµkρ/M2

k2 − M2

)
= gνρ.

19.2 Verify (19.18).

19.3 Verify (19.19).

19.4 Verify (19.46).

19.5 Insert (19.55) into �̂H of (19.40) and derive (19.56) for the quadratic terms.

19.6 Insert (19.65) into �̂H of (19.40) and derive the quadratic terms of (19.69).

19.7 Derive (19.71).

19.8 Write the left-hand side of (19.74) in momentum space (as in (19.4)), and

show that the inverse of the factor multiplying ˜̂Aµ is (19.75) without the ‘i’ (cf
problem 19.1).

19.9 Verify (19.88).
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PART 8

WEAK INTERACTIONS AND THE
ELECTROWEAK THEORY

Copyright 2004 IOP Publishing Ltd



20

INTRODUCTION TO THE PHENOMENOLOGY OF
WEAK INTERACTIONS

Public letter to the group of the Radioactives at the district society meeting in
Tübingen:

Physikalisches Institut
der Eidg. Technischen Hochschule
Gloriastr.
Zürich

Zürich, 4 December 1930

Dear Radioactive Ladies and Gentlemen,
As the bearer of these lines, to whom I graciously ask you to listen, will explain to
you in more detail, how because of the ‘wrong’ statistics of the N and 6Li nuclei
and the continuous β-spectrum, I have hit upon a desperate remedy to save the
‘exchange theorem’ of statistics and the law of conservation of energy. Namely,
the possibility that there could exist in the nuclei electrically neutral particles, that
I wish to call neutrons, which have the spin 1

2 and obey the exclusion principle and
which further differ from light quanta in that they do not travel with the velocity
of light. The mass of the neutrons should be of the same order of magnitude
as the electron mass and in any event not larger than 0.01 proton masses.—The
continuousβ-spectrum would then become understandable by the assumption that
in β-decay, a neutron is emitted in addition to the electron such that the sum of
the energies of the neutron and electron is constant. . . . . .
I admit that on a first look my way out might seem to be quite unlikely, since
one would certainly have seen the neutrons by now if they existed. But nothing
ventured nothing gained, and the seriousness of the matter with the continuous
β-spectrum is illustrated by a quotation of my honoured predecessor in office, Mr
Debye, who recently told me in Brussels: ‘Oh, it is best not to think about it, like
the new taxes.’ Therefore one should earnestly discuss each way of salvation.—
So, dear Radioactives, examine and judge it.—Unfortunately I cannot appear in
Tübingen personally, since I am indispensable here in Zürich because of a ball
on the night of 6/7 December.—With my best regards to you, and also Mr Back,
your humble servant,

W Pauli

Quoted from Winter (2000), pp 4–5.
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At the end of the previous chapter we arrived at an important part of the
Lagrangian of th e Standard Model, namely th e ter m s invo lv in g ju st th e g a u g e
and Higgs field s. The full electroweak Lagrangian also in cludes, of course,
the couplings of these fields to the quarks and leptons. We could at this point
simp ly write th ese co u p lin g s d own , with little mo tivatio n , an d p ro ceed at o n ce to
discuss the empirical consequences. But su ch an approach, though economical,
would assume considerable knowledge of weak interaction phenomenology on
th e reader’s part. We p refer to keep th is book as self-contained as possible and
so in the present chapter we shall provide an introduction to this phenomenology,
f o llowin g a ‘ sem i- h isto r ical’ r o u te ( f o r f u ller h isto r ical tr eatm e n ts we r ef er th e
reader to Marshak et al (1969) or to Winter (2000), for example).

Much of what we shall discuss is still, for many purposes, a very useful
approximation to the full theory at energies well below the masses of the W±
(∼ 8 0 GeV) an d Z 0 (∼ 90 GeV), as will be explained in section 21.2. Besides,
as we shall see, in the neutrino sector especially the ‘historical’ data need to be
carefully interpreted in order to understand the focus of much ongoing research.

20.1 Fermi’s ‘current–current’ theory of nuclear β-decay and its
generalizations

The first quantum field theory of a weak interaction process was proposed by
Fermi (1934a, b) for nuclear β-decay, building on the ‘neutrino hypothesis’ of
Pauli. In 1930, Pauli (in his ‘Dear Radioactive Ladies and Gentlemen’ letter) had
suggested that the continuous e− spectrum in β-decay could be understood by
supposing that, in addition to the e−, the decaying nucleus also emitted a light,
spin- 1

2 , electrically neutral particle, which he called the ‘neutron’. In this first
version of the proposal, Pauli regarded his hypothetical particle as a constituent
of the nucleus. This had the attraction of solving not only the problem with
the continuous e− spectrum but a second problem as well—what he called the
‘wrong’ statistics of the 14N and 6Li nuclei. Taking 14N for definiteness, the
problem was as follows. Assuming that the nucleus was somehow composed of
the only particles (other than the photon) known in 1930, namely electrons and
protons, one requires 14 protons and seven electrons for the known charge of
seven. This implies a half-odd integer value for the total nuclear spin. But data
from molecular spectra indicated that the nitrogen nuclei obeyed Bose–Einstein,
not Fermi–Dirac statistics, so that—if the usual ‘spin-statistics’ connection were
to hold—the spin of the nitrogen nucleus should be an integer, not a half-odd
integer. This second part of Pauli’s hypothesis was quite soon overtaken by the
discovery of the (real) neutron by Chadwick (1932), after which it was rapidly
accepted that nuclei consisted of protons and (Chadwick’s) neutrons.

However, the β-spectrum problem remained and, at the Solvay Conference
in 1933, Pauli restated his hypothesis (Pauli 1934), using now the name ‘neutrino’
which had meanwhile been suggested by Fermi. Stimulated by the discussions at
the Solvay meeting, Fermi then developed his theory of β-decay. In the new
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Figure 20.1. Four-fermion interaction for neutron β-decay.

picture of the nucleus, neither the electron nor the neutrino were to be thought
of as nuclear constituents. Instead, the electron–neutrino pair had somehow to
be created and emitted in the transition process of the nuclear decay, much as a
photon is created and emitted in nuclear γ -decay. Indeed, Fermi relied heavily
on the analogy with electromagnetism. The basic process was assumed to be
the transition neutron→proton, with the emission of an e−ν pair, as shown in
figure 20.1. The n and p were then regarded as ‘elementary’ and without structure
(point-like); the whole process took place at a single spacetime point, like the
emission of a photon in QED. Further, Fermi conjectured that the nucleons
participated via a weak interaction analogue of the electromagnetic transition
currents frequently encountered in volume 1 for QED. In this case, however,
rather than having the ‘charge conserving’ form of ūpγ

µup for instance, the ‘weak
current’ had the form ūpγ

µun, in which the charge of the nucleon changed. The
lepton pair was also charged, obviously. The whole interaction then had to be
Lorentz invariant, implying that the e−ν pair had also to appear in a similar (4-
vector) ‘current’ form. Thus a ‘current–current’ amplitude was proposed, of the
form

Aūpγ
µunūe−γµuν (20.1)

where A was constant. Correspondingly, the process was described field
theoretically in terms of the local interaction density

A ¯̂
ψp(x)γ

µψ̂n(x)
¯̂
ψe(x)γµψ̂ν(x). (20.2)

The discovery of positron β-decay soon followed and then electron capture: these
processes were easily accommodated by adding to (20.2) its Hermitian conjugate

A ¯̂
ψn(x)γ

µψ̂p(x)
¯̂
ψν(x)γ

µψ̂e(x) (20.3)

taking A to be real. The sum of (20.2) and (20.3) gave a good account of
many observed characteristics of β-decay, when used to calculate transition
probabilities in first-order perturbation theory.

Soon after Fermi’s theory was presented, however, it became clear that the
observed selection rules in some nuclear transitions could not be accounted for
by the forms (20.2) and (20.3). Specifically, in ‘allowed’ transitions (where
the orbital angular momentum carried by the leptons is zero), it was found
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th at, while for many transitions th e nuclear sp in did not change (� J = 0), for
others—of comparable strength—a change of nuclear sp in by one unit (� J = 1)
occurred. Now, in nuclear decays the energy release is very small (∼ few MeV)
co m p ar ed to th e m ass o f a n u c leo n , an d so th e n o n - r e lativ istic lim it is an ex cellen t
approximatio n for th e nucleon sp inors. It is th en easy to see (problem 20.1)
that, in this limit, the interactions (20.2) and (20.3) imply that the nucleon spins
cannot ‘flip ’. Hence some o th er in teraction(s) must be present. Gamow and Teller
(1936) introduced the g eneral four-fermio n interaction, constructed from b ilinear
combinations of the nucleon pair and of the lepton pair, but not their derivatives.
Fo r ex a m p le, th e co m b in atio n

¯̂
ψp( x)ψ̂n( x)

¯̂
ψ e( x)ψ̂ν( x) (20.4)

could o ccur, and also

¯̂
ψp( x)σµνψ̂n( x)

¯̂
ψ eσ

µνψ̂ν( x) (20.5)

wh ere

σµν = i

2
(γµγν − γνγµ).  (20.6)

The non-relativistic limit of (20.4) gives � J = 0, but (20.5) allows � J = 1.
Other combinations are also possible, as we shall discuss shortly. Note that the
in ter actio n m u st alway s b e L o r en tz invar ian t.

Thus began a long period of difficult experimentation to establish the correct
form of the β -decay interaction. With the d isc overy of the muon (section 1 .3.1)
and the pion (section 2 .2), more weak decays b ecame experimentally accessible,
for example µ decay

µ− → e− + ν + ν (20.7)

and π decay
π− → e− + ν. (20.8)

Note that we have deliberately called all the neutrinos just ‘ν’, without any
particle/anti-particle indication or lepton flavour label: we shall have more to say
on th ese matters in sectio n 20.6. There were hopes that the couplings of th e p airs
(p,n), (ν, e−) and (ν,µ−) might have the same form (‘universality’) but the data
were incomplete and, in part, apparently contradictory.

The breakthrough came in 1956, when Lee and Yang (1956) suggested that
parity was not conserved in all weak decays. Hitherto, it had always been assumed
that any physical interaction had to be such that parity was conserved, and this
assumption had been built into the structure of the proposed β-decay interactions,
such as (20.2), (20.4) or (20.5). Once it was looked for properly, following the
analysis of Lee and Yang, parity violation was indeed found to be a strikingly
evident feature of weak interactions.
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20.2 Parity violation in weak interactions

In 1957, the experiment of Wu et al (1957) established, for the first time, that
parity was violated in a weak interaction, specifically nuclear β-decay. The
experiment involved a sample of 60Co (J = 5) cooled to 0.01 K in a solenoid. At
this temperature most of the nuclear spins are aligned by the magnetic field and
so there is a net polarization 〈J〉, which is in the direction opposite to the applied
magnetic field. 60Co decays to 60Ni (J = 4), a �J = 1 transition. The degree
of 60Co alignment was measured from observations of the angular distribution of
γ -rays from 60Ni. The relative intensities of electrons emitted along and against
the magnetic field direction were measured, and the results were consistent with
a distribution of the form

I (θ) = 1 − 〈J〉 · p/E (20.9)

= 1 − v cos θ (20.10)

where v, p and E are, respectively, the electron speed, momentum and energy,
and θ is the angle of emission of the electron with respect to 〈J〉.

Why does this indicate parity violation? To see this, we must first recall the
definition of vectors (‘polar vectors’) and pseudovectors (‘axial vectors’). A polar
vector is one which transforms in the same way as the coordinate x under the
parity operator P

P : x → −x. (20.11)

Thus a polar vector V is defined by the behaviour

P : V → −V (20.12)

under parity. Examples are the velocity v, momentum p and electromagnetic
current jem. The vector product of two such vectors defines the behaviour of an
axial vector

P : U × V → (−U)× (−V ) = U × V (20.13)

under parity. In contrast to (20.11) and (20.12), an axial vector does not reverse
sign under P: the most common example is angular momentum l = x × p. By
extension, any angular momentum, such as spin, is also an axial vector. In forming
scalar products therefore, we must now distinguish between a scalar such as U ·V
(the dot product of two polar vectors) and a pseudoscalar such as U · (V × W)

(the triple scalar product of three polar vectors):

P : U · V → +U · V (20.14)

P : U · (V × W) → −U · (V × W). (20.15)

The scalar remains the same under P but the pseudoscalar changes sign.
Consider now how the distribution (20.10) would be described in a parity-

transformed coordinate system. Applying the rules just stated, 〈J 〉 → 〈J〉 and
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p → − p so that, as described by the new system, the distribution would have the
form

IP(θ) = 1 + v cos θ. (20.16)

The difference between (20.16) and (20.10) implies that, by performing the
measurement, we can determine which of the two coordinate systems we must,
in fact, be using. The two are inequivalent, in contrast to all the other
coordinate system equivalences which we have previously studied (e.g. under
three-dimensional rotations and Lorentz transformations). This is an operational
consequence of ‘parity violation’. The crucial point in this example, evidently,
is the appearance of the pseudoscalar quantity 〈J〉 · p in (20.9), alongside the
obviously scalar quantity ‘1’.

The Fermi theory, employing only vector currents, needs a modification to
account for this result. To see how this may be done, we need to consider the
behaviour of the Dirac spinors and fermion fields under P.

20.3 Parity transformation of Dirac wavefunctions and field operators

We consider the behaviour of the free-particle Dirac equation

i
∂ψ(x, t)

∂ t
= −iα · ∇ψ(x, t)+ βmψ(x, t) (20.17)

under the coordinate transformation

P : x → x′ = −x, t → t . (20.18)

Equation (20.17) will be covariant under (20.18) (see appendix D of volume 1 and
also section 4.4 of volume 1) if we can find a wavefunctionψP(x′, t) for observers
using the transformed coordinate system such that ‘their’ Dirac equation has
exactly the same form in their system as (20.17):

i
∂ψP

∂ t
(x′, t) = −iα · ∇′ψP(x′, t) + βmψP(x′, t). (20.19)

Now we know that ∇′ = −∇, since x′ = −x. Hence, (20.19) becomes

i
∂ψP

∂ t
(x′, t) = iα · ∇ψP(x′, t) + βmψP(x′, t). (20.20)

Multiplying this equation from the left by β and using βα = −αβ, we find that

i∂

∂ t
[βψP(x′, t)] = −iα · ∇[βψP(x′, t)] + βm[βψ(x′, t)]. (20.21)

Comparing (20.21) and (20.17), it follows that we may consistently ‘translate’
between ψ and ψP using the relation

ψ(x, t) = βψP(−x, t) (20.22)
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or, equivalently,
ψP(x, t) = βψ(−x, t). (20.23)

In fact, we could include an arbitrary phase factor ηP on the right-hand side
of (20.23): such a phase leaves the normalization of ψ and all bilinears of the
form ψ̄ (gamma matrix) ψ unaltered. The possibility of such a phase factor
did not arise in the case of Lorentz transformations, since we can insist that for
infinitesimal ones the transformedψ ′ and the originalψ differ only infinitesimally
(not by a finite phase factor). But the parity transformation cannot be built up
out of infinitesimal steps—the coordinate system is either reflected or it is not.
Parity is said to be a discrete transformation in contrast to the continuous Lorentz
transformations (and rotations).

As an example of (20.23), consider the free-particle solutions in the standard
form (4.40), (4.46):

ψ(x, t) = N

(
φ

σ · p
E+m φ

)
exp(−iEt + i p · x). (20.24)

Then

ψP(x, t) = βψ(−x, t) = N

(
φ

−σ · p
E+m φ

)
exp(−iEt − i p · x) (20.25)

which can be conveniently summarized by the simple statement that the three-
momentum p as seen in the parity transformed system is minus that in the original
one, as expected. Note that σ does not change sign.

In the same way we can introduce the idea of a unitary quantum field operator
P̂ which transforms Dirac field operators ψ̂(x, t) according to

ψ̂P(x, t) ≡ P̂ψ̂(x, t)P̂−1 = βψ̂(−x, t). (20.26)

An explicit form for P̂ is given in section 15.11 of Bjorken and Drell (1965), for
example.

Consider now the behaviour under P̂ of a 4-vector current of the form¯̂
ψ1(x)γ

µψ̂2(x). We have, for µ = 0,

¯̂
ψ1P(x, t)γ 0ψ̂2P(x, t) = ψ̂

†
1P(x, t)ψ̂2P(x, t)

= ψ̂
†
1 (−x, t)β · βψ̂2(−x, t)

= ¯̂
ψ1(−x, t)ψ̂2(−x, t) (20.27)

showing that the µ = 0 component is a scalar under P: this is to be expected, as
the electric charge density, ρ, is also a scalar. For the spatial parts, we have

¯̂
ψ1P(x, t)γ ψ̂2P(x, t) = ψ̂

†
1P(x, t)βγ ψ̂2P(x, t)

= ψ̂
†
1 (−x, t)ββγβψ̂2(−x, t)

= − ¯̂
ψ1(−x, t)γ ψ̂(−x, t) (20.28)
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using βγ = −γβ . Thus th e spatial p arts transform as a polar vector, like the
current density j .

To accommodate parity violation, we mu st, h owever, h ave both axial and
polar vectors, so as to create p seudoscalars well as scalars. Fo r Dirac particles,
this is done via the γ5 matrix already introduced in section 12.3.2. We recall the
d e finition 

γ  5 = iγ 0γ 1γ 2γ 3. (20.29)

γ 5 can easily b e sh own to a nti- co m m ute with th e o th er f o u r γ m a trices:

{γ5, γµ} = 0. (20.30)

With the u su al ch o ice o f the Dirac matrices used in chapter 4 , n amely

β =
( 

1 0
0 − 1 

)
α =

( 
0 σ

σ 0 

) 

(20.31)

and γ 0 = β , γ = βα , we easily find that

γ  5 =
( 

0 1
1 0

)
. (20.32)

Co n sid er n ow th e q u a n tity ¯̂
ψ  1(x, t)γ  5 ψ̂2( x, t). Under the parity transformation,

th is b eco m es 

¯̂
ψ  1 P( x, t)γ  5 ψ̂2 P( x, t) = ψ̂ 

†
1 P( x, t)βγ5 ψ̂2 P( x, t)

= ψ̂
†
1 (− x, t)ββγ  5βψ̂2(− x, t)

= − ¯̂
ψ  1(− x, t)γ  5 ψ̂2(− x, t) (20.33)

using βγ5 = −γ 5β and β 2 = 1. Thus, this combination of ¯̂
ψ1 and ψ̂2 is a

pseudoscalar.
Finally, and most importantly, consider the combination

¯̂
ψ 1( x, t)γ

µγ 5 ψ̂2( x, t).

The r eader can easily check (p roblem 20.2) th at th e µ = 0 component of this is a
pseudoscalar, while the spatial part is an axial vector. We call this kind of 4-vector
an axial 4-vector, the usual ‘ψ̄γ µψ’ one being just a vector, for short.

Let us write the components of an axial 4-vector Âµ as

Âµ = ( Â0, Â). (20.34)

Then, under parity, Â0 → − Â0 and Â → Â, where we are suppressing possible
spacetime arguments x, t . Similarly, for an ordinary 4-vector

V̂µ = (V̂ 0, V̂ ), (20.35)
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the components transform by V̂ 0 → V̂ 0, V̂ → −V̂ under p arity, as we h ave seen.
It follows th at th e Lorentz invariant p roduct

ÂµV̂µ = Â 0 V̂ 0 − Â · V̂ (20.36)

transforms as a pseudoscalar under parity, while Âµ Âµ and V̂µV̂ µ both transform
as scalars. We learn, th erefore, th at one way to introduce a Lorentz invariant
pseudoscalar interaction is to form the ‘dot product’ of a V̂ µ and an Âµ type
object. This proves to be the key to unlocking the structure of the weak
interaction. Indeed, after many years o f careful experiments, and m any false trails,
it was eventually established (always, o f course, to with in so me experimental
er r o r ) th at th e cu r r en ts p ar ticip atin g in Fer m i’s cu r r en t– cu r r en t in ter actio n ar e, in
fact, certain combinations of V-type and A-type currents, for both nucleons and
leptons.

20.4 V − A t heo r y : chira lit y a nd helicit y

Quite soon after the discovery of parity violation, Sudarshan and Marshak (1958)
and then Feynman and Gell-Mann (1958) and Sakurai (1958) proposed a specific
form for the current–current interaction, namely the V − A (‘V minus A’)
structure. Fo r example, in p lace of th e leptonic combinatio n ūe−γµ uν , these
authors proposed the form ūe−γµ(1 − γ  5)uν , b ein g th e d iff e r e n c e ( with eq u a l
weight) of a V-type and an A-type current. For the part involving the nucleons,
the proposal was slightly more complicated, having the form ūpγµ(1 − rγ 5)u n
wh ere r had the empirical valu e ∼ 1. 2. From our present p ersp ective, of course,
th e h ad r o n ic tr a n sitio n is actu a lly o ccu r r in g at th e q u a r k leve l, so th at r a th er th an
a tr a n sitio n n → p we n ow th in k in ter m s o f a d → u one. In this case, th e
r e m a r k ab le fact is th at th e a p p r o p r iate cu r r e n t to u se is, o n c e a g a in , e ssen tially
th e sim p le ‘ V − A’ one, ūuγµ(1 − γ  5)u d . 1 Th is V − A structure for quarks and
leptons is fundamental to the Standard Model.

We must now at once draw the reader’s atten tio n to a r a th er r e m a r k ab le
feature of this V − A structure, which is that the (1 − γ5) factor can be thought of
as acting either on the u spinor or on the ū spinor. Consider, for example, a term
ūe−γµ(1 − γ5)uν . We have

ūe−γµ(1 − γ5)uν = u†
e−βγµ(1 − γ5)uν

= u†
e−(1 − γ5)βγµuν

= [(1 − γ5)ue−]†βγµuν

= [(1 − γ5)ue−] γµuν . (20.37)

To understand the significance of this, it is advantageous to work with a different
representation of the Dirac matrices. We work in a representation in which γ5 is
1 We s h all s ee in s ection 20. 10 that a s light m odifi cation is n eces s ar y.
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chosen to be diagonal, namely

γ5 =
(

1 0
0 − 1

)
α =

(
σ 0
0 −σ

)
β =

(
0 1
1 0

)
γ =

(
0 −σ
σ 0

)
(20.38)

which is related to our ‘usual’ choice (20.31) by a unitary transformation. The
α and β of (20.38) were introduced earlier in equation (4.97) and problem 4.15:
readers who have not worked through that problem are advised to do so now. We
may also suggest a b ackward glance at sectio n 12.3.2 and chapter 17.

Fir st o f a ll, it is clear th at any co m b in a tio n ‘(1 − γ  5)u ’ is an eigenstate o f γ  5
with eigenvalue −1:

γ  5(1 − γ 5)u = (γ  5 − 1)u = −(1 − γ 5)u (20.39)

using γ  25 = 1. In the terminology of section 12.3.2, ‘(1 − γ 5)u ’ h as d e fin ite
ch irality, namely L (‘left-handed’), meaning that it belongs to the eigenvalue −1
of γ5. We may introduce the projection operators PR, PL of section 12.3.2,

PL ≡
(

1 − γ5

2

)
PR ≡

(
1 + γ5

2

)
(20.40)

satisfying

P2
R = PR P2

L = PL PR PL = PL PR = 0 PR + PL = 1 (20.41)

and define
uL ≡ PLu uR ≡ PR (20.42)

for any u. Then

ū1γµ

(
1 − γ5

2

)
u2 = ū1γµPLu2 = ū1γµP2

L u2

= ū1γµPLu2L = ū1 PRγµu2L

= u†
1 PLβγµu2L = ū1Lγµu2L (20.43)

which formalizes (20.37) and emphasizes the fact that only the chiral L
components of the u spinors enter into weak interactions, a remarkably simple
statement.

To see the physical consequences of this, we need the forms of the Dirac
spinors in this new representation, which we shall now derive explicitly, for
convenience. As usual, positive energy spinors are defined as solutions of
(/p − m)u = 0, so that writing

u =
(
φ

χ

)
(20.44)
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we obtain

( E − σ · p)φ = mχ

( E + σ · p)χ = mφ.  (20.45)

A convenient choice of two-component sp inors φ , χ is to take th em to b e h e licity
eige n sta tes ( see sectio n 4 .3 ) . Fo r ex am p le, th e eig en state φ+ with p o sitive h e licity
λ = +1 satisfies

σ · pφ+ = | p|φ+ (20.46)

wh ile th e e ig en state φ− with λ = −1 satisfies (20.46) with a minus on the right-
hand side. Thus, the spinor u( p, λ = +1) can b e wr itten as

u( p, λ = +1) = N

(
φ+

( E−| p|)
m φ+

)
. (20.47)

Th e n o r m alizatio n N is fixed as usual b y requiring ūu = 2 m , from which it
follows (problem 20.3) that N = ( E + | p|)1/ 2 . Thus, finally, we have

u(p, λ = +1) =
( √

E + | p|φ+√
E − | p|φ+

)
. (20.48)

Similarly,

u(p, λ = −1) =
( √

E − | p|φ−√
E + | p|φ−

)
. (20.49)

Now we have agreed that only the chiral ‘L’ components of all u-spinors
enter into weak interactions, in the Standard Model. But from the explicit form
of γ5 given in (20.38), we see that when acting on any spinor u, the projector PL
‘kills’ the top two components:

PL

(
φ

χ

)
=

(
0
χ

)
. (20.50)

In particular,

PLu(p, λ = +1) =
(

0√
E − | p|φ+

)
(20.51)

and

PLu(p, λ = −1) =
(

0√
E + | p|φ−

)
. (20.52)

Equations (20.51) and (20.52) are very important. In particular, equation (20.51)
implies that in the limit of zero mass m (and, hence, E → | p|), only the negative
helicity u-spinor will enter. More quantitatively, using

√
E − | p| =

√
E2 − p2

√
E + | p| ≈ m

2E
for m � E, (20.53)
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we can say that positive h elicity components o f a ll fermions are suppressed in
matrix elements by factors o f o rd er m/E . Bear in g in m in d th a t th e h e licity o p e r a to r
σ · p/| p| is a p seudoscalar, this ‘unequal’ treatment for λ = +1 and λ = −1
components is, of course, precisely related to the parity violation built into the
V − A str u c tu r e .

A similar analysis may be done for the v -spinors. They satisfy (/p+ m)v = 0
and the normalizatio n v̄v = −2 m . We must, however, remember th e ‘small
su b tlety ’ to d o with th e lab ellin g o f v -spinors, discussed in section 4.5.3: the
two-component sp inors χ in v(  p, λ = +1) actu a lly satisf y σ · pχ− = −| p|χ−
an d , sim ilar ly, th e χ+ ’s i n v(  p, λ = −1) satisf y σ · pχ+ = | p|χ+ . We then find
(problem 20.4) the results

v(  p, λ = +1) =
( −√

E − | p|χ−√
E + | p|χ−

)
(20.54)

and

v(  p, λ = −1) =
( √

E + | p|χ+
−√

E − | p|χ+

)
. (20.55)

Once again, the action o f PL removes the top two components, leaving the result
th at, in th e m a ssless lim it, o n ly th e λ = +1 state su r v ives. Recallin g th e ‘ h o le
theory’ interpretation o f sectio n 4 .5.3, this would mean th at th e p o sitive h elicity
components of all anti-fermions dominate in weak interactions, n eg ative h elicity
components being suppressed 2 by factors o f o rder m/ E .

We should emphasize th at although th ese two resu lts, stated in italics, were
derived in the convenient representatio n (20.38) for the Dirac matrices, they
actually hold independently of any choice of representation. This can be sh own
by usin g g eneral helicity projectio n operato rs.

In Pauli’s original letter, he suggested that the mass of the neutrino might
be of the same o rder as the electron m ass. Immediately after the d iscovery of
parity violation, it was realized th at th e result could b e elegantly explained b y
the assumption that the neutrinos were strictly massless particles (Landau 1957,
Lee and Yang 1957, Salam 1957). In this case, u and v sp in o r s satisf y th e sam e
equatio n /p(u or v) = 0, which reduces via (20.45) (in the m = 0 lim it) to th e
two independent two-component ‘Weyl’ equations.

Eφ0 = σ · p φ  0 Eχ 0 = −σ · pχ 0. (20.56)

Rememberin g that E = | p| for a massless p article, we see that φ0 has positive
helicity and χ0 negative helicity. In this strictly massless case, helicity is Lorentz
invariant, since the direction of p cannot be reversed by a velocity transformation
with v < c. Furthermore, each of the equations in (20.56) violates parity, since E
is clearly a scalar while σ · p is a pseudoscalar (note that when m �= 0 we can infer

2 The proportionality of the negative helicity amplitude to the mass of the anti-fermion is, of course,
ex actly as noted f o r π+ → µ+νµ  decay in s ection 18. 2.
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from (20.45) that, in this representation, φ ↔ χ under P , wh ich is co n sisten t with
(20.56) and with the form of β in (20.38)). Thus the (massless) neutrino could
be ‘blamed’ for the parity violation. In this model, neutrinos have one definite
h e licity, e ith er p o sitive o r n eg a tive . As we h ave seen , th e m a ssless lim it o f th e
(four-component) V − A theory leads to the same conclusion.

Wh ich h elicity is actu a lly ch o sen b y Natu r e wa s d eter m in e d in a classic
experiment by Goldhaber et al (1958), involving the K-capture reaction

e− + 152 Eu → ν +  152 Sm∗ (20.57)

as described by Perkins (2000), for example. They found that the helicity of the
emitted n eutrino was (within errors) 100% negative, a r e su lt take n a s c o n fir m in g
the ‘two-component’ neutrino theory and the V − A theory.

We now turn to the questio n o f wheth er th ere is a distin ctio n to b e made
between neutrinos and anti-neutrinos. As a preliminary, we first introduce another
discrete symmetry operation, that of charge conjugation C.

20.5 Charge conjugation for fermion wavefunctions and field operators

We begin by following rather similar steps to those in section 20.3 for parity.
Consider the Dirac equation for a particle of charge −e (e > 0) in a field Aµ:

(i/∂ + e /A − m)ψ = 0. (20.58)

The equation satisfied by a particle of the same mass and opposite charge +e is

(i/∂ − e /A − m)ψC = 0. (20.59)

Remarkably, there is a sort of ‘covariance’ involved here under the transformation
e → −e: we can relate ψC to ψ in such a way that (20.59) follows from (20.58).
Take the complex conjugate of (20.59), so as to produce the equation

(iγ µ∗∂µ + eγ µ∗ Aµ + m)ψ∗
C = 0 (20.60)

assuming Aµ to be real. Multiplying (20.60) from the left by a matrix C0 (to be
determined), which is assumed to be non-singular, we obtain

[C0γ
µ∗C−1

0 (i∂µ + eAµ)+ m]C0ψ
∗
C = 0. (20.61)

Thus, if we can find a C0 such that

C0γ
µ∗C−1

0 = −γ µ (20.62)

we may identify C0ψ
∗
C with ψ (up to an ever-possible phase factor). In either

of our two representations (20.31) or (20.38), all γ -matrices are real except γ 2

which is pure imaginary. A possible choice for C0 is then iγ 2, the i being inserted
for convenience so as to make C0 real.
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The wavefunctions ψ and ψC are then r elated by

ψ = iγ 2ψ∗
C or ψC = iγ 2ψ∗ (20.63)

where we have used (iγ  2)2 = I.
Co n sid er th e a p p licatio n o f th is r esu lt, tak in g ψ to b e a n eg ative 4 -

m o m e n tu m so lu tio n o f th e f r ee- p a r ticle Dir a c e q u a tio n with a h elicity λ = +1
v -spinor:

ψ = v(  p, λ = +1)e i p· x

=
( −√

E − | p|χ−√
E + | p|χ−

)
e i p· x (20.64)

usin g (20.54), in the representatio n (20.38). Then, in th is case,

ψC = iγ 2ψ∗ =
(

0 −iσ2
iσ2 0

)( −√
E − | p|χ∗−√

E + | p|χ∗−

)
e−ip·x . (20.65)

Now the χ− here satisfies
σ · pχ− = −| p|χ− (20.66)

as agreed in section 20.3. Taking the complex conjugate of (20.66), we find that

σ ∗ · pχ∗− = −| p|χ∗− (20.67)

and, recalling that σ1 and σ3 are real while σ2 is pure imaginary, we see that
(20.67) is

(σ1 p1 − σ2 p2 + σ3 p3)χ
∗− = −| p|χ∗−. (20.68)

Multiplying by σ2 from the left and, using σ1σ2 = −σ2σ1, σ1σ3 = −σ3σ1,
σ 2

2 = 1, we obtain (inserting a −i freely)

σ · p(−iσ2χ
∗−) = | p|(−iσ2χ

∗−) (20.69)

showing that (−iσ2χ
∗−) is a spinor with positive helicity, say φ+. Thus, we find

for this case that

ψC = iγ 2v∗(p, λ = +1)e−ip·x =
( √

E + | p|φ+√
E − | p|φ+

)
e−ip·x

= u(p, λ = +1)e−ip·x (20.70)

and so the transformed wavefunction ψC is precisely the wavefunction of a
positive 4-momentum solution with positive helicity (cf (20.48)). In a similar
way, defining iσ2χ

∗+ as φ−, we find that iγ 2v∗(p, λ = −1) = u(p, λ = −1).
Thus, our transformation takes negative 4-momentum solutions with helicity λ
into positive 4-momentum solutions with helicity λ.

This transformation is the nearest we can get, in a wavefunction theory, to
a particle ↔ anti-particle transformation. For the latter, we want an operator
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wh ich sim p ly c h a n g e s a p a r ticle with a cer tain 4 - m o m e n tu m an d h elicity in to th e
corresponding anti-particle with the sa me 4-momentum and h elicity. This can
only be done in a quantum field formalism. There, the required operator is Ĉ,
with th e p r o p e r ty

ψ̂C ≡ Ĉ ψ̂Ĉ−1 = C 0 ψ̂ †T = iγ 2 ψ̂ †T. (20.71)

( No te th a t we wr ite ex p licitly †T for ∗ as ψ̂ will co n tain a n n ih ilatio n a n d cr eatio n
operato rs for which ∗ is undefined).

Let us consider the effect of the transformation (20.71) on a standard normal
mode expansion of a Dirac field:

ψ̂(x) =
∫

d 3 k
(2π)3

1√
2 E

∑
λ

[ĉλ(k)u(k, λ)e−i k· x + d̂ †λ(k)v(k, λ)e i k· x ] (20.72)

wh ere E =
√

m 2 + k 2 . Using iγ  2 u∗(k, λ) = v(k, λ), wh ich f o llows b y inve r tin g
( 2 0 . 7 0 ) , a n d th e sim ilar r elatio n f o r λ = −1, we find that

ψ̂C( x) =
∫

d 3 k
(2π)3

1√
2 E

∑
λ

[ĉ †λ(k)v(k, λ)e i k· x + d̂λ(k)u(k, λ)e−i k· x ] (20.73)

from which it is clear that the field ψ̂C( x) is ju st th e sam e a s ψ̂(x) bu t w ith ĉλ(k)
replaced by d̂λ(k) (and ĉ †λ(k) by d̂ †λ(k)) —th at is, p a rticle operators replaced by

a n ti- p a rticle o n e s, ju st a s th e Ĉ-conjugate field should be. In particular, the k and
λ valu es are not altered, as required.

We h ave in tr o d u ced th e id e a o f p ar ticle– a n ti- p a r ticle co n ju g a tio n with in th e
contex t o f electromagnetic in teraction, wh ere it is indeed a good sy mmetry. Bu t
we must now ask wh ether it is also a good sy mmetry in weak in teractions. The
answer to this question m ust b e an immediate n eg ative, since we h ave seen that the
V− A in ter actio n tr eats a p o sitive h e licity p a r ticle ve r y d iff er en tly f r o m a n eg a tive
helicity anti-particle, while one is precisely transformed into the other under Ĉ.
In perhaps more physical terms, we know that the e− em itted in µ− -decay is
predomin ately in the λ = −1 h elicity state. Pa r ticle– a n ti- p a r ticle sy m m e tr y
would p redict that an e+ em itted in th e C-conjugate process should also have
h e licity λ = −1, but it does not.

However, it is clear th at th e h elicity operato r itself is odd under P . Thus
th e CP -conjugate of an e− with λ = −1 is an e+ with λ = +1, and so the
V − A interaction does p reserve the combined sy mmetry o f CP . I t m ay easily be
verified (problem 20.5) that the ‘two-component’ theory of (20.56) automatically
incorporates CP invariance. We sh all d iscuss CP further in sectio n 22.7.1.

Returning to (20.58) and (20.59), we see that, whether we use ψ̂ or ψ̂C,
four distinct kinds of ‘modes’ are involved: there are particles with either sign of
helicity and anti-particles with either sign of helicity. This is just what we need
to describe fermions which carry a conserved quantum number (such as their
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electromagnetic charge), by which—according to some convention—‘particle’
can be distinguished from ‘anti-particle’. Thus far, in this book, this has been
the case, since we have only considered charged fermions. But in the case of the
neutral neutrinos the situation is not so clear, as we shall now discuss.

20.6 Lepton number

In section 1.3.1 of volume 1, we gave a brief discussion of leptonic quantum
numbers (‘lepton flavours’), adopting a traditional approach in which the data
are interpreted in terms of conserved quantum numbers carried by neutrinos,
which serve to distinguish neutrinos from anti-neutrinos. We must now examine
the matter more closely, in the light of what we have learned about the helicity
properties of the V − A interaction.

In 1955, Davis (1955)—following a suggestion made by Pontecorvo
(1948)—argued as follows. Consider the e− capture reaction e− + p → ν + n,
which was, of course, well established. Then, in principle, the inverse reaction
ν+ n → e− + p should also exist. Of course, the cross-section is extremely small
but by using a large enough target volume this might perhaps be compensated.
Specifically, the reaction ν +37

17 Cl → e− +37
18 Ar was proposed, the argon being

detected through its radioactive decay. Suppose, however, that the ‘neutrinos’
actually used are those which accompany electrons in β−-decay. If (as was
supposed in section 1.3.1) these are to be regarded as anti-neutrinos, ‘ν̄’, carrying
a conserved lepton number, then the reaction

‘ν̄’ +37
17 Cl → e− +37

18 Ar (20.74)

should not be observed. If, on the other hand, the ‘ν’ in the capture process and the
‘ν̄’ in β-decay are not distinguished by the weak interaction, the reaction (20.74)
should be observed. Davis found no evidence for reaction (20.74), at the expected
level of cross-section, a result which could clearly be interpreted as confirming
the ‘conserved electron number hypothesis’.

However, another interpretation is possible. The e− in β-decay has
predominately negative helicity and its accompanying ‘ν̄’ has predominately
positive helicity. The fraction of the other helicity present is of the order m/E ,
where E ∼ few Mev, and the neutrino mass is less than 1 eV; this is, therefore,
an almost undetectable ‘contamination’ of negative helicity component in the ‘ν̄’.
Now the property of the V − A interaction is that it conserves helicity in the zero
mass limit (in which chirality is the same as helicity). Hence, the positive helicity
‘ν̄’ from β−-decay will (predominately) produce a positive helicity lepton, which
must be the e+ not the e−. Thus the property of the V − A interaction, together
with the very small value of the neutrino mass, conspire effectively to forbid
(20.74), independently of any considerations about ‘lepton number’.

Indeed, the ‘helicity-allowed’ reaction

‘ν̄’ + p → e+ + n (20.75)
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was observed b y Reines and Cowan (1956) (see also Cowan et al (1956)).
Reaction (20.75) too, of course, can be interpreted in terms of ‘ν̄ ’ carryin g a
lepton number of − 1, equal to that of the e+ . It was also established that only
‘ν ’ p roduced e− via (20.74), where ‘ν ’ is th e h e licity − 1 state ( o r, o n th e o th er
interpretation, the carrier of lepton number + 1).

Th e situ atio n m ay th er ef o r e b e su mmarized as follows. I n the case o f e− and
e+ , all four ‘modes’—e−(λ = +1),  e−(λ = −1),  e+(λ = +1),  e+(λ = −1)—
are experimentally accessible v ia electro magnetic interactions, even though only
two g en er ally d o m in ate in weak in ter actio n s ( e−(λ = −1) and e+(λ = +1)).
Neutrinos, in contrast, seem to interact only weakly. I n their case, we may if
we wish say th a t th e p a r ticip atin g states a r e ( in a sso ciatio n with e− or e+ ) ν̄e
(λ = +1) and νe(λ = −1), to a very good approximation. But we may also
r eg a r d th ese two states as sim p ly two d iff e r e n t h e licity states o f o n e p a r ticle, r ath e r
th an o f a p ar ticle an d its an ti- p ar ticle. As we h ave seen , th e h elicity r u les d o th e
job required just as well as the lepton number rules. In short, the question is:
are these ‘neutrinos’ d istinguish ed only b y their helicity, o r is there an additional
distinguish in g characteristic (‘electron number’)? In th e latter case, we should
ex p ect th e ‘ o th er ’ two states ν̄e(λ = −1) and νe(λ = +1) to ex ist a s w ell a s th e
ones known from weak in teractions.

If, in fact, no quantum number—other than the helicity—exists which
distinguish es th e n eutrin o states, th en we would h ave to say th at th e C-conjugate
of a neutrino state is a neutrino, not an anti-neutrino—that is, ‘neutrinos are
th eir own an ti- p a r ticles’ . A n e u tr in o wo u ld b e a f e r m io n ic state so m ewh at like
a photon, which is, of course, also its own anti-particle. Such ‘C-self-conjugate’
fermions are called Majorana fermions, in contrast to the Dirac variety, which
have all four possible modes present (two helicities, two particle/anti-particle).
The field operator for a Majorana fermion, ψ̂M(x), will have a mode expansion of
the form (20.72) but the operator ĉ†

λ will appear instead of the operator d̂†
λ . Such

a field will then clearly obey the relation

Ĉψ̂MĈ−1 = ψ̂M (20.76)

which is the Majorana condition. The quantum theory of free Majorana fermions
is described in appendix P.

The distinction between the ‘Dirac’ and ‘Majorana’ neutrino possibilities
becomes an essentially ‘metaphysical’ one in the limit of strictly massless
neutrinos, since then (as we have seen) a given helicity state cannot be flipped by
going to a suitably moving Lorentz frame, nor by any weak (or electromagnetic)
interaction, since they both conserve chirality which is the same as helicity in the
massless limit. We would have just the two states νe(λ = −1) and ν̄e(λ = +1)
and no way of creating νe(λ = +1) or ν̄e(λ = −1). The ‘−’ label then becomes
superfluous. Unfortunately, the massless limit is approached smoothly and it
seems highly likely that neutrino masses are, in fact, so small that the ‘wrong
helicity’ supression factors will make it very difficult to see the presence of the
possible states νe(λ = +1), ν̄e(λ = −1), if indeed they exist.
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F i gu re 20. 2. D oubl e β - decay wi t hout emi ssi on of a neut r i no, a t est f or Maj or ana- t ype
neut r i nos.

On e much-discussed experimental test case (see, for example, the review by
Kay ser in Hag iwara et al (2002) and references th erein) concerns ‘neutrinoless
double β -decay’, which is the process A → A′ + e−+ e− , where A, A′ ar e n u clei.
I f th e n eu tr in o e m itted in th e fir st β -decay carries no electron-type conserved
q u an tu m n u m b er, th en in p r in cip le it can in itiate a seco n d weak in ter actio n ,
exactly as in Davis’ original argument, via the diagram shown in figure 20.2. The
ν em itted a lo n g with th e e− at th e fir st ver tex will b e p r ed o m in ately λ = +1, but
in th e seco n d ve r tex th e V − A in ter actio n will ‘ wan t’ it to h ave λ = −1, like the
outgoing e− . Thus, there is bound to be one ‘m/ E ’ suppression factor, whichever
vertex we choose to make ‘easy’. There is also a complicated nucleus physics
overlap factor. As y et, n o clear ev idence for this p rocess h as been obtained.

In the same way, ‘ν̄ ′ ’ p articles accompanying the µ− ’s i n π− decay

π− → µ− + ‘ν̄ ′ ’ (20.77)

are observed to produce only µ+ ’s wh en th ey in ter act with m atter, n o t µ− ’s .
Ag ain th is can b e in ter p r eted eith er in ter m s o f h elicity co n ser vatio n o r in ter m s o f
conservation of a leptonic quantum number Lµ . We shall assume the analogous
properties are true for the ν̄ ′′ ’s accompanying τ leptons.

On th e o th er hand, helicity arguments alone would allow the reactio n

‘ν̄ ′’ + p → e+ + n (20.78)

to proceed, but as we saw in section 1.3.1 the experiment of Danby et al (1962)
found no evidence for it. Thus there is evidence, in this type of reaction, for a
flavour quantum number distinguishing neutrinos which interact in association
with one kind of charged lepton from those which interact in association with a
different charged lepton. However, a number of observations (see section 22.7.2)
have combined to demonstrate convincingly that ‘neutrino oscillations’ do occur,
in which states of one such flavour can acquire a component of another, as it
propagates. It would create too big a detour to continue with the details of this
interesting physics at this point: we shall return to it in section 22.7.2. For
the moment we simply state that, for the simple case of νe ↔ νµ mixing (for
example), the probability that an initially pure νµ state becomes a νe state in
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vacuo is proportional to
sin 2( L/ L 0) (20.79)

wh ere L is th e d istan c e f r o m th e νµ production point, and the ‘oscillation length’
L0 is given by (Perkins 2000, section 9.7)

L0(in k m) � 0. 8 × E(GeV)/�  m 2(eV2) (20.80)

wh ere E is the n eutrino b eam energy and � m 2 is th e sq u a r e d m ass d iff e r e n c e
| m 2νµ − m 2νe

| . If� m 2 ∼ 10−4 eV2 and E ∼ 1 GeV, we see that L 0 ∼ 8000 km, so
th at L must be of the order of the radius of the earth before (20.79) is appreciable.
Ju st su ch o scillatio n s h ave b een o b ser ve d v ia atm o sp h e r ic o r so lar n e u tr in o s, bu t
the experiment of Danby et al (1962) was obviously unable to see them. It is also
the case that none of the known (2003) neutrino experiments is sensitive to the
diff erence between the Dir ac and Majorana ‘option’.

The upshot of all this is that, while the ‘Majorana neutrino’ hypothesis
is in ter e stin g a n d still v iab le, a n d o n e f o r wh ich so m e ap p ealin g th e o r etical
arguments can be made (Gell-Mann et al 1979, Yanagida 1979, Mohapatra and
Senjanovic 1980, 1981, see also appendix P, section P.2), it is fair to say that
th e Standard Model treats n eutrinos as Dirac p articles, and that is what we shall
generally assume in the rest of this part of the book. In due course (section 22.6),
we sh all see wh y, if neutrinos are Major ana p articles, the way their m ass m ust
appear would suggest an origin in ‘physics beyond the Standard Model’.

20.7 The universal current–current t he ory for weak interactions of leptons

After the breakthroughs of parity violation and V − A theory, th e earlier hopes
(Pontecorvo 1947, Klein 1948, Puppi 1948, Lee et al 1949, Tiomno and Wheeler
1949) were revived o f a universal weak in teractio n among th e p airs of particles
(p,n), (νe, e−), (νµ,µ−), using the V − A m odification to Fermi’s theory. From
our modern standpoint, this list h as to be changed b y the replacement o f (p,n)
by the corresponding quarks (u,d), and by the inclusion of the third lepton pair
(ντ , τ

−) as well as two o th er quark pairs (c,s) and (t,b). It is to these pairs that the
‘V − A’ structure applies, as already indicated in section 20.4, and a certain form
o f ‘ u n iver sality ’ d o es h o ld , as we n ow d escr ib e.

Because of certain complications which arise, we shall postpone the
discussion of the quark currents until section 20.10, concentrating here on the

leptonic currents. In this case, Fermi’s original vector-like current ¯̂
ψeγ

µψ̂ν
becomes modified to a total leptonic charged current

ĵµCC(leptons) = ĵµwk(e)+ ĵµwk(µ)+ ĵµwk(τ ) (20.81)

where, for example,
ĵµwk(e) = ¯̂νeγ

µ(1 − γ5)ê. (20.82)
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In (20.82) we are now adopting, for the first time, a useful shorthand whereby
th e field operato r for th e electron field, say, is denoted by ê( x) r ath er th an ψ̂e( x)
and the ‘ x ’ argument is suppressed. The ‘charged’ current terminology refers to
the fact that these weak current operators ĵµwk carry net charg e, in contrast to an

electromagnetic current operato r such as ¯̂eγ µê wh ich is e lectr ically n e u tr a l. We
sh all see in section 20.9 that there are a lso electrically neutral weak currents.

The interactio n Hamiltonian density accounting f or all leptonic weak
in ter actio n s is th en take n to b e

�̂
lep
CC = 

G F√
2

ĵµCC(leptons) ĵ †CCµ(leptons).  (20.83)

No te th at
( ¯̂ν eγ

µ(1 − γ 5)ê)
† = ¯̂eγ µ(1 − γ 5)ν̂e (20.84)

an d sim ilar ly f o r th e o th er b ilin ear s. Th e c u r r e n ts can also b e wr itten in ter m s o f
the chiral components o f the fields (recall section 20.4) using

2 ¯̂ν eLγ
µê L = ¯̂ν eγ

µ(1 − γ 5)ê (20.85)

f o r ex am p le. ‘ Un iver sality ’ is m an if est in th e fact th at all th e lep to n p air s h ave
the same form of the V − A coupling, and the same ‘strength parameter’ GF/

√
2

multiplies all of the p roducts in (20.83).
The terms in (20.83), when it is m ultiplied out, d escribe m any physical

processes. For example, the term

GF√
2

¯̂νµγ µ(1 − γ 5)µ̂ ¯̂eγµ(1 − γ 5)ν̂e (20.86)

describes µ− decay:
µ− → νµ + e− + ν̄e (20.87)

as well as all th e r eactio n s r e lated b y ‘ cr o ssin g ’ p a r ticles f r o m o n e sid e to th e
other, for example

νµ + e− → µ− + νe. (20.88)

The value of GF can be determin ed from the rate for p rocess (20.87) (see, for
example, Renton 1990, section 6.1.2) and it is found to be

GF � 1. 166 × 10−5 GeV−2. (20.89)

This is a convenient moment to note that the theory is not renormalizable
according to the criteria discussed in section 11.8 at the end of the previous
volume: GF has dimensions (mass)−2. We shall return to this aspect of Fermi-
type V − A theory in sectio n 21.4.

There are also what we might call ‘diagonal’ terms in which the same lepton
pair is taken from ĵµwk and ĵ†

wkµ, for example

GF√
2

¯̂νeγ
µ(1 − γ5)ê ¯̂eγµ(1 − γ5)ν̂e (20.90)
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which d escribes reactions su ch as

ν̄e + e− → ν̄e + e−. (20.91)

The cross-sectio n for (20.91) was measured by Rein es et al (1976) after many
years o f eff ort.

I t is in ter e stin g th a t so m e seem in g ly r ath e r sim ilar p r o cesses a r e f o r b id d e n
to occur, to first order in �̂lep

CC (see (20.83)), for example

ν̄µ + e− → ν̄µ + e−. (20.92)

Fo r r easons which will become clearer in sectio n 20.9, (20.92) is called a ‘neutral
current’ process, in contrast to all the others (such as β-decay orµ-decay) we have
discussed so far, which are called ‘charged current’ processes. If the lepton pairs
are arranged so as to have no net lepton number (for example e−ν̄e, µ

+νµ, νµν̄µ
etc) then pairs with non-zero charge occur in charged current processes, while
those with zero charge participate in neutral current processes. In the case of
(20.91), the leptons can be grouped either as (ν̄ee−) which is charged, or as (ν̄eνe)
or (e+e−) which is neutral. However, there is no way of pairing the leptons in
(20.92) so as to cancel the lepton number and have non-zero charge. So (20.92) is
a purely ‘neutral current’ process, while some ‘neutral current’ contribution could
be present in (20.91), in principle. In 1973 such neutral current processes were
discovered (Hasert et al 1973), generating a whole new wave of experimental
activity. Their existence had, in fact, been predicted in the first version of the
Standard Model, due to Glashow (1961). Today we know that charged current
processes are mediated by the W± bosons and the neutral current ones by the Z0.
We shall discuss the neutral current couplings in section 20.9.

20.8 Calculation of the cross-section for νµ + e− → µ− + νe

After so much qualitative discussion, it is time to calculate something. We
choose the process (20.88), sometimes called inverse muon decay, which is a
pure ‘charged current’ process. The amplitude, in the Fermi-like V − A current
theory, is

� = −i(GF/
√

2)ū(µ)γµ(1 − γ5)u(νµ)ū(νe)γ
µ(1 − γ5)u(e). (20.93)

We shall be interested in energies much greater than any of the lepton masses and
so we shall work in the massless limit: this is mainly for ease of calculation—the
full expressions for non-zero masses can be obtained with more effort.

From the general formula (6.129) for 2 → 2 scattering we have, neglecting
all masses,

dσ

d�
= 1

64π2s
|�|2 (20.94)
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where |�|2 is the appropriate spin-averaged matrix element squared, as in
(8.184) for example. In the case of neutrino–electron scattering, we must average
over initial electron states for unpolarized electrons and sum over the final muon
polarization states. For the neutrinos there is no averaging over initial neutrino
helicities, since only left-handed (massless) neutrinos participate in the weak
interaction. Similarly, there is no sum over final neutrino helicities. However,
for convenience of calculation, we can, in fact, sum over both helicity states of
both neutrinos since the (1 − γ5) factors guarantee that right-handed neutrinos
contribute nothing to the cross-section. As for the eµ scattering example in
section 8.7, the calculation then reduces to that of a product of traces:

|�|2 =
(

G2
F

2

)
Tr[/k ′γµ(1 − γ5)/kγν(1 − γ5)]1

2
Tr[/p′γ µ(1 − γ5)/pγ

ν(1 − γ5)]
(20.95)

all lepton masses being neglected. We define

|�|2 =
(

G2
F

2

)
Nµν Eµν (20.96)

where the νµ → µ− tensor Nµν is given by

Nµν = Tr[/k ′γµ(1 − γ5)/kγν(1 − γ5)] (20.97)

without a 1/(2s + 1) factor, and the e− → νe tensor is

Eµν = 1
2 Tr[/p′γ µ(1 − γ5)/pγ

ν(1 − γ5)] (20.98)

including a factor of 1
2 for spin averaging.

Since this calculation involves a couple of new features, let us look at it in
some detail. By commuting the (1 − γ5) factor through two γ matrices (/pγ ν) and
using the result that

(1 − γ5)
2 = 2(1 − γ5) (20.99)

the tensor Nµν may be written as

Nµν = 2 Tr[/k′γµ(1 − γ5)/kγν]
= 2 Tr(/k ′γµ/kγν)− 2 Tr(γ5/kγν/k

′γµ). (20.100)

The first trace is the same as in our calculation of eµ scattering (cf (8.185)):

Tr(/k ′γµ/kγν) = 4[k ′
µkν + k ′

νkµ + (q2/2)gµν]. (20.101)

The second trace must be evaluated using the result

Tr(γ5/a/b/c/d) = 4iεαβγ δaαbβcγ dδ (20.102)
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( see eq u a tio n ( J.3 7 ) in ap p e n d ix J o f vo lu m e 1 ) . T h e to tally an ti- sy m m e tr ic ten so r
εαβγ δ is ju st th e g en er alizatio n o f εi j k  to four dimensions and is defined by

εαβγ δ =


+ 1 for ε0123 and all even permutations of 0, 1, 2, 3
− 1 for ε1023 and all odd permutations of 0, 1, 2, 3
0 otherwise.

Its appearance here is a d irect consequence o f p arity violation. No te th at th is
d e fin itio n h as th e c o n seq u e n c e th a t

ε0123 = +1 (20.103)

bu t
ε 0123 = −1. (20.104)

We will also need to contract two ε tensors. By looking at the possible
combinations, it should be easy to convince yourself of the result

εi j kεilm =
∣∣∣∣ δ j l  δ jm

δkl δ km

∣∣∣∣ (20.105)

i.e.
εi j kεilm = δ  j lδ km − δ klδ jm. (20.106)

For the four-dimensional ε tensor, one can sh ow (see problem 20.7) th at

εµναβε
µνγ δ = −2!

∣∣∣∣∣ δ
γ
α δ

γ
β

δδα δδβ

∣∣∣∣∣ (20.107)

where the minus sign arises from (20.104) and the 2! from the fact that the two
indices are contracted.

We can now evaluate Nµν . We obtain, after some rearrangement of indices,
the result for the νµ → µ− tensor:

Nµν = 8[(k ′
µkν + k ′

νkµ + (q2/2)gµν)− iεµναβkαk ′β ]. (20.108)

For the electron tensor Eµν we have a similar result (divided by 2):

Eµν = 4[(pµ′ pν + pν′ pµ + (q2/2)gµν)− iεµνγ δ pγ p′
δ]. (20.109)

Now, in the approximation of neglecting all lepton masses,

qµNµν = qνNµν = 0 (20.110)

as for the electromagnetic tensor Lµν (cf (8.188)). Hence, we may replace

p′ = p + q (20.111)
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and drop all terms involving q in th e c o n tr actio n with Nµν . I n th e an ti- sy m m e tr ic
t e r m , h ow ev e r, w e h av e

εµνγ δ pγ ( pδ + qδ) = εµνγ δ pγ qδ (20.112)

sin c e th e ter m with pδ  vanish es because of the anti-sy mmetry o f εµνγ δ . Thus, we
arrive at

Eµνeff = 8 pµ pν + 2 q 2 gµν − 4iεµνγ δ pγ qδ. (20.113)

We m u st n ow calcu late th e ‘ N · E ’ contractio n in (20.96). Sin ce we are
n eg lectin g a ll m a sses, it is easiest to p e r f o r m th e calcu latio n in invar ian t f o r m
before sp ecializin g to the ‘laboratory’ frame. The usual Mandelstam variables are
( n eg lectin g a ll m a sses)

s = 2 k · p (20.114)

u = − 2 k′ · p (20.115)

t = − 2 k · k ′ = q 2 (20.116)

satisf y in g
s + t + u = 0. (20.117)

The result o f p erformin g the contractio n

Nµν E
µν = Nµν E

µν
eff (20.118)

may be found using the result (20.107) for the contraction of two ε tensors (see
problem 20.7): the answer for νµe− → µ−νe is

Nµν Eµν = 16(s2 + u2)+ 16(s2 − u2) (20.119)

where the first term arises from the symmetric part of Nµν , similar to Lµν , and
the second term from the anti-symmetric part involving εµναβ . We have also used

t = q2 = −(s + u) (20.120)

valid in the approximation in which we are working. Thus, for νµe− → µ−νe we
have

Nµν Eµν = +32s2 (20.121)

and with
dσ

d�
= 1

64π2s

(
G2

F

2

)
Nµν Eµν (20.122)

we finally obtain the result
dσ

d�
= G2

Fs

4π2
. (20.123)
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The total cross-section is then

σ = G 2F s

π
. (20.124)

Sin c e t = −2 p 2(1 − cos θ), where  p is th e CM m o m en tu m a n d θ th e
CM scattering angle, (20.123) can alternatively b e written in invariant form as
(problem 20.8)

dσ

d t
= G 2F

π
. (20.125)

All o th er purely leptonic p rocesses may be calculated in an analogous fash io n
(see Bailin (1982) and Renton (1990) for further ex amples).

Wh en we discuss d eep in elastic neutrino scattering in sectio n 20.11, we sh all
be in terested in neutrino ‘laboratory’ cross-sections, as in the electron scattering
case o f chapter 9. A simple calculation g ives s � 2 me E ( n eg lectin g sq u a r e s o f
lepton masses by comparison with me E ), where E is the ‘laboratory’ energy of a
neutrino in cident, in this example, o n a stationary electron. It follows th at the total
‘laboratory’ cross-section in this Fermi-like current–current model rises linearly
with E . We sh a ll r e tu r n to th e im p licatio n s o f th is in sectio n 2 0 . 1 1 .

The p rocess (20.88) was measured by Berg sma et al (CHARM collaboration)
(1983) using the CERN wide-band beam ( Eν ∼ 20 GeV). The ratio of the
observed number of events to that expected for pure V − A was quoted as
0. 98 ± 0. 12.

20.9 Leptonic weak neutral currents

The first observations of th e weak neutral current process ν̄µ e− → ν̄µ e− were
reported b y Hasert et al (1973), in a pioneer experiment using the heavy-liquid
bubble chamber Garg amelle at CERN, irradiated with a ν̄µ beam. As in the
case o f the charged currents, much detailed experimental wo rk was n ecessary to
determine the precise form of the neutral current couplings. They are, of course,
p red icted by th e Glash ow–Salam–Weinberg (GSW) theory, as we sh all explain
in chapter 22. For the moment, we continue with the current–current approach,
parametrizing the currents in a convenient way.

There are two types of ‘neutral current’ couplings: those involving neutrinos

of the form ¯̂νl . . . ν̂l ; and those involving the charged leptons of the form ¯̂l . . . l̂.
We shall assume the following form for these currents (with one eye on the GSW
theory to come):

(1) neutrino neutral current

gNcνl ¯̂νlγ
µ

(
1 − γ5

2

)
ν̂l l = e, µ, τ ; (20.126)

(2) charged lepton neutral current

gN
¯̂lγ µ

[
cl

L
(1 − γ5)

2
+ cl

R
(1 + γ5)

2

]
l̂ l = e, µ, τ. (20.127)
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This is, o f course, b y n o means the most general possible p arametrization. The
neutrino couplin g is retained as pure ‘V − A’ , wh ile th e c o u p lin g in th e ch arg e d
lep to n secto r is n ow a co m b in atio n o f ‘ V− A’ and ‘ V+A’ with certain coefficients
c lL and c lR . We m ay also write the coupling in terms of ‘V’ and ‘A’ coefficients
defin ed by c lV = c lL + c lR, c lA = c lL − c lR . A n ove r a l l fa c t o r g N d e ter m in es th e
strength of the neutral currents as compared to the charged ones: th e c ’s d e ter m in e
th e relative amplitudes o f the various neutral current processes.

As we sh all see, an essential f eature o f the GSW theory is its prediction
of weak neutral current processes, with couplings determined in terms of one
p ar am eter o f th e th eo r y called ‘θW ’, the ‘weak mixing angle’ (Glashow 1961,
Weinberg 1967). The GSW predictions for the parameter gN and the c ’s i s ( s e e
equations (22.37)–(22.40))

gN = g/ cos θ  W cνl = 1
2 c lL = − 1

2 + a cl
R = a (20.128)

for l = e, µ, τ , where a = sin 2 θW and g is the SU(2) gauge coupling. Note that a
str o n g f o r m o f ‘ u n ive r sality ’ is invo lve d h er e to o : th e c o e fficien ts ar e in d e p e n d e n t
of the ‘flavour’ e, µ or τ , for both neutrinos and charged leptons.

The following reactions are available for experimental measurement (in
ad d itio n to th e ch arg e d c u r r e n t p r o cess ( 2 0 . 8 8 ) alr ead y d iscu ssed ) :

νµ e
− → νµ e

− ν̄µ e
− → ν̄µ e

− (NC) (20.129)

νe e− → νe e− ν̄e e− → ν̄e e− (NC + CC) (20.130)

where ‘NC’ m eans n eutral current and ‘CC’ charged current. Formulas for th ese
cross-sections are g iven in sectio n 22.4. The experiments are discussed and
reviewed in Co mmins and Bucksbaum (1983), Renton (1990) and, most recently,
by Winter (2000). All observations are in excellent agreement with the GSW
p r ed ictio n s, with θW d e ter m in ed as sin 2 θ W � 0. 23. The reader must note,
however, th at modern precision measurements are sensitive to higher-order (loop)
corrections, which must now be included in comparing the full GSW theory with
experiment (see section 22.8). The simultaneous fit of data from all four reactions
in terms of the single parameter θW provides already strong confirmation of the
theory—and indeed such confirmation was already emerging in the late 1970s
and early 1980s, before the actual discovery of the W± and Z0 bosons. It is also
interesting to note that the presence of vector (V) interactions in the neutral current
processes may suggest the possibility of some kind of link with electromagnetic
interactions which are, of course, also ‘neutral’ (in this sense) and vector-like. In
the GSW theory, this linkage is provided essentially through the parameter θW, as
we shall see.

20.10 Quark weak currents

The original version of V − A theory was framed in terms of a nucleonic current

of the form ¯̂
ψpγ

µ(1 − rγ5)ψ̂n. With the acceptance of quark substructure it was
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natural to re-interpret such a hadronic transition by a charged current of the form¯̂uγ µ(1 − γ5)d̂ , very similar to the charged lepton currents: indeed, here was a
further example of ‘universality’, this time between quarks and leptons. Detailed
comparison with experiment showed, however, that such d → n transitions were
very slightly weaker than the analogous leptonic ones: this could be established
by comparing the rates for n → pe−ν̄e and µ̄ → νµe−ν̄e.

But for quarks (or their hadronic composites), there is a further complication,
which is the very familiar phenomenon of flavour change in weak hadronic
processes (recall the discussion in section 1.3.2). The first step towards the
modern theory of quark currents was taken by Cabibbo (1963). He postulated
that the strength of the hadronic weak interaction was shared between the�S = 0
and �S = 1 transitions (where S is the strangeness quantum number), the latter
being relatively suppressed as compared to the former. According to Cabibbo’s
hypothesis, phrased in terms of quarks, the total weak charged current for u, d and
s quarks is

ĵµCab(u, d, s) = cos θC
¯̂uγ µ (1 − γ5)

2
d̂ + sin θC

¯̂uγ µ (1 − γ5)

2
ŝ. (20.131)

We can now postulate a total weak charged current

ĵµCC(total) = ĵµCC(leptons)+ ĵµCab(u, d, s) (20.132)

where ĵµCC(leptons) is given by (20.81), and then generalize (20.83) to

�̂
tot
CC = GF√

2
ĵµCC(total) ĵ†

CCµ(total). (20.133)

The effective interaction (20.133) describes a great many processes.
The purely leptonic ones discussed previously are, of course, present in
ĵµCC(leptons) ĵCCµ(leptons). But there are also now all the semi-leptonic processes
such as the �S = 0 (strangeness conserving) one

d → u + e− + ν̄e (20.134)

and the �S = 1 (strangeness changing) one

s → u + e− + ν̄e. (20.135)

The notion that the ‘total current’ should be the sum of a hadronic and a
leptonic part is already familiar from electromagnetism—see, for example,
equation (8.90).

The transition (20.135), for example, is the underlying process in semi-
leptonic decays such as

�− → n + e− + ν̄e (20.136)

and
K− → π0 + e− + ν̄e (20.137)
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Figure 20.3. Strangeness-changing semi-leptonic weak decays.

as indicated in figure 20.3.
The ‘s’ quark is assigned S = −1 and charge − 1

3 e. The s → u transition
is then referred to as one with ‘�S = �Q’, meaning that the change in the
quark (or hadronic) strangeness is equal to the change in the quark (or hadronic)
charge: both the strangeness and the charge increase by one unit. Prior to the
advent of the quark model and the Cabibbo hypothesis, it had been established
empirically that all known strangeness-changing semileptonic decays satisfied the
rules |�S| = 1 and �S = �Q. The u–s current in (20.131) satisfies these rules
automatically. Note, for example, that the process apparently similar to (20.136),
�+ → n + e+ + νe, is forbidden in the lowest order (it requires a double quark
transition from suu to udd). All known data on such decays can be fit with a value
sin θC � 0.23 for the ‘Cabibbo angle’ θC (not to be confused with θW). This
relatively small angle is, therefore, a measure of the suppression of |�S| = 1
processes relative to �S = 0 ones.

The Cabibbo current can be written in a more compact form by introducing
the ‘mixed’ field

d̂ ′ ≡ cos θCd̂ + sin θCŝ. (20.138)

Then

ĵµCab(u, d, s) = ¯̂uγ µ (1 − γ5)

2
d̂ ′. (20.139)

In 1970 Glashow, Iliopoulos and Maiani (GIM) (1970) drew attention to
a theoretical problem with the interaction (20.133) if used in second order.
Now it is, of course, the case that this interaction is not renormalizable, as
noted previously for the purely leptonic one (20.83), since GF has dimensions
of an inverse mass squared. As we saw in section 11.7, this means that one-
loop diagrams will typically diverge quadratically, so that the contribution of
such a second-order process will be of order (GF.GF�

2) where � is a cut-off,
compared to the first-order amplitude GF. Recalling from (20.89) that GF ∼
10−5 GeV−2, we see that for � ∼ 10 GeV such a correction could be significant
if accurate enough data existed. GIM pointed out, in particular, that some second-
order processes could be found which violated the (hitherto) well-established
phenomenological selection rules, such as the |�S| = 1 and �S = �Q rules
already discussed. For example, there could be �S = 2 amplitudes contributing
to the KL − KS mass difference (see Renton 1990, section 9.1.6, for example), as
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well as contributions to unobserved decay modes such as

K+ → π+ + ν + ν̄ (20.140)

which has a neutral lepton pair in association with a strangeness change for the
hadron. In fact, experiment placed very tight limits on the non-existence of
(20.140)—and still does: the present limit on the branching is less than about
10−9%. This seemed to imply a surprisingly low value for the cut-off, say
∼ 3 GeV (Mohapatra et al 1968).

Partly in order to address this problem and partly as a revival of an earlier
lepton-quark symmetry proposal (Bjorken and Glashow 1964), GIM introduced a
fourth quark, now called c (the charm quark) with charge 2

3 e. Note that in 1970
the τ -lepton had not been discovered, so only two lepton family pairs (νe, e), (νµ,
µ) were known: this fourth quark, therefore, did restore the balance, via the two-
quark family pairs (u,d), (c,s). In particular, a second quark current could now
be hypothesized, involving the (c,s) pair. GIM postulated that the c-quark was
coupled to the ‘orthogonal’ d–s combination (cf (20.138))

ŝ′ = − sin θCd̂ + cos θCŝ. (20.141)

The complete four-quark charged current is then

ĵµGIM(u, d, c, s) = ¯̂uγ µ (1 − γ5)

2
d̂ ′ + ¯̂cγ µ (1 − γ5)

2
ŝ′. (20.142)

The form (20.142) had already been suggested by Bjorken and Glashow (1964).
The new feature of GIM was the observation that, assuming an exact SU(4)f
symmetry for the four quarks (in particular, equal masses), all second-order
contributions which could have violated the |�S| = 1,�S = �Q selection rules
now vanished. Further, to the extent that the (unknown) mass of the charm quark
functioned as an effective cut-off �, due to breaking of the SU(4)f symmetry,
they estimated mc to lie in the range 3–4 GeV, from the observed KL − KS mass
difference.

GIM went on to speculate that the non-renormalizability could be overcome
if the weak interactions were described by an SU(2) Yang–Mills gauge theory,
involving a triplet (W+, W−, W0) of gauge bosons. In this case, it is natural to
introduce the idea of (weak) ‘isospin’, in terms of which the pairs (νe, e), (νµ, µ),
(u,d′), (c, s′) are all t = 1

2 doublets with t3 = ± 1
2 . Charge-changing currents then

involve the ‘raising’ matrix

1

2
τ+ ≡ 1

2
(τ1 + iτ2) =

(
0 1
0 0

)
(20.143)

and charge-lowering ones the matrix τ−/2 = (τ1 − iτ2)/2. The full symmetry
must also involve the matrix τ3/2, given by the commutator [τ+/2, τ−/2] = τ3.
Whereas τ+ and τ− would (in this model) be associated with transitions mediated
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by W± , tr a n sitio n s invo lv in g τ3 wo u ld b e m ed iated b y W0 and would correspond
to ‘neutral current’ transitions for quarks. We now know that things are slightly
more complicated than this: the correct sy mmetry is the SU(2) × U(1) of
Glashow (1961), also invoked by GIM. Sk ipping, th erefore, so me historical steps,
we p a r a m e tr ize th e weak quark neutral current as (cf (20.127) for the leptonic
analogue)

gN

∑
q=u, c, d′, s′

¯̂qγ µ
[

c qL
(1 − γ5)

2
+ c qR

(1 + γ5)

2

]
q̂ (20.144)

for the four flavours so far in play. In the GSW theory, the c qL ’s are p redicted to be

c u, cL = 1
2 − 2

3 a cu, c
R = − 2

3 a (20.145)

c d, sL = − 1
2 + 1

3 a cd, s
R = 1

3 a (20.146)

wh ere a = sin 2 θW as before and g N = g/ cos θ  W .
One feature of (20.144) is worth nothing. Consider the terms

¯̂d ′{. . .}d̂ ′ + ¯̂s′{. . .}ŝ′. (20.147)

It is simple to verify th at, whereas eith er part of (20.147) alone contains a

strangeness-changing neutral co m b in atio n su c h a s ¯̂d{. . .}ŝ or ¯̂s{. . .}d̂ , such
combinations vanish in the sum, leaving the result diagonal in quark flavour.
Thus, there are no first-order neutral flavour-changing currents in this model, a
result which will be extended to three flavours in sections 22.3 and 22.7.1.

In 1974, Gaillard and Lee (1974) performed a f ull one-loop calculation
of the KL − KS mass difference in th e GSW model as extended b y GIM to
quarks and using the renormalization techniques recently developed b y ’t Hooft
(1971b). They were able to predict mc ∼ 1. 5 GeV for the charm quark mass,
a result spectacularly confirmed by the subsequent discovery of the cc̄ states in
charmonium, and of charmed mesons and baryons of the appropriate mass.

20.11 Deep inelastic neutrino scattering

We now present another illustrative calculation within the framework of the
‘current–current’ model, this time involving neutrinos and quarks. We shall
calculate cross-sections for deep inelastic neutrino scattering from nucleons,
using the parton model introduced (for electromagnetic interactions) in chapter 9.
In particular, we shall consider the processes

νµ + N → µ− + X (20.148)

ν̄µ + N → µ+ + X (20.149)

which, of course, involve the charged currents for both leptons and quarks.
Studies of these reactions at Fermilab and CERN in the 1970s and 1980s played

Copyright 2004 IOP Publishing Ltd



F i gu re 20. 4. I nel ast i c neut r i no scat t er i ng f r om a nucl eon.

a crucial part in establishing th e quark structure o f the nucleon, in particular th e
quark distribution functions.

Th e g en er al p r o cess is illu str ated in fig u r e 2 0 . 4 . By n ow we ar e b eco m in g
accustomed to the idea that such p rocesses are, in fact, m ediated b y the W+ , but
we sh all assu me th at th e momentu m transfers are such that the W-propagato r is
effectively constant (see the d iscussion in section 21.2). The effective lepton–
quark interaction will then take the form

�̂
eff
νq = GF√

2
¯̂µγµ(1 − γ5)ν̂µ[ ¯̂uγ µ(1 − γ5)d̂ + ¯̂cγ µ(1 − γ5)ŝ] (20.150)

leading to expressions for the parton-level subprocess amplitudes which are
exactly similar to that in (20.93) for νµ + e− → µ− + νe. Note that we are
considering only the four flavours u, d, c, s to be ‘active’, and we have set θC ≈ 0.

As in (20.96), the νµ cross-section will have the general form

dσ (ν) ∝ NµνWµν
(ν) (q, p) (20.151)

where Nµν is the neutrino tensor of (20.108). The form of the weak hadron tensor
Wµν

(ν) is deduced from Lorentz invariance. In the approximation of neglecting
lepton masses, we can ignore any dependence on the 4-vector q since

qµNµν = qνNµν = 0. (20.152)

Just as Nµν contains the pseudotensor εµναβ , so too will Wµν

(ν) since parity is
not conserved. In a manner similar to equation (9.10) for the case of electron
scattering, we define neutrino structure functions by

Wµν
(ν) = (−gµν)W (ν)

1 + 1

M2
pµ pνW (ν)

2 − i

2M2
εµνγ δ pγ qδW

(ν)
3 . (20.153)

In general, the structure functions depend on two variables, say Q2 and ν, where
Q2 = −(k − k′)2 and ν = p · q/M; but in the Bjorken limit approximate scaling
is observed, as in the electron case:

Q2 → ∞
ν → ∞

}
x = Q2/2Mν fixed (20.154)
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ν W (ν)
2 ( Q 2, ν) → F (ν)2 ( x) (20.155)

MW (ν)
1 ( Q 2, ν) → F (ν)1 ( x) (20.156)

ν W (ν)
3 ( Q 2, ν) → F (ν)3 ( x) (20.157)

where, as with (9.21) and (9.22), the physics lies in the assertion that the F ’s a r e
finite. This scaling can again b e interpreted in ter m s o f p o in t- like scatter in g f r o m
partons—which we shall take to have quark quantum numbers.

In th e ‘laboratory’ frame (in which th e nucleon is at rest) the cross-sectio n
in ter m s o f W1, W2 and W3 may b e d erived in the u su al way from ( cf equation
(9.11))

dσ (ν) =
(

GF√
2

)2 1

4 k · p 
4π M Nµν W

µν
(ν)

d 3 k′

2 k ′(2π)3 
. (20.158)

In terms of ‘laboratory’ variables, one obtains (problem 20.10)

d 2σ (ν)

d Q 2 dν
= G 2F

2π

k′

k

(
W (ν)

2 cos2(θ/2)+ W (ν)
1 2 sin2(θ/2)+ k + k ′

M
sin 2(θ/2) W (ν)

3

)
.

(20.159)
For an incoming anti-neutrino beam, the W3 term changes sign.

I n n e u tr in o scatter in g it is co m m o n to u se th e var iab les x, ν  and the
‘ in e lasticity ’ y wh ere

y = p · q/ p · k. (20.160)

In th e ‘laboratory’ frame, ν = E − E ′ (the energy transfer to th e nucleon) and
y = ν/  E . T h e cr o ss- sectio n can b e wr itten in th e f o r m ( see p r o b lem 2 0 . 1 0 )

d 2σ (ν)

d x d y
= G 2F

2π 
s

(
F (ν)2

1 + (1 − y)2

2
+ x F (ν)3

1 − (1 − y)2

2

)
(20.161)

in terms of the Bjorken scaling functions, and we have assumed the relation

2 x F (ν)1 = F (ν)2 (20.162)

appropriate for spin- 12 co n stitu en ts.
We now turn to the parton-level subprocesses. Their cross-sections can

be straightforwardly calculated in the same way as for νµ e− scatter in g in
section 20.8. We obtain (problem 20.11)

νq, ν̄q̄ : d2σ

dxdy
= G2

F

π
sxδ

(
x − Q2

2Mν

)
(20.163)

νq̄, ν̄q : d2σ

dxdy
= G2

F

π
sx(1 − y)2δ

(
x − Q2

2Mν

)
. (20.164)
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Figure 20.5. Suppression of νµq̄ → µ−q̄ for y = 1: (a) initial-state helicities; (b)
final-state helicities at y = 1.

The factor (1 − y)2 in the νq̄, ν̄q cases means that the reaction is forbidden at
y = 1 (backwards in the CM frame). This follows from the V − A nature of
the current, and angular momentum conservation, as a simple helicity argument
shows. Consider, for example, the case νq̄ shown in figure 20.5, with the
helicities marked as shown. In our current–current interaction there are no
gradient coupling terms and, therefore, no momenta in the momentum-space
matrix element. This means that no orbital angular momentum is available to
account for the reversal of net helicity in the initial and final states in figure 20.5.
The lack of orbital angular momentum can also be inferred physically from the
‘point-like’ nature of the current–current coupling. For the νq or ν̄q̄ cases, the
initial and final helicities add to zero and backward scattering is allowed.

The contributing processes are

νd → l−u ν̄d̄ → l+ū (20.165)

νū → l−d̄ ν̄u → l+d (20.166)

the first pair having the cross-section (20.163), the second (20.164). Following
the same steps as in the electron scattering case (sections 9.2 and 9.3), we obtain

Fνp
2 = F ν̄n

2 = 2x[d(x)+ ū(x)] (20.167)

Fνp
3 = F ν̄n

3 = 2[d(x)− ū(x)] (20.168)

Fνn
2 = F ν̄p

2 = 2x[u(x)+ d̄(x)] (20.169)

Fνn
3 = F ν̄p

3 = 2[u(x)− d̄(x)]. (20.170)

Inserting (20.167) and (20.168) into (20.161), for example, we find that

d2σ (νp)

dxdy
= 2σ0x[d(x)+ (1 − y)2ū(x)] (20.171)

where

σ0 = G2
Fs

2π
= G2

F M E

π
� 1.5 × 10−42(E/GeV) m2 (20.172)

is the basic ‘point-like’ total cross-section (compare (20.124)). Similarly, one
finds that

d2σ (ν̄p)

dx dy
= 2σ0x[(1 − y)2u(x)+ d̄(x)]. (20.173)
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Figure 20.6. Charged-current inelasticity (y) distribution as measured by CDHS (from
Winter 2000, p 443).

The corresponding results for νn and ν̄n are given by interchanging u(x) and d(x)
and ū(x) and d̄(x).

The target nuclei usually have approximately equal numbers of protons and
neutrons and it is appropriate to average the ‘n’ and ‘p’ results to obtain an
‘isoscalar’ cross-section σ (νN) or σ (ν̄N):

d2 σ (νN)

dx dy
= σ0x[q(x)+ (1 − y)2q̄(x)] (20.174)

d2 σ (ν̄N)

dx dy
= σ0x[(1 − y)2q(x)+ q̄(x)] (20.175)

where q(x) = u(x)+ d(x) and q̄(x) = ū(x)+ d̄(x).
Many simple and striking predictions now follow from these quark parton

results. For example, by integrating (20.174) and (20.175) over x , we can write

dσ (νN)

dy
= σ0[Q + (1 − y2)Q̄] (20.176)

dσ (ν̄N)

dy
= σ0[(1 − y)2 Q + Q̄] (20.177)

where Q = ∫
xq(x) dx is the fraction of the nucleon’s momentum carried

by quarks and similarly for Q̄. These two distributions in y (‘inelasticity
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F i gu re 20. 7. L ow-energy ν and ν̄ cross-sections (from Winter 2000, p 427).

distribu tions’), th erefore, give a d irect measure o f the quark and anti-quark
co m p o sitio n o f th e n u c leo n . Fig u r e 2 0 . 6 sh ows th e in e lasticity d istr ibu tio n s as
reported by the CDHS collaboration (de Groot et al 1979), from which the authors
extracted the ratio

Q̄/(Q + Q̄) = 0.15 ± 0.03 (20.178)

after applying radiative corrections. An even more precise value can be obtained
by looking at the region near y = 1 for ν̄N which is dominated by Q̄, the small Q
contribution (∝ (1 − y)2) being subtracted out using νN data at the same y. This
method yields

Q̄/(Q + Q̄) = 0.15 ± 0.01. (20.179)

Integrating (20.176) and (20.177) over y gives

σ (νN) = σ0(Q + 1
3 Q̄) (20.180)

σ (ν̄N) = σ0(
1
3 Q + Q̄) (20.181)

and hence
Q + Q̄ = 3(σ (νN) + σ (ν̄N))/4σ0 (20.182)

while

Q̄/(Q + Q̄) = 1

2

(
3r − 1

1 + r

)
(20.183)

where r = σ (ν̄N)/σ (νN). From total cross-section measurements and including c
and s contributions, the CHARM collaboration (Allaby et al 1988) reported

Q + Q̄ = 0.492 ± 0.006(stat)± 0.019(syst) (20.184)
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Q̄/( Q + Q̄) = 0. 154 ± 0. 005(sta t)± 0. 011(sy st).  (20.185)

The second figure is in good agreement with (20.179) and the first shows that only
about 50% of the nucleon momentum is carried by charged partons, the rest being
carried by th e g luons, which do not have weak or electromagnetic in teractions.

Equations (20.180) and (20.181), together with (20.172), predict that the
to tal c r o ss- sectio n s σ (ν  N)  and σ (ν̄ N)  r ise lin ear ly with th e e n e rg y E . Figure 20.7
sh ows h ow this (parton m odel) predictio n r eceived spectacular confirmation as
early as 1975 (Perkins 1975), soon after the model’s success in d eep inelastic
scattering. In fact, both σ (ν  N)/ E and σ (ν̄ N)/ E are found to be independent of E
up to E ∼ 200 GeV.

Detailed c o m p a r iso n b etween th e d ata a t h ig h e n e rg ies a n d th e ear lier d ata
of figure 20.7 at Eν  up to 15 GeV reveals that the Q̄ f r actio n is in c r easin g with
energy. This is in accordance with the expectation o f QCD corrections to the
parton model (section 15.7): the Q̄ distribu tion is large at small x and scaling
violations embodied in the evolution of the parton distributions predict a rise at
small x as the energy scale increases.

Returning now to (20.167)–(20.170), the two sum rules of (9.65) and (9.66)
can be combined to give

3 =
∫ 1

0
dx [u(x)+ d(x) − ū(x)− d̄(x)] (20.186)

= 1
2

∫ 1

0
dx (Fνp

3 + Fνn
3 ) (20.187)

≡
∫ 1

0
dx FνN

3 (20.188)

which is the Gross–Llewellyn Smith sum rule (1969), expressing the fact that
the number of valence quarks per nucleon is three. The CDHS collaboration (de
Groot et al 1979), quoted

IGLLS ≡
∫ 1

0
dx FνN

3 = 3.2 ± 0.5. (20.189)

In perturbative QCD, there are corrections expressible as a power series in αs, so
that the parton model result is only reached as Q2 → ∞:

IGLLS(Q
2) = 3[1 + d1αs/π + d2α

2
s /π

2 + · · ·] (20.190)

where d1 = −1 (Altarelli et al 1978a, b), d2 = −55/12 + Nf/3 (Gorishny and
Larin 1986) where Nf is the number of active flavours. The CCFR collaboration
(Shaevitz et al 1995) has measured IGLLS in anti-neutrino–nucleon scattering at
〈Q2〉 ∼ 3 GeV2. It obtained

IGLLS(〈Q2〉 = 3 GeV2) = 2.50 ± 0.02 ± 0.08 (20.191)
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Figure 20.8. CCFR neutrino–iron structure functions x F(ν)3 (Shaevitz et al 1995). The
full line is the next-to-leading order (one-loop) QCD prediction and the dotted line is an
extrapolation to regions outside the kinematic cuts for the fit.

in agreement with the O(α3
s ) calculation of Larin and Vermaseren (1991) using

�
QCD
M S

= 250 ± 50 MeV.

The predicted Q2 evolution of x F3 is particularly simple since it is not
coupled to the gluon distribution. To leading order, the x F3 evolution is given
by (cf (15.106))

d

d ln Q2
(x F3(x, Q2)) = αs(Q2)

π

∫ 1

x
Pqq(z)x F3

(
x

z
, Q2

)
dz

z
. (20.192)

Figure 20.8, taken from Shaevitz et al (1995), shows a comparison of the CCFR
data with the next-to-leading order calculation of Duke and Owens (1984). This
fit yields a value of αs at Q2 = M2

Z given by

αs(M
2
Z) = 0.111 ± 0.002 ± 0.003. (20.193)

The Adler sum rule (Adler 1963) involves the functions F ν̄p
2 and Fνp

2 :

IA =
∫ 1

0

dx

x
(F ν̄p

2 − Fνp
2 ). (20.194)
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In the simple model of (20.167)–(20.170), the right-hand side of IA is ju st

2
∫ 1

0
d x (u( x)+ d̄( x)− d( x)− ū( x))  (20.195)

which represents four times the average of I3 ( iso sp in ) o f th e targ et, w h ich is
1
2 for the proton. This sum rule follows from the conservation of the charged
weak current (as will be true in th e Standard Model, since this is a gauge
sy mmetry current, as we shall see in the following chapter). Its measurement,
however, depends precisely on separatin g the non-isoscalar contribu tio n ( IA
vanish es for the isoscalar average ‘N’). The only published result is that o f the
BEBC co llab o r atio n ( Allasia et al 1984, 1985):

IA = 2. 02 ± 0. 40 (20.196)

in agreement with th e expected value 2 .
Relations (20.167)–(20.170) allow the F2 functions for electron (muon) and

neutrino scattering to be simply related. From (9.58) and (9.61), we have

F eN
2 = 1

2 ( F ep
2 + F en

2 ) = 5
18 x(u + ū + d + d̄)+ 1

9 x(s + s̄)+ · · ·  (20.197)

while (20.167) and (20.169) give

Fν N2 ≡ 1
2 ( F

ν p
2 + Fν n2 ) = x(u + d + ū + d̄).  (20.198)

Assu ming th at th e non-strange contribu tions domin ate, th e n eutrin o and charged
lepton structure functions should be approximately in the ratio 18/5, which is
th e reciprocal of th e mean squared charg e o f the u and d quarks in the nucleon.
Figure 20.9 shows the neutrino results on F2 and x F3 to g e th er with th o se f r o m
seve r a l µN experiments scaled by th e factor 18/5. The agreement is reasonably
good, and this gives further confirmation of the quark parton picture.

From (20.167)–(20.170), we see that the differences Fν2 − x Fν3 invo lve th e
anti-quark (sea) contribu tion, wh ich from the data are concentrated at small x , as
we already inferred in section 9 .3.

We have mentioned QCD corrections to th e simple p arto n model at several
points. Clearly the full machinery introduced in chapter 15, in the context of
deep inelastic charged lepton scattering, can be employed for the case of neutrino
scattering also. For further access to this area we refer to Ellis et al (1996,
chapter 4), and Winter (2000, chapter 5).

20.12 Non-leptonic weak interactions

The effective weak Hamiltonian of (20.133) (as modified by GIM) clearly
contains the term

�̂
q
CC(x) = GF√

2
ĵµGIM(x) ĵ†

µGIM(x) (20.199)
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F i gu re 20. 9. C ompar i s on of neut r i no r e sul t s on F2( x) and x F3( x) with those from
muon pr oduct i on pr oper l y r escal ed by t he fact or 18/ 5, f or a Q 2 r a ngi ng bet w een 10 and
1000 G e V 2 (from Winter 2000, p 455).

F i gu re 20. 10. E ffective f our-fermion non-leptoni c weak transition at t he quark level.

in which no lepton fields are present (just as there are no quarks in (20.83)). This
interaction is responsible, at the quark level, for transitions invo lving four-quark
(or anti-quark) fields at a point. For example, the process shown in figure 20.10
can occur. By ‘adding on’ another two quark lines u and d, which undergo no
weak interaction, we arrive at figure 20.11, which represents the non-leptonic
decay�0 → pπ−.

This figure is, of course, rather schematic since there are strong QCD
interactions (not shown) which are responsible for binding the three-quark
systems into baryons and the qq̄ system into a meson. Unlike the case
of deep inelastic lepton scattering, these QCD interactions cannot be treated
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F i gu re 20. 11. Non-l ept oni c w eak decay of �0 usi ng t he pr ocess of fi gur e 20. 10, w i t h t he
addition of t wo ‘spect ator’ quarks.

perturbatively, sin ce th e d istance scales invo lved are typically those o f the hadron
sizes (∼ 1 fm), where perturbation theory fails. This means that non-leptonic
weak interactions among hadrons are difficult to analyse quantititively, though
su b stan tial p r o g r ess is b ein g m ad e v ia lattice QCD. Sim ilar d ifficu lties a lso a r ise,
ev idently, in the case o f semi-leptonic d ecays. In general, one has to proceed
in a p h en o m en o lo g ical way, parametrizin g th e decay amp litu d es in terms o f
appropriate form factors (wh ich are analogous to th e electromagnetic form factors
in tr o d u ced in ch ap ter 8 ) . I n th e case o f tr a n sitio n s invo lv ing a t least o n e h e av y
quark Q, Isgur and Wise (1989, 1990) noticed that a considerable simplification
o ccu r s in th e lin it m Q → ∞. For example, one universal function (the ‘Isgur–
Wise form factor’) is su fficient to d escrib e a large number of hadronic form factors
in troduced for semi-leptonic transitions between two h eavy pseudoscalar (0− ) or
vector (1− ) mesons. For an introduction to the Isgur–Wise theory, we refer to
Donoghue et al (1992).

The non-leptonic sector is the scene of some very interesting physics,
however, such as K0 − K̄0 and B0 − B̄0 oscillations, and CP violation in the
K0−K̄0 and B0−B̄0 sy ste m s. We sh a l l se e h ow CP violation arises in the Standard
Model in section 22.7.1. For a convenient review of this large and important area,
we refer to Leader and Predazzi (1996).

Problems

20.1 Show that in the non-relativistic limit (| p| � M) the matrix element ūpγ
µun

of (20.1) vanishes if p and n have different spin states.

20.2 Show that ¯̂
ψ1(x, t)γ 0ψ̂2(x, t) is a pseudoscalar under P̂ , and that

¯̂
ψ(x, t)γ ψ̂2(x, t) is an axial vector.

20.3 Verify the normalization N = (E + | p|)1/2 in (20.47).

20.4 Verify (20.54) and (20.55).

20.5 Verify that equations (20.56) are invariant under CP.
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20.6 The matrix γ5 is defined by γ5 = iγ 0γ 1γ 2γ 3. Prove the following
properties:

(a) γ 2
5 = 1 and hence

(1 + γ5)(1 − γ5) = 0;
(b) from the anti-commutation relations of the other γ matrices, show that

{γ5, γµ} = 0

and hence that
(1 + γ5)γ0 = γ0(1 − γ5)

and
(1 + γ5)γ0γµ = γ0γµ(1 + γ5).

20.7

(a) Consider the two-dimensional anti-symmetric tensor εi j defined by

ε12 = +1, ε21 = −1 ε11 = ε22 = 0.

By explicitly enumerating all the possibilities (if necessary), convince
yourself of the result

εi j εkl = +1(δikδ j l − δilδ j k).

Hence prove that

εi j εil = δ j l and εi j εi j = 2

(remember, in two dimensions,
∑

i δii = 2).

(b) By similar reasoning to that in part (a) of this question, it can be shown that
the product of two three-dimensional anti-symmetric tensors has the form

εi j kεlmn =
∣∣∣∣∣∣
δil δim δin

δ j l δ jm δ j n

δkl δkm δkn

∣∣∣∣∣∣ .
Prove the results

εi j kεimn =
∣∣∣∣ δ jm δ j n

δkm δkn

∣∣∣∣ εi j kεi j n = 2δkn εi j kεi j k = 3!

(c) Extend these results to the case of the four-dimensional (Lorentz) tensor
εµναβ (remember that a minus sign will appear as a result of ε0123 = +1
but ε0123 = −1).
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20.8 Starting from the amplitude for the process

νµ + e− → µ− + νe

given b y the current–current th eory of weak in teractions,

� = −i( GF/
√

2)ū(µ)γµ(1 − γ 5)u(νµ) g
µν ū(νe)γν(1 − γ 5)u(e)

verify th e intermediate results given in sectio n 20.8 leadin g to the resu lt

dσ/d t = G 2F/π

( n eg lectin g a ll lep to n m a sses) . Hen ce, sh ow th at th e lo cal to tal c r o ss- sectio n f o r
th is p r o cess r ises lin ear ly with s :

σ = G 2F s/π.

20.9 The invariant amplitude for π+ → e+ν d ecay may b e written as

� = ( GF/
√

2) fπ p
µū(ν)γµ(1 − γ 5)v(e)

wh ere pµ is the 4-momentum of the pion and the neutrino is taken to be massless.
Evaluate the d ecay rate in the r est frame of the p ion u sing the d ecay rate formula

� = (1/2 Mπ )|�| 2 dLips( M 2π ; k e, kν)

wh ere the phase sp ace factor ‘dLips’ is d efined in (16.111). Show that the ratio of
π+ → e+ν and π+ → µ+ν rates is g iven by

�(π+ → e+ν)
�(π+ → µ+ν)

=
(

Me

Mµ

)2
(

M 2π − M 2e
M 2π − M 2µ

)2

.

Rep eat th e calcu latio n u sin g th e a m p litu d e

�′ = ( GF/
√

2) fπ  p
µū(ν)γµ( g V + g Aγ 5)v(e)

and retaining a finite neutrino mass. Discuss the e+/µ+ ratio in the light of your
r e su lt.

20.10

(a) Verify that the inclusive inelastic neutrino–proton scattering differential
cross-section has the form

d2σ (ν)

dQ2 dν
= G2

Fk ′

2πk

(
W (ν)

2 cos2(θ/2)+ W (ν)
1 2 sin2(θ/2)

+ (k + k ′)
M

sin2(θ/2)W (ν)
3

)
in th e n o tatio n o f sectio n 2 0 . 1 1 .
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( b ) Usin g th e Bjo r ken scalin g b eh av io u r

ν W (ν)
2 → F (ν)2 MW (ν)

1 → F (ν)1 ν W (ν)
3 → F (ν)3

r ewr ite th is ex p r essio n in ter m s o f th e scalin g f u n c tio n s. I n ter m s o f th e
va r i a b l e s x and y , n eg le c t a l l m a ssse s a n d sh ow th a t

d 2σ (ν)

d x d y
= G 2F

2π 
s[ F (ν)2 (1 − y)+ F (ν)1 xy2 + F (ν)3 (1 − y/2) yx].

Remember th at
k ′ sin 2(θ/2)

M
= xy

2
.

( c ) I n ser t th e Callan – Gr o ss r e latio n

2 x F (ν)1 = F (ν)2

to derive th e result quoted in sectio n 20.11:

d 2σ (ν)

d x d y
= G 2F

2π 
s F (ν)2

(
1 + (1 − y)2

2
+ x F (ν)3

F (ν)2

1 − (1 − y)2

2

)
.

20.11 Th e d iff e r e n tial c r o ss- sectio n f o r νµ q scattering by charged currents h as
the same form (neglecting m asses) as the νµ e− → µ−νe result of problem 20.8,
namely

dσ

d t
(ν  q) = G 2F

π
.

(a) Show that the cross-section for scattering by anti-quarks νµq̄ has the form

dσ

dt
(νq̄) = G2

F

π
(1 − y)2.

(b) Hence prove the results quoted in section 20.11:

d2σ

dx dy
(νq) = G2

F

π
sxδ(x − Q2/2Mν)

and
d2σ

dx dy
(νq̄) = G2

F

π
sx(1 − y2)δ(x − Q2/2Mν)

(where M is the nucleon mass).

(c) Use the parton model prediction

d2

dx dy
= G2

F

π
sx[q(x)+ q̄(x)(1 − y)2]
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to show that
F (ν)2 = 2x[q(x)+ q̄(x)]

and
x F (ν)3 (x)

F (ν)2 (x)
= q(x)− q̄(x)

q(x)+ q̄(x)
.
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21

DIFFI CULTIES WITH THE CURRENT–CURRENT
AND ‘NAIVE’ INTERMEDIATE VECTOR B OSON

MODELS

In the p receding chapter we developed the ‘V − A current–current’
phenomenology of weak in teractions. We saw th at th is gives a remarkably
accurate account of a wide range of data—so m uch so, in fact, that one might
well wonder why it should not be regarded as a fully-fledged theory. One good
reason for wanting to do this would be in order to carry out calculations beyond
th e lowest o r d er, wh ich is essen tially all we h ave u sed it f o r so fa r ( with th e
significant exceptio n o f the GIM argument). Such higher-order calculations are
indeed required b y the precision attained in modern high-energy experiments.
Bu t the electroweak th eory of Glashow, Salam and Weinberg , n ow recognized
as o n e o f th e p illar s o f th e Stan d a rd Mo d e l, wa s f o r m u lated lo n g b e f o r e su ch
precision measurements ex isted, under the impetus o f quite comp elling theoretical
arg u m en ts. T h e se h a d to d o , m a in ly, with cer tain in - p r in c ip le d ifficu lties
asso ciated with th e current–current model, if viewed as a ‘th eory’. Since we n ow
b e lieve th at th e GSW th eo r y is th e c o r r ect d e scr ip tio n o f e lectr oweak in ter actio n s
up to currently tested energies, furth er discussions of th ese o ld issu es concerning
th e c u r r e n t– c u r r e n t m o d e l m ig h t seem ir r e leva n t. However, th e se d ifficu lties d o
raise several important points of principle. An understanding of them provides
valuable motivation for the GSW theory—and some idea of what is ‘at stake’ in
regard to experiments relating to those parts of it (notably the Higgs sector) which
have still not been experimentally established.

Before reviewing the difficulties, however, it is worth emphasizing once
again a more positive motivation for a gauge theory of weak interactions. This
is the remarkable ‘universality’ structure noted in the previous chapter, not only
as between different types of lepton but also (within the context of Cabibbo–
GIM ‘mixing’) between the quarks and the leptons. This recalls very strongly
the ‘universality’ property of QED, and the generalization of this property in
the non-Abelian theories of chapter 13. A gauge theory would provide a natural
framework for such universal couplings.
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F i gu re 21. 1. Current -current amplitude for ν̄µ + µ− → ν̄e + e− .

2 1 . 1 Vio la t io n o f unit a rit y in t he c urre nt – c urre nt mo del

We h ave seen seve r a l ex a m p les, in th e p r ev io u s ch ap ter, in wh ich c r o ss- sectio n s
wer e p r ed icted to r ise in d e fin itely as a f u n c tio n o f th e inva r ian t var iab le s , which
is th e sq u a r e o f th e to tal en erg y in th e CM f r a m e . We b eg in b y sh owin g wh y th is
is u ltimately an u n accep tab le b eh av io u r.

Consider the process (figure 21.1)

ν̄µ + µ− → ν̄e + e− (21.1)

in th e current–current model, regardin g it as fundamental in teraction, treated to
lowest order in p ertu rbatio n theory. A similar p rocess was discussed in chapter 20.
Since the troubles we sh all find occur at h ig h energ ies, we can simplify the
expressions by neglecting the lepton masses without altering the conclusions. In
th is lim it th e invar ian t am p litu d e is ( p r o b lem 2 1 . 1 ) , u p to a n u m er ical facto r,

� = G F E 2(1 + cos θ)  (21.2)

where E is th e CM e n e rg y a n d θ is the CM scattering angle of the e− with respect
to the direction of the incident µ−. This leads to the following behaviour of the
cross-section:

σ ∼ G2
F E2. (21.3)

Consider now a partial wave analysis of this process. For spinless particles the
total cross-section may be written as a sum of partial wave cross-sections

σ = 4π

k 2

∑
J 

(2 J + 1)| f J | 2 (21.4)

wh ere f J is the partial wave amplitude for angular momentum J and k is th e
CM momentum. It is a consequence of u n ita rity or flu x conservatio n (see, for
ex ample, Merzbacher 1998, chapter 13) that the p artial wave amplitude may b e
written in ter m s o f a phase shift δJ :

f J = eiδJ sin δJ (21.5)

so that
| f J | ≤ 1. (21.6)

Thus, the cross-section in each partial wave is bounded by

σJ ≤ 4π(2J + 1)/k2 (21.7)
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which falls as the CM energy rises. By contrast, in (21.3) we have a cross-section
that rises with CM energy:

σ ∼ E2. (21.8)

Moreover, since the amplitude (equation (21.2)) only involves (cos θ)0 and
(cos θ)1 contributions, it is clear that this rise in σ is associated with only a few
partial waves, and is not due to more and more partial waves contributing to the
sum in σ . Therefore, at some energy E , the unitarity bound will be violated by
this lowest-order (Born approximation) expression for σ .

This is the essence of the ‘unitarity disease’ of the current–current model.
To fill in all the details, however, involves a careful treatment of the appropriate
partial wave analysis for the case when all particles carry spin. We shall avoid
those details and instead sketch the conclusions of such an analysis. For massless
spin- 1

2 particles interacting via a V − A interaction we have seen that helicity is
conserved. The net effect of the spin structure is to produce the (1 + cos θ) factor
in equation (21.2). This embodies the fact that the initial state with Jz = −1
(Jz quantized along the µ− direction in the CM system) is forbidden by angular
momentum conservation to go to a Jz = +1 state at θ = π , which is the state
required by the V−A interaction. Extracting this angular-momentum-conserving
kinematic factor, the remaining amplitude can be regarded as that appropriate to
a J = 0, spinless process (since there are no other factors of cos θ ) so that

f J=0
eff ∼ GF E2. (21.9)

The unitarity bound (21.6) is therefore violated for CM energies

E ≥ G−1/2
F ∼ 300 GeV. (21.10)

This difficulty with the current–current theory can be directly related to the
fact that the Fermi coupling constant GF is not dimensionless. From calculated
decay rates, GF is found to have the value (Hagiwara et al 2002) :

GF � 1.166 39(1)× 10−5 GeV−2 (21.11)

and has the dimensions of [M]−2. Given this fact, we can arrive at the form
for the cross-section for ν̄µµ− → ν̄ee− at high energy without calculation. The
cross-section has dimensions of [L]2 = [M]−2 but must involve G2

F which has
dimension [M]−4. It must also be relativistically invariant. At energies well
above lepton masses, the only invariant quantity available to restore the correct
dimensions to σ is s, the square of the CM energy E, so that σ ∼ G2

F E2.
At this point the reader may recall a very similar-sounding argument made

in section 11.8, which led to the same estimate of the ‘dangerous’ energy scale
(21.10). In that case, the discussion referred to a hypothetical ‘four-fermion’
interaction without the V−A structure and it was concerned with renormalization
rather than unitarity. The gamma-matrix structure is irrelevant to these issues,
which ultimately have to do with the dimensionality of the coupling constant in
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Figure 21.2. One-photon annihilation graph for e+e− → µ+µ−.

both cases. In fact, as we shall see, unitarity and renormalizability are actually
rather closely related.

Faced with this unitarity difficulty, we appeal to the most successful theory
we have, and ask: what happens in QED? We consider an apparently quite similar
process, namely e+e− → µ+µ− in lowest order (figure 21.2). In chapter 8 the
total cross-section for this process, neglecting lepton masses, was found to be (see
problem 8.19 and equation (9.88))

σ = 4πα2/3E2 (21.12)

which obediently falls with energy as required by unitarity. In this case the
coupling constant α, analogous to GF, is dimensionless, so that a factor E2 is
required in the denominator to give σ ∼ [L]2.

If we accept this clue from QED, we are led to search for a theory of weak
interactions that involves a dimensionless coupling constant. Pressing the analogy
with QED further will help us to see how one might arise. Fermi’s current–current
model was, as we said, motivated by the vector currents of QED. But, in Fermi’s
case, the currents interact directly with each other, whereas in QED they interact
only indirectly via the mediation of the electromagnetic field. More formally, the
Fermi current–current interaction has the ‘four-point’ structure

‘GF(
¯̂
ψψ̂) · ( ¯̂

ψψ̂)’ (21.13)

while QED has the ‘three-point’ (Yukawa) structure

‘e ¯̂
ψψ̂ Â’. (21.14)

Dimensional analysis easily shows, once again, that [GF] = M−2 while [e] =
M0. This strongly suggests that we should take Fermi’s analogy further and look
for a weak interaction analogue of (21.14), having the form

‘g ¯̂
ψψ̂Ŵ ’ (21.15)

where Ŵ is a bosonic field. Dimensional analysis shows, of course, that [g] =
M0.

Since the weak currents are, in fact, vector-like, we must assume that the
Ŵ fields are also vectors (spin-1) so as to make (21.15) Lorentz invariant. And
because the weak interactions are plainly not long-range, like electromagnetic
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F i gu re 21. 3. One-W− annihilation graph for ν̄µ + µ− → ν̄e + e− .

ones, the mass of the W quanta cannot be zero. So we are led to postulate the
ex istence o f a massive weak analogue of th e photon, th e ‘in termediate vector
boson’ (IVB), and to suppose that weak interactions are mediated by the exchange
of IVB’s.

There is, of course, one further d ifference with electromagnetism, wh ich is

th at th e c u r r e n ts in β -decay, for ex ample, carry charge (e.g. ¯̂
ψeγ

µ(1 − γ  5)ψ̂ν  e

creates negative charge or destroys positive charge). The ‘companion’ current

carries th e opposite charge (e.g. ¯̂
ψpγµ(1 − rγ  5)ψ̂n destroys negative charge or

creates positive charge), so as to make the total effective interaction charg e-
conserving, as required. It follows that the Ŵ field s must then b e charg ed, so
that expressions of the form (21.15) are n eutral. Because both charg e-raising and
charge-lowerin g currents exist, we n eed both W+ and W− . The reactio n (21.1),
for example, is then conceived as p roceed ing via the Feynman diagram shown in
figure 21.3, quite analogous to figure 21.2.

Because we also have weak neutral currents, we need a n eutral vector boson
as well, Z 0 . I n a d d itio n to a ll th ese, th er e is th e fa m iliar m assless n eu tr al vecto r
boson, the photon. Despite the fact that they are not m assle ss, th e W± and Z0

can be understood as gauge quanta, th anks to th e symmetry-breakin g mechanism
explained in section 19.6. For the moment, however, we are going to follow a
more scenic route and accept (as Glashow d id in 1961) that we are d ealing with
ordinary ‘unsophisticated’ massive vector particles, charged and uncharged.

21.2 The IVB model

As discussed in sectio n 19.1, th e classical wave equatio n for a massive vector
particle, described by the field Wµ, is

(�+ M2
W)W

µ − ∂µ∂νWν = 0 (21.16)

and the propagator (ignoring the iε) is

i
(−gµν + kµkν/M2

W)

k 2 − M2
W

. (21.17)

Let u s first see how the IVB model relates to the current–current one. Matrix
elements will have the general form (up to constant factors)

g2 jµ1
(−gµν + kµkν/M2

W)

k2 − M2
W

jν2 (21.18)
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F i gu re 21. 4. One-W− exchange pr ocess i n β -decay.

wh ere jµ1 and jν2 are certain weak-current matrix elements, and ‘ g ’ is playing a
role analogous to ‘ e ’(compare (21.14) and (21.15)). Su ch a structu re will appear
not only for processes such as that shown in figure 21.3 but also for the IVB
ve r s i o n o f β -decay sh own in figure 21.4.

Fo r typical β -decay energies (and knowing that MW ∼ 8 0 GeV!), we
cer tain ly h ave k 2 <<  M 2W so that all k -dependence in the W-propagator (21.18)
can be ignored, and we arrive back at Fermi’s current–current amplitude, with the
important qualitative connection

G F ∼ g 2/ M 2W. (21.19)

This is a fundamental relation—th e exact versio n o f it in the GSW theory is
given in equation (22.29) of chapter 22. It shows us wh y the Fermi constant has
dimension [mass]−2 and even, in a sense, why the weak interactions are weak!
They are so ( i.e. GF is ‘small’) p rincipally because MW is so larg e. Indeed,
out of so much apparent dissimilarity between th e weak and electromagnetic
in ter actio n s, p er h a p s so m e sim p le sim ilar ity can , a f ter all, b e r e scu e d . May b e
the intrinsic strengths g and e are roughly equal:

g ∼ e. (21.20)

This would then lead, v ia (21.19), to an o rder-of-magnitude estimate o f MW :

MW ∼ e/ G 1/ 2F ∼ 90 GeV (21.21)

wh ich is in d eed q u ite clo se to th e tr u e va lu e. Th is sim p le id ea is essen tially
correct: the precise relation b etween g and e in th e GSW th eo r y will b e g ive n
in (22.46).

We n ow investig ate wh e th er th e I VB m o d e l can d o any b etter with u n itar ity
th an th e c u r r e n t– c u r r e n t m o d e l. Th e a n a ly sis will b ear a c lo se sim ilar ity to th e
d iscu ssio n o f th e r en o r m a lizab ility o f th e m o d e l in sectio n 1 9 . 1 , an d we sh a ll take
u p th at issu e a g a in in sectio n 2 1 . 4 .

21.3 Violation of unitarity bounds in the IVB model

As the section heading indicates, matters will turn out to be fundamentally
no better in the IVB model, but the demonstration is instructive. We begin
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by considering the process (21.1), v iewed as p roceeding as in figure 21.3, the
amplitude for which we take to be

i 
g 2

2
ū(e)γµ

(1 − γ5)

2
v(νe)

(
− gµν + kµ kν/ M 2

k 2 − M 2

)
v̄(νµ)γν

(1 − γ5)

2
u(µ).

(21.22)
Fo r convenience, th e factors o f two have been chosen to be those that would
actually appear in th e GSW th eory in unitary gauge, as will be explained in
sectio n 22.1.2.

We may compare (21.22) with the amplitude for figure 21.2, which is

ie 2 v̄(e)γµ u(e)

(− gµν

k 2

)
ū(µ)γνv(µ)  (21.23)

wh ere k is the 4-momentum of the photon. At first sight, we might conclude that
the high-energy behaviour of (21.22) is going to be considerably ‘worse’ than
that of (21.23) in view of the presence of the kµ kν factors in the numerator of
(21.22). However, they turn out to be harmless, as we can see as follows. Using
4-momentum conservation,

kµū(e)γµ(1 − γ 5)v(νe) = ( pµe + pµν̄ )ū(e)γµ(1 − γ 5)v(νe) (21.24)

= ū(e)/pe(1 − γ 5)v(νe)+ ū(e)/pν̄ (1 − γ 5)v(νe).

(21.25)

Using the Dirac equation for the spinors in the forms ū( p)(/p − m) = 0 and
(/p + m)v(  p) = 0 (see p roblem 4.11), togeth er with {γ µ, γ5} = 0, (21.25)
becomes

me ū(e)(1 − γ 5)v(νe)− mν ū(e)(1 + γ 5)v(νe).  (21.26)

A similar result holds for the kν  factor; thus th e kµ kν  factors h ave d isappeared.
Indeed, neglecting the lepton masses by comparison with MW , the effect of the
IVB is simply to replace the photon propagator − gµν/ k 2 by − gµν/(k 2 − M 2W).
It was this photon propagator which was really responsible, in a dynamical sense,
for the fall with energy of th e QED cross-sectio n (21.12) and h ence we conclude
th at, at least for th is process, th e IVB modificatio n o f the four-fermio n model does
avoid the violation of unitarity in lowest order.

Does the IVB modification ensure that the unitarity bounds are not violated
for any Born (i.e. tree-graph) process? The answer is no. The unitarity-violating
processes turn out to be those involving external W p ar ticles ( r ath er th an in ter n al
ones, as in figure 21.3). Consid er, for ex ample, th e p rocess

νµ + ν̄µ → W+ + W− (21.27)

proceeding v ia the g raph sh own in figure 21.5. The fact that this is experimentally
a somewhat esoteric reaction is irrelevant for the subsequent argument: the
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Figure 21.5. µ−-exchange graph for νµ + ν̄µ → W+ + W−.

proposed theory, represented by the IVB modification of the four-fermion model,
will necessarily generate the amplitude shown in figure 21.5, and since this
amplitude violates unitarity, the theory is unacceptable. The amplitude for this
process is proportional to

�λ1λ2 = g2ε−∗
µ (k2, λ2)ε

+∗
ν (k1, λ1)v̄(p2)γ

µ(1 − γ5)

× (/p1 − /k1 + mµ)

(p1 − k1)2 − m2
µ

γ ν(1 − γ5)u(p1) (21.28)

where the ε± are the polarization vectors of the W’s: ε−∗
µ (k2, λ2) is that associated

with the outgoing W− with 4-momentum k2 and polarization state λ2, and
similarly for ε+∗

ν .
To calculate the total cross-section, we must form |�|2 and sum over the

three states of polarization for each of the W’s. To do this, we need the result∑
λ=0,±1

εµ(k, λ)ε
∗
ν (k, λ) = −gµν + kµkν/MW (21.29)

already given in (19.19). Our interest will, as usual, be in the high-energy
behaviour of the cross-section, in which regime it is clear that the kµkν/M2

W term
in (21.29) will dominate the gµν term. It is therefore worth looking a little more
closely at this term. From (19.17) and (19.18) we see that in a frame in which
kµ = (k0, 0, 0, |k|), the transverse polarization vectors εµ(k, λ = ±1) involve
no momentum dependence, which is, in fact, carried solely in the longitudinal
polarization vector εµ(k, λ = 0). We may write this as

ε(k, λ = 0) = kµ

MW
+ MW

(k0 + |k|) (−1, k̂) (21.30)

which at high energy tends to kµ/MW. Thus, it is clear that it is the longitudinal
polarization states which are responsible for the kµkν parts of the polarization
sum (12.21), and which will dominate real production of W’s at high energy.
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Concentrating therefore on the production of longitudinal W’s, we are led to
ex am in e th e q u a n tity

g 4

M 4W( p 1 − k 1)4 
Tr[/k 2(1 − γ 5)(/p 1 − /k 1)/k 1/p 1/k 1(/p 1 − /k 1)/k 2/p 2] (21.31)

where we h ave n eg lected mµ , commuted the (1 − γ  5) factors through, and
neglected neutrino masses in forming 

∑
spins |�00| 2 . Retaining only the leadin g

powers of energy, we find (see problem 21.2) that∑
spins

|�00| 2 ∼ ( g 4/ M 4W)(  p 1 · k 2)(  p 2 · k 2) = ( g 4/ M 4W) E 4(1 − cos2 θ)  (21.32)

wh ere E is th e CM e n e rg y a n d θ th e CM scatter in g an g le. Recallin g ( 2 1 . 1 9 ) , we
see that the (unsquared) amplitude must behave essentially as GF E 2 , p recisely as
in th e f o u r- f e r m io n m o d e l ( eq u a tio n ( 2 1 . 2 ) ) . I n fact, p u ttin g a ll th e facto r s in , o n e
obtains (Gastmans 1975)

dσ

d�
= G 2F

E 2 sin 2 θ

8π 2 
(21.33)

and, hence, a total cross- section which rises with energy as E 2 , just as b efore.
The p roductio n o f longitudinal polarized W’s is actually a pure J = 1 p rocess
and the J = 1 p ar tial wave a m p litu d e is

f1 = G F E 2/6π.  (21.34)

The unitarity bound | f1| ≤  1 is therefore violated for E ≥ (6π/  G F)1/ 2 ∼
103 GeV (cf (21.10)).

Oth e r u n itar ity - v io latin g p r o cesses can easily b e inve n ted , a n d we h ave to
conclude that the IVB model is, in this respect, no more fit to be called a theory
than was the four-fermion model. In the case of the latter, we argued that the root
of the disease lay in the fact that GF was not dimensionless, yet somehow this was
not a good enough cure after all: perhaps (it is indeed so) ‘dimensionlessness’ is
necessary but not sufficient (see the following section). Why is this? Returning
to �λ1,λ2 for νν̄ → W+W− (equation (21.28)) and setting εµ = kµ/M for the
longitudinal polarization vectors, we see that we are involved with an effective
amplitude

g2

M2
W

v̄(p2)/k2(1 − γ5)
/p1 − /k1

(p1 − k1)2
/k1(1 − γ5)u(p1). (21.35)

Using the Dirac equation /p1u(p1) = 0 and p2
1 = 0, this can be reduced to

− g2

M2
W

v̄(p2)/k2(1 − γ5)u(p1). (21.36)

We see that the longitudinal ε’s have brought in the factors M−2
W , which are

‘compensated’ by the factor /k2, and it is this latter factor which causes the rise
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F i gu re 21. 6. L ow est - or der ampl i t udes f or e+ e− → γ γ : (a) di r ect gr aph, ( b) crossed
gr aph.

with energy. The longitudinal polarizatio n states h ave effectively reintroduced a
dimensional coupling constant g/ MW .

Once more we turn in our distress to the trusty guide, QED. The analogous
electromagnetic process to consider is e+ e− → γ γ . I n QED th er e ar e two g r ap h s
contributing in lowest order (the ‘crossed’ versions of figure 8.14). These are
shown in figures 21.6( a ) and  (b ). The fact that there are two r ather than one will
tu rn out to be significant, as we sh all see in sectio n 21.4. Fo r the moment we
ju st concentrate on figure 21.6(a) which is directly analogous to the diagram for
νν̄ → W+W−. The amplitude for this diagram is the same as before except that
(1 − γ5)/2 is replaced by 1, g/21/2 by e and the ε vectors now refer to photons:

�λ1,λ2 = e2ε∗
µ(k2, λ2)ε

∗
ν (k1, λ1)v̄(p2)γ

µ /p1 − /k1 + me

(p1 − k1)2 − m2
e
γ νu(p1). (21.37)

In the cross-section we would need to sum over the photon polarization states.
For the massive spin-1 particles, we used∑

λ

εµ(k, λ)ε
∗
ν (k, λ) = −gµν + kµkν/M2

W (21.38)

and so we would need the analogue of this result for massless photons. This is a
non-trivial point. Clearly the answer is not to take the MW → 0 limit of (21.38),
since this diverges. However, the ‘dangerous’ term kµkν/M2

W arises entirely from
the longitudinal polarization vectors, and we learnt in section 7.3 that, for real
photons, the longitudinal state of polarization is absent altogether! We might well
suspect, therefore, that since it was the longitudinal W’s that caused the ‘bad’
high-energy behaviour of the IVB model, the ‘good’ high-energy behaviour of
QED might have its origin in the absence of such states for photons. And this
circumstance can, in its turn, be traced (cf section 7.3.1 ) to the gauge invariance
property of QED.

Indeed, in section 8.6.3 we saw that in the analogue of (21.38) for photons
(this time involving only the two transverse polarization states), the right-hand
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side could b e taken to be ju st − gµν , provided that the Ward identity (8.165) held,
a c o n d itio n d ir ectly f o llowin g f r o m g au g e inva r ian ce.

We have arrived h ere at an important th eoretical indicatio n that what we
really need is a gauge theory o f th e weak in ter actio n s, in wh ich th e W’s ar e g au g e
quanta. It must, h owever, b e a peculia r k in d o f g au g e th eo r y, sin ce n o r m a lly
gauge invariance requires the gauge field quanta to be massless. However, we
have already seen how this ‘ peculiarity’ can indeed arise, if the local sy mmetry
is spontaneously broken (chapter 19) . But before proceeding to implement
th at id ea in th e GSW th eo r y, we d iscu ss o n e f u r th e r d isease ( r e lated to th e
unitarity one) possessed by both current–current and IVB models—that of non-
r e n o r m a lizab ility.

2 1 . 4 The pro blem o f no n- reno r ma liza bilit y in wea k int era ct io ns

The p receding line o f argument about unitarity violations is open to the following
objection. It is an argument conducted entirely with in th e framewo rk of
perturbatio n theory. Wh at it sh ows, in fact, is simply that p ertu rbatio n theory
m u st fa il in th eo r ies o f th e ty p e co n sid er ed at so me su fficiently high energy. The
essen tial r easo n is th at th e e ff ective ex p a n sion p arameter for p er tu r b atio n th e o r y
is EG1/ 2

F . Since EG1/ 2
F becomes large at high energy, arguments based o n lowest-

o r d e r p er tu r b atio n th e o r y a r e ir r e leva n t. T h e o b jectio n is p er f ectly va lid , a n d
we shall take account of it by linking high-energy behaviour to the problem of
r e n o r m a lizab ility, r ath e r th a n u n itar ity. We m ig h t, h owever, ju st n o te in p assin g
that yet another way of stating the results of the previous two sections is to say
th at, for both the current–current and IVB th eories, ‘weak in teractions become
strong at energies of order 1 TeV’.

We gave an elementary in troductio n to renormalizatio n in chapters 1 0 and
11 of vo lu me 1. In particular, we d iscussed in some d etail, in sectio n 11.8, th e
d ifficu lties th a t a r ise wh en o n e tr ies to d o h ig h e r- o r d e r calcu latio n s in th e case o f
a f o u r- f er m io n in ter actio n with th e sam e f o r m ( ap ar t f r o m th e V − A str u c tu r e )
as the current–current model. Its coupling constant, which we called GF , also
h a d d im e n sio n ( m a ss)−2 . The ‘non-renormalizable’ p roblem was essentially th at,
as one approached th e ‘dangerous’ energ y scale (21.10), one needed to supply
the values o f an ever-increasing number o f p arameters from experiment and the
th eo r y lo st p r ed ictive p ower.

Do es th e I VB m o d e l far e a ny b e tter ? I n th is case, th e c o u p lin g c o n stan t is
dimensionless, just as in QED. ‘Dimensionlessness’ alone is not enough, it turns
out: the IVB model is not renormalizable either. We gave an indication of why
th is is so in sectio n 1 9 . 1 bu t we sh all n ow b e so m ewh at m o r e sp ecific, r elatin g th e
discussion to the previous one about unitarity.

Consider, for example, the fourth-order processes shown in figure 21.7 and
21.8—the former for the QED process e+ e− → e+ e− via an intermediate 2γ
state, the latter for the IVB-mediated process νµν̄µ → νµν̄µ. It seems plausible
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F i gu re 21. 7. O( e 4) cont r i but i ons t o e+ e− → e+ e− .

F i gu re 21. 8. O( g 4) cont r i but i on t o νµν̄µ → νµν̄µ .

fro m th e d iag rams th at, in each case, th e amp litu d es m u st b e f o r med b y so m eh ow
‘sticking together’ two of the lower-order graphs shown in figures 21.5 and 21.6. 1

Accepting this for the m oment, and knowing that ultrav iolet d ivergences of loop
graphs originate in the high-k behaviour of their integrands, we are led to compare
the high-energy behaviour of the process e+ e− → γ γ , on the one hand, and
νµν̄µ → W+ W− , o n th e o th e r. Th is is ex actly th e c o m p a r iso n we wer e m ak in g
in the previous section, but now we have arrived at it from considerations of
r e n o r m a lizab ility, r ath e r th a n u n itar ity.

Indeed, we saw in section 20.3 that the high-energy behaviour of the
amplitude νν̄ → W+ W− (figure 21.5) grew as E 2 , d u e to th e k dependence of the
longitudinal polarization vectors, and this turns out to produce, via figure 21.8, a
non-renormalizable diverg ence, for the reason indicated in sectio n 19.1—namely,
the ‘bad’ behaviour of the kµ kν/ M 2W factors in the W-propagato rs, at large k .

So it is plain that, once again, the blame lies with the longitudinal
p o lar izatio n states f o r th e W’s. L et u s see h ow QED—a r en o r m alizab le th eo r y —
manages to avoid this problem. In this case, it seems clear from inspection
of figure 21.7 that there are two graphs corresponding to figure 21.5, namely
figures 21.6( a )and (b ), already d iscussed in the prev ious section. Consid er,
th erefore, mimickin g for figures 21.6(a ) and  (b ) th e calcu latio n we d id f o r
figure 21.4. We would obtain the leading high-energy behaviour by replacing the

1 T h e r eader m ay h er e u s ef u lly r ecall the dis cus s ion of unitar ity f o r one- loop gr aphs in s ection 13. 5. 3.
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F i gu re 21. 9. Four- poi nt e+ e− ve r t ex .

F i gu re 21. 10. Four- poi nt νν̄ ve r t ex .

photon polarizatio n vectors b y the corresponding momenta and it can be checked
(problem 21.5) that when this replacem ent is made for each photon the complete
amplitude for the sum of figures 21.6( a ) and  (b ) vanish es.

In physical terms, of course, this result was expected, sin ce we knew in
advance that it is always possible to choose polarization vectors for re a l photons
su ch th at th ey are purely transverse, so th at no physical process can depend on a
part of εµ proportional to kµ . Nevertheless, the calcula tio n is h ig h ly r elevan t to
the question of renormalizing figure 21.7. The photons in this process are not real
ex ternal particles but are instead virtual, in ternal ones. This has the consequence
that we should, in general, include their longitudinal (εµ ∝ kµ) states as well
as th e tr a n sve r se o n e s ( see sectio n 1 3 . 5 . 3 f o r so m e th in g sim ilar in th e case o f
unitarity for one-loop diagrams). The calculation of problem 21.3 then suggests
that these longitudinal states are harmless, provided that both contributions in
figure 21.6 are included.

Indeed, the sum of these two contributions is not divergent. I f it were,
an infinite counter term proportional to a four-point vertex e+ e− → e+ e−
(figure 21.9) would have to be introduced and the original QED theory, which of
course lacks such a fundamental interaction, would not be renormalizable. This
is ex actly wh at does happen in the case of figure 21.8. The bad high-energy
behaviour of νν̄ → W+ W− translates in to a d ivergence o f figure 21.8—and
th is tim e th e r e is n o ‘ c r o ssed ’ am p litu d e to can cel it. Th is d ive rg en ce en tails th e
introduction of a new vertex, figure 21.10, not present in the original IVB theory.
Thus, the theory without this vertex is non-renormalizable—and if we include it,
we are landed with a four-field point-like vertex which is non-renormalizable, as
in th e Fermi (current–current) case.

Ou r p resentatio n h ith erto has emphasized th e fact th at, in QED, the bad h igh-
energy behaviour is rendered h armless b y a cancellatio n b etween contribu tions
from figures 21.6( a ) and  (b ) (or figures 21.7( a ) and  (b )). Thus, one way to ‘fix’
the IVB theory might be to hypothesize a new physical process to be added to
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figure 21.5 in such a way that a cancellatio n o ccurred at h ig h energ ies. The
search for such h igh-energy cancellatio n mechanisms can, indeed, b e pushed to a
su ccessf u l co n c lu sio n , g ive n su fficien t in g e n u ity an d , arg u a b ly, a little h in d sig h t.
However, we are in possession of a more powerful principle. In QED, we
have already seen (sectio n 8 .6.2) that the vanish in g o f amplitudes when an εµ
is replaced by the corresponding kµ is d u e to gauge invariance: in other words,
th e p o ten tially h a r m f u l lo n g itu d in a l p o lar izatio n states a r e , in fact, h ar m less in a
gauge-invariant th eory.

We have therefore arrived once m ore, after a so mewhat more leisurely
discussion th an th at of sectio n 19.1, at th e idea that we n eed a gauge th eo r y o f
massive vector bosons, so that the offending kµ kν part of th e p ropagato r can be
‘gauged away’ as in th e photon case. This is precisely wh at is prov id ed by th e
‘spontaneously broken’ gauge theory concept, as developed in chapter 19. There
we saw that, taking the U(1) case for simplicity, the general expression for the
gauge boson propagator in such a theory (in a ’t Hooft gauge) is

i

[
− gµν + (1 − ξ)kµ kν

k 2 − ξ M 2W

]/
(k 2 − M 2W + iε)  (21.39)

wh ere ξ is a gauge parameter. Our IVB propagator corresponds to the ξ → ∞
lim it an d with th is ch o ice o f ξ , all th e troubles we have been discussing appear to
be present. Bu t for any finite ξ (for example ξ = 1) the high-energy behaviour of
th e p ropagato r is actually ∼ 1/ k 2 , the same as in the r enormalizable QED case.
This strongly suggests that such theories—in particular non-Ab elian ones—are,
in fact, renormalizable. ’t Hooft’s p roof th at th ey are (’t Hooft 1971b) triggered an
explosion o f theoretical wo rk, as it b ecame clear that, f or the first time, it would b e
possible to make h igher-order calculations for weak in teractio n p rocesses u sing
consistent renormalizatio n p rocedures of th e k in d that h ad wo rked so well for
QED.

We now have all the pieces in place, and can proceed to introduce the GSW
theory based on the local gauge symmetry of SU(2) × U(1).

Problems

21.1

(a) Using the representation for α, β and γ5 in tr o d u ced in sectio n 2 0 . 4 ( eq u a tio n
(20.38)), massless particles are described by spinors of the form

u = E1/2
(
φ+
φ−

)
(normalized to u†u = 2E)

where σ · p̂φ± = ±φ±, p̂ = p| p|. Find the explicit form of u for the case
p̂ = (sin θ, 0, cos θ).
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(b) Consider the p rocess ν̄µ + µ− → ν̄e + e− , d iscu ssed in sectio n 2 1 . 1 , in th e
limit in which all masses are neglected. The amplitude is proportional to

GF v̄(ν̄µ, R)γµ(1 − γ 5)u(µ
−, L)ū(e−, L)γ µ(1 − γ 5)v(ν̄e, R)

wh er e we h ave ex p licitly in d icated th e a p p r o p r iate h e licities R o r L ( n o te
th at, as explained in sectio n 20.4, (1 − γ5)/2 is the projection operator for a
r ig h t- h an d e d a n ti- n e u tr in o ) . I n th e CM f r a m e , let th e in itial µ− momentum
be (0, 0, E) and the final e− momentum be E(sin θ,  0, cos θ). Verify that the
amplitude is proportional to GF E 2(1+ cos θ). (Hin t : evalu ate the ‘easy’ part
v̄(ν̄µ)γµ(1 − γ  5)u(µ−) first. This will show that the components µ = 0, z
vanish, so that only the µ = x, y components of the dot product need to be
calculated.)

21.2 Verify equation (21.32).

21.3 Ch eck that when the polarization vectors o f each photon in figures 21.6( a )
and (b ) is replaced by the corresponding photon momentum, the su m o f these two
amplitudes vanishes.
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22

THE GLASHOW–SALAM–WEINBERG GAUGE
THEORY OF ELECTROW EAK I NTERAC TIONS

Given the preceding motivations for considering a gauge theory of weak
in ter actio n s, th e r e m a in in g q u e stio n is th is: wh at is th e r elevan t sy m m e tr y g r o u p
of lo cal phase transformations, i.e. the relevant weak gauge group? Several
possibilities wer e suggested, but it is now very well established that the one
originally proposed by Glashow (1961), subsequently treated as a spontaneously
broken gauge symmetry by Weinberg (1967) and by Salam (1968), and later
ex tended b y o th er authors, produces a theory which is in remarkable agreement
with currently known data. We shall not give a critical review of all the
ex p erimen tal ev id en ce bu t in stead p r o ceed d irectly to an o u tlin e o f th e GSW
theory, introducing elements o f the data at illustrative points.

22.1 Weak iso spin and hypercharge: the SU(2) × U(1) group of the
elect rowea k int era ct io ns: qua nt um number a ssig nment s a nd W a nd
Z m a sse s

An im p o r tan t clu e to th e sy m m e tr y g r o u p invo lved in th e weak in ter actio n s is
provided by considering the transitions induced by these interactions. This is
so mewhat analogous to discovering the m ultiplet structure of atomic levels and
hence the representations of the rotation group, a prominent symmetry of the
Sch r ödinger equation, by studying electromagnetic transitions. However, there
is o n e ver y im p o r tan t d iff er en ce between th e ‘ weak m u ltip lets’ we sh all b e
consid ering and those asso ciated with sy mmetries which are not spontaneously
broken. We saw in chapter 12 how an unbroken non-Abelian symmetry leads
to m u ltip lets o f states wh ich a r e d eg e n e r a te in m a ss, bu t in sectio n 1 7 . 1 we
learned that that result only holds provided the vacuum is left invariant under
the symmetry transformation. When the symmetry is spontaneously broken, the
vacuum is not invariant and we must expect that the degenerate multiplet structure
will then, in general, disappear completely. This is precisely the situation in the
electroweak theory.

Nevertheless, as we shall see, essential consequences of the weak symmetry
group—specifically, the relations it requires between otherwise unrelated masses
and couplings—are accessible to experiment. Moreover, despite the fact that
members of a multiplet of a global symmetry which is spontaneously broken
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will, in general, no longer h ave even approximately the same m ass, the concept
o f a m u ltip let is still u sefu l. T h is is b ecau se wh en th e sy mmetry is m ad e a
lo ca l one, we shall fin d (in sections 22.2 and 22.3) th at th e asso ciated gauge
q u a n ta still m e d iate in ter actio n s b e tween m e m b er s o f a g ive n sy m m e tr y m u ltip let,
ju st as in th e manifest local non-Ab elian symmetry example of QCD. Now, th e
leptonic transitions asso ciated with th e weak charged currents are, as we saw
in chapter 20, νe ↔ e, νµ ↔ µ etc. This suggests that these pairs should b e
regarded as doublets under some group. Further, we saw in section 20.10 how
weak transitions invo lv in g charg ed quarks suggested a similar doublet structure
for them also. The simplest possibility is therefore to suppose that, in both cases, a
‘weak SU(2) g roup’ called ‘weak isospin’, is involved. We emphasize once more
th at th is weak iso sp in is d istin ct f r o m th e h a d r o n ic iso sp in o f ch ap ter 1 2 , wh ich is
part of SU(3)f . We use the symbols t, t3 for the quantum numbers of weak isospin
and make the following specific assignments for the leptonic fields:

t = 1

2

{
t3 = +1/2
t3 = −1/2

(
ν̂e
ê−

)
L

(
ν̂µ
µ̂−

)
L

(
ν̂τ
τ̂−

)
L

(22.1)
wh ere êL = 1

2 (1 − γ 5)ê etc, and for the quark fields

t = 1

2

{
t3 = +1/2
t3 = −1/2

(
û
d̂ ′

)
L

(
ĉ
ŝ′

)
L

(
t̂
b̂′

)
L
. (22.2)

As discussed in sectio n 20.4, th e subscrip t ‘L’ refers to th e fact th at only the
left–handed chiral components of the field s enter as a consequence o f the V − A
structure. Fo r this reason, th e weak isospin g roup is referred to as SU(2)L ,
to show that the weak isospin assignments and corresponding transformation
properties apply only to these left–handed parts: for example, under an SU(2)L
tr an sf o r m a tio n (

ν̂e
ê−

)′

L
= ex p(− iα · τ/2)

(
ν̂e
ê−

)
L
. (22.3)

No te th at, as anticip ated for a spontaneously broken sy mmetry, th ese doublets all
involve pairs of particles which are not mass degenerate. In (22.2), the prime
in d icates th at th ese field s ar e q u an tu m – m ech an ical su p er p o sitio n o f th e field s
d̂, ŝ, ĉ which are  classified  by their strong interaction quantum numbers. This is a
g e n e r a lizatio n to 3× 3 m ix in g o f th e 2× 2 GIM mixing introduced in section 20.10,
and it will be discussed further in section 22.7.1. For the moment, we ignore the
corresponding mixing in the neutrino sectors but return to it in section 22.7.2.

Making this SU(2)L in to a lo cal p h a se inva r ian ce ( f o llowin g th e lo g ic o f
chapter 13) will entail the introduction of three gauge fields, transforming as a
t = 1 multiplet (a triplet) under the group. Because (as with the ordinary SU(2)f
of hadronic isospin) the members of a weak isodoublet differ by one unit of
charge, the two gauge fields associated with transitions between doublet members
will have charge ±1. The quanta of these fields will, of course, be the now
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fa m iliar W± bosons mediatin g the charged current transitions, and asso ciated with
the weak isospin raising and lowering operators t± . What about the third gauge
boson of th e triplet? This will be electrically neutral, and a very economical and
appealin g idea would b e to asso ciate this n eutral vector particle with th e photon—
thereby u n ifyin g th e weak an d e lectr o m a g n e tic in ter actio n s. A m o d e l o f th is k in d
was originally suggested by Schwinger (1957). Of course, the W’s must somehow
acquire mass, while the photon remains massless. Schwinger arranged this b y
introducing appropriate couplings of th e vector bosons to additional scalar and
pseudoscalar fields. These couplings were arbitrary and no prediction of the W
masses could b e made. We now b elieve, as emphasized in sectio n 21.4, th at
the W mass must arise via the spontaneous breakdown of a non-Abelian gauge
sy m m e tr y a n d , as we saw in sectio n 1 9 . 6 , th is does constrain the W mass.

Apart from the question of the W mass in Schwinger’s model, we now know
(see chapter 20) that there exist neutral current weak in ter actio n s, in a d d itio n
to those o f the charged currents. We must also in clude th ese in our emerging
gauge theory, and an obvious suggestion is to have these currents mediated by the
neutral member W0 of the SU(2)L g au g e field tr ip let. Su ch a sch em e was in d eed
proposed by Bludman (1958), again pre-Higgs, so that W masses were put in ‘by
hand’. In this model, however, the neutral currents will have the same pure left–
handed V − A structu re as th e charg ed currents; bu t, as we saw in chapter 20,
the n eutral currents are not pure V − A. Furthermore, the attractive f eature o f
including the photon, and thus unifying weak and electromagnetic interactions,
has b een lost.

A key contribu tio n was made by Glashow (1961); similar ideas were
also advanced by Salam and Ward (1964). Glash ow suggested enlarg in g the
Schwinger–Bludman SU(2) schemes by inclusion of an additional U(1) gauge
group, resu lting in an ‘SU(2)L × U(1)’ g roup structure. The n ew Ab elian U(1)
group is asso ciated with a weak analogue of hypercharg e—‘weak hypercharg e’—
ju st as SU( 2 )L was asso ciated with ‘weak isospin’. Indeed, Glash ow proposed th at
the Gell–Mann-Nish ijima r elation f or charges should also hold for these weak
analogues, giving

eQ  = e(t3 + y/2) (22.4)

for the electric charg e Q (in units of e ) of the t3 m e m b er o f a weak iso m u ltip let,
assigned a weak hypercharg e y . Clearly, therefore, the lepton doublets, (νe, e−)
etc then h ave y = −1, while the quark doublets (u, dC) etc h ave y = + 1

3 . Now,
wh en th is group is gauged, everything falls marvellously into place: the charg ed
vector bosons appear as before but there are now two neutral vector bosons, which
between them will be responsible for the weak neutral current processes and for
electromagnetism. This is exactly the piece of mathematics we went through
in section 19.6, which we now appropriate as an important part of the Standard
Model.

For convenience, we reproduce here the main results of section 19.6. The
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Higgs field φ̂ is an SU(2) doublet

φ̂ =
(
φ̂+
φ̂0

)
(22.5)

with an assumed vacuum expectation value (in unitary gauge) given by

〈0|φ̂|0〉 =
(

0
v/

√
2

)
. (22.6)

Fluctuations about this value are parametrized in this gauge by

φ̂ =
(

0
1√
2
(v + Ĥ)

)
(22.7)

where Ĥ is the (physical) Higgs field. The Lagrangian for the sector consisting
of the gauge fields and the Higgs fields is

�G� = (D̂µφ̂)
†(D̂µφ̂)+µ2φ̂†φ̂− λ

4
(φ̂†φ̂)2 − 1

4
F̂µν · F̂

µν − 1

4
Ĝµν Ĝµν (22.8)

where F̂µν is the SU(2) field strength tensor (19.81) for the gauge fields Ŵ
µ

,
Ĝµν is the U(1) field strength tensor (19.82) for the gauge field Bµ, and D̂µφ̂ is
given by (19.80). After symmetry breaking (i.e. the insertion of (22.7) in (22.8))
the quadratic parts of (22.8) can be written in unitary gauge as (see problem 19.9)

�̂free
G� = 1

2∂µ Ĥ∂µ Ĥ − µ2 Ĥ 2 (22.9)

− 1
4 (∂µŴ1ν − ∂νŴ1µ)(∂

µŴ ν
1 − ∂νŴµ

1 )+ 1
8 g2v2Ŵ1µŴµ

1 (22.10)

− 1
4 (∂µŴ2ν − ∂νŴ2µ)(∂

µŴ ν
2 − ∂νŴµ

2 )+ 1
8 g2v2Ŵ2µŴµ

2 (22.11)

− 1
4 (∂µ Ẑν − ∂ν Ẑµ)(∂

µ Ẑν − ∂ν Ẑµ)+ v2

8
(g2 + g2′)Ẑµ Ẑµ (22.12)

− 1
4 F̂µν F̂µν (22.13)

where
Ẑµ = cos θWŴµ

3 − sin θW B̂µ (22.14)

Âµ = sin θWŴµ

3 + cos θW B̂µ (22.15)

and
F̂µν = ∂µAν − ∂ν Aµ (22.16)

with

cos θW = g/(g2 + g′2)1/2 sin θW = g′/(g2 + g′2)1/2. (22.17)
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Tab l e 22. 1. Weak i s ospi n and hyper charge assi gnment s .

t t3 y Q

νeL, νµL, ντ L 1/ 2 1/ 2 −1 0
νeR, νµR, ντ R 0 0  0  0
eL, µL, τL 1/ 2 −1/2 −1 −1
eR, µR, τR 0 0  −2 −1
uL, cL, t L 1/ 2 1/ 2 1/ 3 2/ 3
uR, cR, t R 0 0  4/3  2/3
d′

L, s′L, b′
L 1/ 2 −1/2 1/3  −1/3

d′
R, s′R, b′

R 0 0  −2/3 −1/3
φ+ 1/ 2 1/ 2 1 1
φ 0 1/ 2 −1/2 1  0

Feynman rules for the vector boson propagators (in unitary gauge) and couplings,
and for the Higgs couplings, can be read off from (22.8), and are given in
appendix Q.

Equations (22.9)–(22.13) give the tree-level masses of the Higgs boson and
the gauge bosons: (22.9) tells us that the mass of the Higgs boson is

mH =
√

2µ = √
2λv (22.18)

wh ere v/
√

2 is the (tree-level) Higgs vacuum value; (22.10) and (22.11) show that
th e c h a rg ed W’s h ave a m a ss

MW = gv/2 (22.19)

wh ere g is th e SU( 2 )L gauge coupling constant; (22.12) gives the mass of the Z0

as
MZ = MW/ cos θ W (22.20)

and (22.13) shows that the Aµ field d e scr ib e s a m a ssless p ar ticle ( to b e id e n tified
with the photon).

Still unaccounted for are the right–handed chiral components o f the fermio n
fields. There is, at present, no ev iden ce f o r any weak in ter actio n s co u p lin g
to th e right-handed field components and it is th erefore n atural—and a b asic
assu mptio n o f the electroweak th eory—that all ‘R’ components are singlets under
the weak isospin group. Crucially, however, the ‘R’ components do interact via
th e U( 1 ) field B̂µ : it is th is th a t a llows electr o m a g n e tism to e m e rg e f r e e o f p ar ity -
violating γ5 terms, as we sh all see. With the h elp o f the weak charge formula
(equatio n (22.4)), we arrive at th e assignments sh own in table 22.1.

We have included ‘R’ components for the neutrinos in the table. It is,
however, fair to say that in the original Standard Model the neutrinos were taken
to be massless, with no neutrino mixing. We have seen in chapter 20 that it is
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for many purposes an ex cellent approximatio n to treat th e n eutrinos as massless,
ex cept when d iscussing experimental situ ations sp ecifically sensitive to neutrino
o scillatio n s. We sh a ll m e n tio n th e ir m a sses a g a in in sectio n 2 2 . 7 . 2 , bu t f o r th e
moment we proceed in the ‘ massless n eutr inos’ approximation. In this case, there
are no ‘R’ components for neutrinos.

22.2 The leptonic currents (massless neutrinos): rela tion to
current–current model

We wr ite th e SU( 2 )L×U(1) covariant d erivative in terms of the fields Ŵ
µ 

and B̂µ

of sectio n 19.6 as

D̂µ = ∂µ + igτ · Ŵ
µ
/2 + ig′y B̂µ/2 on ‘L’ SU(2) doublets (22.21)

and as
D̂µ = ∂µ + ig′y Bµ/2 on ‘R’ SU(2) singlets. (22.22)

The leptonic couplings to the gauge fields therefore arise from the ‘gauge-
covariantized’ free leptonic Lagrangian:

�̂lept =
∑

f =e,µ,τ

¯̂l f Li /Dl̂ f L +
∑

f =e,µ,τ

¯̂l f Ri /Dl̂ f R (22.23)

where the l̂ f L are the left-handed doublets

l̂ f L =
(
ν̂ f

f̂ −
)

L
(22.24)

and l̂ f R are the singlets l̂eR = êR etc.
Consider, first, the charged leptonic currents. The correct normalization for

the charged fields is that Ŵµ ≡ (Ŵµ

1 − iŴµ

2 )/
√

2 destroys the W+ or creates the
W− (cf (7.15)). The ‘τ · Ŵ/2’ terms can be written as

τ · Ŵ
µ
/2 = 1√

2

{
τ+
(Ŵµ

1 − iŴµ

2 )√
2

+ τ−
(Ŵµ

1 + iŴµ

2 )√
2

}
+ τ3

2
Wµ

3 (22.25)

where τ± = (τ1 ± iτ2)/2 are the usual raising and lowering operators for the
doublets. Thus, the ‘ f = e’ contribution to the first term in (22.23) picks out the
process e− → νe +W− for example, with the result that the corresponding vertex
is given by

− ig√
2
γ µ
(1 − γ5)

2
. (22.26)

The ‘universality’ of the single coupling constant ‘g’ ensures that (22.26) is also
the amplitude for the µ− νµ − W and τ − ντ − W vertices. Thus the amplitude
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F i gu re 22. 1. W- exchange pr ocess i n νµ + e− → µ− + νe .

for the νµ + e− → µ− + νe process considered in section 20.8 is

− ig√
2

ū(µ)γµ
(1 − γ5)

2
u(νµ)

i[−gµν + kµkν/M2
W]

k2 − M2
W

− i
g√
2

ū(νe)γν
(1 − γ5)

2
u(e)

(22.27)
corresponding to the Feynman graph of figure 22.1.

For k2 � M2
W we can replace the W-propagator by the constant value

gµν/M2
W, leading to the amplitude

− ig2

8M2
W

ū(µ)γµ(1 − γ5)u(νµ)ū(νe)γ
µ(1 − γ5)u(e) (22.28)

which may be compared with the form we used in the current–current theory,
equation (20.93). This comparison gives

GF√
2

= g2

8M2
W

. (22.29)

This is an important equation giving the precise version, in the GSW theory, of
the qualitative relation (21.19) introduced earlier.

Putting together (22.19) and (22.29), we can deduce

GF/
√

2 = 1/(2v2) (22.30)

so that from the known value (21.11) of GF, there follows the value of v:

v � 246 GeV. (22.31)

Alternatively, we may quote v/
√

2 (the vacuum value of the Higgs field):

v/
√

2 � 174 GeV. (22.32)

This parameter sets the scale of electroweak symmetry breaking, but as yet no
theory is able to predict its value. It is related to the parameters λ,µ of (22.8) by
v/

√
2 = √

2µ/λ1/2 (cf (17.98)).
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I n g en er al, th e ch arg e- ch an g in g p ar t o f ( 2 2 . 2 3 ) can b e wr itten as

− g√
2

{
¯̂νeγ

µ (1 − γ 5)

2
ê + ¯̂νµγ µ (1 − γ 5)

2
µ̂+ ¯̂ντ γ µ (1 − γ 5)

2
τ̂

}
Ŵµ

+ Her m itian c o n ju g a te ( 2 2 . 3 3 )

wh ere Ŵµ = (Ŵµ
1 − i Ŵµ

2 )/
√

2. (22.33) has the form

− ĵµCC(leptons)Ŵµ − jµ†
CC(leptons)Ŵ †µ (22.34)

wh ere th e leptonic weak charged current ĵµCC(leptons) is p r ecisely th atu sed in
th e current–current model (equatio n (20.81)), up to th e u su al factors o f g ’s a n d√

2’s. Thus the dynamical symmetry currents of the SU(2)L gauge th eory are
exactly the ‘phenomenological’ currents of the earlier current–current model. The
Feynman rules for the lepton–W couplings (appendix Q) can be read off from
(22.33).

Turning now to the leptonic weak neutral current, this will appear via the
couplings to the Z0, written as

− ĵµNC(leptons)Ẑµ. (22.35)

Referring to (22.14) for the linear combination of Ŵµ
3 and B̂µ which represents

Ẑµ, we find (problem 22.1) that

ĵµNC(leptons) = g

cos θW

∑
l

¯̂
ψ lγ

µ

[
tl
3

(
1 − γ5

2

)
− sin2 θW Ql

]
ψ̂l (22.36)

where the sum is over the six lepton fields νe, e−, νµ, . . . , τ−. For the Q = 0
neutrinos with t3 = + 1

2 ,

ĵµNC(neutrinos) = g

2 cos θW

∑
l

¯̂νlγ
µ (1 − γ5)

2
ν̂l (22.37)

where now l = e, µ, τ . For the other (negatively charged) leptons, we shall have
both L and R couplings from (22.36), and we can write

ĵµNC(charged leptons) = g

cos θW

∑
l=e,µ,τ

¯̂lγ µ
[

cl
L

(
1 − γ5

2

)
+ cl

R

(
1 + γ5

2

)]
l̂

(22.38)
where

cl
L = tl

3 − sin2 θW Ql = − 1
2 + sin2 θW (22.39)

cl
R = − sin2 θW Ql = sin2 θW. (22.40)
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F i gu re 22. 2. Z 0 - exchange pr ocess i n e−µ− → e−µ− .

As noted earlier, the Z 0 coupling is not pure ‘V − A’. These relations (22.37)–
(22.40) are exactly the ones given earlier, in (20.126)–(20.128); in particular,
the couplings are independent of ‘l ’ a n d h e n c e ex h ib it lep to n u n ive r sality. T h e
alter n ative n o tatio n

ĵµNC(charged leptons) = g

2 cos θW

∑
l

¯̂lγ µ( g lV − g lAγ 5)l̂ (22.41)

is o f ten u sed , wh er e

g lV = − 1
2 + 2 sin2 θ W g lA = − 1

2 . (22.42)

Note that gl
V vanishes for sin2 θW = 0.25. Again, the Feynman rules for lepton–Z

couplings (appendix Q) are contained in (22.37) and (22.38).
As in the case of W-mediated charge-changing processes, Z0-mediated

processes reduce to the current–current form at low k2. For example, the
amplitude for e−µ− → e−µ− via Z0 exchange (figure 22.2) reduces to

− ig2

4 cos2 θWM2
Z

ū(e)γµ[cl
L(1 − γ5)+ cl

R(1 + γ5)]u(e)

× ū(µ)γ µ[cl
L(1 − γ5)+ cl

R(1 + γ5)]u(µ). (22.43)

It is customary to define the parameter

ρ = M2
W/(M

2
Z cos2 θW) (22.44)

which is unity at tree level (see (22.20)) in the absence of loop corrections. The
ratio of factors in front of the ū . . . u expressions in (22.43) and (22.28) (i.e.
‘neutral current process’/‘charged current process’) is then 2ρ.

We may also check the electromagnetic current in the theory, by looking for
the piece that couples to Âµ. We find that

ĵµemag = −g sin θW

∑
l=e,µ,τ

¯̂lγ µl̂ (22.45)
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wh ich a llows u s to id en tif y th e electr o m a g n e tic ch arg e e as

e = g sin θW (22.46)

as already suggested in (19.98) of chapter 19. No te th at all the γ5 ’s cancel from
(22.45), as is of course required.

22.3 The quark currents

The charg e-changing quark currents which are coupled to th e W± field s h ave a
form very similar to that of the charged leptonic currents, except that the t3 = − 1

2
components of the L-doublets have to be understood as the flavour-mixed (weakly
in ter actin g ) states d̂ ′

ŝ′
b̂′


L

=
 Vud Vus Vub

Vcd Vcs Vcb
Vtd Vts Vtb

  d̂
ŝ
b̂


L

, (22.47)

wh ere d̂, ŝ and b̂ are the strongly interactin g fields with masses m d, m s and
mb and the V -matrix is the Cabibbo–Kobayashi–Maskawa matrix (Cabibbo
1963, Kobayash i and Mask awa 1973) wh ich g eneralizes th e 2 × 2 GIM mixing
in tr o d u ced in sectio n 2 0 . 1 0 . We sh all d iscu ss th is m a tr ix f u r th e r in sectio n 2 2 . 7 . 1 .
Thus, the charge-changing weak quark current is

ĵµCC(quarks) = g√
2

{
¯̂uγ µ (1 − γ 5)

2
d̂ ′ + ¯̂cγ µ (1 − γ 5)

2
ŝ′ + ¯̂tγ µ (1 − γ 5)

2
b̂′

}
(22.48)

wh ich g eneralizes (20.131) to th ree g enerations and supplies the factor g/
√

2, as
for the leptons.

The n eutral currents are diagonal in flavour if th e matrix V is u n itar y ( see
also sectio n 22.7.1). Thus ĵµNC(quarks) will be given by the same expression as
(20.144), except that now the sum will be over all six quark flavours. The neutral
weak quark current is thus

ĵµNC(quarks) = g

cos θW

∑
q

¯̂qγ µ
[

cq
L
(1 − γ5)

2
+ cq

R
(1 + γ5)

2

]
q̂ (22.49)

where

cq
L = tq

3 − sin2 θW Qq (22.50)

cq
R = − sin2 θW Qq . (22.51)

These expressions are exactly as given in (20.144)–(20.146). As for the charged
leptons, we can alternatively write (22.49) as

ĵµNC(quarks) = g

2 cos θW

∑
q

¯̂qγ µ(gq
V − gq

Aγ5)q̂ (22.52)
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wh ere

g qV = t q3 − 2 sin2 θ W Q q (22.53)

g qA = t q3 . (22.54)

Before proceeding to d iscuss so me simple phenomenological consequences,
we note one important feature o f the Standard Model currents in g eneral. Readin g
(22.1) and (22.2) together ‘vertically’, the leptons and quarks are grouped in
th r e e fa milies, each with two leptons and two quark s. The theoretical motivation
for such family grouping is that anomalies are cancelled with in each complete
fa m ily. An o m alies wer e d iscu ssed in sectio n 1 8 . 4 . Wh ile th ey can b e to ler a ted in
global (non-gauged) currents—and indeed we saw that an anomaly in the strong
isospin current is responsible for π 0 → γ γ  decay—they m ust cancel in the
sy m m e tr y c u r r e n ts o f a g a u g e th eo r y o r else r e n o r m a lizab ility is d e str oy e d . Th e
co n d itio n th at an o m alies can cel in th e g au g ed cu r r en ts o f th e Stan d ar d Mo d el is a
remarkably simple one (Ryder 1996, p 384):

Nc( Q u + Q d)+ Q e = 0 (22.55)

wh ere Nc is the number of colours and Q u, Q d and Q e are the charges ( in units
of e ) o f the ‘u’, ‘d’ and ‘e’ type fields in each family. Clearly (22.55) is true for
the families in (22.1) and (22.2) and indicates a remarkable connection, at so me
deep level, between the facts that quarks o ccur in three colours and have charges
which are 1/3 fractions. The Standard Model provides no explanation of this
connection.

22.4 Simple (tree-level) predictions

We n o ted in sectio n 2 0 . 9 th a t, b e f o r e th e d iscove r y o f th e W an d Z p a r ticles, th e
then known data were consistent with a single value of θW given (using a modern
value) by sin2 θW � 0.23. Using (22.29) and (22.46), we may then predict the
value of MW:

MW =
(

πα√
2GF

)1/2 1

sin θW
� 37.28

sin θW
GeV � 77.73 GeV. (22.56)

Similarly, using (22.20) we predict

MZ = MW/ cos θW � 88.58 GeV. (22.57)

These predictions of the theory (at lowest order) indicate the power of the
underlying symmetry to tie together many apparently unrelated quantitities, which
are all determined in terms of only a few basic parameters.

The width for W− → e− + ν̄e can be calculated using the vertex (22.26),
with the result (problem 22.2)

�(W− → e−ν̄e) = 1

12

g2

4π
MW = GF

21/2

M3
W

6π
� 205 MeV (22.58)
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Figure 22.3. Neutrino–electron graphs involving Z0 exchange.

using (22.56). The widths to µ−ν̄µ, τ−ν̄τ are the same. Neglecting GIM-type
flavour mixing among the two energetically allowed quark channels ūd and c̄s,
their widths would also be the same, apart from a factor of three for the different
colour channels. The total W width for all these channels will therefore be about
1.85 GeV, while the branching ratio for W → eν is

B(eν) = �(W → eν)/�(total) � 11%. (22.59)

In making these estimates we have neglected all fermion masses.
The width for Z0 → νν̄ can be found from (22.58) by replacing g/21/2 by

g/2 cos θW, and MW by MZ, giving

�(Z0 → νν̄) = 1

24

g2

4π

MZ

cos2 θW
= GF

21/2

M3
Z

12π
� 152 MeV (22.60)

using (22.57). Charged lepton pairs couple with both cl
L and cl

R terms, leading
(with neglect of lepton masses) to

�(Z0 → ll̄) =
(

|cl
L|2 + |cl

R|2
6

)
g2

4π

MZ

cos2 θW
. (22.61)

The values cνL = 1
2 , cνR = 0 in (22.61) reproduce (22.60). With sin2 θW � 0.23,

we find that
�(Z0 → ll̄) � 76.5 MeV. (22.62)

Quark pairs couple as in (22.49), the GIM mechanism ensuring that all flavour-
changing terms cancel. The total width to uū, dd̄, cc̄, ss̄ and bb̄ channels (allowing
three for colour and neglecting masses) is then 1538 MeV, producing an estimated
total width of approximately 2.22 GeV. (QCD corrections will increase these
estimates by a factor of order 1.1.) The branching ratio to charged leptons
is approximately 3.4%, to the three (invisible) neutrino channels 20.5% and to
hadrons (via hadronization of the qq̄ channels) about 69.3%.

Cross-sections for lepton–lepton scattering proceeding via Z0 exchange can
be calculated (for k2 � M2

Z) using the currents (22.37) and (22.38), and the
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F i gu re 22. 4. One-W annihilation graph in ν̄e e− → ν̄e e− .

method of sectio n 20.8. Examples are

νµ e− → νµ e− (22.63)

and
ν̄µ e− → ν̄µ e− (22.64)

as shown in figure 22.3. Since the neutral current for the electron is not pure V− A,
as was the charged current, we expect to see terms invo lv in g both | c lL| 2 and | c lR| 2 ,
and possibly an interference term. The cross-section for (22.63) is found to be (’t
Hooft 1971c)

dσ/d y = (2 G 2F Eme/π)[|c lL| 2 + |c lR|  2(1 − y)2 − 1
2 (c lR

∗
c lL + c lL

∗
c lR) yme/ E]

(22.65)
wh ere E is th e energ y o f the in cident neutrino in th e ‘laboratory’ sy stem and
y = ( E − E ′)/  E as before, where E ′ is the energy of the outgoing neutrino in the
‘laboratory’ sy stem.1 Equation (22.65) may be compared with the νµ e− → µ−νe
(charg ed current) cross-sectio n o f (20.125) by notin g that t = −2 me Ey: the | c lL| 2
ter m ag r ees with th e p u r e V − A result (20.125), while the | c lR| 2 ter m invo lves th e
sa m e (1− y)2 factor discussed for νq̄ scattering in sectio n 20.11. The interference
ter m is n eg lig ib le f o r E � me . The cross-section for the anti-neutrino process
(22.64) is found from (22.65) by interchanging cl

L and cl
R.

A third lepton–lepton process is experimentally available,

ν̄ee− → ν̄ee−. (22.66)

In this case there is a single W intermediate state graph to consider as well as
the Z0 one, as shown in figure 22.4. The cross-section for (22.66) turns out to be
given by an expression of the form (22.65) but with the replacements

cl
L → 1

2 + sin2 θW, cl
R → sin2 θW. (22.67)

1 In the kinematics, lepton masses have been neglected wherever possible.
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F i gu re 22. 5. ( a) One-γ and ( b) one- Z 0 annihilation graphs in e+ e− → f f̄ .

We emphasize once more that all th ese cross-sections are d etermined in terms of
the Fermi constant GF and only one further p arameter, sin 2 θ W . As mentioned in
section 20.9, experimental fits to these predictions are reviewed by Commins and
Bucksbaum (1983), Renton (1990) and Winter (2000).

Particularly precise determinations of the Standard Model parameters may
be made at the e+e− colliders, LEP and SLC. Consider the reaction e+e− → f f̄
where f is µ or τ , at energies where the lepton masses may be neglected in
the final answers. In lowest order, the process is mediated by both γ - and Z0-
annihilation as shown in figure 22.5. Calculations of the cross-section were
made some 30 years ago (for example Budny (1975)). In modern notation, the
differential cross-section for the scattering of unpolarized e− and e+ is given by

dσ

d cos θ
= πα2

2s
[(1 + cos2 θ)A + cos θB] (22.68)

where θ is the CM scattering angle of the final-state lepton, s = (pe− + pe+)2 and

A = 1 + 2ge
Vg f

V Reχ(s)+ [(ge
A)

2 + (ge
V)

2][(g f
A)

2 + (g f
V)

2]|χ(s)|2 (22.69)

B = 4ge
Ag f

A Reχ(s)+ 8ge
Age

Vg f
Ag f

V|χ(s)|2 (22.70)

χ(s) = s/[4 sin2 θW cos2 θW(s − M2
Z + i�Z MZ)]. (22.71)

Note that the term surviving when all the g’s are set to zero, which is therefore
the pure single photon contribution, is exactly as calculated in problem 8.19. The
presence of the cos θ term leads to the forward–backward asymmetry noted in
that problem.

The forward–backward asymmetry AFB may be defined as

AFB ≡ (NF − NB)/(NF + NB) (22.72)

where NF is the number scattered into the forward hemisphere 0 ≤ cos θ ≤ 1 and
NB that into the backward hemisphere −1 ≤ cos θ ≤ 0. Integrating (22.68) one
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easily fin d s th at
AFB = 3 B/8 A. (22.73)

Fo r s i n 2 θ  W = 0. 25 we noted after (22.42) that the g lV ’s vanish, so they are very
sm a l l f o r sin 2 θ W � 0. 2 3 . Th e e ff ect is th er ef o r e c o n tr o lled e ssen tially b y th e fir st
term in (22.70). At

√
s = 29 GeV, for example, the asymmetry is AFB � −0. 063.

However, QED alone produces a small positive AFB , through interference
between 1γ and 2γ an n ih ilatio n p r o cesses ( wh ich h ave d iff e r e n t ch arg e
conjugation parity), as well as between initial- and final-state bremsstrahlung
corrections to figure 22.5(a ). Indeed, all one-loop radiative effects must clearly
be considered, in any comparison with modern high precision data.

Many such measurements have been made ‘on the Z peak’, i.e. at s = M2
Z in

the parametrization (22.71). In that case, (22.73) becomes (neglecting the photon
contribution)

AFB(Z
0 peak) = 3ge

Age
Vg f

Ag f
V

{[(ge
A)

2 + ge
V)

2][(g f
A)

2 + (g f
V)

2]}
. (22.74)

Another important asymmetry observable is that involving the difference of
the cross-sections for left- and right-handed incident electrons:

ALR ≡ (σL − σR)/(σL + σR) (22.75)

for which the tree-level prediction is

ALR = 2ge
Vge

A/[(ge
V)

2 + (ge
A)

2]. (22.76)

A similar combination of the g’s for the final-state leptons can be measured by
forming the ‘L–R F–B’ asymmetry

AFB
LR = [(σLF − σLB)− (σRF − σRB)]/(σR + σL) (22.77)

for which the tree-level prediction is

AFB
LR = 2g f

Vg f
A/[(g f

V)
2 + (g2

A)
2]. (22.78)

The quantity on the right-hand side of (22.78) is usually denoted by A f :

A f = 2g f
Vg f

A/[(g f
V)

2 + (g f
A)

2]. (22.79)

The asymmetry AFB is not, in fact, direct evidence for parity violation in
e+e− → µ+µ−, since we see from (22.69) and (22.70) that it is even under gl

A →
−gl

A, whereas a true parity-violating effect would involve terms odd (linear)
in gl

A. However, electroweak-induced parity violation effects in an apparently
electromagnetic process were observed in a remarkable experiment by Prescott
et al (1978). Longitudinally polarized electrons were inelastically scattered
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from d euterium and the flu x o f scattered electrons was m easured for incident
electrons of defin ite helicity. An asy mmetry b etween th e results, d epending on
th e h elicities, wa s o b ser ve d —a c lear sig n a l f o r p a r ity v io latio n . Th is wa s th e
fir st d e m o n str atio n o f p ar ity - v io latin g e ff ects in a n ‘ electr o m a g n e tic’ p r o cess: th e
corresponding value of sin2 θW is in ag r eem en t with th at d eter m in ed f r o m ν data.

We now turn to some of the main experimental evidence, beginning with the
discoveries of the W± and Z0 1983.

22.5 The discovery of the W± and Z0 at the CERN pp̄ c o llider

22.5.1 Pro duction cross-sectio ns fo r W and Z in pp̄ c o lliders

The possibility of producing the predicted W± and Z0 p ar ticles was th e p r in cip al
m o tiva tio n f o r tr an sf o r m in g th e CERN SPS in to a pp̄ c o llid er u sin g th e sto c h a stic
cooling technique (Rubbia et al 1977, Staff of the CERN p̄p project 1981).
Estimates of W and Z0 production in p̄p co llisio n s m a y b e o b tain e d ( see, f o r
ex ample, Qu ig g 1977) from the parton model, in a way analogous to th at used
f o r th e Dr ell– Yan p r o cess in sectio n 9 .4 with γ replaced by W o r Z0 , as shown in
figure 22.6 (cf figure 9.12) and for two-jet cross-sections in section 14.3.1. As in
(14.44), we denote by ŝ the subprocess invariant

ŝ = (x1 p1 + x2 p2)
2 = x1x2s (22.80)

for massless partons. With ŝ1/2 = MW ∼ 80 GeV and s1/2 = 630 GeV
for the p̄p collider energy, we see that the x’s are typically ∼0.13, so that the
valence q’s in the proton and q̄’s in the anti-proton will dominate (at

√
s = 1.8

TeV, appropriate to the Fermilab Tevatron, x � 0.04 and the sea quarks will be
expected to contribute). The parton model cross-section pp̄ → W±+ anything is
then (setting Vud = 1 and all other Vij = 0)

σ(pp̄ → W± + X) = 1

3

∫ 1

0
dx1

∫ 1

0
dx2 σ̂ (x1, x2)

{
u(x1)d̄(x2)+ d̄(x1)u(x2)

ū(x1)d(x2)+ d(x1)ū(x2)

}
(22.81)

where the 1
3 is the same colour factor as in the Drell–Yan process, and the

subprocess cross-section σ̂ for qq̄ → W± + X is

σ̂ = 4π2α(1/4 sin2 θW)δ(ŝ − M2
W) (22.82)

= π21/2GFM2
Wδ(x1x2s − M2

W). (22.83)

QCD corrections to (22.81) must, as usual, be included. Leading logarithms
will make the distributions Q2-dependent, and they should be evaluated at Q2 =
M2

W. There will be further (O(α2
s )) corrections, which are often accounted for

by a multiplicative factor ‘K ’, which is of order 1.5–2 at these energies. O(α2
s )

calculations are presented in Hamberg et al (1991) and by van der Neerven and
Zijlstra (1992); see also Ellis et al (1996) section 9.4. The total cross-section
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F i gu re 22. 6. Par t on model a mpl i t ude f or W± or Z 0 pr oduct i on i n p̄p collisions.

F i gu re 22. 7. Preferred direction of leptons in W+ decay.

for production of W+ and W− at 
√

s = 630 MeV is then o f o rder 6.5 nb, wh ile a
sim ilar calcu latio n f o r th e Z 0 gives about 2 n b. Multiplying these by the b ranching
r a tio s g ives

σ(pp̄ → W + X → eν X) � 0. 7 nb (22.84)

σ(pp̄ → Z 0 + X → e+ e− X) � 0. 07 nb (22.85)

at 
√

s = 630 MeV.
The total cross-section for pp̄ is about 70 mb at these energies; hence (22.84)

represents ∼ 10−8 of th e total cross-section, and (22.85) is 10 times smaller.
The rates could, of course, b e increased by usin g the qq̄ modes of W and Z0 ,
wh ich h ave b igger b ranching ratio s. Bu t the detectio n o f these is very difficult,
being very hard to distinguish from conventional two-jet events produced via the
mechanism d iscussed in section 14.3. 1 , wh ich h as a c r o ss- sectio n so m e 1 0 3 higher
th an (22.84). W and Z 0 would appear as slight shoulders on the edge of a very
steep ly fa llin g invar ian t m a ss d istr ibu tio n , sim ilar to th a t sh own in fig u r e 9 .1 3 , an d
the calorimetric jet energy reso lution capable of reso lving such an eff ect is hard
to ach ieve . T h u s, d esp ite th e u n favo u r ab le b r an ch in g r atio s, th e lep to n ic m o d e s
prov id e the better signatu res, as discussed furth er in sectio n 22.5.3.
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22.5.2 Cha rg e a sy mmetry in W± decay

At energies su ch th at th e simple valence quark picture o f (22.81) is valid , the
W+ is created in the annihilation of a left-handed u quark from the proton
and a right-handed d̄ quark from the p̄ (neglecting fermion masses). In the
W+ → e+νe decay, a right-handed e+ and a left-handed νe ar e e m itted . Ref e r r in g
to figure 22.7, we see that angular momentum conservation allows e+ production
parallel to the direction of the anti-proton but forbids it parallel to the direction of
th e p r o to n . Sim ilar ly, in W− → e−ν̄e , the e− is em itted p r e f e r e n tially p a r a llel
to th e p r o to n ( th ese c o n sid er atio n s ar e ex actly sim ilar to th o se m en tio n e d in
sectio n 20.11 with reference to ν q and ν̄ q scatter in g ) . T h e actu a l d istr ibu tio n
has the form ∼ (1 + cos θ∗

e )
2 , where θ∗

e is th e a n g le b etween th e e− and the p (for
W− → e−ν̄e ) or the e+ and the p̄ (for W+ → e+νe ).

22.5.3 Discovery of the W± and Z0 at the pp̄ c o llider a nd t heir pro pert ies

As already indicated in sectio n 22.5.1, th e b est signatu res for W and Z p roductio n
in pp̄ c o llisio n s ar e p r ov id e d b y th e lep to n ic m o d e s

pp̄ → W± X → e±ν X (22.86)

pp̄ → Z 0 X → e+ e− X. (22.87)

Reaction (22.86) has the larger cross-section, by a factor of 10 (cf (22.84) and
(22.85)) and was observed first (UA1, Arnison et al 1983a; UA2, Banner et al
1983). However, the kinematics of (22.87) is simpler and so the Z0 d i sc ove r y
(UA1, Arnison et al 1983b; UA2, Bagnaia et al 1983) will be discussed first.

The signature for (22.87) is, of course, an isolated and approximately back-
to-back, e+ e− pair with invariant mass p eaked around 90 GeV (cf (22.57)). Very
clean events can be isolated by imposing a modest transverse energy cut—the
e+ e− pairs required come from the decay of a m assive relatively slowly moving
Z 0 . Figure 22.8 shows the transverse energy distribution of a candidate Z 0 ev e n t
from the first UA2 sample. Figure 22.9 shows (Geer 1986) the invariant mass
distribution for a later sample of 14 UA1 events in which both electrons have well-
measured energies, together with the Breit–Wigner resonance curve appropriate
to MZ = 93 GeV/c2, with experimental mass resolution folded in. The UA1 result
for the Z0 mass was

MZ = 93.0 ± 1.4(stat)± 3.2(syst.) GeV. (22.88)

The corresponding UA2 result (DiLella 1986), based on 13 well-measured pairs,
was

MZ = 92.5 ± 1.3(stat.)± 1.5(syst.) GeV. (22.89)

In both cases, the systematic error reflects the uncertainty in the absolute
calibration of the calorimeter energy scale. Clearly the agreement with (22.57)
is good, but there is a suggestion that the tree-level prediction is on the low side.
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F i gu re 22. 8. The cell transverse energy distribution for a Z0 → e+ e− ev e n t ( UA 2 ,
B a gnai a et al 1983) i n t he θ and φ pl ane, where θ and φ are t he pol ar and azi mut h angl es
relative to the beam axis.

F i gu re 22. 9. Invariant mass distribution for 14 well-measured Z0 → e+ e− decay (UA1,
G eer 1986) .

Indeed, loop corrections adjust (22.57) to a value M thZ � 91. 1 9 GeV, in ex cellen t
agreement with th e current experimental valu e (Hagiwara et al 2002).

The total Z 0 wid th �Z is an in ter e stin g q u a n tity. I f w e a ssu m e th at, f o r
any fermion family additional to the three known ones, only the neutrinos are
significantly less massive than MZ/2, we have

�Z � (2.5 + 0.16�Nν) GeV (22.90)

from sectio n 22.4, wh ere � Nν is the number of additional light neutrinos (i.e.
beyond νe, νµ and ντ ) which contribute to the width through the process Z0 →
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Figure 22.10. The cross-section for e+e− → hadrons around the Z0 mass (DELPHI
collaboration, Abreu et al 1990). The dotted, full and dashed lines are the predictions of
the Standard Model assuming two, three and four massless neutrino species respectively.
(From Abe, 1991.)

νν̄. Thus (22.90) can be used as an important measure of such neutrinos (i.e.
generations) if �Z can be determined accurately enough. The mass resolution of
the p̄p experiments was of the same order as the total expected Z0 width, so that
(22.90) could not be used directly. The advent of LEP provided precision checks
on (22.90): at the cost of departing from the historical development, we show data
from DELPHI (Abreu et al 1990, Abe 1991) in figure 22.10, which established
Nν = 3.

We turn now to the W±. In this case an invariant mass plot is impossible,
since we are looking for the eν (µν)mode, and cannot measure the ν’s. However,
it is clear that—as in the case of Z0 → e+e− decay—slow moving massive
W’s will emit isolated electrons with high transverse energy. Further, such
electrons should be produced in association with large missing transverse energy
(corresponding to the ν’s), which can be measured by calorimetry and which
should balance the transverse energy of the electrons. Thus, electrons of high
ET accompanied by balancing high missing ET (i.e. similar in magnitude to that
of the e− but opposite in azimuth) were the signatures used for the early event
samples (UA1, Arnison et al 1983a; UA2, Banner et al 1983).

The determination of the mass of the W is not quite so straightforward as
that of the Z, since we cannot construct directly an invariant mass plot for the
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Figure 22.11. Kinematics of W → eν decay.

eν pair: only the missing transverse momentum (or energy) can be attributed to
the ν, since some unidentified longitudinal momentum will always be lost down
the beam pipe. In fact, the distribution of events in peT, the magnitude of the
transverse momentum of the e−, should show a pronounced peaking towards the
maximum kinematically allowed value, which is peT ≈ 1

2 MW, as may be seen
from the following argument. Consider the decay of a W at rest (figure 22.11).
We have | pe| = 1

2 MW and | peT| = 1
2 MW sin θ ≡ peT. Thus, the transverse

momentum distribution is given by

dσ

d peT
= dσ

d cos θ

d cos θ

d peT
= dσ

d cos θ

(
2 peT

MW

) (
1

4
M2

W − p2
eT

)−1/2

(22.91)

and the last (Jacobian) factor in (22.91) produces a strong peaking towards
peT = 1

2 MW. This peaking will be smeared by the width and transverse motion of
the W. Early determinations of MW used (22.91), but sensitivity to the transverse
momentum of the W can be much reduced (Barger et al 1983) by considering
instead the distribution in ‘transverse mass’, defined by

M2
T = (EeT + EνT)

2 − ( peT + pνT)
2 � 2 peT pνT(1 − cosφ) (22.92)

where φ is the azimuthal separation between peT and pνT. A Monte Carlo
simulation was used to generate MT distributions for different values of MW,
and the most probable value was found by a maximum likelihood fit. The quoted
results were

UA1 (Geer 1986) : MW = 83.5 ±1.1
1.0 (stat.) ± 2.8 (syst.) GeV (22.93)

UA2 (DiLella 1986) : MW = 81.2 ± 1.1 (stat.) ± 1.3 (syst.) GeV (22.94)
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F i gu re 22. 12. W → eν transverse mass di stribution measured by the CDF collaboration
(Abe et al 1995a) .

th e sy stem a tic er r o r s ag ain r eflectin g u n cer tain ty in th e a b so lu te e n e rg y scale o f
th e calorimeters. The two experiments also quoted (Geer 1986, DiLella 1986)

UA 1 : �W < 6. 5 GeV
UA 2 : �W < 7. 0 GeV

}
90% c.l. (22.95)

On ce again, th e agreement b etween th e experiments and of both with (22.56) is
good, the predictions again being on the low side. Loop corrections adjust (22.56)
to MW � 80. 3 9 GeV ( Hag iwara et al 2002). We show in figure 22.12 a more
m o d e r n d e ter m in atio n o f MW b y th e CDF co llab o r atio n ( Ab e et al 1995a).

The W and Z mass valu es may b e u sed togeth er with (22.20) to obtain
sin 2 θW via

sin2 θW = 1 − M2
W/M2

Z. (22.96)

The weighted average of UA1 and UA2 yielded

sin2 θW = 0.212 ± 0.022 (stat.). (22.97)

Radiative corrections have, in general, to be applied but one renormalization
sch e m e ( see sectio n 2 2 . 8 ) p r o m o tes ( 2 2 . 9 6 ) to a d efin itio n o f th e r e n o r m a lized
sin2 θW to all orders in perturbation theory. Using this scheme and quoted values
of MW and MZ (Hagiwara et al 2002), one finds that sin2 θW � 0.222.
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F i gu re 22. 13. T he W decay angul ar di st r i but i on of t he emi ssi on angl e θ∗
e of t he posi t r on

( el ect r on) w i t h r espect t o t he ant i - pr ot on ( pr ot on) beam di r ect i on, i n t he r est f r ame of t he
W, f or a t ot al of 75 event s; backgr ound subt r act ed and accept ance cor r ect ed.

Finally, figure 22.13 shows (Arnison et al 1986) the angular distribution of
th e charg ed lepton in W → eν decay (see section 22.5.2); θ∗

e is th e e+(e−) angle
in th e W r e st f r a m e , m easu r ed with r e sp ect to a d ir ectio n p ar allel ( an ti- p a r a llel)
to th e p̄(p) beam. The expected form (1 + cos θ∗

e )
2 is f o llowed ver y c lo sely.

In su mmary, we may say that the early discovery experiments p rovided
remarkably conv in cing confirmatio n o f the prin cipal expectations of th e GSW
th eo ry, as o u tlin ed in th e p reced in g sectio n s.

We now consid er so me further asp ects o f the th eory.

22.6 The fermio n mass pro blem

The fact that the SU(2)L gauge group acts only on the L components of the
fermio n fields, immediately appears to create a fundamental problem as far as the
masses of these particles are concerned: we mentioned this briefly at the end of
section 19.6. Let u s recall first that the standard way to introduce the interactions
of gauge fields with matter fields (e.g. fermions) is via the covariant derivative
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replacement
∂µ → Dµ ≡ ∂µ + i gτ · Wµ/2 (22.98)

for SU(2) fields Wµ actin g o n t = 1/2 doublets. Now it is a simple exercise
(compare problem 18.3) to check th at th e o rdin ary ‘kinetic’ p art o f a free Dirac
fermion does not mix the L and R components of the field:

¯̂
ψ/∂ψ̂ = ¯̂

ψR /∂ψR + ¯̂
ψ L/∂ψL. (22.99)

Thus we can, in principle, contemplate ‘gauging’ the L and the R components
differently. Of course, in the case o f QCD (cf (18.39)) the replacement /∂ → /D
was m ade equally in each term on the right-hand side o f (22.99) bu t this was
because QCD conserves p arity and m ust, therefore, treat L and R components the
sam e . Weak in ter actio n s ar e p ar ity - v io latin g a n d th e SU( 2 )L covariant d erivative
acts only in the second term of (22.99). However, a Dirac mass term h as th e form

− m( ¯̂
ψL ψ̂R + ¯̂

ψ R ψ̂L) (22.100)

(see equatio n (18.41) for example) and it precisely couples th e L an d R
components. It is easy to see th at if only ψ̂L is su b ject to a tr a n sf o r m atio n o f th e
form (22.3), then (22.100) is not invariant. Thus, mass terms for Dirac fermions
will ex p licitly break SU(2)L . The same is also true for Majorana fermions (see
appendix P) which might describe the neutrinos.

This kind of explicit breaking of the gauge symmetry cannot be tolerated,
in th e sen se th at it will lead , o n c e a g a in , to v io latio n s o f u n itar ity an d th e n o f
renormalizability. Consider, f or ex ample, a fermion–anti-fermion annihilation
process o f the form

f f̄ → W+
0 W

−
0 , (22.101)

where the subscript indicates the λ = 0 ( lo n g itu d in a l) p o lar izatio n state o f th e
W± . We studied su ch a reactio n in sectio n 21.3 in the contex t o f unitarity
violations (in lowest-order perturbation theory) for the IVB model. Appelquist
and Chanowitz (1987) consid ered first th e case in which ‘ f ’ is a lep to n with
t = 1

2 , t3 = − 1
2 coupling to W’s, Z0 and γ with th e u su al SU(2)L × U(1)

couplings, but having an explicit (Dirac) mass m f . They found that in the ‘right’
helicity channels for the leptons (λ = +1 for  f̄ , λ = −1 for  f ) the bad high-
energy behaviour asso ciated with a fermion-ex change diagram o f the form of
figure 21.5 was cancelled by that of the diagram shown in figure 22.14. The sum
of the amplitudes tends to a constant as s (or E 2 ) → ∞. Such cancellations
are a feature o f g auge theories, as we indicated at the end of section 21.4,
and represent one aspect of the renormalizability of the theory. But suppose,
following Appelquist and Chanowitz (1987), we examine channels involving the
‘wrong’ helicity component, for example λ = +1 for the fermion f. Then it is
found that the cancellation no longer occurs and we shall ultimately have a ‘non-
renormalizable’ problem on our hands, all over again.
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F i gu re 22. 14. One-Z 0 and one-γ annihilation contribution to fλ=−1 f̄λ=1 → W+
0 W

−
0 .

An estim ate o f th e en erg y at wh ich th is will h ap p en can b e m ad e b y r ecallin g
th at th e ‘wrong’ helicity state p articip ates only b y v irtu e o f a factor (m f /energy)
(recall section 20.4), which here we can take to be m f /

√
s. The typical bad high-

energy behaviour for an amplitude � was � ∼ GFs, which we expect to be
modified here to

� ∼ GFsm f /
√

s ∼ GFm f
√

s. (22.102)

The estimate obtained by Appelquist and Chanowitz differs only by a factor of√
2. Attending to all the factors in the partial wave expansion gives the result that

the unitarity bound will be saturated at E = E f (TeV) ∼ π/m f (TeV). Thus, for
mt ∼ 175 GeV, Et ∼ 18 TeV. This would constitute a serious flaw in the theory,
even though the breakdown occurs at energies beyond those currently reachable.

However, in a theory with spontaneous symmetry breaking, there is a
way of giving fermion masses without introducing an explicit mass term in
the Lagrangian. The linear σ -model of (18.72) shows how, if a fermion has
a ‘Yukawa’-type coupling to a scalar field which acquires a vev, then this
will generate a fermion mass. Consider the electron, for example, and let us
hypothesize such a coupling between the electron-type SU(2) doublet

l̂eL =
(
ν̂e
ê−

)
L

(22.103)

the Higgs doublet φ̂ and the R-component of the electron field:

�̂e
Yuk = −ge(

¯̂leLφ̂êR + ¯̂eRφ̂
†l̂eL). (22.104)

In each term of (22.104), the two SU(2)L doublets are ‘dotted together’ so as to
form an SU(2)L scalar, which multiplies the SU(2)L scalar R-component. Thus,
(22.104) is SU(2)L-invariant, and the symmetry is preserved, at the Lagrangian
level, by such a term. But now insert just the vacuum value (22.6) of φ̂ into
(22.104): we find the result

�̂e
Yuk(vac) = −ge

v√
2
( ¯̂eLêR + ¯̂eRêL) (22.105)
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F i gu re 22. 15. O ne- H a nni hi l a t i on gr a ph.

which is exactly a (Dirac) mass of the form (22.100), allowing us to make the
id en tificatio n

me = g ev/
√

2. (22.106)

Wh en oscillations about the vacuum value are considered via the
replacement (22.7), the term (22.104) will generate a coupling b etween the
electron and the Higgs fields of the form

− ge
¯̂eê Ĥ/

√
2 = − (me/v) ¯̂eê Ĥ (22.107)

= − ( gme/2 MW) ¯̂eê Ĥ . (22.108)

Su ch a coupling, if present for th e p rocess f f̄ → W+
0 W

−
0 considered earlier, will

m ean th at, in a d d itio n to th e f -exchange graph analogous to figure 21.5 and the
annihilation graph of figure 22.14, a further graph shown in figure 22.15, must
be in cluded. The p resence o f the fermio n mass in the couplin g to H suggests that
this graph might be just what is required to cancel the ‘bad’ high-energy behaviour
found in (22.102)—and by this time the reader will not be surprised to be told that
this is indeed the case.

At first sight it might seem that this stratagem will only work for the t3 = − 1
2

components o f doublets, because of the form o f 〈0|φ̂| 0〉. But we learned in

sectio n 12.1.3 that if a pair of states

(
u
d 

) 

forming an SU(2) doublet transform

by (
u
d

)′
= e−iα·τ/2

(
u
d

)
(22.109)

then the charge conjugate states iτ2

(
u∗
d∗

)
transform in exactly the same way.

Thus if, in our case, φ̂ is the SU(2) doublet

φ̂ =
(

1√
2
(φ̂1 − iφ̂2) ≡ φ̂+

1√
2
(φ̂3 − iφ̂4) ≡ φ̂0

)
(22.110)
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th en th e charg e conjugate field

φ̂C ≡ iτ2 φ̂
∗ =

(
1√
2
(φ3 + iφ 4)

−  1√
2
(φ1 + iφ 2)

)
≡

( ¯̂
φ 0

−φ̂−

)
(22.111)

is also an SU(2) doublet, transforming in just the same way as φ̂ . ((22.110) and
(22.111) may be thought of as analogous to the (K+, K0 ) and (K̄, K− ) i so sp in
doublets in SU(3)f ) . No te th at th e vacu u m va lu e ( 2 2 . 6 ) will n ow a p p ear in th e
upper component of (22.111). With the help of φ̂C we can write down another
SU(2)-invariant coupling in the νe –e sector, n amely

− gνe(
¯̂l eL φ̂  Cν̂eR + ¯̂ν eR φ̂  

†
Cl̂ eL) (22.112)

assuming now the existence of the field ν̂eR . In the Higgs vacuum (22.6), (22.112)
then yields

−( gνev/
√

2)( ¯̂ν eLν̂eR + ¯̂ν eR ν̂eL) (22.113)

wh ich is p recisely a (Dirac) mass for the neutrino, if we set gνev/
√

2 = mνe .
It is clearly possible to go on like this and arrange for all the fermions, quarks

as well as leptons, to acquire a m ass b y the same ‘mechanism’. We will look
more closely at the quarks in the next section. But one must admit to a certain
uneasin ess concerning th e enormous difference in magnitudes represented by th e
couplings gνe, . . .  g e, . . .  g t . If mν  e < 1 eV, then  gνe < 10−11 , w h ile gt ∼ 1!
Besid e s, wh er eas th e u se o f th e Hig g s field ‘ m ech an ism ’ in th e W– Z secto r is
quite economical, in the present case it seems rather unsatisfactory simply to
p o stu late a d iff e r e n t ‘ g ’ for each fermion–Higgs interaction. This does appear
to indicate that we are dealin g h ere with a ‘phenomenological model’, once more,
r ath er th an a ‘ th eo r y ’ .

As fa r a s th e n e u tr in o s ar e c o n cer n e d , h oweve r, th er e is a n o th e r p o ssib ility,
as indicated in sectio n 20.6, wh ich is that they could b e Majorana (not Dirac)
fermions. In this case, rath er th an th e four degrees of freedom (νeL, νeR, and
th eir a n ti- p a r ticles) wh ich ex ist f o r m assive Dir a c p ar ticles, o n ly two p o ssib ilities
exist for neutrinos, which we may take to be νeL and νeR . With th ese, it is
certainly possible to construct a Dirac-type mass term of the form (22.113). But
sin ce, af ter a ll, th e νeR component has zero quantum members both for SU(2)L
W-interactions and for U(1) B-interactions (see table 22.1), we could consider
economically dropping it altogeth er, makin g d o with ju st th e νeL component.

Suppose, then, that we keep only the field ν̂eL . Its charge-conjugate is defin ed
by (see (20.71)) 

(ν̂eL)C = iγ 2γ 0
¯̂ν 

T
eL = iγ 2ν̂ 

†T
L . (22.114)

Now we know that the charge-conjugate field transforms under Lorentz
transformations in th e same way as th e o riginal field (see appendix P) and so
we can use (ν̂eL)C to form a Lorentz invariant

(ν̂eL)C νeL (22.115)
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which has mass dimension M3. Hence, we may write a ‘Majorana mass term’ in
the form

− 1
2 mM[(ν̂eL)C ν̂eL + ¯̂νeL(ν̂eL)C] (22.116)

where the 1
2 is conventional. Written out in more detail, we have

(ν̂eL)C ν̂eL = ν̂T
eL.− iγ †

2 γ0ν̂eL = ν̂T
eLiγ2γ0ν̂eL (22.117)

in our representation (20.38). Now

iγ2γ0 =
( −iσ2 0

0 iσ2

)
. (22.118)

But since ν̂eL is an L-chiral field, only its two lower components are present (cf
(20.50)) and (22.117) is effectively

(ν̂eL)C ν̂eL = ν̂T
eL(iσ2)ν̂eL. (22.119)

Note that iσ2 is an anti-Hermitian 2 × 2 matrix, so that (22.119) would vanish for
classical (commuting) fields.

It is at once apparent that the mass term (22.116) is not invariant under a
global U(1) phase transformation

ν̂eL → e−iαν̂eL (22.120)

which would correspond to lepton number (if accompanied by a similar
transformation for the electron fields). Thus—as, in fact, we already knew—
Majorana neutrinos do not carry a lepton number.

There is a further interesting aspect to (22.119) which is that, since two ν̂eL

operators appear rather than a ν̂e and a ν̂†
e (which would lead to Le conservation),

the (t, t3) quantum numbers of the term are (1,1). This means that we cannot
form an SU(2)L invariant with it, using only the Standard Model Higgs φ̂, since
the latter has t = 1

2 and cannot combine with the (1,1) operator to form a singlet.
Thus, we cannot make a ‘tree-level’ Majorana mass by the mechanism of Yukawa
coupling to the Higgs field, followed by symmetry breaking.

However, we could generate suitable ‘effective’ operators via loop
corrections, perhaps, much as we generated an effective operator representing an
anomalous magnetic moment interaction in QED (cf section 11.7). But whatever
it is, the operator would have to violate lepton number conservation, which is
actually conserved by all the Standard Model interactions. Thus, such an effective
operator could not be generated in perturbation theory. It could arise, however,
as a low-energy limit of a theory defined at a higher mass scale, as the current–
current model is the low energy limit of the GSW one. The typical form of such
operator we need, in order to generate a term ν̂T

eLiσ2ν̂eL, is

− geM

M
(
¯̂leLφ̂C)

Tiσ2(φ̂
†
Cl̂eL). (22.121)
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Note, most importantly, that the operator ‘(lφ)(φ  l)’ in (22.121) has mass
dimension five, which is wh y we introduced th e factor M−1 in th e c o u p lin g : it
is indeed a non-renormalizable effective interaction, ju st like the current–current
o n e. We m ay in ter p r et M as th e mass scale at which ‘new physics’ enters, in the
spirit of the discussion in section 11.7. Suppose, for the sake of argument, this
wa s M ∼ 1016 GeV (a scale typical of Grand Unified Theories). After sy mmetry
breaking, th en, (22.121) will generate th e required Majorana mass term, with

mM ∼ g eM
v  2

M
∼ geM 10−2 eV. (22.122)

Thus, an effective couplin g o f ‘natu ral’ size geM ∼ 1 emerg es from this argument,
if indeed the mass of the νe is of order 10−2 eV. Further discussion of neutrino
masses is contained in appendix P, sectio n P.2.

These considerations are tending to take us ‘beyond the Standard Model’, so
we shall not pursue them at any greater length. Instead, we must now generalize
the discussion to the three-family case.

22.7 Three-family mixing

22.7.1 Quark flavour mixing

We introduce three doublets of left-handed fields:

q̂L1 =
(

ûL1

d̂L1

)
q̂L2 =

(
ûL2

d̂L2

)
q̂L3 =

(
ûL3

d̂L3

)
(22.123)

and the corresponding six singlets

ûR1 d̂R1 ûR2 d̂R2 ûR3 d̂R3 (22.124)

which transform in the now familiar way under SU(2)L × U(1). The û-fields
correspond to the t3 = + 1

2 components of SU(2)L, the d̂ ones to the t3 = − 1
2

components, and to their ‘R’ partners. The labels 1, 2 and 3 refer to the family
number; for example, with no mixing at all, ûL1 = ûL, d̂L1 = d̂L, etc. We
have to consider what is the most general SU(2)L× U(1)-invariant interaction
between the Higgs field (assuming we can still get by with only one) and these
various fields. Apart from the symmetry, the only other theoretical requirement is
renormalizability—for, after all, if we drop this we might as well abandon the
whole motivation for the ‘gauge’ concept. This implies (as in the discussion

of the Higgs potential V̂ ) that we cannot have terms like ( ¯̂
ψψ̂φ̂)2 appearing—

which would have a coupling with dimensions (mass)−4 and would be non–
renormalizable. In fact, the only renormalizable Yukawa coupling is of the form

‘ ¯̂
ψψ̂φ̂’, which has a dimensionless coupling (as in the ge and gνe of (22.104) and

(22.112)). However, there is no a priori requirement for it to be ‘diagonal’ in
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the weak interaction family index i. The allowed generalization of (22.104) and
(22.112) is, therefore, an interaction of the form (summing on repeated indices)

�̂ψφ = ai j
¯̂qLi φ̂CûR j + bi j

¯̂qLi φ̂d̂R j + h.c. (22.125)

where ‘h.c.’ stands for ‘Hermitian conjugate’,

q̂Li =
(

ûLi

d̂Li

)
(22.126)

and a sum on the family indices i and j (from 1 to 3) in (22.125) is assumed. After
symmetry breaking, using the gauge (22.7), we find (problem 22.3) that

�̂ f φ = −
(

1 + Ĥ

v

)
[ ¯̂uLi m

u
i j ûR j + ¯̂dLi m

d
i j d̂R j + h.c.] (22.127)

where the ‘mass matrices’ are

mu
i j = − v√

2
ai j md

i j = − v√
2

bi j . (22.128)

Although we have not indicated it, the mu and md matrices could involve a ‘γ5’
part as well as a ‘1’ part in Dirac space. It can be shown (Weinberg 1973, Feinberg
et al 1959) that mu and md can both be made Hermitean, γ5-free and diagonal by
making four separate unitary transformations on the ‘family triplets’:

ûL =
 ûL1

ûL2
ûL3

 d̂L =
 d̂L1

d̂L2

d̂L3

 etc (22.129)

via

ûLα = (U (u)
L )αi ûLi ûRα = (U (u)

R )αi ûRi (22.130)

d̂Lα = (U (d)
L )αi d̂Li d̂Rα = (U (d)

R )αi d̂Ri . (22.131)

In this notation, ‘α’ is the index of the ‘mass diagonal’ basis and ‘i’ is that of the
‘weak interaction’ basis.2 Then (22.127) becomes

�̂q H = −
(

1 + Ĥ

v

)
[mu

¯̂uû + · · · + mb
¯̂bb̂]. (22.132)

Rather remarkably, we can still manage with only the one Higgs field. It couples
to each fermion with a strength proportional to the mass of that fermion, divided
by MW.
2 So, for example, ûLα=t ≡ t̂L, d̂Lα=s ≡ ŝL, etc.
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Now consider the SU(2)L×U(1) gauge-invariant interaction part of the
Lagrangian. Written out in terms of the ‘weak interaction’ fields ûL,Ri and d̂L,Ri

(cf (22.21) and (22.22)), it is

�̂ f,W,B = i( ¯̂uL j ,
¯̂dL j )γ

µ(∂µ + igτ · Ŵµ/2 + ig′y B̂µ/2)

(
ûL j

d̂L j

)
+ i ¯̂uR jγ

µ(∂µ + ig′y B̂µ/2)ûR j + i ¯̂dR jγ
µ(∂µ + ig′y B̂µ/2)d̂R j

(22.133)

where a sum on j is understood. This now has to be rewritten in terms of the
mass-eigenstate fields ûL,Rα and d̂L,Rα.

Problem 22.4 shows that the neutral current part of (22.133) is diagonal in
the mass basis, provided the U matrices of (22.130) and (22.131) are unitary;
that is, the neutral current interactions do not change the flavour of the physical
(mass eigenstate) quarks. The charged current processes, however, involve the
non-diagonal matrices τ1 and τ2 in (22.133) and this spoils the argument used in
problem 22.4. Indeed, using (22.25) we find that the charged current piece is

�̂CC = − g√
2
( ¯̂uL j ,

¯̂dL j )γµτ+Ŵµ

(
ûL j

d̂L j

)
+ h.c.

= − g√
2

¯̂uL jγ
µd̂L j Ŵµ + h.c.

= − g√
2

¯̂uLα[(U (u)
L )α j (U

(d)†
L ) jβ]γ µd̂LβŴµ + h.c. (22.134)

where the matrix
Vαβ ≡ [U (u)

L U (d)†
L ]αβ (22.135)

is not diagonal, though it is unitary. This is the well known CKM matrix (Cabibbo
1963, Kobayashi and Maskawa 1973). The interaction (22.134) then has the form

− g√
2

Ŵµ[ ¯̂uLγ
µd̂ ′

L + ¯̂cLγ
µŝ′

L + ¯̂tLγ
µb̂′

L] + h.c. (22.136)

where  d̂ ′
L

ŝ′
L

b̂′
L

 =
 Vud Vus Vub

Vcd Vcs Vcb
Vtd Vts Vtb

  d̂L
ŝL

b̂L

 . (22.137)

It is important to know how many independent parameters the CKM matrix
contains. A general 3×3 complex matrix has 2×32=18 real parameters. The
unitarity relation V †V = I provides nine conditions, namely

|Vud|2 + |Vcd|2 + |Vtd|2 = 1 (22.138)

together with two other similar diagonal equations, and

V ∗
ubVud + V ∗

cbVcd + V ∗
tbVtd = 0, (22.139)
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and five other similar ‘off–diagonal’ equations. If all the elements of the matrix
were real, it would be orthogonal ( V T V = I ) and could be thought of as a
‘rotation’, p arametrized by th ree real numbers. The remain in g six parameters
in th e u n itar y V are, therefore, phases. The phase of each of the quark fields is
arbitrary and may b e freely changed (though q̂L and q̂ R must change in the same
way to keep th e mass terms in (22.132) real). This would seem to give enough
freedom to redefin e away six phases from V as defin ed in (22.135). However,
we can see that V is left invariant if we change all the quarks by the same
phase. Thus, there are really only five removable phases, and V may therefore be
parametrized in terms o f three real ‘rotatio n angles’ and one phase. The standard
p a r a m e tr izatio n o f V (Hagiwara et al 2002) is

V =
 c12 c 13 s12 c 13 s13 e−iδ13

− s12 c 23 − c 12 s23 s13 e iδ13 c 12 c 23 − s12 s23 s13 e iδ13 s23 c 13

s12 s23 − c 12 c 23 s13 e iδ13 − c 12 s23 − s12 c 23 s13 e iδ13 c 23 c 13


(22.140)

wh ere ci j  = cos θ i j  and si j  = sin θ i j  .
Before proceeding further, it is h elpful to note the 90% confidence limits

o n th e e lem e n ts o f th e m a tr ix V as quoted by Hagiwara et al (2002), taking into
account the unitarity constraints: (0. 9741 − 0. 9756) (0. 219 − 0. 226) (0. 0025 − 0. 0048)

(0. 219 − 0. 226) (0. 9732 − 0. 9748) (0. 038 − 0. 044)
(0. 004 − 0. 014) (0. 037 − 0. 044) (0. 9990 − 0. 9993)

 . (22.141)

Fr o m th is it f o llows th at th e m ix in g a n g les ar e sm a ll an d , m o r e ove r, satisf y a
definite hierarchy

1 � θ12 � θ 23 � θ 13. (22.142)

Thus a small-angle approximation to the angles θi j in (22.140) is often
satisfactory. This leads to a parametrizatio n due to Wo lfenstein (1983).
Identifying s12 = λ, w e w r ite Vcb � s23 = Aλ2 and Vub = s13e−iδ13 =
Aλ3(ρ − iη) with A � 1 and |ρ − iη| < 1. This gives

V �
 1 − λ2/2 λ Aλ3(ρ − iη)

−λ 1 − λ2/2 Aλ2

Aλ3(1 − ρ − iη) −Aλ2 1

 (22.143)

retaining terms up to O(λ3).
From (22.141) we see that the elements which are least well determined are

Vtd and Vub. We may use the unitarity relation (22.139), with Vud ≈ 1 ≈ Vtb, to
relate these two elements by

V ∗
ub + Vtd � s12V ∗

cb. (22.144)

This relation may be represented as a triangle in the complex plane as shown in
figure 22.16 where, without loss of generality, VcdV ∗

cb has been chosen to lie along

Copyright 2004 IOP Publishing Ltd



F i gu re 22. 16. T he ‘ uni t a r i t y t r i a ngl e’ r e pr esent i ng e quat i on ( 22. 144) .

the horizontal. This is known as the ‘unitarity triangle’. The angles β and γ are
defin ed by

Vtd = |Vtd| e−iβ Vub = |Vub| e−iγ (22.145)

and from (22.140) γ = δ13 . The triangle can also be rescaled so that its base is of
unit length: the apex is then at ρ̄ = ρ(1 − λ2/2), η̄ = η(1 − λ2/2) in ter m s o f th e
parameters in (22.143).

The existence of the phase δ13 represents a fundamental difference from
th e sim p le 2 × 2 mixing of the original Cabibbo–GIM type considered in
section 20.10. In that case, the 2 × 2 m ix in g m atr ix ( f o llowin g th e sam e c o u n tin g
of parameters as before) can have only one real parameter, th e Cabibbo (GIM)
angle θ . This corresponds to setting all angles θi 3 to zero in (22.140). The reason
that the appearance of the phase δ13 in (22.140) is so significant is that it implies
(if δ13 �= 0) th at CP is violated. The actio n o f P̂ and Ĉ on fermionic fields was
discussed in sections 20.3 and 20.5:

P̂ψ̂(x, t)P̂−1 = γ0ψ̂(−x, t) (22.146)

Ĉψ̂(x, t)P̂−1 = iγ 2ψ̂†T(x, t). (22.147)

Hence,
ĈP̂ψ̂(x, t)(ĈP̂)−1 = iγ 2γ 0ψ̂†T(−x, t). (22.148)

We also have
ĈP̂Ŵµ(x, t)(ĈP̂)−1 = Ŵ

†
µ(−x, t). (22.149)

Careful application of these relations then shows (problem 22.5) that (for
example)

(ĈP̂) ¯̂uLVudγ
µd̂LŴµ(ĈP̂)−1 = ¯̂dLVudγ

µûLŴ
†
µ (22.150)

where the fact that the fields are evaluated at x will not matter since we integrate
over x in the action. But the corresponding term from the ‘h.c.’ part in (22.136)
is ¯̂dLV ∗

udγ
µûLŴ

†
µ. (22.151)

It follows that, for CP to be conserved, the entries in the V -matrix must be real.
With three families (though not with only two) the possibility exists of having a
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CP-violating phase parameter δ13, as was stressed by Kobayashi and Maskawa
(1973).

In fact, CP violation in the decays of neutral K mesons is an intensively
studied phenomenon, since its discovery in 1964 (Christenson et al 1964). In
the Standard Model, it is interpreted as arising from the phases in the Vub and
Vtd elements (see (22.143)). It is, however, a very small effect, as seen from the
magnitudes of Vub and Vtd in (22.143) (they involve third-generation mixing and
are O(λ3)). It can be shown (Jarlskog 1985a, b) that CP-violating amplitudes, or
differences of rates, are all proportional to the quantity

s12s13s23c12c2
13c23 sin δ13 (22.152)

which is just twice the area of the unitarity triangle. For a full introduction to
the phenomenology of CP violation we refer the reader to Leader and Predazzi
(1996, chapters 18 and 19), and to Branco et al (1999) and Bigi and Sanda (2000).

Larger effects are expected in the B0 system, which is a major motivation
for the construction of B factories. As an indication, present experimental results
from Babar (Aubert et al 2002) and Belle (Abe et al 2002) yield

sin 2β = 0.78 ± 0.08 (22.153)

when averaged.
According to the summary in the current Review of Particle Properties

(Hagiwara et al 2002) all processes can be quantitatively understood by one value
of the CKM phase δ13(= γ ) = 59◦ ± 13◦. The value of β = 24◦ ± 4◦ as
determined from the overall fit is consistent with (22.153).

22.7.2 Neutrino flavour mixing

An analysis similar to the previous one can be carried out in the leptonic sector.
We would then have leptonic flavour mixing in charged current processes, via
interactions of the form

¯̂νLαV (l)
αβ γ

µêLβŴµ + h.c. (22.154)

where V (l) is the leptonic analogue of the CKM matrix, namely the MNS matrix
(Maki et al 1962; see also Pontecorvo 1967). We would also have lepton mass
terms ( ¯̂νLi mν

i j ν̂R j + h.c.) and ( ¯̂eLi me
i j êR j + h.c.) in analogy with (22.127). If the

neutrino mass matrix mν was identically zero, or if—improbably—its eigenvalues
were all equal, we would be free to redefine ν̂L and ν̂R by

ˆ̃νL = V (l)†ν̂L ˆ̃νR = V (l)†ν̂R (22.155)

so as to reduce the charged current term to family-diagonal form. It is these˜states
that we would identify with the physical neutrino states, in that case. But it is now
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clear, experimentally, that n eutrino flavour mixing does take p lace, indicating that
neutrinos do have (different) masses.

The r eader will recall that it is an open question whether neutrinos are Dirac
or Majo rana particles (sections 20.6 and 22.6). If they are of Majorana type,
this has an interesting consequence for the parametrization of the matrix V (l).
We saw following equation (22.119) that global phase transformations (ordinarily
corresponding to a number conservation law) cannot be freely made on Majorana
fields, as they carry no lepton number. Thus, two of the phases which could
be removed from the 3 × 3 quark mixing matrix V , cannot be removed from
the leptonic analogue matrix V (l) if the neutrinos are Majorana particles. In the
Majorana case, the matrix V (l) can be parametrized as

V (l)(Majorana) = V (CKM type)× diag(eiα1/2, eiα2/2, 1) (22.156)

and we have three CP-violating phases.
Because the neutrino mass differences are (apparently) so small, quantum-

mechanical oscillations between neutrinos of different (leptonic) flavour can be
observed to occur over macroscopic distances. The subject is extensively covered
in a number of books and reviews, for example Mohapatra and Pal (1991), Boehm
and Vogel (1987), Kayser et al (1989), Bahcall (1989), Bilenky (2000) and Kayser
in Hagiwara et al (2002). We note that the extra CP-violating phases in (22.156)
do not affect neutrino oscillations but do affect the rate for neutrinoless double
β-decay (see section 20.6).

22.8 Higher-order corrections

The Z0 mass is presently (2002) determined to be

MZ = 91.1876 ± 0.0021 GeV (22.157)

from the Z lineshape at LEP1 (Tournefier 2001). The W mass (CDF: Affolder et
al (2001); D0: Abbott et al (2000); UA2: Alitti et al (1992)) is

MW = 80.451 ± 0.061 GeV. (22.158)

The asymmetry parameter Ae (see (22.79)) is (Abe et al 2000)

Ae = 0.15138 ± 0.00216 (22.159)

from measurements at SLD. These are just three examples from the table of
35 observables listed in the review of the electroweak model by Erler and
Langacker in Hagiwara et al (2002). Such remarkable precision is a triumph
of machine design and experimental art—and it is the reason why we need a
renormalizable electroweak theory. The overall fit to the data, including higher-
order corrections, is quoted by Erler and Langacker as χ2/degree of freedom
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= 47. 3/3 8 . Th e p r o b ab ility o f a larg er χ 2 is 14%: one of the major discrepancies
is a 3 .2σ deviation in the hadronic charge asymmetry (3/4) Ae A b ; another is a
2. 5σ deviation in the muon anomalous magnetic moment, gµ− 2. This reasonably
strong numerical consistency lends impressive support to the belief that we are
indeed dealin g with a renormalizable spontaneously broken gauge th eory, because
no extra parameters, not in the original Lagrangian, have had to be introduced .

In fact, one can tu rn th is around, in more th an one way. First, th e one
remaining unobserved element in the theory—the Higgs boson—has a mass MH
wh ich is largely unconstrained b y theory (see sectio n 22.10.2) and it is therefore
a p arameter in th e fits. Some informatio n about MH can therefore b e g ained b y
seeing how the fits vary with MH . Actually, we shall see in equatio n (22.174) th at
th e d ependence o n MH is only logarith mic—it acts rather like a cut-off, so the fits
are not very sensitive to MH . By contrast, some loop corrections are proportional
to the square of the top mass (see (22.173)), and consequently very tight bounds
could b e p laced on mt v ia its virtual presence (in loops) b efore its re a l presence
was confirmed, as we shall discuss shortly and in section 22.9. Second, very
careful analysis of small discrepancies between precision data and electroweak
predictions may indicate the presence of ‘new physics’.

After all this (and earlier) emphasis on the renormalizability of the
electroweak theory, and the introduction to one-loop calculations in QED at the
end of volume 1, the reader perhaps now has a right to expect an exposition of loop
corrections in the electroweak theory. But the fact is that this is a very complicated
and technical story, requiring quite a bit more formal machinery which would be
outside the intended scope of this book (suitable references include Altarelli et
al (1989), especially the pedagogical account by Consoli et al (1989); and the
equally approachable lectures by Hollik (1991)). Instead, we want to touch on
just a few of the simpler and more important aspects of one-loop corrections,
especially insofar as they have phenomenological implications.

As we have seen, we obtain cut-off independent results from loop corrections
in a renormalizable theory by taking the values of certain parameters—those
appearing in the original Lagrangian—from experiment, according to a well-
defined procedure (‘renormalization scheme’). In the electroweak case, the
parameters in the Lagrangian are

gauge couplings g, g′ (22.160)

Higgs potential parameters λ,µ2 (22.161)

Higgs–fermion Yukawa couplings g f (22.162)

CKM angles θ12, θ13, θ23 phase δ13 (22.163)

MNS angles θν12, θ
ν
13, θ

ν
23 phase δν13(+α1, α2?). (22.164)

The fermion masses and mixings, and the Higgs mass, can be separated off,
leaving g, g′ and one combination of λ andµ2 (for instance, the tree-level vacuum
value v). These three parameters are usually replaced by the equivalent and more
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convenient set

α (Mohr and Taylor 2000) (22.165)

GF (Marciano and Sirlin 1988, van Ritbergen and Stuart 1999) (22.166)

MZ (Tournefier 2001).  (22.167)

These are, o f course, r elated to g , g′ and v ; f or ex ample, at tree level

α = g 2 g′ 2/( g 2 + g′ 2)4π MZ = 1

2
v

√
g 2 + g′ 2 GF = 1√

2v 2
(22.168)

bu t these relations become modified in h igher o rder. The renormalized parameters
will ‘run’ in the way described in chapters 15 and 16: the running of α , for
ex ample, has b een observed d irectly (TOPAZ: Lev ine et al 1997; VENUS: Okada
et al 1998; OPAL: Abbiendi et al 2000; L3: Acciari et al 2000).

After renormalization, one can derive radiatively-corrected values for
physical quantities in terms of the set (22.165)–(22.167) (together with MH
and the fermio n masses and mixings). Bu t a renormalizatio n scheme h as to
be sp ecified, at any finite order (though, in practice, th e d ifferences are very
small). One conceptually simple scheme is the ‘on-shell’ one (Sirlin 1980, 1984,
Kennedy et al 1989, Kennedy and Lynn 1989, Bardin et al 1989, Hollik 1990; for
reviews see Langacker 1995). In this scheme, th e tree-level formula

sin 2 θ W = 1 − M 2W/ M 2Z (22.169)

is promoted into a d e fi n itio n of th e renormalized sin 2 θW to all o rders in
perturbatio n theory, it bein g then d enoted by s 2W :

s 2W = 1 − M 2W/ M 2Z. (22.170)

Th e r ad iatively - co r r ected valu e f o r MW is th en

M 2W =
(πα/

√
2 GF)

s 2W(1 −�r) 
(22.171)

wh ere �r in cludes the radiative corrections relatin g α, α( MZ),  G F, MW and MZ .
Another scheme is the modified minimal subtraction (MS) scheme ( section 15.5)
wh ich in tr o d u ces th e q u a n tity sin 2 θ̂  W(µ) ≡ ĝ′2(µ)/[ĝ′2(µ) + ĝ 2(µ)] wh ere th e
couplings ĝ and ĝ′ are defined in the MS scheme and µ is chosen to be MZ for
most electroweak processes. Attention is then focused on ŝ2

Z ≡ sin2 θ̂W(MZ).
This is the scheme used by Erler and Langacker in Hagiwara et al (2002).

We shall continue here with the scheme defined by (22.170). We cannot
go into detail about all the contributions to �r but we do want to highlight two
features of the result—which are surprising, important phenomenologically, and
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related to an interesting symmetry. It turns out (Consoli et al 1989, Hollik 1991)
that the leading terms in �r have the form

�r = �r0 − (1 − s2
W)

s2
W

�ρ + (�r)rem. (22.172)

In (22.172), �r0 = 1 − α/α(MZ) is due to the running of α, and has the value
�r0 = 0.0664(2) (see section 11.5.3). �ρ is given by (Veltman 1977)

�ρ = 3GF(m2
t − m2

b)

8π2
√

2
(22.173)

while the ‘remainder’ (�r)rem contains a significant term proportional to
ln(mt/mZ), and a contribution from the Higgs boson which is (for mH � MW)

(�r)rem,H ≈
√

2GFM2
W

16π2

11

3

[
ln

(
m2

H

M2
W

)
− 5

6

]
. (22.174)

As the notation suggests, �ρ is a leading contribution to the parameter ρ
introduced in (22.44). As explained there, it measures the strength of neutral
current processes relative to charged current ones. �ρ is then a radiative
correction to ρ. It turns out that, to good approximation, electroweak radiative
corrections in e+e− → Z0 → f f̄ can be included by replacing the fermionic
couplings g f

V and g f
A(see (22.42), (22.53) and (22.54)) by

ḡ f
V = √

ρ f (t
( f )
3 − 2Q f κ f s2

W) (22.175)

and
ḡ f

A = √
ρ f t( f )

3 (22.176)

together with corrections to the Z0 propagator. The corrections have the form
(in the on-shell scheme) ρ f ≈ 1 + �ρ (of equation (22.173)) and κ f ≈ 1 +
[s2

W/(1−s2
W)]�ρ, for f �= b, t. For the b-quark, there is an additional contribution

coming from the presence of the virtual top quark in vertex corrections to Z → bb̄
(Akhundov et al 1986, Beenakker and Hollik 1988).

The running of α in �r0 is expected, but (22.173) and (22.174) contain
surprising features. As regards (22.173), it is associated with top–bottom quark
loops in vacuum polarization amplitudes, of the kind discussed for �̄[2]

γ in
section 11.5 but this time in weak boson propagators. In the QED case, referring
to equation (11.38) for example, we saw that the contribution of heavy fermions
‘(|q2| � m2

f )’ was suppressed, appearing as O(|q2|/m2
f ). In such a situation

(which is the usual one), the heavy particles are said to ‘decouple’. But the
correction (22.173) is quite different, the fermion masses being in the numerator.
Clearly, with a large value of mt, this can make a relatively big difference. This
is why some precision measurements are surprisingly sensitive to the value of
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Figure 22.17. t–b̄ vacuum polarization contribution.

mt in the range near (as we now know) the physical value. Second, as regards
the dependence on mH, we might well have expected it to involve m2

H in the
numerator if we considered the typical divergence of a scalar particle in a loop
(we shall return to this after discussing (22.173)). �r would then have been very
sensitive to mH but, in fact, the sensitivity is only logarithmic.

We can understand the appearance of the fermion masses (squared) in the
numerator of (22.173) as follows. The shift �ρ is associated with vector boson
vacuum polarization contributions, for example the one shown in figure 22.17.
Consider, in particular, the contribution from the longitudinal polarization
components of the W’s. As we have seen, these components are nothing but
three of the four Higgs components which the W± and Z0 ‘swallowed’ to become
massive. But the couplings of these ‘swallowed’ Higgs fields to fermions are
determined by just the same Higgs–fermion Yukawa couplings as we introduced
to generate the fermion masses via spontaneous symmetry breaking. Hence we
expect the fermion loops to contribute (to these longitudinal W states) something
of order g2

f /4π , where g f is the Yukawa coupling. Since g f ∼ m f /v (see

(22.106)) we arrive at an estimate ∼ m2
f /4πv

2 ∼ GF m2
f /4π as in (22.173).

An important message is that particles which acquire their mass spontaneously
do not ‘decouple’.

But we now have to explain why�ρ in (22.173) would vanish if m2
t = m2

b—
and why only ln m2

H appears in (22.174). Both these facts are related to a
symmetry of the assumed minimal Higgs sector which we have not yet discussed.
Let us first consider the situation at tree level, where ρ = 1. It may be shown
(Ross and Veltman 1975) that ρ = 1 is a natural consequence of having the
symmetry broken by an SU(2)L doublet Higgs field (rather than a triplet, say)—
or indeed by any number of doublets. The nearness of the measured ρ parameter
to 1 is, in fact, good support for the hypothesis that there are only doublet Higgs
fields. Problem 22.6 explores a simple model with a Higgs field in the triplet
representation.

At tree level, it is simplest to think of ρ in connection with the mass ratio
(22.44). To see the significance of this, let us go back to the Higgs gauge field
Lagrangian �̂G� of (22.8) which produced the masses. With the doublet Higgs
of the form (22.110), it is a striking fact that the Higgs potential only involves the
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highly symmetrical combination of fields

φ̂2
1 + φ̂2

2 + φ̂2
3 + φ̂2

4 (22.177)

as does the vacuum condition (17.102). This suggests that there may be some
extra symmetry in (22.8) which is special to the doublet structure. But of course,
to be of any interest, this symmetry has to be present in the (Dµφ̂)†(Dµφ̂) term
as well.

The nature of this symmetry is best brought out by introducing a change of
notation for Higgs doublet φ̂+ and φ̂0: instead of (22.110), we now write

φ̂ =
(
(π̂2 + iπ̂1)/

√
2

(σ̂ − iπ̂3)/
√

2

)
(22.178)

while the φ̂C field of (22.111) becomes

φ̂C =
(

(σ̂ + iπ̂3)/
√

2
−(π̂2 − iπ̂1)/

√
2

)
. (22.179)

We then find that these can be written as

φ̂ = 1√
2
(σ̂ + iτ · π̂)

(
0
1

)
φ̂C = 1√

2
(σ̂ + iτ · π̂)

(
1
0

)
. (22.180)

Consider now the covariant SU(2)L× U(1) derivative acting on φ̂, as in (22.8),
and suppose to begin with that g′ = 0. Then

Dµφ̂ = 1√
2
(∂µ + igτ · Ŵµ/2)(σ̂ + iτ · π̂)

(
0
1

)
= 1√

2

{
∂µσ̂ + iτ · ∂µπ̂ + i

g

2
σ̂τ · Ŵµ

− g

2
[π̂ · Ŵµ + iτ · Ŵµ × π̂]

} (
0
1

)
(22.181)

using τiτ j = δi j + iεi j kτk . Now the vacuum choice (22.6) corresponds to
σ̂ = v, π̂ = 0, so that when we form (Dµφ̂)†(Dµφ̂) from (22.181), we will
get just

1

2
(0, 1)

{
g2

4
v2(τ · Ŵµ)(τ · Ŵ

µ
)

} (
0
1

)
= 1

2
M2

WŴµ · Ŵ
µ

(22.182)

with MW = gv/2 as usual. The condition g′ = 0 corresponds (cf (22.17))
to θW = 0, and thus to Ŵ3µ = Ẑµ, and so (22.182) states that in the limit
g′ → 0, MW = MZ, as expected if cos θW = 1. It is clear from (22.181) that
the three components Ŵµ are treated on a precisely equal footing by the Higgs
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field (22.178), and indeed the notation suggests that Ŵµ and π̂ should perhaps be
regarded as some kind of new tr ip lets.

It is straightforward to calculate ( Dµφ̂)†( Dµφ̂)  from (22.181): one finds
(problem 22.7)

( Dµφ̂)
† Dµφ̂ = 

1

2
(∂µσ̂ )

2 + 
1

2
(∂µπ̂)

2 − 
g

2
∂µσ̂ π̂ · Ŵ

µ

+ g

2
σ̂ ∂µπ̂ · Ŵ

µ + 
g

2
∂µπ̂ · (π̂ × Ŵ

µ
)

+ g 2

4
Ŵ 

2
µ(σ̂  2 + π̂ 

2
)+ 

g 2

4
π̂  

2 Ŵ 
2
µ. (22.183)

This expression now reveals what the symmetry is: (22.183) is invariant under
global SU(2) transformations under which Ŵµ and π̂ are vectors—that is (cf
(3.9))

Ŵµ → Ŵµ + ε × Ŵµ

π̂ → π̂ + ε × π̂

σ̂ → σ̂

 . (22.184)

Th is is wh y, f r o m th e ter m Ŵ 
2
µσ̂  2 , a ll th r e e W field s h ave th e sam e m a ss in th is

g′ → 0 lim it.
If we now reinstate g′ , and use (22.14) and (22.15) to write Ŵ3µ  and B̂µ in

terms of the physical fields Ẑµ and Âµ as in (19.97), (22.181) becomes

1√
2

{
∂µ + i g

τ1

2
Ŵ1µ + i g

τ2

2
Ŵ2µ + i g

τ3

2

Ẑµ
cos θW

+ i g sin θW

(
1 + τ3

2

)
Âµ

− i g

cos θW
sin2 θ W

(
1 + τ3

2

)
Ẑµ

}
(σ̂ + iτ · π̂)

(
0
1

)
. (22.185)

We see from (22.185) that g′ �= 0 h as two eff ects. First, there is a ‘τ · Ŵ ’-
like term, as in (22.181), except that the ‘ Ŵ3 ’ part of it  is now  Ẑ/ cos θ  W . In
th e vacuum σ̂ = v, π̂ = 0 which simply means that the mass of th e Z is
MZ = MW/ cos θ W , i.e. ρ = 1; and this relatio n is p reserved under ‘rotations’ o f
the form (22.184), since they do not mix π̂ and σ̂ . Hen ce th is m a ss r e latio n ( an d
ρ = 1) is a consequence of the global SU(2) symmetry of the interactions and the
vacuum under (22.184), and of the relations (22.14) and (22.15) which embody
the requirement of a massless photon.

However, there are additional terms in (22.185) which single out the ‘τ3 ’
component, and th erefore b reak th is global SU(2). These terms vanish as g′ → 0
and do not contribute at tree level, but we expect that they will cause O(g′2)
corrections to ρ = 1 at the one-loop level.

None of this, however, yet involves the quark masses and the question of why
m2

t − b 2b appears in the numerator in (22.173). We can now answer this question.
Consider a typical mass term, of the form discussed in section 22.7.1, for a quark
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doublet of the i th family

�̂m = −g+( ¯̂uLi
¯̂dLi )φ̂CûRi − g−( ¯̂uLi

¯̂dLi )φ̂d̂Ri . (22.186)

Using (22.178) and (22.179), this can be written as

�̂m = −g+√
2
( ¯̂uLi

¯̂dLi )(σ̂ + iτ · π̂)
(

ûRi

0

)
− g−√

2
( ¯̂uLi

¯̂dLi )(σ̂ + iτ · π̂)
(

0
d̂Ri

)
= − (g+ + g−)

2
√

2
( ¯̂uLi

¯̂dLi )(σ̂ + iτ · π̂)
(

ûRi

d̂Ri

)
− (g+ − g−)

2
√

2
( ¯̂uLi

¯̂dLi )(σ̂ + iτ · π̂)τ3

(
ûRi

d̂Ri

)
. (22.187)

Consider now a simultaneous (infinitesimal) global SU(2) transformation on
the two doublets (ûLi , d̂Li)

T and (ûRi , d̂Ri )
T:(

ûLi

d̂Li

)
→ (1 − iε · τ/2)

(
ûLi

d̂Li

) (
ûRi

d̂Ri

)
→ (1 − iε · τ/2)

(
ûRi

d̂Ri

)
.

(22.188)
Under (22.188), the first term of (22.187) becomes (to first order in ε)

− (g+ + g−)
2
√

2
( ¯̂uLi

¯̂dLi )[σ̂ + iτ · (π̂ + π̂ × ε)]
(

ûRi

d̂Ri

)
. (22.189)

From (22.189) we see that if, at the same time as (22.188), we also make
the transformation of π given in (22.184), then this first term in �̂m will be
invariant under these combined transformations. The second term in (22.187),
however, will not be invariant under (22.188) but only under transformations
with ε1 = ε2 = 0, ε3 �= 0. We conclude that the global SU(2) symmetry of
(22.184), which was responsible for ρ = 1 at the tree level, can be extended
also to the quark sector; but—because the g± in (22.186) are proportional to the
masses of the quark doublet—this symmetry is explicitly broken by the quark
mass difference. This is why a t–b̄ loop in a W vacuum polarization correction can
produce the ‘non-decoupled’ contribution (22.173) to ρ, which grows as m2

t −m2
b

and produces quite detectable shifts from the tree-level predictions, given the
accuracy of the data.

Returning to (22.188), the transformation on the L components is just the
same as a standard SU(2)L transformation, except that it is global; so the gauge
interactions of the quarks obey this symmetry also. As far as the R components
are concerned, they are totally decoupled in the gauge dynamics, and we are
free to make the transformation (22.188) if we wish. The resulting complete
transformation, which does the same to both the L and R components, is a non-
chiral one—in fact, it is precisely an ordinary ‘isospin’ transformation of the type(

ûi

d̂i

)
→ (1 − iε · τ/2)

(
ûi

d̂i

)
. (22.190)
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F i gu re 22. 18. O ne- boson sel f - energy gr aph i n (φ̂  † φ̂)2 .

The reader will recognize th at th e m athematics h ere is exactly th e same as that in
section 18.3 involving the SU(2) of isospin in the σ - m o d el. Th is an aly sis o f th e
sy mmetry o f the Higgs (or a more general symmetry b reakin g sector) was first
given by Sikivie  et al (1980). The isospin SU(2) is frequently called ‘custodial
SU(2)’ since it ‘protects’ ρ = 1.

Wh at about th e absence of m 2H co r r ectio n s? Her e th e p o sitio n is r ath er m o r e
subtle. Without the Higgs particle H the theory is non-renormalizable, and hence
one might expect to see some radiative correction b ecoming very larg e ( O(m 2H))
as one tried to ‘banish’ H from theory by sending mH → ∞ ( m H would b e actin g
like a c u t- o ff ) . Th e r easo n is th at in su ch a (φ̂ † φ̂)2 th eo r y, th e sim p lest lo o p we
meet is that sh own in figure 22.18 and it is easy to see by counting p owers, as
usual, that it diverges as the square of the cut-off. This loop contributes to the
Higgs self-energ y, and will be renormalized by taking th e value of th e coefficient
of φ̂  † φ̂ in ( 2 2 . 8 ) f r o m ex p e r im e n t. We will r e tu r n to th is p a r ticu lar d e tail in
section 22.10.1.

Even without a Higgs contribu tio n h owever, it turns out th at th e electroweak
th eo r y is r e n o r m a lizab le at th e o n e - lo o p leve l if th e f e r m io n m asses a r e zer o
(Veltman 1968, 1970). Thus, one suspects that the large m 2H effects will not
be so dramatic after all. In fact, calculatio n shows (Veltman 1977, Ch anowitz
et al 1978, 1979) th at one-loop radiative corrections to electroweak observables
g r ow at m o st like ln m 2H for large m H . Wh ile th er e a r e fin ite co r r ectio n s wh ich
are approximately O(m 2H) for m 2H � M 2W, Z , for m 2H � M 2W, Z th e O(m 2H) pieces

can cel o u t f r o m a ll o b ser va b le q u a n tities,3 leav in g o n ly ln m 2H ter m s. Th is is ju st
what we have in (22.174) and it means, unfortunately, that the sensitivity of the
d a ta to th is im p o r tan t p a r a m e ter o f th e St andard Model is only logarith mic. Fits to
data typically give mH in the region of 100 GeV at the minimum of the χ  2 curve
bu t th e er r o r ( wh ich is n o t sim p le to in ter p r e t) is o f th e o r d er o f 5 0 GeV. Dir ect
searches now rule out a Higgs mass less than about 110 GeV , while the ∼ 2 s.d.
effect seen at the close of play at LEP gave mH ∼ 115 GeV (LEP Higgs (2001)).
For further details, see the review of searches for Higgs bosons by Igo-Kemenes
in Hagiwara et al (2002).

At the two-loop level, the expected O(m4
H) behaviour becomes O(m2

H)

instead (van der Bij and Veltman 1984, van der Bij 1984)—and, of course,
appears (relative to the one-loop contributions) with an additional factor of

3 Apart from the φ̂  † φ̂ coeffi cient! S ee s ection 22. 10.
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O(α). This relative insensitivity of the radiative corrections to mH, in the
limit of large mH, was discovered by Veltman (1977) and called a ‘screening’
phenomenon by him: for large mH (which also means, as we have seen, large
λ), we have an effectively strongly interacting theory whose principal effects are
screened off from observables at lower energy. It was shown by Einhorn and
Wudka (1989) that this screening is also a consequence of the (approximate)
isospin SU(2) symmetry we have just discussed in connection with (22.173).
Phenomenologically, the upshot is that it is unfortunately very difficult to get a
good handle on the value of mH from fits to the precision data. With the top
quark, the situation was very different.

22.9 The top quark

Having drawn attention to the relative sensitivity of radiative connections to loops
containing virtual top quarks, it is worth devoting a little space to a ‘backward
glance’ at the year immediately prior to the discovery of the t-quark (Abe et al
1994a, b, 1995b, Abachi et al 1995b) at the CDF and D0 detectors at FNAL’s
Tevatron, in p–p̄ collisions at ECM = 1.8 TeV.

The W and Z particles were, as we have seen, discovered in 1983 and at
that time, and for some years subsequently, the data were not precise enough to
be sensitive to virtual t effects. In the late 1980s and early 1990s, LEP at CERN
and SLC at Stanford began to produce new and highly accurate data which did
allow increasingly precise predictions to be made for the top quark mass, mt.
Thus, a kind of race began, between experimentalists searching for the real top
and theorists fitting ever more precise data to get tighter and tighter limits on mt
from its virtual effects.

In fact, by the time of the actual experimental discovery of the top quark, the
experimental error in mt was just about the same as the theoretical one (and—of
course—the central values were consistent). Thus, in their May 1994 review of
the electroweak theory (contained in Moutanet et al 1994, p 1304ff), Langacker
and Erler gave the result of a fit to all electroweak data as

mt = 169 ±16
18 ±17

20 GeV, (22.191)

the central figure and first error being based on mH = 300 GeV, the second
(+) error assuming mH = 1000 GeV and the second (−) error assuming mH =
60 GeV. At about the same time, Ellis et al (1994) gave the extraordinarily precise
value

mt = 162 ± 9 GeV (22.192)

without any assumption for mH.
A month or so earlier, the CDF collaboration (Abe et al 1994a, b) announced

12 events consistent with the hypothesis of production of a tt̄ pair and, on this
hypothesis, the mass was found to be

mt = 174 ± 10 ±13
12 GeV (22.193)

Copyright 2004 IOP Publishing Ltd



and this was followed by nine similar events from D0 (Abachi et al 1995a).
By February 1995 both groups had amassed more data and the discovery was
announced (Abe et al 1995b, Abachi et al 1995b). The 2002 experimental value
for mt is 174.3 ± 5.1 GeV (Hagiwara et al 2002) as compared to the value
predicted by fits to the electroweak data of 175.3 ± 44 GeV. This represents an
extraordinary triumph for both theory and experiment. It is surely remarkable
how the quantum fluctuations of a yet-to-be detected new particle could pin down
its mass so precisely. It seems hard to deny that Nature has, indeed, made use
of the subtle intricacies of a renormalizable, spontaneously broken, non-Abelian
chiral gauge theory.

One feature of the ‘real’ top events is particularly noteworthy. Unlike the
mass of the other quarks, mt is greater than MW and this means that it can decay
to b + W via real W emission:

t → W+ + b. (22.194)

In contrast, the b quark itself decays by the usual virtual W processes. Now we
have seen that the virtual process is supressed by ∼ 1/M2

W if the energy release (as
in the case of b-decay) is well below MW. But the real process (22.194) suffers
no such suppression and proceeds very much faster. In fact (problem 22.8) the
top quark lifetime from (22.194) is estimated to be ∼ 4 × 10−25 s! This is quite
similar to the lifetime of the W+ itself, via W+ → e+νe for example. Consider
now the production of a tt̄ pair in the collision between two partons. As the t
and t̄ separate, the strong interactions which should eventually ‘hadronize’ them
will not play a role until they are ∼ 1 fm apart. But if they are travelling close
to the speed of light, they can only travel some 10−16 m before decaying. Thus
t’s tend to decay before they experience the confining QCD interactions. Instead,
the hadronization is associated with the b quark, which has a more typical weak
lifetime (∼ 1.5×10−12 s). By the same token, this fast decay of the t quark means
that there will be no detectable tt̄ ‘toponium’, bound by QCD.

With the t quark now safely real, the one remaining missing particle in the
Standard Model is the Higgs boson, and its discovery is of the utmost importance.
It is fitting that we should end this final chapter with a brief review of Higgs
physics.

22.10 The Higgs sector

22.10.1 Introduction

The Lagrangian for an unbroken SU(2)L × U(1) gauge theory of vector bosons
and fermions is rather simple and elegant, all the interactions being determined
by just two Lagrangian parameters g and g′ in a ‘universal’ way. All the particles
in this hypothetical world are, however, massless. In the real world, while the
electroweak interactions are undoubtedly well described by the SU(2)L × U(1)
theory, neither the mediating gauge quanta (apart from the photon) nor the
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fermions are massless. They must acquire mass in so me way that does not
b r eak th e g au g e sy m m e tr y o f th e Lag r an g ian , o r e lse th e r e n o r m a lizab ility o f
the theory is d estroy ed and its remark able empirical su ccess ( at a level which
includes loop corrections) would b e some kind o f freak accident. I n chapter 19 we
discussed h ow su ch a b reakin g o f a gauge sy mmetry does h appen, dynamically,
in a superconducto r. In th at case ‘electron p airing’ was a crucial ingredient.
In particle physics, while a lot of effort has gone into examining various
analogous ‘dynamical sy mmetry b reaking’ th eories, none has y et emerged as
b o th th e o r etically co m p ellin g a n d p h e n o m en o lo g ically v iab le. However, a sim p le
count of th e number o f d eg rees of freedom in a massive vector field , as opposed
to a m assless one, indicates that so me additional fields must be present in o rder
to give mass to the originally massless gauge bosons. And so, in the Standard
Mo d e l, it is sim p ly a ssu me d , following the original ideas of Higgs and others
(Higgs 1964, Englert and Brout 1964, Guralnik et al 1964; Higgs 1966) that a
su itab le scalar ( ‘ Hig g s’ ) field ex ists, with a p o ten tial wh ich b r eak s th e sy m m e tr y
spontaneously. Furth ermore, rather than (as in BCS th eory) obtaining th e fermion
mass gaps dynamically, they too are put in ‘by hand’ via Yukawa-like couplings
to th e Hig g s field .

I t h as to b e ad m itted th at th is p ar t o f th e Stan d ar d Mo d el ap p ear s to b e
th e least satisfacto r y. Wh ile th e c o u p lin g o f th e Hig g s field to th e g au g e field s
is determined by the gauge symmetry, the Higgs self-coupling is not a gauge
in teractio n and is unrelated to anything else in th e theory. Likewise, the Yukawa-
like fermion couplings are not gauge interactions either, and they are both
unconstrained and uncomfortably different in o rders o f magnitude. True, all these
are renormalizable couplings—but th is basically means that their valu es are not
calculable and have all to be taken from experiment.

Su ch consid erations may indicate that the ‘Higgs Sector’ o f the Standard
Model is on a somewhat different footing from the rest of it—a commonly held
view, indeed. Perhaps it should be regarded as more a ‘phenomenology’ than a
‘theory’, much as the current–current model was. In this connection, we may
mentio n a point wh ich h as long wo rried many th eorists. In sectio n 22.8 we
noted that figure 22.18 gives a quadratically divergent ( O(�2))  and positive
contribution to the φ̂†φ̂ term in the Lagrangian, at one-loop order. This term
would ordinarily, of course, be just the mass term of the scalar field. But in
the Higgs case, the matter is much more delicate. The whole phenomenology
depends on the renormalized coefficient having a negative value, triggering the
spontaneous breaking of the symmetry. This means that the O(�2) one-loop
correction must be cancelled by the ‘bare’ mass term 1

2 m2
H,0φ̂

†φ̂ so as to achieve

a negative coefficient of order −v2. This cancellation between m2
H,0 and �2 will

have to be very precise indeed if �—the scale of ‘new physics’—is very high, as
is commonly assumed (say 1016 GeV).

The reader may wonder why attention should now be drawn to this particular
piece of renormalization: aren’t all divergences handled this way? In a sense
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th ey ar e, bu t th e fact is th at th is is th e fir st case we h ave h ad in wh ich we
have to cancel a quadratic diverg ence. The o ther mass corrections have all b een
logarithmic, for which there is nothing like such a dramatic ‘fine-tuning’ problem.
There is a good reason for this in the case o f the electron mass, upon wh ich
we remarked in sectio n 11.2. Ch iral sy mmetry forces self-energ y corrections for
fermions to be proportional to their mass and, hence, to contain only logarith ms
of the cut-off. Similarly, gauge invariance for the vector bosons prohibits any
O(�2) connections in perturbation theory. But there is no symmetry, within the
Standard Model, wh ich ‘protects’ th e coefficient o f φ̂  † φ̂ in th is wa y. I t is h a r d
to understand what can be stopping it from being of order �2 , if we take the
ap p a r e n tly r easo n a b le p o in t o f v iew th at th e Stan d a r d Mo d e l will u ltim ately fail
at so me scale � where new physics enters. Thus the difficulty is: why is the
empirical parameter v ‘shielded’ from the presumed high scale of new physics?
This ‘problem’ is o ften referred to as the ‘hierarchy problem’. We stress again that
we ar e d ealin g h er e with an ab so lu tely cr u cial sy m m etr y - b r eak in g ter m , wh ich
one would really like to understand far better.

Of course, the problem would go away if the scale � we r e a s low a s, sa y, a
few TeV. As we shall see in the next section this h appens to be, not accidentally,
the same scale at which the Standard Model ceases to be a p erturbatively
calculable theory. Various possib ilities h ave b een suggested for the kind of
physics that might enter at energies of a few TeV. For example, ‘technicolour’
models (Peskin 1997) regard the Higgs field as a composite of some new heavy
f e r m io n s, r ath e r like th e BCS- p air in g id ea r e f e r r e d to ear lier. A seco n d p o ssib ility
is supersymmetry (Pesk in 1997), in which th ere is a ‘protective’ sy mmetry
operating, since scalar fields can be put alongside fermions in supermultiplets,
and benefit from the protection enjoyed by the fermions. A third possibility is
that of large extra dimensions (Antoniadis 2002).

These undoubtedly fascinating ideas obviously take us well beyond our
proper subject, to which we must now return. Whatever may lie ‘beyond’ it,
the Lagrangian of the Higgs sector of the Standard Model leads to many perfectly
definite predictions which may be confronted with experiment, as we shall briefly
discuss in section 22.10.3 (for a full account see Dawson et al (1990) and for more
compact ones see Ellis et al (1996, chapter 11) and the review by Igo-Kemenes
in Hagiwara et al (2002)). The elucidation of the mechanism of gauge symmetry
breaking is undoubtedly of the greatest importance to particle physics: quite apart
from the SU(2)L × U(1) theory, very many of the proposed theories which go
‘beyond the Standard Model’ face a similar ‘mass problem’ and generally appeal
to some variant of the ‘Higgs mechanism’ to deal with it.

The most significant prediction of the Higgs mechanism in SU(2)L ×U(1)—
and one originally pointed out by Peter Higgs himself (1964)—is that even
after the gauge bosons have swallowed three of the scalar fields to acquire
mass, one physical scalar field necessarily remains, with mass mH = √

2µ =√
λv/

√
2. The discovery of this Higgs boson has, therefore, always been

a vital goal in particle physics. Before turning to experiment, however, we
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want to mentio n some theoretical consid erations concerning mH by way of
orientation.

22.10.2 Theoretical considerations concerning mH

The coupling constant λ, which determin es mH given the known value of v , is
unfortunately undetermined in the Standard Model. However, some quite strong
th eoretical arguments suggest th at mH cannot be arbitrarily larg e.

Like all couplin g constants in a renormalizable th eory, λ must ‘run’. For the
(φ̂  † φ̂)2 in teractio n o f (22.8), a one-loop calculatio n o f the β -functio n leads to

λ( E) = λ(v)

1 − 
3λ(v)
8π  2 ln( E/v)

. (22.195)

Like QED, th is th eo r y is n o t asy m p to tically f r ee: th e c o u p lin g in c r eases with th e
scale E . In fact, the th eory becomes non-perturbative at th e scale E∗ su ch that

E∗ ∼ v ex p

(
8π 2

3λ(v)

)
. (22.196)

Note that this is exponentially sensitive to the ‘low-energy’ coupling constant
λ(v) —an d th at E∗ decreases rapidly as λ(v) increases. But (see (22.18)) mH
is essentially proportional to λ1/ 2(v). Hence, as mH in creases, non-perturbative
behaviour sets in increasingly early. Suppose we say that we should like
perturbative behaviour to be main tain ed up to an energy scale �. Then we require

mH < v

[
4π 2

3 ln(�/v)

]1/ 2

. (22.197)

Fo r � ∼ 1016 GeV, th is g ive s mH < 160 GeV. However, if the non-perturbative
regime sets in at 1 TeV, then the bound on mH is weaker, m H < 750 GeV.

This is an oversimplified argument for various reasons, though the essential
point is correct. An important omission is the contribution of the top quark to the
running of λ( E). More refined versions place both approximate upper, and lower,
bounds on mH (Cabibbo et al 1979, Isidori et al 2001, Hambye and Riesselmann
1997). The conclusion is that for 130 GeV < mH < 190 GeV the perturbative
regime could extend to ∼1016 GeV,  but that for  mH < 130 GeV the theory would
be non-perturbative at a m uch lower scale. The p recise critical values are sensitive
to th e valu e o f mt .

There is another, independent, argument which suggests that mH cannot be
too large. We have previously considered violations of unitarity by the lowest-
order d iagrams for certain processes (see chapter 21 and sectio n 22.6). As we
saw, in a non-gauge theory with massive vector bosons, such violations are
associated with the longitudinal polarization states of the bosons, which carry
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factors proportional to the 4–momentum kµ (see (21.30)). In a gauge theory,
strong cancellations in the high-energy behaviour occur between different lowest-
order diagrams. This behaviour is characteristic of gauge theories (Llewellyn
Smith 1973, Cornwall et al 1974) and is related to their renormalizability. One
process of this sort which we have yet to consider, however, is that in which two
longitudinally polarized W’s scatter from each other. A considerable number of
diagrams (seven in all) contribute to this process, in leading order: exchange of
γ , Z and Higgs particles, together with the W–W self-interaction. When all these
are added up the high-energy behaviour of the total amplitude turns out to be
proportional to λ, the Higgs coupling constant (see, for example, Ellis et al (1996,
chapter 8)). This, at first sight, unexpected result can be understood as follows.
The longitudinal components of the W’s arise from the ‘∂µφ̂’ parts in (22.8)
(compare equation (19.48) in the U(1) case), which produce kµ factors. Thus, the
scattering of longitudinal W’s is effectively the scattering of the three Goldstone
bosons in the complex Higgs doublet. These bosons have self-interactions arising
from the λ(φ̂†φ̂)2 Higgs potential, for which the Feynman amplitude is just
proportional to λ. Now, although such a constant term obviously cannot violate
unitarity as the energy increases (as has happened in the other cases), it can do so
if λ itself is too big—and since λ ∝ m2

H, this puts a bound on mH. A constant
amplitude is pure J = 0 (compare (21.9)) and so, in order of magnitude, we
expect unitarity to imply λ < 1. In terms of standard quantities,

λ = m2
HGF/

√
2 (22.198)

and so we expect

mH < G−1/2
F . (22.199)

A more refined analysis (Lee et al 1977a, b) gives

mH <

(
8
√

2π

3GF

)1/2

≈ 1 TeV. (22.200)

Like the preceding argument, this one does not say that mH must be less
than some fixed number. Rather, it states that if mH gets bigger than a certain
value, perturbation theory will fail or ‘new physics’ will enter. It is, in fact,
curiously reminiscent of the original situation with the four-fermion current–
current interaction itself (compare (21.10) with (22.199)). Perhaps this is a clue
that we need to replace the Higgs phenomenology. At all events, this line of
reasoning seems to imply that the Higgs boson will either be found at a mass well
below 1 TeV, or else some electroweak interactions will become effectively strong
with new physical consequences. This ‘no lose’ situation provided powerful
motivation for the construction of the LHC.

We now consider some simple aspects of Higgs production and decay
processes at collider energies, as predicted by the Standard Model.
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Figure 22.19. Higgs boson production process by ‘gluon fusion’.

Figure 22.20. Higgs boson production process by ‘vector boson fusion’.

22.10.3 Higgs phenomenology

Our discussion is based on the existing lower bound on mH established at LEP
(LEP 2003):

mH ≥ 114.4 GeV (95% c.l.). (22.201)

This already excludes many possibilities in both production and decay. At both
the Tevatron and the LHC, the dominant production mechanism is expected to
be ‘gluon fusion’ via an intermediate top quark loop as shown in figure 22.19
(Georgi et al 1978, Glashow et al 1978, Stange et al 1994a, b). Since the gluon
probability distribution rises rapidly at small x values, which are probed at larger
collider energy

√
s, the cross-section for this process will rise with energy. At

the Tevatron with
√

s = 2 TeV, the production cross-section ranges from about
1 pb for mH � 100 GeV to 0.2 pb for mH � 200 GeV. At an LHC energy of√

s = 14 TeV, the cross-section is about 50 pb for mH � 100 GeV and 1 pb for
mH � 700 GeV. The cross-section is the same for pp and for pp̄ colliders.

The next largest cross-section, roughly ten times smaller, is for ‘vector
boson fusion’ via the diagram of figure 22.20. However, detection of H depends
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F i gu re 22. 21. H i ggs boson pr oduct i on i n associ at i on w i t h W or Z .

F i gu re 22. 22. H i ggs boson pr oduct i on i n associ at i on w i t h a tt̄ pair.

crucially on bein g able to separate the signal from the larg e b ackgrounds expected
in many of the Higgs decay channels (to b e d iscussed shortly). Fo r this reason,
th e mechanism o f asso ciated productio n o f a Higgs boson with a vector boson,
sh own in figure 22.21, could also b e im portant since the leptonic d ecays o f the
W or Z can be exploited for triggering. A pp̄ c o llid er g ive s a so m ewh at larg er
cross-section for this process than a pp collider. A fourth possibility is ‘associated
production with top quarks’ as shown in figure 22.22, for example. Figure 22.23
(taken from Ellis et al 1996) shows the cross-sections for the various production
processes as a function of mH.

The Higgs boson will, of course, have to be detected via its decays. For
mH < 140 GeV, decays to fermion–anti-fermion pairs dominate, of which bb̄ has
the largest branching ratio. The width of H → f f̄ is easily calculated to lowest
order and is (problem 22.9)

�(H → f f̄ ) = CGFm2
f mH

4π
√

2

(
1 − 4m2

f

m2
H

)3/2

(22.202)

where the colour factor C is three for quarks and one for leptons. For such
mH values, �(H → f f̄ ) is less than 10 MeV. The final state ZH → µ+µ−bb̄
provides a clean signature through tagging b-jets using the high- pT leptons from
the decay b → cl−ν̄.

The situation changes significantly when mH becomes greater than twice the
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Figure 22.23. Higgs boson production cross-sections in pp collisions at the LHC (figure
from Ellis et al 1996, p 399).

Figure 22.24. Higgs boson decay via quark triangle.

vector boson masses. The tree-level width for H → W+W− is (problem 22.9)

�(H → W+W−) = GFm3
H

8π
√

2

(
1 − 4M2

W

m2
H

) (
1 − 4M2

W

m2
H

+ 12
M4

W

m4
H

)
(22.203)

and the width for H → ZZ is the same with MW → MZ and a factor of 1
2 to

allow for the two identical bosons in the final state. These widths rise rapidly
with mH, reaching � ∼ 1 GeV when mH ∼ 200 GeV and � ∼ 100 GeV for
mH ∼ 500 GeV. It is apparent that for mH any larger than this (say mH ∼ 1 TeV)
the width of the state will become comparable to its mass, which is just another
facet of the ‘strong interaction’ regime discussed earlier.
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F i gu re 22. 25. Branching ratios of t he Higgs boson (from E llis et al 1996, p 393) .

The vector bosons themselves decay to leptons and quark jets, with the
latter having the larger branching ratios. But final states containing hadronic
jets will have to contend with larg e b ackgrounds at hadron collides. The rarer
purely leptonic final states such as l+ l− l+ l− are likely to p rove th e b est hope for
discovery. Another r are but characteristic decay is H → γ γ  via intermediate W
and quark triangle loops (figure 22.24).

Figure 22.25, taken from Ellis et al (1996), shows the complete set of
phenomenologically relevant Higgs branching ratios for a ‘light’ Higgs boson.

The LHC is scheduled to start physics runs in the year 2007. The ATLAS
and CMS detectors have been optimized for Higgs boson searches and should be
well able to discover a Higgs boson with mH in the range 100 GeV to 1 TeV.
Future machines, such as a high-energy e+e− or µ+µ− collider, will allow this
crucial energy regime to be explored with high precision.

Problems

22.1 By identifying the part of (22.23) which has the form (22.35), derive (22.36).

22.2 Using the vertex (22.26), verify (22.56).

22.3 Insert (22.7) into (22.125) to derive (22.127).

22.4 Verify that the neutral current part of (22.133) is diagonal in the ‘mass’ basis.

22.5 Verify (22.150).
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22.6 Suppose that the Higgs field is a triplet of SU(2)L rath er th an a doublet; and
suppose that its vacuum value is

〈0|φ̂| 0〉 =
 1 0  0

0 0  0
0 0 − 1


in the gauge in which it is real. The non-vanishing component has t3 = −1, using

t3 =
 1 0  0

0 0  0
0 0 − 1


in th e ‘angular-momentu m-like’ basis. Since we want the charge of th e vacuum
to be zero and we have Q = t3 + y/2 , we m u st a ssig n y(φ̂) = 2 . So th e c ovar ian t
derivative on φ̂ is

(∂µ + i g t · Ŵµ + i g′ B̂µ)φ̂

wh ere

t1 =
 0 1√

2
0

1√
2

0 1√
2

0 1√
2

0

 t2 =
 0 −i√

2
0

i√
2

0 −i√
2

0 i√
2

0


and t3 is as before (it is easy to check that th ese th r ee m a tr ices d o satisf y th e
required SU(2) commutation relations [ t1, t2] = it3 ). Show that the photon and
Z field s ar e still g ive n b y ( 2 2 . 1 4 ) an d ( 2 2 . 1 5 ) , with th e sam e sin θW as in (22.17),
bu t t h a t n ow

MZ =
√

2MW/ cos θW.

What is the value of the parameter ρ in this model?

22.7 Use (22.181) to verify (22.183).

22.8 Calculate the lifetime of the top quark to decay via t → W+ + b.

22.9 Using the Higgs couplings given in appendix Q, verify (22.202) and
(22.203).

Copyright 2004 IOP Publishing Ltd



APPENDIX M

GROUP THEORY

M.1 Definition and simple examples

A group � is a set of elements (a, b, c, . . .) with a law for combining any two
elements a, b so as to form their ordered ‘product’ ab, such that the following
four conditions hold:

(i) For every a, b ∈ �, the product ab ∈ � (the symbol ‘∈’ means ‘belongs to’
or ‘is a member of’).

(ii) The law of combination is associative, i.e.

(ab)c = a(bc). (M.1)

iii) � contains a unique identity element, e, such that for all a ∈ �,

ae = ea = a. (M.2)

(iv) For all a ∈ �, there is a unique inverse element, a−1, such that

aa−1 = a−1a = e. (M.3)

Note that, in general, the law of combination is not commutative, i.e. ab �= ba:
if it is commutative (ab = ba), the group is Abelian; if not, it is non-Abelian.
Any finite set of elements satisfying the conditions (i)–(iv) forms a finite group,
the order of the group being equal to the number of elements in the set. If the set
does not have a finite number of elements it is an infinite group.

As a simple example, the set of four numbers (1, i, −1, −i ) form a
finite Abelian group of order 4, with the law of combination being ordinary
multiplication. The reader may check that each of (i)–(iv) is satisfied, with e
taken to be the number 1 and the inverse being the algebraic reciprocal. A second
group of order 4 is provided by the matrices(

1 0
0 1

) (
0 1

−1 0

) ( −1 0
0 −1

) (
0 −1
1 0

)
(M.4)

with the combination law being matrix multiplication, ‘e’ being the first (unit)
matrix and the inverse being the usual matrix inverse. Although matrix
multiplication is not commutative in general, it happens to be so for these
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particular matrices. In fact, the way these four matrices multiply together is (as
the reader can verify) exactly the same as the way the four numbers (1, i, −1,
−i) (in that order) do. Further, the correspondence between the elements of the
two groups is ‘one to one’: that is, if we label the two sets of group elements by
(e, a, b, c) and (e′, a′, b′, c′), we have the correspondences e ↔ e′, a ↔ a′, b ↔
b′, c ↔ c′. Two groups with the same multiplication structure and with a one-
to-one correspondence between their elements are said to be isomorphic. If they
have the same multiplication structure but the correspondence is not one-to-one,
they are homomorphic.

M.2 Lie groups

We are interested in continuous groups—that is, groups whose elements are
labelled by a number of continuously variable real parameters α1, α2, . . . , αr :
g(α1, α2, . . . , αr ) ≡ g(α). In particular, we are concerned with various kinds of
‘coordinate transformations’ (not necessarily spacetime ones but including also
‘internal’ transformations such as those of SU(3)). For example, rotations in three
dimensions form a group whose elements are specified by three real parameters
(e.g. two for defining the axis of the rotation and one for the angle of rotation
about that axis). Lorentz transformations also form a group, this time with six
real parameters (three for 3D rotations, three for pure velocity transformations).
The matrices of SU(3) are specified by the values of eight real parameters. By
convention, parametrizations are arranged in such a way that g(0) is the identity
element of the group. For a continuous group, condition (i) takes the form

g(α)g(β) = g(γ (α,β)) (M.5)

where the parameters γ are continuous functions of the parameters α and β. A
more restrictive condition is that γ should be an analytic function of α and β; if
this is the case, the group is a Lie group.

The analyticity condition implies that if we are given the form of the group
elements in the neighbourhood of any one element, we can ‘move out’ from
that neighbourhood to other nearby elements, using the mathematical procedure
known as ‘analytic continuation’ (essentially, using a power series expansion);
by repeating the process, we should be able to reach all group elements which
are ‘continuously connected’ to the original element. The simplest group element
to consider is the identity, which we shall now denote by I . Lie proved that the
properties of the elements of a Lie group which can be reached continuously from
the identity I are determined from elements lying in the neighbourhood of I .

M.3 Generators of Lie groups

Consider (following Lichtenberg 1970, chapter 5) a group of transformations
defined by

x ′
i = fi (x1, x2, . . . , xN ; α1, α2, . . . , αr ) (M.6)
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wh ere th e xi ’s ( i = 1, 2, . . . ,  N ) are the ‘coordinates’ on which the
transformations act, and th e α ’s are the (real) p arameters o f the transformations.
By convention, α = 0 is th e id e n tity tr an sf o r m a tio n , so

xi = f i ( x, 0).  (M.7)

A transformation in the neighbourhood of the identity is then given b y

d xi =
r∑
ν=1

∂ fi

∂αν
dαν  (M.8)

wh ere th e { dαν} are infinitesimal p arameters and the p artial d erivative is
understood to be evaluated at the point ( x, 0).

Consider now the change in a function F( x) under the infinitesimal
tr an sf o r m a tio n ( M.8 ) . We h ave

F → F + d F = F +
N∑

i=1

∂ F

∂ xi
d xi

= F +
N∑

i=1

[ r∑
ν=1

∂ fi

∂αν
dαν

]
∂ F

∂ xi

≡
{

1 −
r∑
ν=1

dαν i X̂ν

}
F (M.9)

wh ere

X̂ν ≡ i
N∑

i=1

∂ fi

∂αν

∂

∂ xi
(M.10)

is a generator of infinitesimal transformations. 1 No te th at in ( M .1 0 ) ν runs from
1 to r , so th er e ar e as m any g en er ato r s as th er e ar e p ar am eter s lab ellin g th e g r o u p
elements. Finite transf ormations are obtained b y ‘ exponentiating’ the quantity in
braces in (M.9) (compare (12.30)):

Û(α) = ex p {−iα · X̂} (M.11)

wh er e we h ave wr itten
∑r
ν=1 αν X̂ν = α · X̂ .

An im p o r tan t th eo r em states th at th e co m m u tato r o f any two g en er ato r s o f a
Lie g r o u p is a lin ear co m b in atio n o f th e g e n e r a to r s:

[X̂λ, X̂µ] =  cνλµ X̂ν (M.12)

where the constants cνλµ  are complex numbers called the structure constants of
the group; a sum over ν from 1 to r is understood on the right-hand side. The
commutation relations (M.12) are called the algebra of the group.

1 Clearly there is lot of ‘convention’ (the sign, the i) in the definition of X̂ν . It is chosen for convenient
cons is tency w ith fam iliar g ener ator s , f o r exam p le thos e o f S O ( 3) ( s ee s ection M . 4 . 1 ) .
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M.4 Examples

M.4.1 SO(3) and three-dimensional rotations

Rotations in three dimensions are defined by

x′ = Rx (M.13)

where R is a real 3 × 3 matrix such that the length of x is preserved, i.e.
x′Tx′ = xTx. This implies that RT R = I , so that R is an orthogonal matrix.
It follows that

1 = det(RT R) = det RT det R = (det R)2 (M.14)

and so det R = ±1. Those R’s with det R = −1 include a parity transformation
(x′ = −x), which is not continuously connected to the identity. Those with
det R = 1 are ‘proper rotations’ and they form the elements of the group SO(3):
the S pecial O rthogonal group in 3 dimensions.

An R close to the identity matrix I can be written as R = I + δR where

(I + δR)T(I + δR) = I. (M.15)

Expanding this out to first order in δR gives

δRT = −δR (M.16)

so that δR is an anti-symmetric 3 × 3 matrix (compare (12.19)). We may
parametrize δR as

δR =
 0 ε3 −ε2

−ε3 0 ε1
ε2 −ε1 0

 (M.17)

and an infinitesimal rotation is then given by

x′ = x − ε × x (M.18)

(compare (12.64)) or

dx1 = −ε2x3 +ε3x2 dx2 = −ε3x1 +ε1x3 dx3 = −ε1x2 +ε2x1. (M.19)

Thus in (M.8), identifying dα1 ≡ ε1, dα2 ≡ ε2, dα3 ≡ ε3, we have

∂ f1

∂α1
= 0

∂ f1

∂α2
= −x3

∂ f1

∂α3
= x2 etc. (M.20)

The generators (M.10) are then

X̂1 = ix3
∂

∂x2
− ix2

∂

∂x3

X̂2 = ix1
∂

∂x3
− ix3

∂

∂x1

X̂3 = ix2
∂

∂x1
− ix1

∂

∂x2


(M.21)
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which are easily recognized as the quantum-mechanical angular momentum
operators

X̂ = x × −i∇ (M.22)

which satisfy the SO(3) algebra

[X̂i , X̂ j ] = iεi j k X̂k . (M.23)

The action of finite rotations, parametrized by α = (α1, α2, α3), on functions F
is given by

Û(α) = exp{−iα · X̂}. (M.24)

The operators Û(α) form a group which is isomorphic to SO(3). The structure
constants of SO(3) are iεi j k , from (M.23).

M.4.2 SU(2)

We write the infinitesimal SU(2) transformation (acting on a general complex
two-component column vector) as (cf (12.27))(

q ′
1

q ′
2

)
= (1 + iε · τ/2)

(
q1
q2

)
(M.25)

so that

dq1 = iε3

2
q1 +

(
iε1

2
+ ε2

2

)
q2

dq2 = −iε3

2
q2 +

(
iε1

2
− ε2

2

)
q1. (M.26)

Then (with dα1 ≡ ε1 etc)

∂ f1

∂α1
= iq2

2
,
∂ f1

∂α2
= q2

2
,
∂ f1

∂α3
= iq1

2
(M.27)

∂ f2

∂α1
= iq1

2
,
∂ f2

∂α2
= −q1

2
,
∂ f2

∂α3
= − iq2

2
(M.28)

and (from (M.10))

X̂ ′
1 = − 1

2

{
q2

∂

∂q1
+ q1

∂

∂q2

}
(M.29)

X̂ ′
2 = i

2

{
q2

∂

∂q1
− q1

∂

∂q2

}
(M.30)

X̂ ′
3 = 1

2

{
−q1

∂

∂q1
+ q2

∂

∂q2

}
. (M.31)

It is an interesting exercise to check that the commutation relations of the
X̂ ′

i ’s are exactly the same as those of the X̂i ’s in (M.23). The two groups are
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th erefore said to h ave the same algebra with th e same structu re constants, and
th ey ar e in fact iso m o r p h ic in th e v icin ity o f th eir r esp ective id e n tity elem en ts.
They are not th e same for ‘large’ transformations, h owever, as we d iscuss in
sectio n M .7 .

M.4.3 SO(4): The special orthogonal group in four dimensions

This is the group whose elements are 4 × 4 matrices S such that STS = I , where
I is the 4×4 unit matrix, with the condition det S = +1. The Euclidean (length)2

x2
1 + x2

2 + x2
3 + x2

4 is left invariant under SO(4) transformations. Infinitesimal
SO(4) transformations are characterized by the 4D analogue of those for SO(3),
namely by 4 ×4 real anti-symmetric matrices δS, which have six real parameters.
We choose to parametrize δS in such a way that the Euclidean 4-vector (x, x4) is
transformed to (cf (18.74), (18.75), (18.79) and (18.80))

x′ = x − ε × x − ηx4

x ′
4 = x4 + η · x (M.32)

where x = (x1, x2, x3) and η = (η1, η2, η3). Note that the first three components
transform by (M.18) when η = 0, so that SO(3) is a subgroup of SO(4). The six
generators are (with dα1 ≡ ε1 etc)

X̂1 = ix3
∂

∂x2
− ix2

∂

∂x3
(M.33)

and similarly for X̂2 and X̂3 as in (M.21), together with (defining dα4 = η1 etc)

X̂4 = i

(
−x4

∂

∂x1
+ x1

∂

∂x4

)
(M.34)

X̂5 = i

(
−x4

∂

∂x2
+ x2

∂

∂x4

)
(M.35)

X̂6 = i

(
−x4

∂

∂x3
+ x3

∂

∂x4

)
. (M.36)

Relabelling these last three generators as Ŷ1 ≡ X̂4, Ŷ2 ≡ X̂5, Ŷ3 ≡ X̂6, we find
the following algebra:

[X̂i , X̂ j ] = iεi j k X̂k (M.37)

[X̂i , Ŷ j ] = iεi j k Ŷk (M.38)

[Ŷi , Ŷ j ] = iεi j k X̂k (M.39)

together with
[X̂1, Ŷ1] = [X̂2, Ŷ2] = [X̂3, Ŷ3] = 0. (M.40)
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(M.37) confirms that the three generators controlling infinitesimal transformations
among the first three components x obey the angular momentum commutation
relations. (M.37)–(M.40) constitute the algebra of SO(4).

This algebra may be simplified by introducing the linear combinations

M̂i = 1
2 (X̂i + Ŷi ) (M.41)

N̂i = 1
2 (X̂i − Ŷi ) (M.42)

which satisfy

[M̂i , M̂ j ] = iεi j k M̂k (M.43)

[N̂i , N̂ j ] = iεi j k N̂k (M.44)

[M̂i , N̂ j ] = 0. (M.45)

From (M.43)–(M.45) we see that, in this form, the six generators have separated
into two sets of three, each set obeying the algebra of SO(3) (or of SU(2)) and
commuting with the other set. They therefore behave like two independent
angular momentum operators. The algebra (M.43)–(M.45) is referred to as
SU(2)×SU(2).

M.4.4 The Lorentz group

In this case the quadratic form left invariant by the transformation is the
Minkowskian one (x0)2 − x2 (see appendix D of volume 1). We may
think of infinitesimal Lorentz transformations as corresponding physically to
ordinary infinitesimal 3D rotations, together with infinitesimal pure velocity
transformations (‘boosts’). The basic 4-vector then transforms by

x0′ = x0 − η · x
x′ = x − ε × x − ηx0

}
(M.46)

where η is now the infinitesimal velocity parameter (the reader may check that
(x0)2 − x2 is indeed left invariant by (M.46), to first order in ε and η). The six
generators are then X̂1, X̂2, X̂3 as in (M.21), together with

K̂1 = − i

(
x1 ∂

∂x0 + x0 ∂

∂x1

)
(M.47)

K̂2 = − i

(
x2 ∂

∂x0
+ x0 ∂

∂x2

)
(M.48)

K̂3 = − i

(
x3 ∂

∂x0 + x0 ∂

∂x3

)
. (M.49)

The corresponding algebra is

[X̂i , X̂ j ] = iεi j k X̂k (M.50)

[X̂i , K̂ j ] = iεi j k K̂k (M.51)

[K̂i , K̂ j ] = − iεi j k X̂k . (M.52)

Copyright 2004 IOP Publishing Ltd



Note the minus sign on the right-hand side of (M.52) as compared with (M.39).

M.4.5 SU(3)

A general infinitesimal SU(3) transformation may be written as (cf (12.71) and
(12.72))  q1

q2
q3

′
=

(
1 + i

1

2
η · λ

)  q1
q2
q3

 (M.53)

where there are now eight of these η’s, η = (η1, η2, . . . , η8) and the λ-matrices
are the Gell-Mann matrices

λ1 =
 0 1 0

1 0 0
0 0 0

 λ2 =
 0 −i 0

i 0 0
0 0 0

 λ3 =
 1 0 0

0 −1 0
0 0 0

(M.54)

λ4 =
 0 0 1

0 0 0
1 0 0

 λ5 =
 0 0 −i

0 0 0
i 0 0

 λ6 =
 0 0 0

0 0 1
0 1 0

 (M.55)

λ7 =
 0 0 0

0 0 −i
0 i 0

 λ8 =


1√
3

0 0

0 1√
3

0

0 0 − 2√
3

 . (M.56)

In this parametrization the first three of the eight generators Ĝr (r = 1, 2, . . . , 8)
are the same as X̂ ′

1, X̂ ′
2, X̂ ′

3 of (M.29)–(M.30). The others may be constructed as
usual from (M.10); for example,

Ĝ5 = i

2

(
q3

∂

∂q1
− q1

∂

∂q3

)
Ĝ7 = i

2

(
q3

∂

∂q2
− q2

∂

∂q3

)
. (M.57)

The SU(3) algebra is found to be

[Ĝa, Ĝb] = i fabcĜc (M.58)

where a, b and c each run from 1 to 8. The structure constants are i fabc, and the
non-vanishing f ’s are as follows:

f123 = 1 f147 = 1/2 f156 = −1/2 f246 = 1/2 f257 = 1/2 (M.59)

f345 = 1/2 f367 = −1/2 f458 = √
3/2 f678 = √

3/2. (M.60)

Note that the f ’s are anti-symmetric in all pairs of indices (Carruthers 1966,
chapter 2).
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M.5 Matrix representatio ns of generators and o f Lie groups

We have sh own h ow the g enerators X̂ 1, X̂ 2, . . . , X̂ r of a Lie group can be
constructed as d ifferential operato rs, understood to be acting on functions of the
‘coordinates’ to wh ich the transformations of th e g roup refer. These g enerators
satisfy certain commutation relations, the Lie algebra of the group. For any given
Lie algebra, it is also possible to find sets of ma trices X1, X 2, . . . ,  X r (without
h a ts) wh ich satisf y th e sam e c o m m u tatio n r elatio n s as th e X̂ν  ’s—that is, th ey have
the same algebra. Such m atrices are said to form a (matrix) representatio n o f the
Lie a lg eb r a o r, e q u iva len tly, o f th e g e n e r a to r s. T h e id ea is fa m iliar f r o m th e stu d y
of angular momentum in quantum mechanics (Schiff 1968, section 27), where the
entire theory may be developed from the commutation relations (with h̄ = 1)

[ Ĵi , Ĵ j ] = iεi j k  Ĵk (M.61)

for the angular momentum operators Ĵi , togeth er with th e physical requirement
th at th e Ĵi ’s ( a n d th e m atr ices r e p r esen tin g th e m ) m u st b e Her m itian . I n th is case
th e matrices are o f the form (in quantum-mechanical notation)(

J ( J )i

)
M ′

J M J
≡ 〈J M ′

J | Ĵi | J MJ 〉 (M.62)

wh ere | J MJ 〉 is an eig e n state o f Ĵ 
2 

and o f Ĵ3 with eigenvalues J ( J + 1) and
MJ resp ectively. Since M J and M ′

J each run over the 2 J + 1 values d efined b y

− J ≤ MJ , M ′
J ≤ J , th e m atr ices J ( J )i are o f d imension (2 J + 1) × (2 J + 1).

Clearly, since the g enerators o f SU(2) have the same algebra as (M.61), an
id en tical m a tr ix r e p r esen tatio n m ay b e o b tain e d f o r th em : th e se m a tr ices wer e
denoted by T (T )i in section 12.1.2. It is important to note that J (or T ) can take
an infinite sequence of values J = 0, 1/2, 1, 3/2, . . ., corresponding physically
to various ‘spin’ magnitudes. Thus there are infinitely many sets of three matrices
(J (J )1 , J (J )2 , J (J )3 ) all with the same commutation relations as (M.61).

A similar method for obtaining matrix representations of Lie algebras may
be followed in other cases. In physical terms, the problem amounts to finding
a correct labelling of the base states, analogous to |J M〉. In the latter case, the
quantum number J specifies each different representation. The reason it does so

is because (as should be familiar) the corresponding operator Ĵ
2

commutes with
every generator:

[ Ĵ
2
, Ĵi ] = 0. (M.63)

Such an operator is called a Casimir operator and by a lemma due to Schur
(Hammermesh 1962, pp 100–1) it must be a multiple of the unit operator. The
numerical value it has differs for each different representation and may, therefore,
be used to characterize a representation (namely as ‘J = 0’, ‘J = 1/2’, etc).

In general, more than one such operator is needed to characterize a

representation completely. For example, in SO(4), the two operators M̂
2

and
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N̂
2

commute with all the generators and take values M(M + 1) and N(N + 1)
respectively, where M, N = 0, 1/2, 1, . . . . Thus, the labelling of the matrix
elements of the generators is the same as it would be for two independent particles,
one of spin M and the other of spin N . For given M, N the matrices are of
dimension [(2M + 1) × (2N + 1)] × [(2M + 1) + (2N + 1)]. The number of
Casimir operators required to characterize a representation is called the rank of the
group (or the algebra). This is also equal to the number of independent mutually
commuting generators (though this is by no means obvious). Thus, SO(4) is a rank
two group, with two commuting generators M̂3 and N̂3; so is SU(3), since Ĝ3 and
Ĝ8 commute. Two Casimir operators are therefore required to characterize the
representations of SU(3), which may be taken to be the ‘quadratic’ one

Ĉ2 ≡ Ĝ2
1 + Ĝ2

2 + · · · + Ĝ2
8 (M.64)

together with a ‘cubic’ one

Ĉ3 ≡ dabcĜa ĜbĜc (M.65)

where the coefficients dabc are defined by the relation

{λa, λb} = 4
3δab I + 2dabcλc (M.66)

and are symmetric in all pairs of indices (they are tabulated in Carruthers 1966,
table 2.1). In practice, for the few SU(3) representations that are actually required,
it is more common to denote them (as we have in the text) by their dimensionality,
which for the cases 1 (singlet), 3 (triplet), 3∗ (anti-triplet), 8 (octet) and 10
(decuplet) is, in fact, a unique labelling. The values of Ĉ2 in these representations
are

Ĉ2(1) = 0 Ĉ2(3, 3∗) = 4/3 Ĉ2(8) = 3 Ĉ2(10) = 6. (M.67)

Having characterized a given representation by the eigenvalues of the
Casimir operator(s), a further labelling is then required to characterize the states
within a given representation (the analogue of the eigenvalue of Ĵ3 for angular
momentum). For SO(4) these further labels may be taken to be the eigenvalues
of M̂3 and N̂3: for SU(3) they are the eigenvalues of Ĝ3 and Ĝ8—i.e. those
corresponding to the third component of isospin and hypercharge, in the flavour
case (see figures 12.3 and 12.4).

In the case of groups whose elements are themselves matrices, such as SO(3),
SO(4), SU(2), SU(3) and the Lorentz group, one particular representation of the
generators may always be obtained by considering the general form of a matrix
in the group which is infinitesimally close to the unit element. In a suitable
parametrization, we may write such a matrix as

1 + i
r∑
ν=1

ενX (�)ν (M.68)
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wh ere (ε1, ε2, . . . , εr ) are infinitesimal p arameters, and ( X (�)1 , X (�)2 , . . . ,  X (�)r )

are matrices representin g the generato rs of th e (matrix ) g roup �. This is exactly
the same procedure we followed for SU(2) in section 12.1.1, where we found
from (12.26) th at th e three X ( SU( 2))

ν  ’s w e r e j u s t τ/2 , satisf y in g th e SU( 2 ) a lg eb r a .
Sim ilar ly, in sectio n 1 2 . 2 we saw th at th e e ig h t SU( 3 ) X ( SU( 3))

ν ’s were just λ/2,
satisfying the SU(3) algebra. These particular two representations are called the
fundamental representations of the SU(2) and SU(3) algebras, respectively; they
are the representations of lowest dimensionality. For SO(3), the three X (SO(3))

ν ’s
are (from (M.17))

X (SO(3))
1 =

 0 0 0
0 0 −i
0 i 0


X (SO(3))

2 =
 0 0 i

0 0 0
−i 0 0


X (SO(3))

3 =
 0 −i 0

i 0 0
0 0 0

 (M.69)

which are the same as the 3 × 3 matrices T (1)i of (12.48):(
T (1)i

)
j k

= −iεi j k . (M.70)

The matrices τi/2 and T (1)i correspond to the values J = 1/2, J = 1,
respectively, in angular momentum terms.

It is not a coincidence that the coefficients on the right-hand side of (M.70)
are (minus) the SO(3) structure constants. One representation of a Lie algebra is
always provided by a set of matrices {X (R)ν } whose elements are defined by(

X (R)λ

)
µν

= −cνλµ (M.71)

where the c’s are the structure constants of (M.12), and each of µ, ν, λ runs from
1 to r . Thus, these matrices are of dimensionality r × r , where r is the number
of generators. That this prescription works is due to the fact that the generators
satisfy the Jacobi identity

[X̂λ, [X̂µ, X̂ν]] + [X̂µ, [X̂ν, X̂λ]] + [X̂ν, [X̂λ, X̂µ]] = 0. (M.72)

Using (M.12) to evaluate the commutators, and the fact that the generators are
independent, we obtain

cαµνcβλα + cανλcβµα + cαλµcβνα = 0. (M.73)
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The reader may fill in the steps leading from here to the desired result:(
X (R)λ

)
να

(
X (R)µ

)
αβ

−
(

X (R)µ

)
να

(
X (R)λ

)
αβ

= cαλµ

(
X (R)α

)
νβ
. (M.74)

(M.74) is, of course, precisely the (νβ) matrix element of

[X (R)λ , X (R)µ ] = cαλµX (R)α (M.75)

showing that the X (R)µ ’s satisfy the group algebra (M.12), as required. The
representation in which the generators are represented by (minus) the structure
constants, in the sense of (M.71), is called the regular or adjoint representation.

Having obtained any particular matrix representation X (P) of the generators
of a group �, a corresponding matrix representation of the group elements can be
obtained by exponentiation, via

D(P)(α) = exp{iα · X(P)} (M.76)

where α = (α1, α2, . . . , αr ) (see (12.31) and (12.49) for SU(2), and (12.74)
and (12.81) for SU(3)). In the case of the groups whose elements are matrices,
exponentiating the generators X (�) just recreates the general matrices of the
group, so we may call this the ‘self-representation’: the one in which the group
elements are represented by themselves. In the more general case (M.76),
the crucial property of the matrices D(P)(α) is that they obey the same group
combination law as the elements of the group � they are representing; that is, if
the group elements obey

g(α)g(β) = g(γ (α,β)) (M.77)

then
D(P)(α)D(P)(β) = D(P)(γ (α,β)). (M.78)

It is a rather remarkable fact that there are certain, say, 10 × 10 matrices which
multiply together in exactly the same way as the rotation matrices of SO(3).

M.6 The Lorentz group

Consideration of matrix representations of the Lorentz group provides insight into
the equations of relativistic quantum mechanics, for example the Dirac equation.
Consider the infinitesimal Lorentz transformation (M.46). The 4 × 4 matrix
corresponding to this may be written in the form

1 + iε · X(LG) − iη · K (LG) (M.79)

where

X (LG)
1 =


0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0

 etc (M.80)
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(as in (M.69) but with an extra border of 0’s) and

K (LG)
1 =


0 −i 0 0
−i 0 0 0
0 0 0 0
0 0 0 0



K (LG)
2 =


0 0 −i 0
0 0 0 0
−i 0 0 0
0 0 0 0



K (LG)
3 =


0 0 0 −i
0 0 0 0
0 0 0 0
−i 0 0 0

 . (M.81)

In (M.80) and (M.81) the matrices are understood to be acting on the four-
component vector 

x0

x1

x2

x3

 . (M.82)

It is straightforward to check that the matrices X (LG)
i and K (LG)

i satisfy the algebra
(M.50)–(M.52) as expected.

An important point to note is that the matrices K (LG)
i , in contrast to X (LG)

i

or X (SO(3))
i , and to the corresponding matrices of SU(2) and SU(3), are not

Hermitian. A theorem states that only the generators of compact Lie groups can
be represented by finite-dimensional Hermitian matrices. Here ‘compact’ means
that the domain of variation of all the parameters is bounded (none exceeds a
given positive number p in absolute magnitude) and closed (the limit of every
convergent sequence of points in the set also lies in the set). For the Lorentz
group, the limiting velocity c is not included (the γ -factor goes to infinity), and
so the group is non-compact.

In a general representation of the Lorentz group, the generators Xi , Ki will
obey the algebra (M.50)–(M.52). Let us introduce the combinations

P ≡ 1
2 (X + iK ) (M.83)

Q ≡ 1
2 (X − iK ). (M.84)

Then the algebra becomes

[Pi , Pj ] = iεi j k Pk (M.85)

[Qi , Q j ] = iεi j k Qk (M.86)

[Pi , Q j ] = 0 (M.87)
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which are apparently the same as (M.43)–(M.45). We can see from (M.81) that
the matrices iK (LG) are Hermitian, and the same is, in fact, true in a general finite-
dimensional representation. So we can appropriate standard angular momentum
theory to set up the representations of the algebra of the P’s and Q’s—namely,
they behave just like two independent (mutually commuting) angular momenta.
The eigenvalues of P2 are of the form P(P+1), for P = 0, 1/2, . . ., and similarly
for Q2: the eigenvalues of P3 are MP where −P ≤ MP ≤ P , and similarly for
Q3.

Consider the particular case where the eigenvalue of Q2 is zero (Q = 0) and
the value of P is 1/2. The first condition implies that the Q’s are identically zero,
so that

X = iK (M.88)

in this representation, while the second condition tells us that

P = 1
2 (X + iK ) = 1

2σ (M.89)

the familiar matrices for spin- 1
2 . We label this representation by the values of

P ( 1
2 ) and Q (0) (these are the eigenvalues of the two Casimir operators). Then

using (M.88) and (M.89) we find that

X( 1
2 ,0) = 1

2σ (M.90)

and

K ( 1
2 ,0) = − i

2
σ . (M.91)

Now recall that the general infinitesimal Lorentz transformation has the form

1 + iε · X − iη · K . (M.92)

In the present case, this becomes

1 + iε · σ/2 − η · σ/2. (M.93)

These matrices are of dimension 2 × 2, and act on two-component spinors, which
therefore transform under an infinitesimal Lorentz transformation by

φ′ = (1 + iε · σ/2 − η · σ/2)φ. (M.94)

We say that φ ‘transforms as the (1/2, 0) representation of the Lorentz group’. The
‘1 + iε · σ/2’ part is the familiar (infinitesimal) rotation matrix for spinors, first
met in section 4.4: it exponentiates to give exp(iα · σ/2) for finite rotations. The
‘−η · σ/2’ part shows how such a spinor transforms under a pure (infinitesimal)
velocity transformation. Exponentiating this part gives a transformation law

φ′ = exp(− 1
2vn̂ · σ )φ (M.95)
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for a finite boost characterized by a speed v and a direction n̂.
There is, however, a second two-dimensional representation, which is

characterized by the labelling P = 0, Q = 1/2, which we denote by (0, 1/2).
In this case, the previous steps yield

X(0, 1
2 ) = 1

2σ (M.96)

as before, but

K (0, 1
2 ) = i

2
σ . (M.97)

So the corresponding two-component spinor χ transforms by

χ ′ = (1 + iε · σ/2 + η · σ/2)χ. (M.98)

We see that φ and χ behave the same under rotations but ‘oppositely’ under
boosts.

How does all this relate to the spin- 1
2 wave equations we have introduced in

the text—that is, the Dirac equation of chapter 4 and the Weyl equation (4.150)
and its uL analogue (see also (20.56))? Consider the Weyl equation

(E − σ · p)φ = 0 (M.99)

for a massless spin- 1
2 particle with energy E and momentum p such that E = | p|.

The work of section 4.4 guarantees that, under a three-dimensional rotation, φ will
transform by

φ′ = exp(iα · σ/2)φ. (M.100)

So let us consider boosts. An infinitesimal velocity transformation (see M.46)
takes (E, p) to

E ′ = E − η · p (M.101)

p′ = p − ηE . (M.102)

In this primed frame, (M.99) becomes

(E ′ − σ · p′)φ′ = 0. (M.103)

We shall verify that for (M.99), (M.101), (M.102) and (M.103) to be consistent,
φ must transform as

φ′ = (1 − η · σ/2)φ (M.104)

exactly as in (M.94), demonstrating that this φ is (as the notation has assumed) a
(1/2, 0) object.

Let
Vη = (1 − η · σ/2). (M.105)

Then applying V −1
η to (M.99) and inserting V −1

η Vη gives

[V −1
η (E − σ · p)V −1

η ]Vηφ = 0. (M.106)
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The p art in square brackets is, to first order in η ,

(1 + η · σ/2)(  E − σ · p)(1 + η · σ/2) = ( E − η · p)− σ · ( p − Eη)

= E ′ − σ · p′. (M.107)

Hence (M.103) follows with th e identificatio n (M.104), showing th at also under
boosts φ transforms as a (1/2, 0) object. The reader wh o h as wo rked th rough
problem 4.15 will recognize these manipulations, with a sign change for the
in fin itesimal velocity parameters in (M.101) and (M.102) as compared with
(4.151) and (4.152). In a similar way, one can verify that the Weyl spinor χ
satisf y in g

( E + σ · p)χ = 0 (M.108)

transforms as a (0, 1/2) object.
The four-component Dirac wavefunction ψ is put together from one φ and

one χ , via

ψ =
(
φ

χ

)
(M.109)

and d escribes a ma ssiv e sp in - 12 particle according to the equations

Eφ = σ · pφ + mχ

Eχ = −σ · pχ + mφ (M.110)

as discussed in problem 4.15 and section 20.4. The φ and χ sp inors are projected
out of ψ b y th e c h ir a lity o p e r a to r s

PR, L = 1
2 (1 ± γ 5) (M.111)

as discussed in sectio n 20.4, in th e representatio n such that

γ5 =
(

1 0
0 − 1

)
. (M.112)

M.7 The re la t io n bet ween SU( 2 ) a nd SO ( 3 )

We have seen (sections M.4.1 and M.4.2) th at th e alg ebras o f these two
groups are identical. So the groups are isomorphic in the vicinity of their
respective identity elements. Furthermore, matrix representations of one
algebra automatically provide representations of the other. Since exponentiating
these infinitesimal matrix transformations produces matrices representing group
elements corresponding to finite transformations in both cases, it might appear
that the groups are fully isomorphic. But actually they are not, as we shall now
discuss.
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We begin by re-considering the parameters used to characterize elements o f
SO( 3 ) a n d SU( 2 ) . A g en er al 3 D r o tatio n is d escr ib ed b y th e SO( 3 ) m a tr ix R(n̂, θ),
wh ere n̂ is th e a x is o f th e r o tatio n a n d θ is the angle of rotation. For example,

R(ẑ, θ) =
 cos θ sin θ 0

− sin θ cos θ 0
0 0 1

 . (M.113)

On th e o th er h an d , we can wr ite the g eneral SU(2) m atrix V in th e f o r m

V =
(

a b
− b∗ a∗

)
(M.114)

wh ere | a|  2+|b|  2 = 1 from the unit determinant condition. It therefore depends on
th ree real parameters, the choice of wh ich we are now going to ex amin e in more
detail than previously. In (12.32) we wrote V as ex p(iα · τ/2), wh ich cer tain ly
invo lves th r ee r eal p ar am eter s α1, α2, α3 ; and below (12.35) we proposed, further,
to wr ite α = n̂θ , where θ is an angle and n̂ is a unit vector. Then, since (as th e
reader may verify)

ex p(iθτ · n̂/2) = cos θ/2 + iτ · n̂ sin θ/2 (M.115)

it follows that this latter p arametrization corresponds to writing, in (M.114),

a = cos θ/2 + inz sin θ/2 b = (n y + in x ) sin θ/2 (M.116)

with n 2x + n 2y + n 2z = 1 . Clear ly th e c o n d itio n | a|  2 + |b| 2 = 1 is satisfied, and one
can conv ince oneself that the full range of a and b is cover ed if θ/2 lies b etween 0
and π (in particular, it is not necessary to extend the range of θ/2 so as to include
the interval π to 2π , since the corresponding region of a, b can be covered by
changing the orientation of n̂, which has not been constrained in any way). It
follows that the parameters α satisfy α2 ≤ 4π2; that is, the space of the α’s is the
interior, and su rface, of a sphere of radius 2π , as shown in figure M.1.

What about the parameter space of SO(3)? In this case, the same parameters
n̂ and θ specify a rotation, but now θ (rather than θ/2) runs from 0 to π . However,
we may allow the range of θ to extend to 2π , by taking advantage of the fact that

R(n̂, π + θ) = R(−n̂, θ). (M.117)

Thus if we agree to limit n̂ to directions in the upper hemisphere of figure M.1,
for 3D rotations, we can say that the whole sphere represents the parameter space
of SU(2), but that of SO(3) is provided by the upper half only.

Now let us consider the correspondence—or mapping—between the
matrices of SO(3) and SU(2): we want to see if it is one-to-one. The notation
strongly suggests that the matrix V (n̂, θ) ≡ exp(iθ n̂ · τ/2) of SU(2) corresponds
to the matrix R(n̂, θ) of SO(3) but the way it actually works has a subtlety.
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Figure M.1. The parameter spaces of SO(3) and SU(2): the whole sphere is the parameter
space of SU(2), the upper (stippled) hemisphere that of SO(3).

We form the quantity x · τ , and assert that

x′ · τ = V (n̂, θ) x · τ V †(n̂, θ) (M.118)

where x′ = R(n̂, θ)x. We can easily verify (M.118) for the special case
R(ẑ, θ), using (M.113): the general case follows with more labour (but the
general infinitesimal case should, by now, be a familiar manipulation). (M.118)
establishes a precise mapping between the elements of SU(2) and those of SO(3)
but it is not one-to-one (i.e. not an isomorphism), since plainly V can always be
replaced by −V and x′ will be unchanged, and hence so will the associated SO(3)
matrix R(n̂, θ). It is, therefore, a homomorphism.

Next, we prove a little theorem to the effect that the identity element e of a
group � must be represented by the unit matrix of the representation: D(e) = I .
Let D(a), D(e) represent the elements a, e of �. Then D(ae) = D(a)D(e) by
the fundamental property (M.78) of representation matrices. However, ae = a by
the property of e. So we have D(a) = D(a)D(e), and hence D(e) = I .

Now let us return to the correspondence between SU(2) and SO(3). V (n̂, θ)
corresponds to R(n̂, θ), but can an SU(2) matrix be said to provide a valid
representation of SO(3)? Consider the case V (n̂ = ẑ, θ = 2π). From (M.115)
this is equal to ( −1 0

0 −1

)
(M.119)

but the corresponding rotation matrix, from (M.113), is the identity matrix.
Hence, our theorem is violated, since (M.119) is plainly not the identity matrix
of SU(2). Thus, the SU(2) matrices cannot be said to represent rotations, in the
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strict sense. Nevertheless, spin- 1
2 particles certainly do exist, so Nature appears to

make use of these ‘not quite’ representations! The SU(2) identity element is, of
course, V (n̂ = ẑ, θ = 4π), confirming that the rotational properties of a spinor
are quite other than those of a classical object.

In fact, two and only two distinct elements of SU(2), namely(
1 0
0 1

)
and

( −1 0
0 −1

)
(M.120)

correspond to the identity element of SO(3) in the correspondence (M.118)—just
as, in general, V and −V correspond to the same SO(3) element R(n̂, θ), as we
saw. The failure to be a true representation is localized simply to a sign: we may
indeed say that, up to a sign, SU(2) matrices provide a representation of SO(3).
If we ‘factor out’ this sign, the groups are isomorphic. A more mathematically
precise way of saying this is given in Jones (1990, chapter 8).
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APPENDIX N

DIMENSIONAL REGULARIZATION

After combining propagator denominators of the form (p2 − m2 + iε)−1 by
Feynman parameters (cf (10.40) and (11.16)) and shifting the origin of the loop
momentum to complete the square (cf (10.42) and (11.16)), all one-loop Feynman
integrals may be reduced to evaluating an integral of the form

Id (�, n) ≡
∫

dd k

(2π)d
1

[k2 −�+ iε]n
(N.1)

or to a similar integral with factors of k (such as kµkν) in the numerator. We
consider (N.1) first.

For our purposes, the case of physical interest is d = 4, and n is commonly
2 (e.g. in one-loop self-energies). Power-counting shows that (N.1) diverges for
d ≥ 2n. The idea behind dimensional regularization (’t Hooft and Veltman 1972)
is to treat d as a variable parameter, taking values smaller than 2n, so that (N.1)
converges and can be evaluated explicitly as a function of d (and, of course,
the other variables, including n). Then the nature of the divergence as d → 4
can be exposed (much as we did with the cut-off procedure in section 10.3)
and dealt with by a suitable renormalization scheme. The crucial advantage of
dimensional regularization is that it preserves gauge invariance, unlike the simple
cut-off regularization we used in chapters 10 and 11.

We write

Id = 1

(n − 1)!
(
∂

∂�

)n−1 ∫
dd k

(2π)d
1

[k2 −�+ iε] . (N.2)

The d dimensions are understood as one time-like dimension k0 and d − 1
space-like dimensions. We begin (as discussed in connection with (15.75))
by ‘Euclideanizing’ the integral by setting k0 = ike with ke real. Then the
Minkowskian square k2 becomes −(ke)2 − k2 ≡ −k2

E, and dd k becomes idd kE,
so that now

Id = −i

(n − 1)!
(
∂

∂�

)n−1 ∫
dd kE

(2π)d
1

(k2
E +�)

(N.3)

the ‘iε’ may be understood as included in �. The integral is evaluated by
introducing the following way of writing (k2

E +�)−1:

(k2
E +�)−1 =

∫ ∞

0
dβe−β(k2

E+�) (N.4)

Copyright 2004 IOP Publishing Ltd



which leads to

Id = −i

(n − 1)!
(
∂

∂�

)n−1 ∫ ∞

0
dβ

∫
dd kE

(2π)d
e−β(k2

E+�). (N.5)

The interchange of the orders of the β and kE integrations is permissible since Id

is convergent. The kE integrals are, in fact, a series of Gaussians:∫
dd kE

(2π)d
e−β(k2

E+�) = e−β�


d∏
j=1

∫
dk j

(2π)
e−βk2

j


= e−β�

(2π)d

(
π

β

)d/2

. (N.6)

Hence,

Id = −i

(n − 1)!
1

(4π)d/2

(
∂

∂�

)n−1 ∫
dβe−β�β−d/2

= −i

(n − 1)!
(−1)n−1

(4π)d/2

∫
dβe−β�βn−(d/2)−1. (N.7)

The last integral can be written in terms of Euler’s integral for the gamma function
�(z) defined by

�(z) =
∫ ∞

0
x z−1e−x dx . (N.8)

Since �(n) = (n − 1)!, it is convenient to write (N.8) entirely in terms of �
functions as

Id = i
(−1)n

(4π)d/2
�(n − d/2)

�(n)
�(d/2)−n. (N.9)

This formula agrees with (15.76) for the case n = 2 (remembering that Id was
defined in Minkowski space).

Equation (N.9) gives an explicit definition of Id which can be used for any
value of d , not necessarily an integer. As a function of z, �(z) has isolated poles
(see apppendix F of volume 1) at z = 0,−1,−2, . . .. The behaviour near z = 0
is given by

�(z) = 1

z
− γ + O(z) (N.10)

where γ is the Euler–Mascheroni constant having the value γ ≈ 0.5772. Using

z�(z) = �(z + 1) (N.11)

we find the behaviour near z = −1:

�(−1 + t) = −1

1 − t
�(t)

= −
[

1

t
+ 1 − γ + O(t)

]
(N.12)
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similarly near z = −2:

�(−2 + t) = 1

2

[
1

z
+ 3

2
− γ + O(t)

]
. (N.13)

Consider now the case n = 2, for which �(n −d/2) in (N.9) will have a pole
at d = 4. Setting d = 4 − ε, the divergent behaviour is given by

�(2 − d/2) = 2

ε
− γ + O(ε) (N.14)

from (N.10), as stated in (15.78). Id (�, 2) is then given by

Id (�, 2) = i

(4π)2−ε/2�
−ε/2

[
2

ε
− γ + O(ε)

]
. (N.15)

When �−ε/2 and (4π)−2+ε/2 are expanded in powers of ε, for small ε, the terms
linear in ε will produce terms independent of ε when multiplied by the ε−1 in the
bracket of (N.15). Using xε ≈ 1 + ε ln x + O(ε2), we find (see (15.79)) that

Id (�, 2) = i

(4π)2

[
2

ε
− γ + ln 4π − ln�+ O(ε)

]
. (N.16)

Another source of ε-dependence arises from the fact (see problem 15.7) that
a gauge coupling which is dimensionless in d = 4 dimensions will acquire mass
dimension µε/2 in d = 4 − ε dimensions. A vacuum polarization loop with two
powers of the coupling will then contain a factor µε . When expanded in powers
of ε, this will convert the ln� in (N.16) to ln(�/µ2).

Renormalization schemes will subtract the explicit pole pieces (which
diverge as ε → 0), but may also include in the subtraction certain finite terms as
well. For example, in the MS scheme one subtracts the pole and the ‘−γ + ln 4π’
piece.

Finally, consider the integral

Iµνd (�, n) ≡
∫

dd k

(2π)d
kµkν

[k2 −�+ iε]n
. (N.17)

From Lorentz covariance this must be proportional to the only second-rank tensor
available, namely gµν :

Iµνd = Agµν. (N.18)

The constant ‘A’ can be determined by contracting both sides of (N.17) with gµν ,
using gµνgµν = d in d dimensions. So

A = 1

d

∫
dd k

(2π)d
k2

(k2 −�+ iε)n

= 1

d

{∫
dd k

(2π)d
1

(k2 −�+ iε)n−1
+�

∫
dd k

(2π)d
1

(k2 −�+ iε)n

}
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= i(−1)n

(4π)d/2
�(d/2)−n+1

d

{−�(n − 1 − d/2)

�(n − 1)
+ �(n − d/2)

�(n)

}
= i(−1)n

(4π)d/2
�(d/2)−n+1

d

�(n − 1 − d/2)

�(n)
{−n + (n − d/2)}

= i(−1)n−1�(d/2)−n+1

(4π)d/2
1

2

�(n − 1 − d/2)

�(n)
. (N.19)

Using these results, one can show straightforwardly (problem 15.5) that the
gauge-non-invariant part of (11.18)—i.e. the piece in braces—vanishes. With
the technique of dimensional regularization, starting from a gauge-invariant
formulation of the theory, the renormalization programme can be carried out while
retaining manifest gauge invariance.
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APPENDIX O

GRASSMANN VARIABLES

In th e p ath integ ral representatio n o f quantum amplitudes (chapter 16) th e fields
are regarded as classical functions. Matrix elements of time-ordered products of
bosonic operators could be satisfactorily represented (see the discussion following
(16.71)). But something new is needed to represent, for example, the time-ordered
product of two fermionic operators: there must be a sign difference between the
two orderings, since the fermionic operators anti-commute. Thus, it seems that
to represent amplitudes involving fermionic operators by path integrals we must
think in terms of ‘classical’ anti-commuting variables.

Fortunately, the necessary mathematics was developed by Grassmann in
1855 and applied to quantum amplitudes by Berezin (1966). Any two Grassmann
numbers θ1, θ2 satisfy the fundamental relation

θ1θ2 + θ2θ1 = 0 (O.1)

and, of course,
θ2

1 = θ2
2 = 0. (O.2)

Grassmann numbers can be added and subtracted in the ordinary way and
muliplied by ordinary numbers. For our application, the essential thing we need
to be able to do with Grassmann numbers is to integrate over them. It is natural
to think that, as with ordinary numbers and functions, integration would be some
kind of inverse of differentiation. So let us begin with differentiation.

We define
∂(aθ)

∂θ
= a (O.3)

where a is any ordinary number, and

∂

∂θ1
(θ1θ2) = θ2; (O.4)

then necessarily
∂

∂θ2
(θ1θ2) = −θ1. (O.5)

Consider now a function of one such variable, f (θ). An expansion of f in
powers of θ terminates after only two terms because of the property (O.2):

f (θ) = a + bθ. (O.6)
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So
∂ f (θ)

∂θ
= b (O.7)

bu t a l s o
∂  2 f

∂θ  2 
= 0 (O.8)

for any su ch f . Hence, the operator ∂/∂θ  has no inverse (think of the matrix
analogue A 2 = 0: if A−1 existed, we could deduce 0 = A−1( A 2) = ( A−1 A) A =
A for all A ). Thus, we must approach Grassmann integ ratio n o th er th an via an
inve r se o f d iff e r e n tiatio n .

We only n eed to consid er in tegrals over the complete range of θ , of the form∫
dθ f (θ) =

∫
dθ(a + bθ).  (O.9)

Su ch an in tegral should b e lin ear in f ; thus, it must be a linear function of a and
b . One further p roperty fixes its valu e: we require th e result to b e invariant under
translations of θ by θ → θ + η , where η is a Grassmann number. This property
is crucial to manipulations made in the path integral formalism, for instance in
‘completing the square’ manipulations similar to those in section 16.4, but with
Grassmann numbers. So we require∫

dθ(a + bθ) =
∫

dθ([a + bη] + bθ). (O.10)

This has changed the constant (independent of θ ) term but left the linear term
unchanged. The only linear function of a and b which behaves like this is a
multiple of b, which is conventionally taken to be simply b. Thus, we define∫

dθ(a + bθ) = b (O.11)

which means that integration is, in some sense, the same as differentiation!
When we integrate over products of different θ ’s, we need to specify a

convention about the order in which the integrals are to be performed. We adopt
the convention ∫

dθ1

∫
dθ2 θ2θ1 = 1 (O.12)

that is, the innermost integral is done first, then the next, and so on.
Since our application will be to Dirac fields, which are complex-valued,

we need to introduce complex Grassmann numbers, which are built out of real
and imaginary parts in the usual way (this would not be necessary for Majorana
fermions). Thus we may define

ψ = 1√
2
(θ1 + iθ2) ψ∗ = 1√

2
(θ1 − iθ2) (O.13)
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and then
−idψdψ∗ = dθ1dθ2. (O.14)

It is convenient to define complex conjugation to include reversing the order of
quantities:

(ψχ)∗ = χ∗ψ∗. (O.15)

Then (O.14) is consistent under complex conjugation.
We are now ready to evaluate some Gaussian integrals over Grassmann

variables, which is essentially all we need in the path integral formalism. We
begin with ∫ ∫

dψ∗ dψ e−bψ∗ψ =
∫ ∫

dψ∗ dψ(1 − bψ∗ψ)

=
∫ ∫

dψ∗ dψ(1 + bψψ∗) = b. (O.16)

Note that the analogous integral with ordinary variables is∫ ∫
dx dy e−b(x2+y2)/2 = 2π/b. (O.17)

The important point here is that, in the Grassman case, b appears with a positive,
rather than a negative, power on the right-hand side. However, if we insert a factor
ψψ∗ into the integrand in (O.16), we find that it becomes∫ ∫

dψ∗ dψ ψψ∗(1 + bψψ∗) =
∫ ∫

dψ∗ dψ ψψ∗ = 1 (O.18)

and the insertion has effectively produced a factor b−1. This effect of an insertion
is the same in the ‘ordinary variables’ case:∫ ∫

dx dy(x2 + y2)/2 e−b(x2+y2)/2 = 2π/b2. (O.19)

Now consider a Gaussian integral involving two different Grassmann
variables: ∫

dψ∗
1 dψ1 dψ∗

2 dψ2 e−ψ∗T Mψ (O.20)

where

ψ =
(
ψ1
ψ2

)
(O.21)

and M is a 2 × 2 matrix, whose entries are ordinary numbers. The only terms
which survive the integration are those which, in the expansion of the exponential,
contain each of ψ∗

1 , ψ1, ψ
∗
2 and ψ2 exactly once. These are the terms

1
2 [M11 M22(ψ

∗
1ψ1ψ

∗
2ψ2 + ψ∗

2ψ2ψ
∗
1ψ1)

+ M12 M21(ψ
∗
1ψ2ψ

∗
2ψ1 + ψ∗

2ψ1ψ
∗
1ψ2)]. (O.22)
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To integrate ( O.22) conveniently, acco rding to the convention (O.12), we n eed to
r e - o r d er th e ter m s in to th e f o r m ψ2ψ

∗
2 ψ1ψ

∗
1 ; this p roduces

( M11 M22 − M12 M21)(ψ2ψ
∗
2 ψ1ψ

∗
1 ),  (O.23)

and the integral (O.20) is therefore just∫ ∫
dψ∗

1 dψ dψ∗
2 dψ2 e

−ψ∗T Mψ = det M. (O.24)

The reader may show, or take on trust, th e o bv ious generalizatio n to N
independent complex Grassmann variables ψ1, ψ2, ψ3, . . . , ψN . This result
is su fficient to establish the assertion m ad e in section 16.4 concerning the integral
(16.82), when written in ‘discretized’ form.

We may contrast (O.24) with an analogous result for two ordinary complex
numbers z1, z2. In this case we consider the integral∫ ∫

dz∗
1 dz1 dz∗

2 dz2 e−z∗Hz (O.25)

where z is a two-component column matrix with elements z1 and z2. We take
the matrix H to be Hermitian, with positive eigenvalues b1 and b2. Let H be
diagonalized by the unitary transformation(

z′
1

z′
2

)
= U

(
z1
z2

)
(O.26)

with UU† = I . Then
dz′

1 dz′
2 = det U dz1 dz2 (O.27)

and so
dz′

1 dz′∗
1 dz′

2 dz′∗
2 = dz1 dz∗

1 dz2 dz∗
2 (O.28)

since | det U |2 = 1. The integral (O.25) then becomes∫
dz′

1 dz′∗
1 e−b1z′∗

1 z′
1

∫
dz′

2 dz′∗
2 e−b2z′∗

2 z′
2 (O.29)

the integrals converging provided b1, b2 > 0. Next, setting z1 = (x1 +
iy1)/

√
2, z2 = (x2 + iy2)/

√
2, (O.29) can be evaulated using (O.17), and the

result is proportional to (b1b2)
−1, which is the inverse of the determinant of

the matrix H , when diagonalized. Thus—compare (O.16) and (O.17)—Gaussian
integrals over complex Grassmann variables are proportional to the determinant
of the matrix in the exponent, while those over ordinary complex variables are
proportional to the inverse of the determinant.

Returning to integrals of the form (O.20), consider now a two-variable (both
complex) analogue of (O.18):∫

dψ∗
1 dψ1 dψ∗

2 dψ2ψ1ψ
∗
2 e−ψ∗T Mψ. (O.30)
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This time, only the term ψ∗
1ψ2 in the expansion of the exponential will survive

the integration and the result is just −M12. By exploring a similar integral (still
with the termψ1ψ

∗
2 ) in the case of three complex Grassmann variables, the reader

should be convinced that the general result is∏
i

∫
dψ∗

i dψi ψkψ
∗
l e−ψ∗T Mψ = (M−1)kl det M. (O.31)

With this result we can make plausible the fermionic analogue of (16.79),
namely

〈�|T {
ψ(x1)ψ̄(x2)

} |�〉 =
∫
�ψ̄�ψ ψ(x1)ψ̄(x2) exp[− ∫

d4xE ψ̄(i/∂ − m)ψ]∫
�ψ̄�ψ exp[− ∫

d4xE ψ̄(i/∂ − m)ψ]
(O.32)

note that ψ̄ and ψ∗ are unitarily equivalent. The denominator of this expression
is 1 det(i/∂ − m), while the numerator is this same determinant multiplied by the
inverse of the operator (i/∂ − m); but this is just (/p − m)−1 in momentum space,
the familiar Dirac propagator.

1 The reader may interpret this as a finite-dimensional determinant, after discretization.
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APPENDIX P

MAJORANA FERMIONS

In th is appendix we aim to give an elementary in troductio n to ‘Majo rana’
fermions—that is, spin- 12 particles with no conserved quantum number allowing
an o b ser va b le d istin ctio n to b e m ad e b etween th e ‘ p a r ticle’ a n d th e ‘ an ti- p a r ticle’ .
Su ch particles (wh ich clearly cannot be electrically charged) would then b e
fermionic analogues of the π 0 , f o r ex am p le, wh ich is its own an ti- p ar ticle. As we
saw in section 7 .1, a charged scalar field (or one carryin g some o th er conserved
quantum number) has two field degrees of freedom, whereas a n eutral scalar field
has only one. The two degrees of freedom correspond to the physically distinct
states o f p a r ticle an d a n ti- p a r ticle, in th a t case. Fo r th e Dir a c field , in tr o d u ced in
sectio n 7 .2, there is an additional doublin g o f the number o f d eg rees of freedom to
four in all, corresponding to particles and anti-particles with spin up or down (or
h e licity + 1 or − 1 , etc) . Bu t, f o r n e u tr a l f er m io n s su ch as n e u tr in o s, th e p o ssib ility
ex ists th at th ey m ig h t b e th eir own an ti- p a r ticles, an d so h ave o n ly two d eg r ees o f
freedom corresponding just to the two possible spin states.

I t is n o t so clear, a t fir st sig h t, wh e r e th er e is r o o m f o r su c h a p o ssib ility
in th e c o nve n tio n a l p r e sen tatio n o f th e Dir a c e q u a tio n ( see sectio n 4 .2 ) , wh ich
ap p ear s to lead in ev itab ly to th e ‘ p ar ticle/an ti- p a r ticle, u p /d own ’ d escr ip tio n with
four degrees of freedom. We therefore begin by re-considering relativistic wave
equations for spin- 1

2 particles.

P.1 Spin- 1
2 wave equations

Within the framework of quantum-mechanical wave equations (rather than that
of quantum fields), one way of approaching the ‘number of degrees of freedom’
issu e is v ia th e d iscu ssio n o f th e Dir ac eq u a tio n in a p p e n d ix M , sectio n M .6 —
that is, in terms of the way two-component spinors transform under Lorentz
transformations. Specifically, we saw there that the 4-component Dirac spinor

ψ =
(
φ

χ

)
(P.1)

could be understood as being built from two different kinds of spinor. One kind
(φ) transforms according to the (1/2, 0) representation of the Lorentz group, via

φ′ = (1 + iε · σ/2 − η · σ/2)φ (P.2)
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for infinitesimal rotations and boosts. The other kind (χ ) transforms as a (0, 1/2)
r e p r esen tatio n v ia

χ ′ = (1 + iε · σ/2 + η · σ/2)χ.  (P.3)

Th e Dir ac eq u a tio n itself is th e n

(i∂t + iσ · ∇)φ = mχ (P.4)

(i∂t − iσ · ∇)χ = mφ.  (P.5)

In (P.4) and (P.5), the ‘i∂t ± iσ · ∇ ’ factors o n the left-hand sides are just
wh at is required to change th e transformatio n character of a φ in to th at o f a
χ or vice versa , since both sides must transform consistently under Lorentz
tr an sf o r m a tio n s. ( I n ter m s o f th e ‘ R– L’ c lassificatio n o f sectio n 2 0 . 4 , φ is ψR
and χ is ψL ).

We may ask the question: is it possible to find a spinor φc , constructed from
the components of φ (and, hence, without additional d eg rees of freedom), which
tr an sf o r m s like a ‘χ ’ rather than a ‘φ ’? Then we could, for example, replace χ on
the right-hand side of (P.4) by φc , and the two sides would transform consistently
but involve only the degees of fredom in φ .

It is indeed possible to find su ch a φc : n amely, consider1

φc ≡ iσ2φ
∗. (P.6)

Then

φc
′ = (iσ2φ

∗)′ = iσ2(1 − iε · σ/2 − η · σ/2)∗φ∗

= iσ2(1 + iε · σ ∗/2 − η · σ ∗/2)φ∗

= (1 − iε · σ/2 + η · σ/2)(iσ2φ
∗) (P.7)

using σ ∗
1 = σ1, σ

∗
2 = −σ2, σ

∗
3 = σ3 and σiσ j + σ jσi = 2δ  i j  . Equation (P.7)

sh ow s t h a t ‘ iσ2φ
∗ ’ does transform like a ‘χ ’ ( th e ‘ i’ is in ser ted f o r c o nve n ien ce,

so a s to m a ke iσ2 real). In ‘R–L’ language, we may say that iσ2ψ
∗
R tr an sf o r m s like

ψL , a n d sim ilar ly w ith R ↔ L.
Consider, then, the two-component wave equation

(i∂t + iσ · ∇)φ = m(iσ2φ
∗).  (P.8)

Ta ke th e c o m p lex co n ju g a te o f th is eq u a tio n , m u ltip ly f r o m th e lef t b y iσ2 , and
co m m u te th e σ2 th rough th e b racket on th e left-hand side, as in (P.7): we find th at

(−i∂t + iσ · ∇)(iσ2φ
∗) = −mφ. (P.9)

It follows from (P.8) and (P.9) that

(−i∂t + iσ · ∇)[(i∂t + iσ · ∇)φ] = m(−i∂t + iσ · ∇)(iσ2φ
∗)

= − m2φ, (P.10)
1 The reader may usefully bear in mind, at this point, the discussion of the SU(2) representations 2
and 2∗  in the p aragraph containing equations (12. 53)–(12. 57) in chapter 12.
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and, hence,
(∂ 2t − ∇ 2 + m 2)φ = 0 (P.11)

sh ow in g th a t φ satisfies th e KG eq u a tio n , p r ecisely th e c o n d itio n we im p o sed
in ( 4 .2 7 ) o n th e Dir ac wave f u n c tio n ψ . Hence, even though it has only two
components, φ is a valid r e lativ istic wave f u n c tio n f o r a m assive sp in - 12 p a r ticle.

Plane-wave solutions can be found, having the form

φ = e−i p· x
(

a
b

)
+ e i p· x

(
c
d

)
(P.12)

wh ere

(
c
d

)
will b e r e lated to

(
a
b

)
via the wave equation (P.8). We find that

(
c
d

)
=

(
E + σ · p

m

)
.− iσ2

(
a∗
b∗

)
. (P.13)

We can also check that ρ = φ  †φ and j = φ †σφ satisf y th e c o n tin u ity
equatio n (cf (4.55)):

∂tρ + ∇ · j = 0. (P.14)

These results were first given b y Case (1957).
Comparison of (P.9) and (P.5) reveals that it is consistent to use a four-

component wavefunction of the type (P.1) in this case too, identifying χ with
iσ2φ

∗ , a n d wr itin g

ψM =
(

φ

iσ2φ
∗

)
. (P.15)

Consider now the charge conjugation operation C0 of section 20.5, assuming
that it is the ‘right’ operation in the present case as well. We find that

ψM C = iγ2ψ
∗
M =

(
0 −iσ2

iσ2 0

) (
φ∗

iσ2φ

)
=

(
φ

iσ2φ
∗

)
= ψM. (P.16)

Hence ψM satisfies the Majorana condition

ψM C = ψM (P.17)

and, in this sense, may be said to describe a self-conjugate particle.2

However, in terms of the ‘R–L’ classification

ψM,R =
(
φ

0

)
ψM,L =

(
0

iσ2φ
∗

)
(P.18)

2 The true ‘anti-particle’ is defined via the operator ĈP̂T̂, since this is believed to be conserved by all
interactions.
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we obtain

ψM,R C = ψM,L ψM,L C = ψM,R. (P.19)

Inserting (P.12) and (P.13) into (P.15), we find that the four-component
wavefunction has the form

ψM = e−ip·x


a
b(

E−σ · p
m

) (
a
b

)
 + eip·x


(

E+σ · p
m

)
.− iσ2

(
a∗
b∗

)
iσ2

(
a∗
b∗

)
 .

(P.20)

Let us take

(
a
b

)
= φ+, such that σ · pφ+ = | p|φ+ as in (20.46). Then ψM of

(P.20) can be written as

ψM(λ = +1) = e−ip·xu(p, λ = +1)+ eip·x(iγ2u∗(p, λ = +1)) (P.21)

using (20.47) and the normalization (20.48). In the form (P.21), it is evident that
the Majorana condition (P.16) holds.

A problem arises, however, when we try to describe this theory in terms of
a Lagrangian. Mimicking what we learned in the Dirac case, we would expect to
derive (P.8) and (P.9) from the Lagrangian

�M = ψ̄M(i/∂ − m)ψM. (P.22)

But consider the mass term:

mψ̄MψM = m(φ† φT(−iσ2))

(
0 1
1 0

) (
φ

iσ2φ
∗

)
= im{φ†σ2φ

∗ − φTσ2φ}, (P.23)

which can also be written, as usual, as

m{ψ̄M,RψM,L + ψ̄M,LψM,R}. (P.24)

If φ is an ordinary c-number spinor of the form

φ =
(

a
b

)
(P.25)

then each term in (P.23) vanishes identically, since σ2 is anti-symmetric, and we
seem unable to form the required Lagrangian.

The same point was noticed with respect to (22.119) but resolved there by the
fact that φ was replaced by a two-component fermionic (anti-commuting) field.
Let us therefore now consider the quantum field case.
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P. 2 Ma j o r a na qua nt um fields

The field-th eoretic charge-conjugatio n operato r Ĉ was introduced in sectio n 20.5,
with the property (20.71):

ψ̂C ≡ Ĉ ψ̂Ĉ−1 = iγ 2 ψ̂  †T = iγ 2γ 0

( ¯̂
ψ

)T
. (P.26)

The standard normal mode expansion of a Dirac field is

ψ̂D( x) =
∫

d 3 k
(2π)3

1√
2 E

∑
λ

[
ĉλ(k)u(k, λ)e−i k· x + d̂ †λ(k)v(k, λ)e i k· x]

(P.27)

clearly sh owing the four degres of freedom—n amely v ia th e operato rs ĉλ  and d̂ †λ ,
wh ich r esp ectively d estr oy p a r ticles with λ = ±1 a n d cr eate a n ti- p a r ticles with
λ = ±1. The charge-conjugate field is

ψ̂D C( x) =
∫

d 3 k
(2π)3

1√
2 E

∑
λ

[
ĉ †λ(iγ  2 u

∗)e i k· x + d̂λ(iγ  2v
∗)e−i k· x] . (P.28)

Let us write (with a slight abuse of notation)

u =
(
φ

χ

)
(P.29)

as usual. Then

iγ2 u
∗ =

( − iσ2χ
∗

iσ2φ
∗

)
∼

(
φ

χ

)
∼ u (P.30)

wh ere ‘∼ ’ m eans ‘transforms in the same way as’—a result which follows from
th e wo r k o f sectio n P.1 . Sim ilar ly,

iγ2v
∗ ∼ u. (P.31)

Th ese r esu lts sh ow th at, a s c laim ed in sectio n 2 2 . 6 , th e c h a rg e- co n ju g a te field
transforms in the same way as the original field. In fact, (20.70) shows more:
that, with our conventions, iγ2v

∗(p, λ = +1) is actually equal to u(p, λ = +1)
and, similarly, iγ2u∗(p, λ = +1) = v(p, λ = +1). Thus, in ψ̂D C, the operators
ĉ and d̂ are interchanged, as required.

Apart from the spinor factors, (P.27) is analogous to the expansion (7.16)
of a complex scalar field, which also has two distinct kinds of mode operator, â
and b̂†. In contrast, the expansion of the real scalar field in (5.116) has only one
type of operator, â and its Hermitian conjugate â†. Consider, therefore, the field
obtained by replacing d̂†

λ in (P.27) by ĉ†
λ (compare (P.21)):

ψ̂M(x) =
∫

d3 k
(2π)3

1√
2E

∑
λ

[
ĉλ(k)u(k, λ)e

−ik·x + ĉ†
λ(k)(iγ2u∗(k, λ))eik·x]

(P.32)
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where we have used v = iγ2u∗. Then it is easy to see that

Ĉψ̂MĈ−1 = ψ̂M (P.33)

and the Majorana condition is satisfied for the field ψ̂M. The operators ĉλ and ĉ†
λ

in (P.32) destroy and create just one kind of particle, which has two possible spin
states.

The mass term considered at the end of the previous section is now clearly
possible in this quantum field formalism, taking the fermionic operators to anti-
commute as usual. But so are other types of mass term. Reverting to the L–R
notation, we may have a ‘Dirac’ mass of the form

−mD

( ¯̂
ψM,Rψ̂M,L + ¯̂

ψM,Lψ̂M,R

)
(P.34)

and also two ‘Majorana’ mass terms, one of the form

− 1
2 mL

(
ψ̂M,L C ψ̂M,L + ψ̂M,L ψ̂M,L C

)
(P.35)

as in (22.116), and also

− 1
2 mR

(
ψ̂M,R C ψ̂M,R + ψ̂M,R ψ̂M,R C

)
. (P.36)

These may all be combined into the most general Lorentz-invariant mass term (for
one neutrino flavour)

− 1
2

(
N̂L C M N̂L + ¯̂NL M N̂L C

)
(P.37)

where

N̂L =
(

ψ̂M,L

ψ̂M,R C

)
N̂L C =

(
ψ̂M,L C

ψ̂M,R

)
(P.38)

and the matrix M is given by

M =
(

mL mD
mD mR

)
. (P.39)

We shall assume for simplicity that the parameters mL,mR and mD are all real,
which coresponds to a CP-conserving theory in this sector.

The theory of (one-flavour) neutrino mixing may now be developed, by
finding the matrix which diagonalizes M , and hence obtaining the fields in the
‘mass’ basis as linear combinations of those in the ‘weak interaction (L–R)’ basis.
A clear discussion is given in Bilenky (2000), for example. One case that has
attracted considerable attention is that in which mL = 0 and mD � mR. Then the
eigenvalues of (P.39) are approximately given by

m1 ≈ mR m2 ≈ −m2
D/mR; (P.40)
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where the apparently troubling minus sign in m2 can be absorbed into the mixing
parameters. Thus, one eigenvalue is (by assumption) very large compared to mD
and one is very much smaller. The condition mL = 0 ensures that the lepton-
number-violating term (P.36) is characterized by a large mass scale mR. It may be
natural to assume that mD is a ‘typical’ quark or lepton mass term, which would
then imply that m2 of (P.40) is very much lighter than that—as, of course, appears
to be true for the neutrinos. This is the well-known ‘see-saw’ mechanism of Gell-
Mann et al (1979), Yanagida (1979) and Mohapatra and Senjanovic (1980, 1981).
If, in fact, mR ∼ 1016 Gev, we recover an estimate for m2 which is similar to
that in (22.122). The reader may consult Bilenky (2000), for example, or Kayser
et al (1989), for the devlopment of the theory of neutrino masses, mixing, and
oscillations. The experimental status is reviewed by Kayser in Hagiwara et al
(2002).
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APPENDIX Q

FEYNMAN RULES FOR TREE GRAPHS IN QCD
AND THE ELECTROWEAK THEORY

Q. 1 Q C D

Q.1.1 External particles

Quarks

The SU(3) colour degree of freedom is not written explicitly: the spinors have 3
(colour) × 4 (Dirac) components. For each fermion or anti-fermion line entering
the graph include the spinor

u(p, s) or v(p, s) (Q.1)

and for spin- 1
2 particles leaving the graph, the spinor

ū(p′, s′) or v̄(p′, s′) (Q.2)

as for QED.

Gluons

Besides the spin-1 polarization vector, external gluons also have a ‘colour
polarization’ vector ac(c = 1, 2, . . . , 8) specifying the particular colour state
involved. For each gluon line entering the graph include the factor

εµ(k, λ)a
c (Q.3)

and for gluons leaving the graph, the factor

ε∗
µ(k

′, λ′)ac∗. (Q.4)

Q.1.2 Propagators

Quark

= i

/p − m
= i

/p + m

p2 − m2 . (Q.5)
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Gluon

= i

k 2

(
− gµν + (1 − ξ)  

kµ kν

k 2

)
δ  ab (Q.6)

for a general ξ gauge. Calculations are u su ally performed in Lorentz o r Feynman
gauge with ξ = 1 and gluon propagator equal to

= i
(− gµν)δ  ab

k 2
. (Q.7)

Here a and b run over the eight colour indices 1, 2, . . . , 8.

Q.1.3 Vertices

− gs f abc[ gµν(k 1 − k 2)λ + gνλ(k 2 − k 3)µ + gλµ(k 3 − k 1)ν]

− i g 2s [ f abe f cd e( gµλ gνρ − gµρ gνλ)+ f ad e  f bce( gµν gλρ − gµλ gνρ)

+ face f dbe( gµρ gνλ − gµν gλρ)]
It is important to remember th at th e rules given h ere are only adequate for

tree-diagram calculations in QCD ( see section 13.5.3).

Q.2 The electroweak theory

Fo r tree-graph calculations, it is convenient to u se th e U-gauge Feynman rules
(sections 19.5 and 19.6) in which no unphysical particles appear. These U-gauge
rules are given here for the leptons l = (e, µ, τ ), νl = (νe, νµ, ντ ); for the
t3 = + 1

2 quarks d enoted by f, wh ere f ≡ u, c, t; an d f o r th e t3 = −1/2 CKM-
mixed quarks denoted by f′ wh ere f′ ≡ d, s, b . Th e m ix in g m atr ix Vf f′ is d i sc u sse d
in sectio n 22.7.1.
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Note that for simplicity we do not include neutrino flavour mixing; see
sectio n 22.7.2.

Q.2.1 External particles

Leptons and quarks

For each fermion or anti-fermion line entering the graph include the spinor

u(p, s) or v(p, s) (Q.8)

and for spin- 1
2 particles leaving the graph, the spinor

ū(p′, s′) or v̄(p′, s′). (Q.9)

Vector bosons

For each vector boson line entering the graph include the factor

εµ(k, λ) (Q.10)

and for vector bosons leaving the graph, the factor

ε∗
µ(k

′, λ′). (Q.11)

Q.2.2 Propagators

Leptons and quarks

= i

/p − m
= i

/p + m

p2 − m2 . (Q.12)

Vector bosons (U gauge)

= i

k2 − M2
V

(−gµν + kµkν/m2
V) (Q.13)

where ‘V’ stands for either ‘W’ (the W-boson) or ‘Z’ (the Z0).

Higgs particle

= i

p2 − m2
H

(Q.14)
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Q.2.3 Vertices

Charged-current weak interactions

Leptons

− i
g√
2
γµ

1 − γ5

2

Quarks

− i
g√
2
γµ

1 − γ5

2
Vf f′

Neutral-current weak interactions (no neutrino mixing)

Fermions

−ig

cos θW
γµ

(
c f

L
1 − γ5

2
+ c f

R
1 + γ5

2

)
where

c f
L = t f

3 − sin2 θW Q f (Q.15)

c f
R = − sin2 θW Q f (Q.16)

and f stands for any fermion.
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Vector boson couplings

(a) Trilinear couplings:
γW+W− vertex

ie[gνλ(k1 − k2)µ + gλµ(k2 − kγ )ν + gµν(kγ − k1)λ]

Z0W+W− vertex

ig cos θW[gνλ(k1 − k2)µ + gλµ(k2 − k3)ν + gµν(k3 − k1)λ]

(b) Quadrilinear couplings:

− ie2(2gαβgµν − gαµgβν − gανgβµ)

− ieg cos θW(2gαβgµν − gαµgβν − gανgβµ)
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− ig2 cos2 θW(2gαβgµν − gαµgβν − gανgβµ)

ig2(2gµαgνβ − gµβgαν − gµνgαβ)

Higgs couplings

(a) Trilinear couplings:
HW+W− vertex

igMWgνλ

HZ0Z0 vertex

ig

cos θW
MZgνλ
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Fermion–Yukawa couplings (fermion mass m f )

− i
g

2

m f

MW

Trilinear self-coupling

− i
3m2

Hg

2MW

(b) Quadrilinear couplings:
HHW+W− vertex

ig2

2
gµν

HHZZ vertex

ig2

2 cos2 θW
gµν
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Quadrilinear self-coupling

− i3m2
Hg2

4M2
W
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