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Preface to the Fourth Edition

As in former editions of this book, I have expanded the present one to contain
new sections on subjects beyond those found in the previous editions, thereby
filling some of the existing gaps. Thus, we now have a section on heavy
quark effective theories, one of the more powerful methods devised to take
advantage of the existence a large scale (the mass of the heavy quark) for
observables involving at least a heavy quark; a new section on lattice QCD,
a method of calculation that is already giving reasonably reliable results for
a number of observables; and several sections with a detailed discussion of
chiral perturbation theory. There is little doubt that, at least at the one
loop level, chiral perturbation theory has led to an important insight into
pion physics in a region where methods derived from ordinary perturbation
theory are not at applicable, which justifies this substantial addition.

Besides this, I have corrected errors in the previous edition and improved,
here and there, the material on several among the various topics; in particu-
lar, including more information on experiment, and on comparison of theory
with experiment. The values of the basic QCD parameters have also been
completely updated.

There are, of course, a large number of topics still not touched upon in
the present edition: QCD has grown into such a vast field that no single book
can hope to provide anything near a full coverage of it. But I feel confident
that, with the new additions, the book presents at least a fair sample of the
main areas where QCD allows one to get quantitative results.

It is a pleasure to thank the colleagues that have contributed with
their collaboration, discussions and information, to whatever improvement
this new edition presents: J. Santiago and, above all, J. R. Peláez and
J. de Trocóniz. Correspondence with J. Gasser concerning certain matters
associated with chiral perturbation theory has also been helpful.

Once again, I would like to acknowledge the continued support and un-
derstanding of Springer–Verlag in all editorial matters.

Madrid, January, 2006 F. J. Ynduráin



Preface to the Third Edition

QCD is an ever growing area of physics; when writing a new edition of a
book dealing with it, it is thus impossible not to take into account some at
least of the new developments in the field. In selecting those to be included, I
have followed the principle of incorporating developments pertaining to topics
already treated in the former editions. Thus I have not included sections on
chiral dynamics or effective theories.* What has been included are expansions
of a number of sections. In particular of those dealing with deep inelastic
scattering: both on higher order calculations, quite a number of which have
become available in the last few years and, especially, on the small x limit of
structure functions where, triggered by the results of HERA, there has been
considerable activity. In this chapter dealing with perturbative QCD we have
also added a section on τ and Z decays, at present the more reliable processes
from which to extract the QCD coupling constant, αs.

Two more topics have also received special attention. One is the matter
of bound states of heavy quarks, where inclusion of higher order perturba-
tive and nonperturbative evaluations has led to a clarification of the QCD
description, particularly of lowest states of heavy quarkonia: Chapter 6 has
been almost entirely rewritten. The other concerns Chapter 10, expanded
to include the results of high order (four loop) calculations of β, γm; an
updated determination of the parameters of the theory (quark masses, Λ,
condensates); and a few considerations on the character of the perturbative
QCD series, including discussion of saturation and renormalons.

Besides this, I have profited to improve some of the features of the book:
a general polishing, including updating of Sect. 7.4 and relocating of the sec-
tions on instantons and lattice QCD from Chapter 8 to two separate chapters
(plus addition of a small Subsection 9.5iii); and technical improvements such
as replacement of the old fashioned figures by computer generated graphs.

For this new edition, I would like to record my gratitude to, besides people
already quoted in former ones, A. Pich, J. Vermaseren and Yu. Simonov, who
read some of the new material in the manuscript; and to K. Adel for his
program “Kdraw”, used for the computer generation of the figures. Finally,

* With respect to the first, see bibliography in text. For the second, the interested

reader may consult the original paper of Caswell and Lepage (1986) and the reviews

of Lepage and Thacker (1988) and Grinstein (1991).
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the continued support of Springer–Verlag in all editorial matters is warmly
acknowledged.

Madrid, December 1998 F. J. Ynduráin



Preface to the Second Edition

The present book is not merely an elaboration of the 1982 text Quantum
Chromodynamics: An Introduction to the Theory of Quarks and Gluons. In
fact, a lot of material has been added: some of which is entirely new, and
some of which is an extension of topics in the older text. Among the latter
there are two sections dealing with the background field method, and the
expansion of the section devoted to processes describable by perturbative
QCD (other than deep inelastic scattering) into a whole chapter, containing
a detailed description of Drell–Yan scattering, jet physics, exclusive processes,
QCD sum rules, etc. Besides this, I have added a completely new chapter on
constituent quark models of hadrons, including a derivation of the quark–
quark potential and, also entirely new, a half chapter containing a detailed
introduction to lattice QCD. An extra short chapter on the parameters of
QCD and an appendix on group integration contribute to making the present
book a really new text, sufficiently so to justify the change of title to The
Theory of Quark and Gluon Interactions: a change that also emphasizes the
consolidation of QCD as the theory of strong interactions.

Of course, even with the inclusion of new material there are whole areas of
quark and gluon physics not covered at all. Among these, let me mention the
large Nc limit of QCD (the interested reader may consult ’t Hooft, 1974a,b,
Witten, 1979b, 1980); the infrared problems in QCD, very poorly understood
(see, e.g., the classic paper of Lee and Nauenberg, 1964; Muller, 1978 and
Zachariasen, 1980), and, especially, QCD at finite temperature, a fashionable
subject at present, which the reader may follow from the review of Gross,
Pisarski and Yaffe (1981).

Besides the people quoted in the preface to the 1982 edition, I would
like to acknowledge the valuable influence of my scientific involvement with
R. Akhoury, F. Barreiro, G. López Castro and M. Veltman, and thank again
A. González-Arroyo, who kindly undertook a most useful critical reading of
the part concerning lattice QCD.

Madrid, 1992 F. J. Ynduráin



Preface to the First Edition

Quantum Chromodynamics – An Introductionto the Theory
of Quark and Gluon Interactions

It is almost thirty years since Yang and Mills (1954) performed their pio-
neering work on gauge theories, and it is probably safe to say that we have
in our hands a good candidate for a theory of the strong interactions based,
precisely, on a non-Abelian gauge theory. While our understanding of quan-
tum chromodynamics (QCD) is still incomplete, there have been sufficient
theoretical developments, many of them enjoying a degree of support from
experimental evidence, to justify a reasonably systematic treatise on the sub-
ject.

Of course, no presentation of QCD can claim to be complete, since the
theory is still in the process of elaboration. The selection of topics reflects
this: I have tried to discuss those parts of the theory that are more likely
to endure, and particularly those developments that can, with a minimum
of rigour, be derived from “first principles”. To be sure, prejudice has also
influenced my choice: one necessarily tends to give more attention to subjects
with which one is familiar, and to eschew unfamiliar ones. I will not pause
here to point out topics which perhaps should have been included; the list of
references should fill the gaps.

This work grew out of graduate courses I have been teaching for the last
few years: the book is intended to reflect the pedagogical and introductory
nature of those lectures. With this aim in mind, I have tried to write a self-
contained text which avoids as far as possible the maddening circumventions
of sentences like “it can be shown” or “as is well known”. However, I have
assumed the reader to have a basic knowledge of field theory and particle
phenomenology, and have no doubt that occasional recourse to the literature
will be necessary.

What this book owes to the standard reviews and articles on the subject
should be apparent and is recorded in the references. I have directly benefited
from collaboration with my colleagues: A. González-Arroyo, C. Becchi, S.
Narison, J. Bernabeu, E. de Rafael, R. Tarrach and, particularly, C. López
and P. Pascual (who also spotted several mistakes in a preliminary version
of this work), to name only a few. I also wish to acknowledge the invaluable
secretarial help of Antoinette Malene.

Madrid, 1982 F. J. Ynduráin
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1 Generalities

Anaximander, student of Thales of Miletus, maintained that the

primordial substance of things should be called the unbound: he

was the first to use this word for the substratum. He pointed

out, however, that this primeval substance, of which all elements

in heaven and the worlds are made, is not water or any of the

so-called “elements” we find around, but a different, limitless

substance which fills all of them.

anaximander, 546 b.c.e.

1.1 The Rationale for QCD

Historically, quantum chromodynamics (QCD) originated as a development
of the quark model. In the early sixties it was established that hadrons could
be classified according to the representations of what today we would call
flavour SUF (3) (Gell-Mann, 1961; Ne’eman, 1961). This classification pre-
sented a number of features that are worth noting. First of all, only a few,
very specific representations occurred; they were such that they built repre-
sentations of a group SU(6) (Gürsey and Radicati, 1964; Pais, 1964) obtained
by adjoining the group of spin rotations SU(2) to the internal symmetry
group, SUF (3). However, neither for SUF (3), or SU(6) did the fundamental
representations (3 and 3̄ for SUF (3)) appear to be realized in nature. This led
Gell-Mann (1964a) and Zweig (1964) to postulate that physical hadrons are
composite objects, made up of three quarks (baryons) or a quark-antiquark
pair (mesons). These three quarks are now widely known as the three flavours,
u (up), d (down) and s (strange); the first two carry the quantum numbers
of isospin, and the third strangeness. It has been found that precisely those
representations of SUF (3) occur that may be obtained by reducing the prod-
ucts 3 × 3 × 3 (baryons) or 3 × 3̄ (mesons); when the spin 1/2 of the quarks
is taken into account, the SU(6) scheme is obtained. In addition, the mass
differences of the hadrons may be understood by assuming

md − mu ≈ 4 MeV, ms − md ≈ 150 MeV, (1.1.1)

together with eventual electromagnetic radiative corrections. The electric
charges of the quarks, in units of the proton charge, are

Qu = 2
3 , Qd = Qs = − 1

3 . (1.1.2)

That hadrons are composite objects was a welcome hypothesis on other
grounds, too. For example, it is known that the magnetic moment of the
proton is µp = 2.79 × eh̄/2mp, instead of the value µp = eh̄/2mp expected if
it were elementary. The values of the magnetic moments calculated with the



2 Chapter 1

quark model (first developed by Morpurgo and by Dalitz and collaborators)
are, on the other hand, in reasonable agreement with experimental results.

These successes stimulated a massive search for quarks that still goes on.
None of the candidates found to this date has been confirmed, but at least
we have a lower bound (of the order of 200 GeV) for the mass of free quarks,
which seemed to imply that hadrons are very tightly bound states of quarks
indeed. This picture, however, can be challenged on at least two grounds.
First, the fundamental state of a composite system, in the SU(6) scheme, is
one in which all relative angular momenta vanish. Thus the ∆++ resonance
had to be interpreted as being made up of

u↑, u↑, u↑, (1.1.3)

(where the arrows stand for spin components) at relative rest. However, this
is preposterous: being spin one-half objects, quarks should obey Fermi–Dirac
statistics and their states should be antisymmetric, which is certainly not
the case in (1.1.3). Second, one can use current algebra techniques (Gell-
Mann, Oakes and Renner, 1968; Glashow and Weinberg, 1968; Okubo, 1969)
to calculate ms/md with the result

ms/md � 20, (1.1.4)

which is a flat contradiction of (1.1.1) for quarks of a few GeV of mass.
With respect to the first objection, a possible solution was proposed by

Greenberg (1964), who assumed that quarks obey parastatistics of rank three.
It is known that such parastatistics can be disposed of by taking ordinary
Fermi–Dirac statistics and introducing a new internal quantum number,1

which Gell-Mann and his collaborators2 called “colour”, so that each species
of quark may come in any of the three colours i = r, y, v (red, yellow, violet).
Then, one can reinterpret the ∆++ as

∑
εikl(ui

↑, uk
↑, ul

↑),

i.e., perfectly antisymmetric. In addition, the absence of states with, say, two
or four quarks (so-called “exotics”) could be explained by postulating that
all physical hadrons are colourless; that is to say, that they are singlets under
rotations in colour space:

Uc : qi →
∑

k

U ik
c qk, UcU

†
c = 1. (1.1.5)

If we take these transformations of determinant unity so as to eliminate
a trivial overall phase, they build a new invariance group, namely colour

1 In fact, a colour quantum number was first introduced by Han and Nambu (1965).
2 See Bardeen, Fritzsch and Gell-Mann (1972); Fritzsch and Gell-Mann (1972);

Fritzsch, Gell-Mann and Leutwyler (1973).
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SUc(3). Now the singlet representation of this group only appears in the
products 3c × 3c × 3c (baryons) or 3̄c × 3c (mesons), and this explains why
we have these particles, and no exotics, which we do not find in nature.

We will not yet discuss a solution to the second difficulty, but rather
make it worse by digressing to current algebra. If quarks are elementary, one
must build currents out of quarks. Thus, the electromagnetic (e.m.) current
is

Jµ
em = 2

3 ūγµu − 1
3 d̄γµd + 2

3 c̄γµc − 1
3 s̄γµs; (1.1.6a)

and the charged weak current

Jµ
W = ūγµ 1 − γ5

2
dθ + c̄γµ 1 − γ5

2
sθ,

dθ = d cos θC + s sin θC ; sθ = −d sin θC + s cos θC

(1.1.6b)

(θC is the Cabibbo angle). Summing over omitted colour indices is under-
stood, and we have included the contribution of the c (charmed) quark. Gell-
Mann (1962, 1964b) then postulated that, at short distances, the commuta-
tion relations of these currents are as if the quark fields entering into them
were free (current algebra):

Lquarks ≈ L0 =
∑

q=u,d,...

∑

j

q̄j(x)(i∂/ − mq)qj(x). (1.1.7)

It was difficult to understand how this could be so, but the hypoth-
esis met with spectacular success in the Adler–Weissberger sum rule, the
Cabibbo–Radicatti sum rule, and the calculations by Sirlin and others of
certain radiative corrections to β decay in nuclei.

Another view of the quark model came from deep inelastic scattering
experiments. Here a virtual photon, or W , with large virtuality, −Q2, and
high energy, ν, is scattered off some target (a proton, for example). One found
the surprising result, which had been anticipated by Bjorken (1969), that the
cross section was of the form (for the kinematics, see Sect. 4.3)

∂σ

∂Ω∂k′
0

=
α

4mpk2
0 sin4 θ/2

{
W2 cos2

θ

2
+ 2W1 sin2 θ

2

}
, (1.1.8a)

where, if we write

F1(x,Q2) = W1, F2(x,Q2) =
ν

m2
p

W2, x = Q2/ν;
∫

d4z eiq·z〈p|[Jµ(z), Jν(0)]|p〉 ≈ −gµνW1 +
1

m2
p

pµpνW2,
(1.1.8b)

then the Fi are approximately independent of Q2 for Q2 → ∞, when x has a
fixed value (Bjorken scaling). Feynman showed how this could be understood
if, in the limit Q2, ν → ∞ (which, in view of (1.1.8b) means short distances),
we consider the proton to be made up of parts, the “partons”, that do not
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interact among themselves. It took only one step to identify these partons
with quarks, which appear again free at short distances, thus creating another
puzzle.

Clearly, all these difficulties are dynamical and can therefore only be
solved by building a theory of strong interactions, so we come to the crux
of the matter: Which are the interactions among hadrons? A remarkable
fact of hadron physics is that in spite of the variety of hadrons (compare, for
example, the π, K masses), interactions among them (coupling constants and
high energy cross-sections, where one can neglect mass differences) are flavour
independent. This means that whatever agency causes quarks to interact, it
must act equally on u or d, s or c.

In the meantime, renormalizable theories of weak and electromagnetic in-
teractions had been constructed by Glashow, Weinberg and Salam and Ward
and others. Weinberg (1973a) and Nanopoulos (1973) have shown that, to
avoid catastrophic violations of parity to order α, one needs that strong inter-
actions act on quantum numbers other than flavour. These were among the
reasons that led physicists to consider the possibility that whatever glued the
quarks (the gluons) interacted precisely with colour to which weak and elec-
tromagnetic interactions are blind, cf. (1.1.6). One takes eight vector gluons,
with fields Bµ

a , a = 1 to 8, in the adjoint representation of SUc(3) interacting
universally with all quark flavours:

L1 = L0 + g
∑

q

∑

ika

q̄i(x)γµtaikqk(x)Bµ
a (x), (1.1.9)

where L0 is still given by (1.1.7) and the taik matrices are taik = 1
2λa, with

λa the Gell-Mann matrices; they generate the fundamental representation of
SUc(3), and satisfy the commutation relations

[
ta, tb

]
= i

∑
fabctc. (1.1.10)

The fabc are called structure constants.3 The colour and vector character of
gluons has the extra virtue of explaining the split between the masses of the
∆33 and the nucleons, and even the mass difference between the Λ and Σ0

particles (De Rújula, Georgi and Glashow, 1975).
A further step is taken if it is realized that, for massless vector fields, a

non-Abelian gauge theory (first introduced by Yang and Mills, 1954) presents
hideous infrared singularities that could prevent the liberation of individual
quarks and gluons. Thus, we can at least be reconciled to (1.1.1) and (1.1.4):
one cannot see isolated quarks because they cannot escape from hadrons due

3 For group theoretic relations, see Appendix C. We will write colour indices as
subscripts or superscripts indifferently: fabc = fabc, ta

ik = tik
a , etc.
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to their interactions, not because they are heavy. This is the hypothesis of
confinement. Now, we modify (1.1.9) to

LQCD =
∑

q,j

q̄j(x)(i∂/ − mq)qj(x) + g
∑

q

∑

ika

q̄i(x)γµtaikqk(x)Bµ
a (x)

− 1
4

∑

a

Gµν
a (x)Gaµν(x),

Gµν
a (x) = ∂µBν

a − ∂νBµ
a + g

∑
fabcB

µ
b Bν

c .

(1.1.11)
We get a bonus: as occurs in all non-Abelian gauge theories, the coupling

constant is automatically universal. Eq. (1.1.11) shows the standard QCD
Lagrangian, which will be our starting point in the following sections.

Until now the entire construction has been rather fragile. It consists of
a set of assumptions, culminating in Eq. (1.1.11), in which each hypothesis
takes us further away from the real world (pions, protons, etc.) into what
appeared to be a fictitious realm (quarks and gluons) with a set of predic-
tions that hardly outnumber the assumptions. However, the situation changed
radically in the early seventies. At that time ’t Hooft (unpublished), Politzer
(1973) and, independently, Gross and Wilczek (1973a, b, 1974), proved that
in a theory such as that described by the Lagrangian (1.1.11), the effective
coupling constant vanishes at short distances (asymptotic freedom) and in-
creases at long distances. Thus at one stroke they explained the success of
current algebra and the parton model, and made confinement probable. What
is more, the corrections to the free-field behaviour of quarks are calculable;
when calculated, they are found in systematic agreement with experiment
– as much, indeed, as the accuracy of calculations (and of the experimental
data!) allows. By and large, there is impressive evidence that QCD is the
theory of strong interactions.

Another important property of QCD, which is perhaps not sufficiently
emphasized in most presentations, is its character as a local field theory,
which leads to local observables. To be precise, the expected pattern is the
following. The fields in the Lagrangian (1.1.11) are defined in a Hilbert space,
HQCD, made up of quark and gluon states, and built from a perturbation
theoretic treatment of Eq. (1.1.11), for example. The quarks and gluons are
described there by local fields, q(x), B(x). If confinement ideas are correct,
however, it is the space of bound states Hphys that contains physical states.
That is, if we solved the theory exactly, only colour singlet operators would
survive. These include currents, such as

∑
q̄iγµ(1 ± γ5)q′i,

or other composite operators: the operator for a π or a proton,
∑

ūiγ5d
i,

∑
εikluiukdl,
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etc. The point is that these operators, tough composite, are still local; so if
the picture is right, it follows that operators in the physical Hilbert space,
Hphys, are local. This is sufficient4 to derive all the standard results of old-
fashioned hadron physics –fixed t dispersion relations, Froissart-like bounds,
etc.– whose success, when tested experimentally, is very impressive.

One more property of QCD which, although at a speculative level is still
worth noting, is that of allowing naturally grand unifications. Because SU(3)
of colour is a larger group than the standard SU(2) × U(1) of electroweak
interactions, it follows that an energy scale may exist where all couplings are
equal. Although the more naive grand unification schemes have been proven
in disagreement with experiment, the possibility for more sophisticated ones
remains.

1.2 Perturbative Expansions; S-Matrix and Green’s
Functions; Wick’s Theorem

In this section we review very briefly a few basic topics of relativistic field
theory. Of course this is by no means intended to cover the subject. The
topics in this section are presented merely to establish the notation and to
outline the prerequisites for understanding what will follow; the details will
have to be sought for elsewhere.5

A field theory may be specified by giving the relevant Lagrangian. If Φi(x)
are the fields in the theory, the Lagrangian is a function of the Φi(x) and their
space-time derivatives, ∂Φi(x). It is customary and convenient to split the
Lagrangian, L (L is actually the Lagrangian density) into free and interaction
pieces, L0 and Lint, with L0 obtained from L by setting all interactions
to zero, and Lint is defined as Lint ≡ L − L0. For example, in QCD, the
Lagrangian is (1.1.11) and

L0 =
∑

q

q̄(x)(i∂/ − mq)q(x)

− 1
4

∑

a

(∂µBν
a(x) − ∂νBµ

a (x)) (∂µBaν(x) − ∂νBaµ(x)) .

Besides the basic, or elementary, fields Φi(x) that enter into the theory (the
q, B for QCD), we often require composite operators, usually local combi-
nations of the Φi(x), i.e., combinations involving finite products of the Φi(x)
and its derivatives at the same point. For example, in QCD we will use the
currents, q̄(x)γµq′(x). Of course, L itself is a composite local operator.

4 See Epstein, Glaser and Martin (1969) and Bogolubov, Logunov and Todorov
(1975), from where one can trace the relevant literature.

5 For example, in standard textbooks such as Bogoliubov and Shirkov (1959);
Bjorken and Drell (1965) or Itzykson and Zuber (1980).
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With local fields or, more generally, local operators (whether elementary
or composite), we can form new local operators. The simplest method is
by ordinary multiplication; but there are other types of product that we
will consider repeatedly. These are the Wick product and the time ordered
product. The Wick, or normal product, is defined primarily for free basic
fields, as follows. Expand the Φi in creation-annihilation operators:

Φi(x) =
∑

k

C
(k)
i (x)ak +

∑

k

C̄
(k)
i (x)ā†k,

where a, ā may, or may not coincide and the sums over k are partly continuous
sums. For example, if Φ is q,

q(x) =
1

(2π)
3
2

∑

σ

∫
d3p
2p0

{
e−ip·xu(p, σ)a(p, σ) + eip·xv(p, σ)ā†(p, σ)

}
,

with u, v standard Dirac spinors and a (ā†) annihilates quarks (creates anti-
quarks). Then, the Wick product, : Φ1(x1)Φ2(x2) : is obtained by placing all
creators to the left of all annihilators as if they commuted/anticommuted if
the fields Φi corresponded to bosons/fermions:

: Φ1(x1)Φ2(x2) :≡
∑

k,k′

{
C

(k)
1 (x1)C

(k′)
2 (x2)akak′ + C̄

(k)
1 (x1)C̄

(k′)
2 (x2)ā

†
kā

†
k′

C̄
(k)
1 (x1)C

(k′)
2 (x2)ā

†
kak′ + (−1)δC

(k)
1 (x1)C̄

(k′)
2 (x2)ā

†
k′ak

}
,

δ = 1 for fermions, δ = 0 for bosons.
The extension to Wick products of more factors,

: Φ1(x1) . . . ΦN (xN ) : ,

or to Wick products of Wick products like

:
(

: Φ1(x1)Φ2(x2) :
)(

: Φ3(x3)Φ4(x4) :
)

:

is straightforward: one always expands in creators and annihilators, and
writes creators to the left of annihilators as if they commuted/anticommuted.

The proof is not totally trivial, yet it is not too difficult to verify that
the Wick product of local operators at the same point is itself local,6 i.e., if
O1, . . . , On are local, so is : O1(x) . . . On(x) :.

Another important property of the Wick product is that it is regular;
that is to say, for any states a, b, the matrix elements of a Wick product,
〈a| : O1(x1) . . . On(xn) : |b〉 are regular (i.e., differentiable) functions of the
xµ

1 , . . . , xρ
n.

6 For our purposes a local operator Oα(x) is one transforming locally under Poincaré
transformations, U(a, Λ)Oα(x)U−1(a, Λ) =

∑
Pαα′(Λ)Oα′(Λx+a), and commut-

ing with itself at spacelike distances: [Oα(x), Oβ(y)] = 0 if (x − y)2 < 0.
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The time-ordered product, or T-product of local (elementary or compos-
ite) operators, O1(x) . . . On(x) is defined as follows:

TO1(x) . . . On(x) ≡ T{O1(x) . . . On(x)} = (−1)δOi1(x) . . . Oin
(x).

Here the permutation i1, . . . , in is such that, in the right hand side, the times
are ordered: x0

i1
≥ x0

i2
. . . ≥ x0

in
, and δ is the number of transpositions of

the indices corresponding to fermion operators necessary to bring 1, . . . , n
to i1, . . . , in. Otherwise stated, the time ordered product is obtained by re-
arranging the operators in the natural sequence of times as if they com-
muted/anticommuted for boson/fermion operators. For example, for two fac-
tors,

Tq1(x)q2(y) = θ(x0 − y0)q1(x)q2(y) − θ(y0 − x0)q2(y)q1(x)

or
Tq(x)B(y) = θ(x0 − y0)q(x)B(y) + θ(y0 − x0)B(y)q(x).

Note that boson-fermion operators are always taken to be commuting. The
time ordered product of local fields is relativistically invariant.

The S matrix is the operator that transforms free states at time −∞
into free states at time +∞. S may be obtained in terms of the interaction
Lagrangian using Matthews’ formula:

S = Texp i
∫

d4xL0
int(x). (1.2.1a)

Here L0
int(x) is the interaction Lagrangian with all fields in it taken as if they

were free, and in normal order. The time-ordered exponential is a formal
device; it actually is defined by its series expansion,

S = Texp i
∫

d4xL0
int(x) ≡ 1 + i

∫
d4xL0

int(x) + · · ·

+
in

n!

∫
d4x1 . . . d4xnTL0

int(x1) . . .L0
int(xn) + · · · .

(1.2.1b)

Many times, instead of matrix elements of S, we will require the ma-
trix elements of currents, or products of currents, or more general composite
operators. These may be obtained by adding a fictitious extra term to the
interaction. For example, suppose that we require

〈a|TJµ
1 (x)Jν

2 (y)|b〉, (1.2.2)

where the J are weak or electromagnetic currents; see (1.1.6). We then change
Lint according to

Lint → Lφ
int = Lint + J1µ(x)φµ

1 (x) + J2µ(x)φµ
2 (x), (1.2.3)
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where the φ are c-number auxiliary fields. We expand again:

〈a|Texp
∫

d4xLφ
int(x)|b〉 = 〈a|b〉

+ i〈a|
∫

d4x
{
L0

int(x) +
∑

i

J0
iµ(x)φµ

i (x)
}
|b〉 + · · ·

+
in

n!
〈a|

∫
d4x1 . . . d4xnT

{
L0

int(x1) +
∑

i

J0
iµ(x1)φ

µ
i (x1)

}
. . .

×
{
L0

int(xn) +
∑

i

J0
iµ(xn)φµ

i (xn)
}
|b〉 + · · · .

We let φ be infinitesimal and keep only terms O(φ), O(φ2). The last are of
the form

in

n!
〈a|

∫
d4x1 . . . d4xn

∑

ij

TL0
int(x1) . . .

[
L0

int(xi)
]
. . .

×
[
L0

int(xj)
]
. . .L0

int(xn)J0
1µ(xi)J0

2ν(xj)|b〉φµ
1 (xi)φν

2(xj),

where [L] means that we have dropped the bracketed term. Letting φiµ(x) =
εiµδ(x − yi), differentiating with respect to ε1, ε2 and setting ε1 = ε2 = 0 we
get the Gell-Mann–Low equation,7

〈a|TJµ
1 (x)Jν

2 (y)|b〉

=
δ2

δφ1µ(x)δφ2ν(y)
〈a|Texp i

∫
d4z

{
L0

int(z) +
∑

i

J0
iλ(z)φλ

i (z)
}
|b〉

=
∞∑

n=0

in

n!
〈a|

∫
d4x1 . . . d4xnTL0

int(x1) . . .L0
int(xn)J0µ

1 (x)J0ν
2 (y)|b〉.

(1.2.4)

To identify the right hand side with (1.2.2) we have used the formula, proved
e.g. in Bogoliubov and Shirkov (1959) (see also Sects. 1.3, 2.6 below)

δ2Sφ

δφ1µ(x)δφ2ν(y)
= TJµ

1 (x)Jν
2 (y). (1.2.5)

We then turn to the requirements of relativistic invariance and unitarity.
If (a, Λ) is a transformation in the Poincaré group, then

U(a, Λ)SU−1(a, Λ) = S : (1.2.6)

S is relativistically invariant. It is also unitary,

S†S = SS† = 1. (1.2.7)

7 Functional derivatives are defined in Appendix H.
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If we write
S = 1 + iT ,

where 〈a|T |b〉 is the so-called transition amplitude, then (1.2.7) may be
rewritten in terms of T ,

Im〈a|T |b〉 = 1
2

∑

all c

〈c|T |b〉〈c|T |a〉∗, (1.2.8)

and we have assumed time reversal invariance, which holds for QCD, to
derive (1.2.8). When expanding in powers of g, Eqs. (1.2.6) and (1.2.8) imply
relations order by order in perturbation theory. As (1.2.6) is linear, it must
hold for each order; but, because of its nonlinearity, (1.2.8) mixes different
orders. For example, if we let

T = g

∞∑

n=0

gnTn,

then the second order constraint is

Im〈a|T2|b〉 = 1
2

∑

all c

{
〈c|T0|b〉〈c|T2|a〉∗

+ 〈c|T2|b〉〈c|T0|a〉∗ + 〈c|T1|b〉〈c|T1|a〉∗
}

.

(1.2.9)

We next introduce reduction formulas. Consider a scattering amplitude,
say a + b → a′ + b′, with a, a′ bosons with fields φa, φa′ . We may write the
scattering amplitude as

〈a′, b′|S|a, b〉 = lim
t′→+∞
t→−∞

〈a′, b′; t′|a, b; t〉.

Now, if pi is the momentum of particle i, we may use the expression for the
creation operator in terms of the field,

a†(pa) = lim
t→−∞

i
2(2π)

3
2

∫
d3x e−ipa·x

↔
∂ 0 φ†(x),

to write, after some manipulations, reduction formulas; for example,

〈a′, b′|S|a, b〉 =
i

(2π)
3
2

∫
d4x e−ipa·x (

+m2
a

)
〈a′, b′|φ†a(x)|b〉.

We will not prove this, or give a full set of reduction formulas, which
may be found in Bjorken and Drell (1965); but we will at least present a few
typical cases. If we also “reduce” a′ we obtain

〈a′, b′|S|a, b〉 =
i

(2π)
3
2

−i
(2π)

3
2

×
∫

d4x

∫
d4y e−ipa·xeipa′ ·y (

x + m2
a

) (
y + m2

a′
)
〈b′|Tφa′(y)φ†a(x)|b〉.
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If we continue reducing we ultimately obtain the Fourier transform of the
vacuum expectation value (VEV) of the T -product of four fields,

〈0|Tφa′(y)φb′(z)φ†a(x)φ†b (w)|0〉.

The extension to spinor fields is easy. If we reduce a fermion with mo-
mentum pa and spin σ, and denote its corresponding field by ψ, we obtain

〈a′, b′|S|(pa, σ), b〉 =
i

(2π)
3
2

∫
d4x 〈a′, b′|ψ̄(x)|b〉(i

←
∂/ + ma)u(p, σ)e−ipa·x,

etc.; the arrow means that the derivative acts on the left.
Finally, we turn to Wick’s theorem. An expression such as (1.2.1b) per-

mits us to calculate, order by order in perturbation theory, the S matrix
elements (or current matrix elements, or Green’s functions). The tool that
allows us to do this is Wick’s theorem. Consider the time-ordered product
of two free fields, TΦ0

1(x1)Φ0
2(x2). We expand the Φi in creation-annihilation

operators:

Φi(x) =
1

(2π)
3
2

∫
d3k
2k0

∑

σ

{
e−ik·xξ+(k, σ)a+(k, σ) + eik·xξ−(k, σ)a†−(k, σ)

}
.

Here σ is the spin, ξ± the wave functions and a±, a
†
± the annihilation, creation

operators for particles (+) and antiparticles (−). Their commutation relations
[
a±(k, σ), a†±(k′, σ′)

]
= 2δσσ′k0δ(k − k′),

[a+, a
†
−] = 0

(where the symbol [ , ] is to be interpreted as the anticommutator for
fermions) can be applied to check that the difference

TΦ0
1(x1)Φ0

2(x2)− : Φ0
1(x1)Φ0

2(x2) :≡ Φ0
1(x1)Φ 0

2(x2)

is a c-number, called the contraction. Thus it coincides with its vacuum ex-
pectation value (the propagator):

Φ0
1(x1)Φ 0

2(x2) = 〈0|TΦ0
1(x1)Φ0

2(x2)|0〉 ≡ 〈TΦ0
1(x1)Φ0

2(x2)〉0 .

Applying this repeatedly to, say, (1.2.1) we find that TL0
int . . .L0

int may be
written as a combination of contractions times fully normal ordered products
of operators. As matrix elements of these may be easily calculated, the full
result for each term in the perturbation expansion may be so evaluated. The
Feynman rules are such that they summarize these manipulations, allowing us
to write the final result directly. For QCD, they are as shown in Appendix D
(see also Sect. 2.6, where some of the Feynman rules are explicitly deduced).
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1.3 Path Integral Formulation of Field Theory

In many applications we are concerned with the perturbative aspects of QCD.
For these, the use of either a canonical or path integral formalism is largely
a matter of taste. Nonperturbative aspects of QCD, however, can be formu-
lated with greater clarity in functional language. In this section we review
briefly the Feynman path integral formalism, in particular as applied to field
theory. Of course, this is no substitute for a detailed treatment, for which the
interested reader may consult the lectures of Fadeyev (1976) and Lee (1976)
or the textbooks of Itzykson and Zuber (1980) and Fadeyev and Slavnov
(1980).

Let us start with nonrelativistic quantum mechanics, in one dimension
(Feynman and Hibbs, 1965). Here we have a Hamiltonian, Ĥ, which is a func-
tion of momentum and position8 P̂ , Q̂; we assume that it has been written in
“normal form”, with all P̂ ’s to the left of all Q̂’s. The classical Hamiltonian
may be obtained as

〈p|Ĥ|q〉 = (2π)−
1
2 e−ipqH(p, q), (1.3.1)

where P̂ |p〉 = p|p〉, Q̂|q〉 = q|q〉, 〈p|q〉 = (2π)−
1
2 e−ipq. We then evaluate the

matrix elements of the evolution operator,

〈q′′|e−i(t′′−t′)Ĥ |q′〉. (1.3.2)

To do so we write

e−itĤ = lim
N→∞

(
1 − it

N
Ĥ

)N

, t = t′′ − t′,

and insert sums over complete sets of states:

〈q′′|e−i(t′′−t′)Ĥ |q′〉 = lim
N→∞

∫ ∏
dpn

∏
dqn 〈q′′|pN 〉〈pN |1 − it

N
Ĥ|qN 〉

× 〈qN |pN−1〉〈pN−1|1 − it
N

Ĥ|qN−1〉 . . . 〈p1|1 − it
N

Ĥ|q′〉.

Now, using (1.3.1) we find

〈pn|
(

1 − it
N

Ĥ

)
|qn〉 =

exp{−ipnqn − (it/N)H(pn, qn)}√
2π

+ O

(
1

N2

)
,

so

〈q′′|e−i(t′′−t′)Ĥ |q′〉 =

lim
N→∞

∫ ∏ dpn

2π

∏
dqn exp i

{
pN (q′′ − qN ) + · · ·

+ p1(q1 − q′) − t

N

(
H(pN , qN ) . . . H(p1, q

′)
)}

.

(1.3.3)

8 We place carets over operators temporarily.
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Feynman’s procedure consists of defining two functions, p(t), q(t), with
p(tn) = pn, q(tn) = qn so we may replace the integrals

∏

n

dpn

2π
→

∏

t

dp(t)
2π

,
∏

n

dqn

2π
→

∏

t

dq(t)
2π

, (1.3.4)

i.e., we now integrate over all functions, and the term in brackets in (1.3.3)
gives ∫ t′′

t′
dt

{
p(t)q̇(t) − H(p(t), q(t))

}
, ḟ ≡ df

dt
.

The entire (1.3.3) thus becomes

〈q′′|e−i(t′′−t′)Ĥ |q′〉 =
∫ ∏

t

dq(t)dp(t)
2π

exp i
∫ t′′,q′′

t′,q′
dt (pq̇ − H). (1.3.5)

Of course this expression is formal,9 and it only makes sense as a limit of
(1.3.3), but in this it is not so very different from the usual Riemann def-
inition of an ordinary integral. The important thing about (1.3.5) is that
only classical c-number functions enter: we have traded the complexities of
operator calculus for those of functional integrations.

Equation (1.3.5) may be simplified in some circumstances. If H =
p2/2m+V (q), then the integration over dp is Gaussian and can be explicitly
evaluated. Shifting the integration variables by p → p − mq̇,

∫ ∏

t

dp(t)
2π

exp i
∫

dt

(
pq̇ − p2

2m

)

=
∫ ∏

t

dp(t)
2π

exp
(
−i

∫
dt

p2

2m

)
exp

(
i
∫

dt
mq̇2(t)

2

)
;

therefore,

〈q′′|e−i(t′′−t′)Ĥ |q′〉 = F

∫ ∏

t

dq(t) exp i
∫ q′′,t′′

q′,t′
dt L

(
q(t), q̇(t)

)
. (1.3.6)

Here we have identified 1
2mq̇2 − V with the (integrated) Lagrangian, and

extracted the normalization factor, independent of the dynamics,

F =
∫ ∏

t

dp(t)
2π

exp
{
−i

∫
dt

p2(t)
2m

}
.

The generalization of (1.3.6) to several degrees of freedom is obvious.
Let us write the coordinates as q(t, k) instead of qk(t), k = 1, . . . , N , to

9 See, however, Wiener (1923) for a rigorous treatment of functional integrals sim-
ilar to (1.3.5).
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facilitate the transition to the field theoretic case; and let us also introduce
the Lagrangian density, writing L =

∑
k L. We find

〈q′′|e−i(t′′−t′)Ĥ |q′〉 = F

∫ ∏

t,k

dq(t, k) exp

{
i
∫ q′′,t′′

q′,t′
dt

∑

k

L
(
q(t, k), q̇(t, k)

)
}

.

(1.3.7)
The product in (1.3.7) excludes the endpoints q′, t′; q′′, t′′. For an arbitrary
state |Ψ〉 we have,

〈Ψ |e−i(t′′−t′)Ĥ |Ψ〉 =
∫

dq′dq′′〈Ψ |q′′〉〈q′′|e−i(t′′−t′)Ĥ |q′〉〈q′|Ψ〉

=
∫

dq′dq′′ Ψ∗(q′′)〈q′′|e−i(t′′−t′)Ĥ |q′〉Ψ(q′).

The state with minimum energy, which will correspond to the vacuum in
field theory, is one with zero momentum. Thus its wave function is constant,
Ψ0(q) = const. Therefore, for it,

〈Ψ0|e−i(t′′−t′)Ĥ |Ψ0〉 = F

∫ ∏

k,t

dq(t, k) exp i
∫ q′′,t′′

q′,t′
dt

∑

k

L
(
q(t, k), q̇(t, k)

)
,

and the product now includes the endpoints q′, t′; q′′, t′′.
We consider now the case of field theory. Here k is replaced by x,

∑
k

by
∫

d3x; q(t, k) is replaced by a field (or fields, if there is more than one)
φ(t,x) = φ(x) and |Ψ0〉 by the vacuum state |0〉. Then we find

〈0|e−i(t′′−t′)Ĥ |0〉 = N

∫ ∏

x
t′≤x0≤t′′

dφ(x) exp

{
i
∫ t′′

t′
d4xL(φ, ∂φ)

}
, (1.3.8)

N a constant factor. Of course, just as in ordinary quantum mechanics, the
functional integral has to be interpreted via a limiting procedure. Consider a
large volume of space, V , and divide the four-dimensional volume (t′′− t′, V )
into a finite number n of cells. Let xj , j = 1, . . . , n, be points inside each cell,
and let δ be the four-dimensional volume of each cell. Then the right hand
side of (1.3.8) is defined as

lim
V →∞
n→∞
δ→0

∫
dφ(x1) . . . dφ(xn) eiδ

∑
j
L(φ(xj),∂φ(xj)). (1.3.9)

Later on we will see that the normalization factor N in e.g. (1.3.8) can be
disposed of when considering transition amplitudes.

To evaluate S matrix elements or Green’s functions, we require VEVs
〈Tφ̂(x) . . . φ̂(z)〉0. For this we consider the vacuum-to-vacuum amplitude,

〈0|Ŝ|0〉 = lim
t′→−∞
t′′→+∞

〈0|e−i(t′′−t′)Ĥ |0〉,
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and obtain the Green’s functions through the introduction of sources. Ac-
cording to (1.3.8),

〈0|Ŝ|0〉 = N

∫ ∏

x

dφ(x) exp iA, A =
∫

d4xL; (1.3.10)

A is the action, and the product runs now over all x. We add a source term
to L,

Lη = L + η(x)φ(x), Aη =
∫

d4xLη,

and define the generating functional

Z[η] = N

∫ ∏

x

dφ(x) exp iAη. (1.3.11)

We will see that from this it follows that

δn log Z[η]
δη(x1) . . . δη(xn)

∣∣∣∣
η=0

=
in〈Tφ̂(x1) . . . φ̂(xn)〉0

〈Ŝ〉0
, (1.3.12)

where the right hand side is the connected Green’s function, which we have
until now denoted simply by

〈Tφ̂(x1) . . . φ̂(xn)〉0,

absorbing the phase 〈Ŝ〉0 in the definition of the physical Ŝ.
Let us prove (1.3.12) in the free field case (we will consider interactions

later). The Lagrangian is thus

L = 1
2∂µφ∂µφ − 1

2m2φ2 = − 1
2φ( +m2)φ + four-divergence.

The trick lies in reducing the integral to a Gaussian integral. For this, define
φ′ so that

φ′(x) = ( +m2)1/2φ(x),

which is accomplished with

φ′(x) =
∫

d4y K−1/2(x − y)φ(y),

K(z) =
−1

(2π)4

∫
d4k

eik·z

k2 − m2 + i0
= i∆(z).

(1.3.13)

The +i0 prescription guarantees that we will obtain time ordered products.
Then,

Z[η] = N

∫ ∏

x

dφ′(x) det(∂φ/∂φ′)

× exp i
∫

d4x
{
− 1

2φ′(x)φ′(x) +
∫

d4y η(x)K1/2(x − y)φ′(y)
}

;
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det(∂φ/φ′) is the (infinite dimensional) Jacobian of the change of variables.
The final step is a shift of the integration variable

φ′(x) = φ′′(x) +
∫

d4y K1/2(x − y)η(y)

so that

Z[η] =

{
N

∫ ∏

x

dφ′′(x) det
(

∂φ

∂φ′′

)
e−

i
2

∫
d4xφ′′2

}
e

i2
2

∫
d4x d4y η(x)∆(x−y)η(y)

(1.3.14)
where ∆(x − y) is the propagator

∆(x) =
i

(2π)4

∫
d4k

e−ik·x

k2 − m2 + i0
= 〈Tφ̂(x)φ̂(0)〉0.

The term in braces in the right hand side of (1.3.14) is independent of η;
hence it will cancel when taking the logarithmic derivative. So we may write

Z[η] = N̄ exp
{

i2

2

∫
d4xd4y η(x)∆(x − y)η(y)

}
, (1.3.15)

from which (1.3.12) follows directly.
The treatment of vector fields presents no problems, and we will describe

it in Sect. 2.5. Operator insertions are dealt with by the introduction of extra
sources (an example will be found in Sect. 2.6). Only fermion fields require
some elaboration. We have to introduce, at the classical level, anticommuting
c-numbers,10 defined by the relations

ψ(x)ψ(y) = −ψ(y)ψ(x), [ψ(x)]2 = 0.

A functional of (classical) fermion fields will be of the general form

F [ψ] = K0 +
∫

dx1 K1(x1)ψ(x1) + · · ·

+
∫

dx1 . . . dxn Kn(x1, . . . , xn)ψ(x1) . . . ψ(xn) + · · · ,

where K1 is an anticommuting c-number function and the Kn, n ≥ 2, may
be taken as fully antisymmetric in their arguments. The extension of the
definition

δF [ψ]
δψ

= lim
ε→0

F [ψ + εδx] − F [ψ]
ε

,

10The corresponding structure is known as a Grassmann algebra in the standard
mathematical literature. More details may be found in the treatise of Berezin
(1966).
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where ε is an anticommuting number,

εψ = −ψε, ε2 = 0,

yields the derivatives

δnF [ψ]
δψ(xn) . . . δψ(x1)

∣∣∣∣
ψ=0

= n!Kn(x1, . . . , xn).

Note the reversed order of the x; this is so because

δ2

δψ1δψ2
= − δ2

δψ2δψ1
.

The integration over anticommuting functions also presents peculiarities be-
cause, in order to be consistent, we have to define

∫
dψ(x) = 0,

∫
dψ(x)ψ(y) = δ(x − y).

A peculiarity of fermion fields is that they can be integrated explicitly in
QCD (or QED). This is because the Lagrangian is bilinear in fermion fields.
The explicit procedure will be described in Sect. 2.5.

Finally, if we want to generate one particle irreducible (1PI) Green’s
functions, i.e., Green’s functions that remain connected when cutting one
internal line, we do so by functional differentiation, but not with respect to
η, but with respect to a new field φ̄, the functional Γ [φ̄] defined by:

Γ [φ̄] =
1
i

log Z[η] −
∫

d4x η(x)φ̄(x); (1.3.16a)

φ̄(x) ≡ −iδ log Z[η]
δη(x)

. (1.3.16b)

φ̄ is the VEV of φ̂.
The proof that Γ generates 1PI Green’s functions is apparent from an

identity that we now prove. Differentiating Γ twice,

δ2Γ

δφ̄(x)δφ̄(y)
= −δη(x)

δφ̄(y)
=

[
−δφ̄(y)

δη(x)

]
= −i∆−1(x − y),

so that, in particular, ∆{δ2Γ/δφ̄(x)δφ̄(y)}∆ = i∆: up to an i, the propagator
is obtained by dressing the 1PI Green’s function with propagators. More
generally,

δ

δφ̄
=

[
δη

δφ̄

]
δ

δη
= −i∆−1(x − y)

δ

δη
, (1.3.17)

which is the required equation.



2 QCD as a Field Theory

Puisque ces mystères nous depassent, feignons de les avoir organisés.

j. cocteau

2.1 Gauge Invariance

Let us consider the set of fields that we have postulated for QCD: three
qj(x) for each quark flavour and the eight gluon fields, Ba(x). The first set
builds up the fundamental representation of SU(3): if U is a 3 × 3 unitary
matrix of determinant unity, then the qj transform as

U : qj(x) →
∑

k

Ujkqk(x).

It is possible to write any matrix in SU(3), U , in terms of the eight generators
of its Lie algebra, ta. (The explicit form of these 3 × 3 matrices is given in
Appendix C.) We have

U = exp

{
−ig

∑

a

θata

}
.

The θa are the parameters of the group, and the factor g is introduced for
future convenience. Representing qj by a vertical matrix, it transforms ac-
cording to

q(x) → e−ig
∑

θata

q(x).

For B, we consider the adjoint (dimension 8) representation of SU(3). We
let Ca be the corresponding matrices, with elements Ca

bc = −ifabc (see again
Appendix C for the explicit values). Then

Bµ(x) → e−ig
∑

θaCa

Bµ(x).

If the θa are constant independent of the space-time point, the analysis is com-
plete; we have a global SU(3) invariance. However, as we know from quantum
electrodynamics (QED), we have an interest in extending the transformations
to transformations with parameters θa(x) which depend upon the space-time
point. We thus define the (local) gauge transformations, considering for the
moment only classical fields,

q(x) → e−ig
∑

θa(x)ta

q(x). (2.1.1a)
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Similarly, we generalize the usual QED transformations and define

Bµ(x) → e−ig
∑

θa(x)Ca

Bµ(x) − ∂µθ(x), (2.1.1b)

or, for infinitesimal θ,

qj(x) → qj(x) − ig
∑

a,k

θa(x)tajkqk(x),

Bµ
a (x) →Bµ

a (x) + g
∑

b,c

fabcθb(x)Bµ
c (x) − ∂µθa(x).

(2.1.1c)

We will assume invariance under the transformations (2.1.1): in fact, the La-
grangian (1.1.11) has this property built in. As we shall see, this invariance
forces the fields to appear in very precise combinations, and it will be clear at
the end of the present section that, indeed, (1.1.11) is the most general La-
grangian invariant under (2.1.1) and involving no couplings with dimensions
of a negative power of the mass (cf., however, Sect. 7.7 and Chap. 8).

Let us consider the transformation properties of the derivative of a field,
say ∂µq(x). From (2.1.1c),

∂µqj(x) → ∂µqj(x) − ig
∑

tajkθa(x)∂µqk(x) − ig
∑

tajk

(
∂µθa(x)

)
qk(x).

We see that it transforms differently from the field itself. To obtain an in-
variant Lagrangian, all derivatives must appear in covariant combinations:

Dµqj(x) ≡
∑

k

{
δjk∂µ − ig

∑

a

Bµ
a (x)tajk

}
qk(x), (2.1.2)

where Dµ is called the (gauge) covariant derivative. The proof that Dµ is
covariant is straightforward. Using matrix notation,

Dµq(x) → ∂µq(x) − ig
∑

taθa(x)∂µq(x) − ig
∑

ta
(
∂µθa(x)

)
q(x)

− g2
∑

Bµ
a (x)tatbθb(x)q(x) − ig

∑
Bµ

a taq(x)

− ig2
∑

fabct
aθb(x)Bµ

c (x)q(x) + ig
∑ (

∂µθa(x)
)
taq(x).

(2.1.3a)
Because

tatb = tbta +
[
ta, tb

]
,

[
ta, tb

]
= i

∑
fabctc,

the right hand side of (2.1.3a) is

Dµq(x) − ig
∑

taθa(x)Dµq(x) = e−ig
∑

θata

Dµq + O(θ2), (2.1.3b)

as we wished to prove. Similarly, the covariant curl of the field B is

Gµν
a ≡ (Dµ × Bν)a ≡ ∂µBν

a − ∂νBµ
a + g

∑
fabcB

µ
b Bν

c , (2.1.4)
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and the analogy of Gµν
a with the electromagnetic field strength tensor, Fµν =

∂µAν−∂νAµ, is apparent. In terms of these, we can write (1.1.11) in a manner
that is manifestly gauge invariant. We have

LQCD =
∑

q

{
iq̄(x)D/q(x) − mq q̄(x)q(x)

}
− 1

4

(
D × B

)2
. (2.1.5a)

Here (D × B)2 is short for the pure Yang–Mills component,
(
D × B

)2 ≡ G2 =
∑

a

Gµν
a Gaµν ; LYM ≡ 1

4

(
D × B

)2
. (2.1.5b)

The importance of (non-Abelian) gauge invariance is threefold. First, as
is clear from the evaluations in (2.1.3), it requires universality of the coupling;
i.e., one single constant g characterizes the coupling of quarks to gluons, or
of gluons among themselves. Second, ’t Hooft (1971) has proved that a non-
Abelian theory is renormalizable, but only if it is gauge invariant. Third, it
has been shown by Coleman and Gross (1973) that only a non-Abelian theory
can be asymptotically free.

At first sight it looks as if Eq. (2.1.5) could be carried over to the quan-
tum theory directly by simply reinterpreting the fields as quantum fields.
However, and as we already know from quantum electrodynamics (QED),
this is not so. It is clear from gauge invariance that the fields B are unde-
fined, since we may effect transformations such as (2.1.1) that will alter the
commutation relations. Of course, this is related to the fact that the particles
corresponding to the fields B, being massless, have only two degrees of free-
dom; whereas the fields Bµ have four independent components. To effect the
quantization, we will be forced to select definite representatives of each gauge
class (gauge fixing), which breaks manifest gauge invariance. Because of the
presence of gluon self-interactions, we expect this to cause more trouble than
in the Abelian case and, indeed, we will see that the Lorentz covariant gauges
require the introduction of extra, nonphysical fields1 (ghosts) to restore gauge
invariance and unitarity. Alternatively, we may choose ghost-free gauges (like
the so-called axial gauges) which, however, break manifest Lorentz invariance.

To complete this, and before considering the quantized theory, we write
the equations of motion that follow from (2.1.5), at the classical level. The
Euler–Lagrange equations for a generic field Φ are obtained by requiring
stationary action, A =

∫
d4xL: they are

∂µ
∂L

∂(∂µΦ)
=

∂L
∂Φ

;

1 Peculiar gauges with ghosts may also be constructed for Abelian theories.
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so for QCD we find

q̄(i
←
D/ − m) = 0, (iD/ − m)q(x) = 0,

DµGµν
a (x) ≡ ∂µGµν

a (x) + g
∑

fabcBbµ(x)Gµν
c (x) = 0.

(2.1.6)

2.2 Canonical Quantization; Gauge Fixing;
Covariant Gauges

Let us start by trying to quantize the free gluon fields. The free gluon (Yang–
Mills) Lagrangian is

L0
YM ≡ − 1

4

∑
G0µν

a G0
aµν ,

G0µν
a = ∂µB0ν

a − ∂νB0µ
a

(2.2.1)

and the index 0 denotes free fields (g ≡ 0). Eq. (2.2.1) is similar to the
Lagrangian for eight uncoupled electromagnetic fields; as such it is invariant
under the free gauge transformations. Dropping the labels 0 that denote free
fields, these are,

Bµ
a (x) → Bµ

a (x) − ∂µθa(x). (2.2.2)

We expect all the problems and benefits associated with gauge invariance.
In particular, since B is undefined, it will be impossible to quantize (2.2.1)
directly. In fact, suppose we want to implement the standard canonical quan-
tization procedure. We define momenta conjugate to the B0

a:

πµ
a (x) =

∂L
∂(∂0Baµ)

= Gµ0
a , (2.2.3)

and we see that π0
a(x) vanishes identically. The canonical commutation rela-

tions are
[πµ

a (x), Bν
b (y)] δ(x0 − y0) = −iδabg

µνδ(x − y), (2.2.4)

for i = 1, 2, 3, so that the B0
a would commute with all operators and should

thus be c-numbers.
At this point, two paths lie open to us. We may choose a gauge in which

the nonphysical degrees of freedom are absent. It is quite clear that this
violates manifest Lorentz invariance. Or we may treat all the Bµ in the same
manner. Since this introduces nonphysical degrees of freedom, we will be
forced to work in a space with an indefinite metric. We shall discuss physical
gauges later on and for the moment consider covariant ones.

As is known from the case of the electromagnetic field (and at the level at
which we are working now there is no difference), we cannot have the Lorentz
condition, ∂ · Ba = 0, and at the same time keep covariant commutation
relations: therefore, we have to give up ∂ · B = 0 as an operator statement.
We then introduce the Gupta–Bleuler space HGB where Eq. (2.2.4) is realized.
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We shall see that this implies an indefinite metric for HGB. Physical vectors
will be those for which

〈ΦPh|∂µBµ
a (x)|ΦPh〉 = 0. (2.2.5)

If we identify vectors that differ by a vector of zero norm, i.e.,

|ΦPh〉 ∼ |Φ′
Ph〉 = |ΦPh〉 + |Φ(0)〉, (2.2.6)

when 〈Φ(0)|Φ(0)〉 = 0, we finally obtain the space of physical vectors L.
To maintain Eq. (2.2.4) also for µ = 0 we have to modify the Lagrangian

(2.2.1). We do this by adding a term −(λ/2)
∑

a(∂ · Ba)2 (gauge fixing):

LλYM = − 1
4

∑

a

Gµν
a Gaµν − λ

2

∑

a

(∂µBµ
a )2 . (2.2.7)

This should have no physical consequences, at least in the free field case,
because the term added vanishes between physical vectors, as in Eq. (2.2.5).
The momenta conjugate to the B are now

πµ
λa(x) = Gµ0

a (x) − λgµ0∂νBν
a(x), (2.2.8)

which is not zero, and thus we may keep (2.2.4). However, there arises an
indefinite metric. For example, consider (2.2.4) with µ = 0:

λ
[
∂µBµ

a (x), Bν
b (y)

]
δ(x0 − y0) = iδabg0νδ4(x − y). (2.2.9)

The sign is undefined. To see this more clearly, we consider momentum space.
Let us take the case λ = 1 and introduce a canonical tetrad ε(ρ)(k) associated
to the lightlike vector k:

ε(0)µ = δµ0, ε
(i)
0 = 0, ε(3)µ =

1
k0

kµ − δµ0;

kεεεεε(i) = 0, i = 1, 2; ε(i)µ ε(j)µ = −δij , i, j = 1, 2, 3.
(2.2.10)

Of these, only ε(i), i = 1, 2, are associated to physical zero mass particles; ε(3)

is longitudinal, and ε(0) corresponds to a spin-zero object. We may expand
B into creation and annihilation operators:

Bµ
b (x) =

1
(2π)

3
2

∫
d3k
2k0

∑

ρ

{
e−ik·xε(ρ)µ(k)aρ(b, k) + eik·xε(ρ)µ(k)∗a†ρ(b, k)

}
.

(2.2.11)
From (2.2.4) we then find

[
aµ(b, k), a†ν(b′, k′)

]
= −gµνδbb′2k0δ(k − k′) : (2.2.12)

thus 〈0|a0(k)a†0 |0〉 is negative in the gauge we are considering.
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Using (2.2.12) we may calculate the propagator. If we let

〈TBµ
a (x)Bν

b (0)〉0 = Dµν
ab (x),

then, writing the answer for an arbitrary value of the gauge parameter, λ, we
have

D
(0)µν
ab (x) = δab

i
(2π)4

∫
d4k e−ik·x −gµν + (1 − λ−1)kµkν/(k2 + i0)

k2 + i0
,

(2.2.13a)
the superindex 0 in D

(0)µν
ab indicating free fields. We have used the notation,

that will be consistently employed in this text,

〈fg . . . h〉0 ≡ 〈0|fg . . . h|0〉.

It is convenient to write 1 − 1/λ = ξ; this simplifies the expression for the
propagator. In momentum space,

D
(0)µν
ab (k) = iδab

−gµν + ξkµkν/(k2 + i0)
k2 + i0

. (2.2.13b)

These gauges are known as (linear) Lorentz gauges. An especially simple case
is the Fermi–Feynman gauge, ξ = 0; also useful is the Landau or transverse
gauge, ξ = 1.

Actually, and for λ �= 1, Eqs. (2.2.13) have to be obtained somewhat
indirectly because, for physical, massless gluons, the term kµkν/k2 is infinite.
The solution is obtained by introducing a fictitious mass, M . With it we
obtain, in momentum space,

D
(0)µν
ab (k,M) = iδab

−gµν + (1 − λ−1)kµkν/(k2 − λ−1M2 + i0)
k2 − M2 + i0

;

taking the limit M → 0, Eqs. (2.2.13) follow.
In QED, because photons do not possess self-interactions, one can work

with covariant gauges without additional considerations. In QCD, self-inter-
actions cause further complications. This will be seen in next section.
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2.3 Unitarity; Lorentz Gauges; Ghosts; Physical Gauges

i Covariant Gauges

The fact that not all states in the space where fields are defined correspond
to physical vectors means that we have to be careful with unitarity. The
unitarity condition, (1.2.7) or (1.2.8), is valid only for physical states. To
extend it to our case, we introduce the projector into physical states, P :

PHGB = L, P 2 = P † = P. (2.3.1)

The unitarity condition then reads

(PSP )(PSP )† = P. (2.3.2)

If the Lagrangian is Hermitian, the S matrix is unitary in HGB, so we find
that (2.3.2) will be satisfied if S commutes with P . In QED this is automatic
for the gauges defined previously. In QCD such is not the case because, except
for g = 0, gauge transformations involve interactions. This means that the
Lagrangian

Lξ =
∑

q

{
iq̄D/ q − mq q̄q

}
− 1

4

(
D × B

)2 − λ

2
(∂ · B)2, ξ = 1 − 1/λ, (2.3.3)

obtained by adjoining the gauge-fixing term to (2.1.5) is not complete as
it stands and will have to be modified. To see how this modification comes
about, we will check, in the Fermi–Feynman gauge, how (2.3.2) is violated.

Fig. 2.3.1A. Some of the diagrams contributing to quark-antiquark scat-

tering to second order.
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i i’

k k’

a,µ a,ν

q q

b,k+q

c,k

Fig. 2.3.1B. The diagram, contributing to quark-antiquark scattering,

where the conflict with unitarity appears. i, k, i′, k′; a, b, c are colour in-

dices.

Fig. 2.3.1C. “Tadpole” diagram for second order q̄q scattering.

Consider second order quark-antiquark scattering. The Feynman dia-
grams that describe this process are shown in Figs. 2.3.1A, B, C. It is not diffi-
cult to see that only the diagram involving a modification of the gluon propa-
gator, depicted in Fig. 2.3.1B, may cause trouble. The diagram in Fig. 2.3.1C
contains what is known as a “tadpole”. In the regularization scheme known
as dimensional regularization, it vanishes identically as it contains an integral

∫
dDk (k2 + i0)−1 ≡ 0;

see Sect. 3.1.
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We will calculate the diagram in Fig. 2.3.1B in dimension D (see below,
Sect. 3.1 for more details) and at the end we will take the physical limit,
D → 4. The corresponding amplitude, with the routing of momenta of the
Fig. 2.3.1B, is

T =
−g2

(2π)2
∑

aa′

v̄γµ′u taik
−igµ′µ

q2
Πaa′µν

−igν′ν

q2
ū′γν′v′ta

′

i′k′δ(Pf −Pi), (2.3.4a)

where

Πµν
aa′ =

−ig2

2

∑
fabcfa′bc

∫
dDk

(2π)D

1
k2(k + q)2

×
{[

− (2k + q)µgαβ + (k − q)βgµ
α + (2q + k)αgµ

β

]

×
[
− (2k + q)νgαβ + (k − q)βgνα + (2q + k)αgνβ

]}
.

(2.3.4b)

(we will consistently omit the terms i0 in the denominators, which should be
understood). Using the relation

∑
fabcfa′bc = δaa′CA, CA = 3 (Appendix C)

and carrying out standard manipulations (that the reader may find in field
theory textbooks, or in Appendix B here) we obtain the expression

Πµν
aa′ = δaa′CA

g2

32π

×
{[

19
6 Nε − 1

2 −
∫ 1

0

dx (11x2 − 11x + 5) log
(
− x(1 − x)q2

)]
q2gµν

−
[

11
3 Nε + 2

3 −
∫ 1

0

dx (−10x2 + 10x + 2) log
(
− x(1 − x)

)]
qµqν

}
;

(2.3.5)
Nε ≡ 2/ε − γE + log 4π, ε = 4 − D → 0.

This is divergent, but that is not the difficulty worrying us at present.
Unitarity tells us that Im T = 1

2T T †. Now, Im T is obtained from (2.3.4) by
replacing Π by Im Π which, according to (2.3.5), is

Im Πµν
aa′(q) = δaa′CA

g2

32π
θ(q2)

{
− 19

6 q2gµν + 22
6 qµqν

}
, (2.3.6)

which is finite even for D = 4. This should be proportional to

1
2

∑

c,phys.

〈q̄q|T |c,phys.〉〈c,phys.|T †|q̄q〉,
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ii ’

k k’

q
k1

k2 c,β

b,α

×

Fig. 2.3.2. Imaginary part of T , T × T † .

i.e., to the square of the amplitude for q̄q → BB with physical gluons BB
(Fig. 2.3.2). If we make use of the Feynman rules we see that the expression
for this is similar to Im T , with the replacement of Im Πµν

aa′(q) by

δaa′CA

∑

η1,η2
k1+k2=q

Aµ(k1, k2; η1, η2)A∗
ν(k1, k2; η1, η2), (2.3.7a)

where η1, η2 are the physical helicities of the gluons and

Aµ =
[
(k1 + q)βgµ

α − (q + k2)αgµ
β + (k2 − k1)µgαβ

]
εα
phys(k1, η1)ε

β
phys(k2, η2).

(2.3.7b)
Here the εphys are the polarization vectors for physical gluons given by, e.g.,

εα
phys(k, η) =

1√
2

{
ε(1)α(k) + iηε(2)α(k)

}
,

with the ε(i) of (2.2.10). Because the gluons are physical, the εphys verify

kαεα
phys(k, η) = 0, k2 = 0,

so (2.3.7b) may be written as (note that q = k1 + k2)

Aµ =
[
2k1βgµ

α − 2k2αgµ
β + (k2 − k1)µgαβ

]
εα
phys(k1, η1)ε

β
phys(k2, η2),

and it is then easy to check that

qµAµ = 0

(transversality). Unitarity cannot be satisfied in the space of physical glu-
ons. Indeed, from (2.3.6) it is clear that qµΠµν

aa′(q) �= 0, which contradicts
transversality.

Of course, what happens is that Lξ
int sends physical states into nonphys-

ical ones. This fact was noted by DeWitt (1964) and by Feynman; the solu-
tion was given by Feynman (1963) in particular cases, and by Fadeyev and
Popov (1967) in general. The idea is to introduce extra nonphysical particles
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a,µ a’,ν

qq

ω,k+q

ω−,k

Fig. 2.3.3. Ghost loop contribution to the gluon propagator.

(ghosts) that will cancel exactly the nonphysical states produced by Lξ
int. We

thus modify Lξ by adding the ghost term

Lξ
all = Lξ +

∑ (
∂µω̄a(x)

)(
δab∂

µ − gfabcB
µ
c (x)

)
ωb(x), (2.3.8)

with Lξ given by (2.3.3). The fields ω, ω̄ are of spin zero, but they satisfy
Fermi–Dirac statistics. Since they will never appear in initial or final states
(they are, by hypothesis, nonphysical) this should not worry us. 2

Let us proceed with our analysis, introducing the ghost contribution.
Since ghosts only couple to gluons, they will only modify Fig. 2.3.1B, which
suits us. Their contribution to Π is easily evaluated to be, with the conven-
tions of Fig. 2.3.3,

Πµν
(ghost)aa′ = δaa′CAig2

∫
dDk

(2π)D

kµ(k + q)ν

k2(k + q)2
=

δaa′g2CA

32π2

×
{[

1
6Nε + 1

6 −
∫ 1

0

dx x(1 − x) log
(
− x(1 − x)q2

)]
q2gµν

−
[
− 1

3Nε + 2
∫ 1

0

dx x(1 − x) log
(
− x(1 − x)q2

)]
qµqν

}
.

After some manipulations, using the integration formulas of Appendix
B, adding the result to (2.3.5) and integrating dx, we find

Πµν
(all)aa′ =

δaa′g2CA

32π2

(
−gµνq2 + qµqν

) {
− 10

3 Nε − 62
9 + 10

3 log(q2)
}

, (2.3.9)

2 It is convenient at times, although not necessary, to think of ω, ω̄ as mutually
adjoint. The deduction of (2.3.8) to all orders will be given in Sect. 2.5.
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which certainly verifies the transversality condition,

qµΠµν
(all)aa′ = Πµν

(all)aa′qν = 0. (2.3.10)

We leave it to the reader to check that now ImΠ ∼
∑

AA∗. We will hence-
forth drop the index “all” and consider the QCD Lagrangian in a covariant
(Lorentz) gauge to be (2.3.8), i.e.,

Lξ
QCD =

∑

q

{
iq̄D/ q − mq q̄q

}
− 1

4

(
D × B

)2 − λ

2
(∂ · B)2

+
∑

abc

(∂µω̄a) (δab∂
µ − gfabcB

µ
c )ωb, ξ = 1 − 1/λ.

(2.3.11)

We will also drop at times the index QCD from Lξ
QCD as given by (2.3.11).

ii Physical Gauges

Since the appearance of ghosts was caused by the fact that the projection over
physical states P does not commute with the QCD Lagrangian in a Lorentz
gauge, it may appear that the problem will not arise if we choose a gauge
with only physical gluons, so that the whole Hilbert space is physical. As we
already know at the level of QED, we cannot simultaneously have positivity,
locality and manifest Lorentz invariance; so we will have to work with a non-
covariant gauge. A Coulomb gauge still has ghosts,3 but ghost-free gauges
exist if we require

n · B = 0, n2 ≤ 0. (2.3.12)

For n2 ≤ 0, one talks of an axial gauge; n2 = 0 gives a lightlike gauge.4 Since
n is an external vector, manifest Lorentz invariance is lost; of course, gauge
invariance guarantees that physical quantities will be independent of n, hence
Lorentz invariant.

Let us begin with an axial gauge. The Lagrangian is

Ln =
∑

q

{
iq̄D/ q − mq q̄q

}
− 1

4

(
D × B

)2 − 1
2β

(n · B)2, (2.3.13)

and the limit β → 0 is to be taken so that the condition (2.3.12) holds as
an operator statement over the entire Hilbert space. The propagator that
corresponds to (2.3.13) is

i
−gµν − kµkν(n2 + βk2)/(k · n)2 + (nµkν + nνkµ)/(n · k)

k2 + i0
, (2.3.14)

3 And it also presents further complications. The formulation of QCD in a Coulomb
gauge may be found in Christ and Lee (1980).

4 Axial gauges are discussed in Kummer (1975) and work quoted there. For a
lightlike gauge, see for example Tomboulis (1973) and references therein.
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which in the limit β → 0 becomes

i
−gµν − n2kµkν/(k · n)2 + (nµkν + nνkµ)/(n · k)

k2 + i0
. (2.3.15)

These propagators may be obtained with some effort from the canonical for-
mulation or, more easily, in the path integral formalism (Sects. 2.5, 2.6).

The extension of the theory to axial gauges is nontrivial due to the singu-
larities of (2.3.14, 15) for n ·k = 0. Actually, the way we choose to circumvent
these singularities is in principle irrelevant, provided that we choose it con-
sistently: because of gauge invariance the terms proportional to kµ or kν in
the propagator will end up canceling out. But this indicates that care has to
be exercised in effecting this cancellation before removing whatever regulator
one has introduced. In this text we will only make one loop calculations, for
which the problem is absent.

For lightlike gauges it is convenient to introduce so-called “null” coordi-
nates: for any vector v,

v± =
1√
2

(
v0 ± v3

)
, v =

(
v1

v2

)
; vα = v± or vi (i = 1, 2).

We also define the metric

g+− = g−+ = 1, g++ = g−− = 0, gij = −δij , for i, j = 1, 2.

Note that
v · w = v+w− + v−w+ − v w = vαvα.

For a lightlike vector, we may choose n = u with u2 = 0, and, if we require
a specific value for u, the choice u+ = 1, u− = 0, u = 0 is convenient. Then
the supplementary condition u · B = 0 may be written as

Ba
−(x) = 0. (2.3.16)

The propagator is now

i
Pµν(k, u)
k2 + i0

= i
−gµν + (uµkν + uνkµ)/(u · k)

k2 + i0
, (2.3.17)

which will be recognized as the limit of (2.3.15) for n = u, u2 → 0. In terms
of null coordinates (2.3.17) may be rewritten as

i
Pαβ

k2
= i

−gαβ + (δα
−kβ + δβ

−kα)/k−
kαkα + i0

.
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As an example of the use of a lightlike gauge, we consider the second-order
gluon propagator. In this gauge, and with ordinary Minkowski coordinates,

Πµν
light.ab = − ig2CAδab

2

∫
dDk

(2π)D

1
k2(k + q)2

×
[
−(2k + q)µgαβ + (k − q)βgµα + (2q + k)αgµβ

]
Pαρ(k, u)

×
[
−(2k + q)νgρσ + (k − q)σgνρ + (2q + k)ρgνσ

]
Pσβ(k + q, u).

We will only consider the divergent and logarithmic part. This simplifies the
calculation and we find easily,

Πµν
light.ab(q) =

11CAg2δab

48π2

(
− q2gµν + qµqν

){
Nε − log(−q2) + const. terms

}
.

(2.3.18)
We check that Π is transverse; no ghosts are required. It should also be noted
that the propagator is “self-reproducing” under the transverse tensor in the
sense that

Pµα(q, u)
q2

{
− q2gαβ + qαqβ

}P βν(q, u)
q2

=
Pµν(q, u)

q2
. (2.3.19)

2.4 The Becchi–Rouet–Stora Transformations

In the previous section, we showed that the QCD Lagrangian without ghosts
violates unitarity in the space of physical states. Since gauge invariance guar-
antees that this should not occur, it is clear that the phenomenon must be
due to the introduction of the gauge-fixing term which, by its very nature, is
not gauge invariant. One may wonder whether the ghosts could not be inter-
preted as an addition that restores something equivalent to gauge invariance.
This is indeed so, as will be discussed in the present section.

Let us begin with QED.5 The Lagrangian in a covariant gauge is

Lξ = ψ̄(iD/ − m)ψ − 1
4FµνFµν − λ

2
(∂ · A)2, (2.4.1)

where now
Fµν = ∂µAν − ∂νAµ, Dµ = ∂µ − ieAµ.

It is not gauge invariant because of the gauge fixing term −(λ/2)(∂ · A)2.
Invariance under suitably generalized gauge transformations may, however,
be restored by means of the following trick. Add a term

Lω = − 1
2 (∂µω)∂µω (2.4.2)

5 We follow the discussion of de Rafael (1977, 1979).
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to Lξ, with ω a massless field without interactions. We could take ω to be
fermionic, and then the parameter ε below would be an anticommuting c-
number, but this is not necessary in the Abelian case.

The gauge transformations are then generalized as follows. Consider in-
finitesimal transformations and set θ(x) = εω(x); then the extended gauge
transformations are defined as

ψ(x) → ψ(x) + ieω(x)ψ(x), Aµ(x) → Aµ(x) − ε∂µω(x),
ω(x) → ω(x) − ελ∂µAµ(x).

(2.4.3)

Then, up to a four-divergence, the Lagrangian

LQED = Lξ + Lω (2.4.4)

is invariant under (2.4.3).
The restoration of gauge invariance was easy here: because A has no self-

interactions, we could take ω to be real and free. However, the simplicity of
Lω does not mean that the extended gauge invariance does not have deep
consequences. In fact, one may show that the transformations (2.4.3) gener-
ate all the Ward identities of QED – which, in particular, ensure that the
interaction does not lead from physical to unphysical states. As an example,
we will show how the transversality condition for the photon propagator can
be deduced from (2.4.3) and (2.4.4). Of course, it can also be verified by
direct computation of the vacuum polarization tensor.

Consider the VEV
〈TAµ(x)ω(0)〉0.

Effecting a generalized gauge transformation we find, to first order in ε,

λ〈TAµ(x) (∂νAν(0))〉0 = 〈T(∂µω(x))ω(0)〉0.

A Fourier transformation gives

i qνDµν(q) = iqν

∫
d4x 〈TAµ(x)Aν(0)〉0

=
∫

d4x eiq·x〈TAµ(x) (∂νAν(0))〉0 = − 1
λ

∫
d4x eiq·x〈T(∂µω(x))ω(0)〉0

=
iqµ

λ

∫
d4x eiq·x〈Tω(x)ω(0)〉0 =

qµ

λ

1
q2 + i0

.

(2.4.5)
The last equality holds true because the field ω is free, so its propagator is a
free-field propagator. We have thus proved in particular that if we write Dµν

as a sum of a transverse and a longitudinal part,

Dµν(q) =
(
−q2gµν + qµqν

)
Dtr +

qµqν

q2
DL(q2), (2.4.6)
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then
DL(q2) = − 1

λ

i
q2 + i0

, (2.4.7)

i.e., the longitudinal part of D remains as in the free-field case; recall that,
for free fields,

D(0)µν(q) = i
−gµν + (1 − λ−1)qµqν/(q2 + i0)

q2 + i0
.

Otherwise stated: if, in perturbation theory, we write

Dµν(q) = D(0)µν(q) +
e2

16π2
D(2)µν(q) + · · · ,

then all the D(n)µν(q) with n > 0 will satisfy the transversality condition

qνD(n)µν(q) = 0, n = 2, 4, . . . ,

so the equivalent of (2.3.10) is automatic here.
For a non-Abelian theory the generalization of (2.4.3) are the Becchi–

Rouet–Stora (1974, 1975), or BRST, transformations.6 They extend gauge
invariance to the ghost fields and leave invariant (up to a four-divergence)
the full QCD Lagrangian (2.3.11). As for QED, they generate the analogue
of the Ward identities, the Slavnov–Taylor identities (Taylor, 1971; Slavnov,
1975). The BRST transformations for QCD are, for infinitesimal ε, assumed
to be an anticommuting, x independent c-number,7

Bµ
a → Bµ

a − ε
∑

{δab∂
µ − gfabcB

µ
c }ωb,

q → q − iεg
∑

taωaq,

ωa → ωa − ε

2
g

∑
fabcωbωc,

ω̄a → ω̄a + ελ∂µBµ
a .

(2.4.8)

Using them it is easy to derive, by the same method as for QED, the result
analogous to (2.4.7). If we write

Dµν
ab (q) = δab

{
(−gµν + qµqν) Dtr +

qµqν

q2
DL(q2)

}
, (2.4.9)

then also here
DL(q2) = − 1

λ

i
q2 + i0

. (2.4.10)

6 The name BRST records also the work of Tyutin (1974); see also Iofa and Tyutin
(1976).

7 Hence ε2 = 0, εω = −ωε, εq = −qε, εB = Bε, etc. Remember also that the ω are
fermions, so ωbωc = −ωcωb.
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Therefore if we expand,

Dµν
ab =

∞∑

n=0

(
g2

16π2

)n

D
(n)µν
ab ,

and recall that, say to second order,

D
(2)µν
ab =

∑
D

(0)µµ′

aa′ Π
(2)
a′b′;µ′ν′D

(0)ν′ν
b′b ,

(Π(2) is the second order vacuum polarization tensor), then we have

qµΠ
(2)µν
ab = 0.

This we have already checked in Eqs. (2.3.9, 10).
A last important point is that all of the above derivations are formal; that

is, we neglected to consider, when manipulating propagators (for example)
that they are singular functions. To actually verify the identities, one has
to check that they go through the renormalization program; see Sects. 3.1,
3.2 and 3.3. Indeed, some formal identities do break down: an example will
be found in Sect. 7.5. But even those that do not break down may have to
be interpreted. This is true for Eq. (2.4.10), because the gauge parameter
becomes renormalized in QCD.

2.5 Functional Formalism for QCD. Gauge Invariance.
Integration of Fermions

i Gauge Invariance. Ghosts

In this and the following sections, we present the path integral formulation of
QCD. The formalism of Sect. 1.3 may be applied to QCD, provided we first
tackle the question of gauge invariance. To do so, we start with a physical
gauge,

u · Ba(x) = 0, u2 ≤ 0, (2.5.1)

and we have to integrate over all B compatible with (2.5.1); i.e., we define,
with N an arbitrary normalization factor,

Z = N

∫
DqDq̄DB

∏

a,x

δ (u · Ba(x)) exp i
∫

d4xLu, (2.5.2)

where we have introduced the notation, to be used systematically,

Dq ≡
∏

x,f,i,α

dqi
f,α(x), DB ≡

∏

x,µ,a

dBµ
a (x), etc.

with α the Dirac index, i a colour index and f labeling the quark flavour,
f = u, d, s . . . . In (2.5.2), Lu is the QCD Lagrangian without the gauge-
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fixing term, which is unnecessary since the delta function in Eq. (2.5.2) au-
tomatically selects the gauge. If we want to work in a physical gauge, this is
all we need. However, we will want to extend the formalism to other gauges,
particularly covariant ones. We may write the gauge condition as

Ka[B(x)] = 0, (2.5.3)

where Ka is the gauge-fixing functional. For example, the Lorentz gauges are
selected by choosing

Ka[B(x)] = ∂ · Ba(x) − ϕa(x), (2.5.4)

where ϕ is a prescribed function. (We could in particular take ϕ = 0.)
Let T (θ) be a gauge transformation with parameters θ(x), and let BT be

the transform of B under T :

Bµ
Ta(x) = Bµ

a (x) + g
∑

fabcθb(x)Bµ
c (x) − ∂µθa(x)

(cf. Sect. 2.1). The quantity

∆−1
K [B] =

∫ ∏

x,a

dθa(x)
∏

x,a

δ
(
Ka [BT (x)]

)
(2.5.5)

is independent of the gauge

∆−1
K [BT ′ ] = ∆−1

K [B].

The proof only requires the fact that the integration element
∏

x,a dθa(x) is
a gauge invariant measure. This is indeed obvious for infinitesimal θ, because
then

T (θ)T (θ) = T (2θ),

and by iteration we get it for any θ.
Let us temporarily neglect quarks, which play no role in gauge shifts. We

may rewrite (2.5.2) as

Z = N

∫
DB Dθ

∏
δ
(
u · Ba(x)

) ∏
δ
(
Kb[BT ]

)
∆K [BT ]eiAYM , (2.5.6)

where AYM is the pure Yang–Mills action,

AYM = − 1
4

∫
d4x

∑

a

Gaµν(x)Gµν
a (x).

Suppose we change variables in (2.5.6) via a gauge transformation

B(x) → BT0(x),
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choosing T0 = T−1. We find

Z = N

∫
DB Dθ∆K [B]

∏
δ
(
u · BT0a(y)

) ∏
δ
(
K[B(y)]

)
eiAYM .

Let Bu be a gluon field that verifies (2.5.1). We may find BT0 by a gauge
transformation U(θ). Then

δ(u · BT0) = δ(u · BuU ),

and thus
∫

Dθ
∏

δ
(
u · BT0a(y)

)
=

∫
Dθ

∏
δ
(
− u · ∂θua(y)

)
,

which is independent of B and can therefore be absorbed into the normaliza-
tion. We have obtained the result

Z = N ′
∫

DB ∆[B]
∏

δ
(
K[B]

)
eiAYM . (2.5.7)

We have to eliminate the δ function and calculate ∆K . For the former, we
choose a Lorentz gauge (2.5.4). Integrating (2.5.7) over dϕ with the weight

exp
{
− iλ

2

∫
d4x [ϕa(x)]2

}
,

we obtain, on the left-hand side, Z times a factor independent of B, namely
∫

Dϕ exp
{
− iλ

2

∫
d4x [ϕa(x)]2

}
,

which can again be lumped into N ′, while, on the right-hand side, the inte-
gration over Dϕ may be performed trivially with the help of the δ function:

Z = N ′′
∫

DB∆K [B]ei(AYM+AGF), (2.5.8a)

where the gauge-fixing action is

AGF = −λ

2

∫
d4x [∂µBµ

a (x)]2 . (2.5.8b)

Let us then turn to ∆K . Because of Eq. (2.5.7), we require only B’s
such that they verify (2.5.3). Thus, for infinitesimal θ, K[BT ] = K[B] +
(δK/δB)δB ∼ (δK/δB)δB, δB = BT − B, so that

∆−1
K [B] =

∫
Dθ

∏
δ

(
δ(∂ · Ba)

δBµ
b

(
∂µθb − g

∑
fbcdB

µ
d θc

))
.
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This may be cast into a more convenient form by introducing the Fadeyev–
Popov ghost fields ω, ω̄ as anticommuting c-number functions, for then, with
N̄ a number independent of B and ω,

∆K [B] = N̄

∫
DωDω̄ exp

{
− i

∫
d4xd4y ω̄a(y)

δ(∂ · Ba)
δBµ

b

×
[
∂µωb(x) − g

∑
fbcdB

µ
d ωc(x)

]}
.

(2.5.9)

The proof is based on the formula
∫ ∏

i

dci

∏

j

dc̄j e
∑

c̄kAkk′ck′ = (const.) × det A,

valid for anticommuting c-numbers,8 cj , and on the fact that, because
∫

dx1 . . .

∫
dxk

k∏

i=1

δ
(
fi(x1, . . . , xk)

)
=

1
|det(∂fi/∂xj)|

,

∆K is simply the determinant of the (infinite) matrix

∂

∂θ

{
δ(∂ · Ba)

δBµ
b

(
∂µθb − g

∑
fbcdB

µ
d θc

)}
.

The functional derivative entering (2.5.9) is (cf. Appendix H)

δ(∂ · Ba(x))/δBµ
b (y) = δab∂µδ(x − y);

we transfer the ∂µ to the left-hand side and partial integrate d4y. Finally,

Z = N

∫
DB DωDω̄ ei(AYM+AGF+AFP), (2.5.10a)

where the Fadeyev–Popov ghost action is

AFP =
∫

d4x
∑ (

∂µω̄a(x)
)[

δab∂
µ − gfabcB

µ
c (x)

]
ωb(x), (2.5.10b)

in agreement with the result we found to one loop in Sect. 2.3, using unitarity.

8
Proof.

∫ N0∏

i=1

dci

N0∏

j=1

dc̄j e
∑

c̄kAkk′ck′ =

∫ N0∏

i=1

dci

N0∏

j=1

dc̄j

∞∑

N=0

{∑
c̄kck′Akk′

}N 1

N !
;

only the term with N = N0 will not vanish and there we obtain

{
(−1)N0/N0!

}∑
sign(k1, . . . , kN0) sign(k′

1, . . . , k
′
N0)Ak1k′

1
. . . AkN0k′

N0
.

The sum is extended over permutations k1, . . . , kN0 ; k′
1, . . . , k

′
N0 of the sequence

1, 2,. . .,N0. This is (−1)N0 det A/N0!. The extra −i of the exponent in (2.5.9) con-
tributes only an overall factor. We also see that the phase of the Fadeyev–Popov
term is arbitrary. We have chosen it to agree with conventional scalar fields.
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To generate Green’s functions, we have to introduce anticommuting
sources η̄a, ηa; ξ̄if , ξif for the ghost ωa, ω̄a and quark qi

f , q̄i
f fields (f be-

ing the flavour index), and commuting sources λµ
a for the gluons Bµ

a . Thus,
our starting point will be the functional

Z[η, η̄; ξ, ξ̄; λ] =
∫

DqDq̄DωDω̄DB exp i
∫

d4x
{
Lξ

QCD + Lsource

}
,

(2.5.11a)
where Lξ

QCD is given in Eq. (2.3.11) and

Lsource =
∑ {

η̄aωa + ω̄aηa + ξ̄ifqi
f + q̄i

fξif + λaµBµ
a

}
. (2.5.11b)

ii Integration of Fermions

We finish this section by showing how to integrate explicitly fermion fields.
Consider a given flavour of quark, q, and write the QCD Lagrangian as

L = q̄(iD/ − m)q + η̄q + q̄η + Lrest. (2.5.12a)

Here η, η̄ are the sources corresponding to the quark q, and Lrest contains
the other flavours, gluon fields, etc., but not q. The generating functional we
write as

Z =
∫

DqDq̄Dϕ ei
∫

d4xL, (2.5.12b)

and the integral over Dϕ represents collectively the integral over degrees of
freedom other than q: other flavours, gluons and eventually ghosts.

We proceed as in the derivation of Feynman rules in Sect. 1.3. We define
a new field q′ by letting

q = S1/2q′ + v, S−1 = iD/ − m,

and substitute into (2.5.12a). If we choose v = −Sη then the linear terms
will cancel and (2.5.12a) becomes

L′ = q̄′q′ − η̄
1

iD/ − m
η + Lrest, (2.5.13)

and the integral over the q′, q̄′ is now immediate. We get the generating
functional

Z →Z ′ =
∫

Dq′ Dq̄′ Dϕ det(S−1) exp i
∫

d4x
{
q̄′q′ − η̄

1
iD/ − m

η + Lrest

}

=
∫

Dϕ det(iD/ − m) exp i
∫

d4x
{
− η̄

1
iD/ − m

η + Lrest

}
.

(2.5.14)
The last expression does not contain q anymore and so the functional deriva-
tives with respect to the sources η̄, η may be evaluated explicitly. It may be
shown that the determinant det(iD/ − m), which is the determinant of the
transformation, generates, in a perturbative expansion, the loops containing
the flavour q.
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2.6 Feynman Rules in the Path Integral Formalism

In Sect. 1.3 we stated that the expansion of the Green’s functions generated
by (2.5.11) in powers of g reproduces the usual Feynman rules which were
previously obtained with Wick’s theorem and the decomposition of field oper-
ators in creation-annihilation operators. Alternatively, we could have derived
the Feynman rules from Eq. (2.5.11). We will exemplify this with three typ-
ical cases: the gluon propagator, the ghost-gluon vertex, and the insertion
of certain composite operators which will appear in studies of deep inelastic
scattering.

With respect to the first, we consider

〈TB̂µ
a (x)B̂ν

b (y)〉0
∣∣∣
g=0

= (−i)2
δ2 log Z

δλaµ(x)δλbν(y)

∣∣∣∣
sources=0

g=0

. (2.6.1)

We here use carets to denote operators. Imitating the discussion of Sect. 1.3,
we write, up to a four-divergence, and with λ = a−1 for the gauge parameter,

− 1
4

∑ (
∂ρBσ

a (x) − ∂σBρ
a(x)

) (
∂ρBaσ(x) − ∂σBaρ(x)

)
− 1

2a

∑ (
∂ · Ba(x)

)2

= 1
2

∑
Bσ

a (x)
(

Baσ − (1 − a−1)∂σ∂ρBaρ(x)
)

+ ∂µfµ

= 1
2

∑
Baσ(x)

(
K−1

)σρ

ab
Bbρ(x) + ∂µfµ,

where
(
K−1

)σρ

ab
= δab

{
gσρ ∂2

∂x2
− (1 − a−1)

∂

∂xσ

∂

∂xρ

}
. (2.6.2)

Thus, setting η, η̄, ξ, ξ̄ and g in (2.5.11) to zero,

Z =
∫

DqDq̄DωDω̄DB exp i
∫

d4x
{ ∑

(iq̄(x)∂/ q(x) − mq q̄q)

+ 1
2

∑
Baσ(x)

(
K−1

)σρ

ab
Bbρ(x) +

∑
λaµ(x)Bµ

a (x)
}

.

(2.6.3)

The integrals over q, q̄, ω and ω̄ yield a constant that will drop when the
logarithmic derivative is taken. If we change variables,

B → B′ = K−1/2B,

(2.6.3) becomes

Z =(const.) ×
∫

DB′ J(K)

× exp i
∫

d4x
∑ {

1
2B′

aµ(x)B′µ
a(x) + λaµ(x)(K1/2B′)µ

a(x)
}

,

where J(K) is the Jacobian. Finally, we displace the integration variable,

B′ → B′′ = B′ + K1/2λ,
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so that, with N a constant,

Z = N

∫
DB′′ J(K) exp i

∫
d4x

∑ {
1
2B′′

aµ(x)B′′µ
a(x)

− 1
2λaµ(x)(Kλ)µ

a(x)
}

.

(2.6.4a)

It is convenient to write K in integral form: for any ϕ,

(Kϕ)µ
a(x) = −i

∑ ∫
d4y Dµν

ab (x − y)ϕbν(y). (2.6.4b)

We then obtain the desired result:

(−i)2
δ2 log Z

δλaµ(x)δλbν(y)

∣∣∣∣
sources=0

g=0

= Dµν
ab (x − y), (2.6.4c)

and we omit the index 0 denoting order zero in g. The explicit value of D is
obtained from its definition, Eq. (2.6.4b). It is such that for any function ϕ

(K−1ϕ)µ
a(x) =

∑
δab

{
gµν − (1 − a−1)∂µ∂ν

}
ϕbν(x),

so, with the help of a Fourier transform which we denote by a tilde,

(K̃−1ϕ)µ
a(k) =

∑
δab

{
− gµνk2 + (1 − a−1)kµkν

}
ϕ̃aν(k).

Letting K̃f = ϕ, and inverting the relation above, this immediately yields

(K̃f)µ
a(k) =

∑
δab

−gµν + (1 − a)kµkν/k2

k2
f̃bν(k),

and therefore we have the explicit expression

〈TB̂µ
a (x)B̂ν

b (y)〉0
∣∣∣
g=0

=Dµν
ab (x − y)

= δab
i

(2π)4

∫
d4k e−ik·(x−y)−gµν + (1 − a)kµkν/k2

k2
,

a =λ−1,

(2.6.5)

as was to be expected. This evaluation identifies the propagators as the in-
verses of the free Lagrangian differential operators,9 which very much sim-
plifies their evaluation. The proof that the poles, say in (2.6.5), have to be
circumvented with the +i0 prescription requires a consideration of asymp-
totic states or other similar boundary conditions; it may be found in the
lectures of Fadeyev (1976).

9 This property may also be deduced in the canonical formalism by the identifi-
cation of the propagators as Green’s functions of the corresponding differential
equations.
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For the vertex we require

〈Tˆ̄ωa(x1)ω̂b(x2)B̂µ
c (x3)〉0

∣∣∣
order g

=
iδ3 log Z

δηa(x1)δη̄b(x2)δλcµ(x3)

∣∣∣∣
sources=0

first order g

.

(2.6.6)
We perform the change of variables

B → B′ = K−1/2B, ω → ω′ = −1/2ω, ω̄ → ω̄′ = −1/2ω,

and integrate out the quarks, which play no role here. Then Z becomes (with,
as usual, N a constant)

Z = N

∫
Dω′ Dω̄′ DB′ J(K)J( ) exp i

∫
d4x

∑ {
g

[
∂µ( 1/2ω̄′)a(x)

]

×fabc(K1/2B′)µ
c (x)( 1/2ω′)b(x) + 1

2B′2 − ω̄′ω′

+ η̄a(x)( 1/2ω′)a(x) + ( 1/2ω̄′)a(x)ηa(x) + λµ
a(x)(K1/2B′)aµ(x) + · · ·

}

where the dots represent terms that will vanish for g ≈ 0, sources = 0. Next,
we translate:

B′ → B′′ = B′ − K1/2λ, ω′ → ω′′ = ω′ + 1/2η, ω̄′ → ω̄′′ = ω̄′ + 1/2η̄.

The only term that will yield a contribution is the one containing a
product of three sources. This is

g
∑ (

∂µ( η̄)a(x)
)
fabc(Kλ)µ

c (x)( η)b(x),

and therefore

〈Tˆ̄ωa(x1)ω̂b(x2) B̂µ
c (x3)〉0

∣∣∣
order g

=
∫

d4p1

(2π)4
e−ix1·p1

i
p2
1

∫
d4p2

(2π)4
e−ix2·p2

i
p2
2

∫
d4p3

(2π)4
e−ix3·p3

× i
−gµν + (1 − λ−1)pµ

3pν
3/p2

3

p2
3

(2π)4δ(p1 + p2 + p3)gfabcp1ν ,

again as expected.
Finally, we consider the vertex

〈Tˆ̄q1(x1)N̂
µ1...µn

NS (x2)q̂2(x3)〉0 (2.6.7)

to order zero in g and where

N̂µ1...µn

NS (x) = 1
2 in−1S : ˆ̄q2(x)γµ1D̂µ2 . . . D̂µn q̂1(x) : − traces (2.6.8)

(its usefulness will appear in Sect. 4.5). Here the indices f = 1, 2 for the
quarks qf are flavour indices; S stands for symmetrization in the indices
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µ1, . . . , µn, and by “traces” we mean terms obtained replacing DµiDµj →
gµiµj D ·D. To calculate (2.6.7) we introduce into (2.5.11) a new source term,

jµ1...µn
Nµ1...µn

NS ,

so that

〈Tˆ̄q1(x1)N̂
µ1...µn

NS (x2)q̂2(x3)〉0 =
iδ3 log Z

δξ1(x1)δξ̄2(x3)δjµ1...µn
(x2)

∣∣∣∣∣
g=0

sources=0

.

(2.6.9)
To zero order in g, the gluons or ghosts play no role and can be eliminated
through integration. Similarly, the covariant derivatives of N may be replaced
by ordinary derivatives. The quark fields may be treated in the same way in
which we treated the gluon fields before. Using the definitions

q′f = S−1/2qf , q̄′f = q̄f S̄−1/2, f = 1, 2,

where
S−1qf (x) = ∂/ qf (x), q̄f S̄−1 = q̄f (x)

←
∂/,

we find, to zero order in g,

Z =(const.)
∫

DqDq̄ J(S)J(S̄)

× exp i
∫

d4x
{
q̄′1q

′
1 + q̄′2q

′
2 + ξ̄1S

1/2q′1 + ξ̄2S
1/2q′2

+ (q̄′1S̄
1/2)ξ1 + (q̄′2S̄

1/2)ξ2 + (S̄1/2N ′µ1...µn

NS S1/2)jµ1...µn

}
,

N ′µ1...µn

NS ≡ 1
2 in−1S : ˆ̄q′2(x)γµ1∂µ2 . . . ∂µn q̂′1(x) : − traces.

(2.6.10)

Then we shift:
q′′f = q′f + S1/2ξf , q̄′′f = q̄′f + ξ̄f S̄1/2.

The only term that contains all three sources ξ1, ξ2 and j is

1
2 in−1

{
S(ξ̄2S̄

−1)(x)γµ1∂µ2 . . . ∂µn(S−1ξ1)(x) − traces
}
jµ1...µn

(x),

so that, using the explicit expression for S, we find

〈Tˆ̄q1(x1)N̂
µ1...µn

NS (x2)q̂2(x3)〉0

=
∫

d4p2

(2π)4
e−ip2·x2

∫
d4p1

(2π)4
e−ip1·x1

i
p/ 1

1
2

{
Sγµ1pµ2

3 . . . pµn

3 − traces
}

×
∫

d4p3

(2π)4
eip3·x3

i
p/ 3

(2π)4δ(p1 + p2 − p3).

(2.6.11)



44 Chapter 2

We can simplify the formula by introducing a vector ∆µ with ∆2 = 0, and
contracting (2.6.11) with it:

∆µ1 . . . ∆µn
〈Tˆ̄q1(x1)N̂

µ1...µn

NS (x2)q̂2(x3)〉0 = (2π)4δ(p1 + p2 − p3)

×
∫

d4p2

(2π)4
e−ip2·x2

∫
d4p1

(2π)4
e−ip1·x1

i
p/ 1

∆/ (∆ · p3)n−1

∫
d4p3

(2π)4
eip3·x3

i
p/ 3

:

(2.6.12)
the symmetrization is automatic and the traces give zero (they contain terms
gµµ′

∆µ∆µ′). The vertex may be recovered by differentiation,

(∂/∂∆µ1) . . . (∂/∂∆µn
).

Eq. (2.6.12) generates the Feynman rule given in Appendix E and to be used
in Sect. 4.6.

2.7 The Background Field Method

The functional formalism allows a simple introduction of the background
field method, an elegant and powerful formalism whereby gauge invariance
of the generating functional (in a sense to be specified) is preserved. The
method was first introduced by DeWitt (1967), and was extended by ’t Hooft,
Boulware and Abbott. In our exposition we will follow the very readable
account of the last author (Abbott, 1981), which may also be consulted for
more details and references.

Consider the generating functional for pure Yang–Mills fields; fermions
play no role in the background field method (i.e., they are treated as in the
ordinary formalism) and will be neglected. We write it as

Z[η, η̄, λ] = N

∫
DωDω̄DB exp i

∫
d4x (Lsource + LQCD + LGF) ,

(2.7.1a)
where (cf. Eq. (2.5.11)),

Lsource =
∑

(η̄aωa + ω̄aηa + λaµBµ
a ) ,

LQCD = − 1
4 (D × B)2 +

∑
(∂µω̄a)(δab∂

µ − gfabcB
µ
c )ωb,

(2.7.1b)

and LGF is the gauge fixing term, which we do not specify yet.
We now shift the gauge field by an external, background field, φµ

a(x):

Bµ
a (x) → Bµ

a (x) + φµ
a(x). (2.7.2)

We get a new generating functional,

Z̃[η, η̄, λ, φ] = N

∫
DωDω̄DB exp i

∫
d4x

(
L̃source + L̃QCD + L̃GF

)
,

(2.7.3a)
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and now

L̃source =
∑

(η̄aωa + ω̄aηa + λaµBµ
a ) ,

L̃QCD = − 1
4 (D × B + D × φ)2

+
∑

(∂µω̄a)(δab∂
µ − gfabcB

µ
c − gfabcφ

µ
c )ωb;

(2.7.3b)

we have omitted a term ∑
λaµφµ

a

in the definition of L̃source as we want φ to be external, and thus we need not
attach a source to it.

Now we choose the form of the gauge fixing term. We write

L̃GF = − 1
2a

(
∂µBµ

a + g
∑

fabcφbµBµ
c

)2 = − 1
2a

(Dφ · B)2, (2.7.3c)

where Dφ is the covariant derivative with respect to the field φ,

(Dµ
φ)ab = δab∂

µ + g
∑

facbφ
µ
c .

The gauge fixed by (2.7.3) is called the background gauge (or gauges). We re-
mark that (2.7.3c) contains the parameter a: in the background field method
one still has the liberty to alter the gauge by changing a, so there is a back-
ground Fermi–Feynman gauge, a background Landau gauge, etc.

We next prove the announced gauge invariance: the generating functional
(2.7.3) is left unaltered by gauge shifts of the background field φ. To verify
this, consider infinitesimal transformations:

φµ
a → φ′µ

a +
∑

bc

fabcθbφ
′µ
c − ∂µθa ≡ φ′µ

a + δφ′µ
a . (2.7.4)

We perform the same transformation on the source,

λµ
a → λ′µ

a +
∑

bc

fabcθbλ
′µ
c − ∂µθa. (2.7.5)

Then we shift the variable of integration

Bµ
a → B′µ

a +
∑

bc

fabcθbB
′µ
c − ∂µθa. (2.7.6)

Because (2.7.6) is a unitary transformation, one has DB = DB′. Apply-
ing (2.7.4–6) to (2.7.3) we find that L̃source does not change as (2.7.4) and
(2.7.6) are compensated in (2.7.3): L̃QCD is invariant under gauge transfor-
mations, and hence under (2.7.4–6). Finally, and this is the point of using
the background fixing (2.7.3c), L̃GF contains the covariant derivative DφB,
manifestly invariant under (2.7.4) and (2.7.6) by its very construction.
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Using (2.7.3) we can generate the Feynman rules in the background gauge
formalism. The propagator of the field φ is undefined, which is irrelevant since
φ, being classical, will not appear in loops. Vertices with only one field B need
not be considered if we are interested in 1PI Green’s functions. Compared
with ordinary Feynman rules, the only difference lies in the appearance of
the φ field in external legs; we denote this field by a fuzzy blob. The full set
of Feynman rules is shown in Appendix D. An example of application of the
background field method will be given in Sect. 3.3iii.

2.8 Global Symmetries of the QCD Lagrangian:
Conserved Currents

In this section we will discuss the global symmetries of the QCD Lagrangian.
Since its form is unaltered by renormalization (as we will see), we can neglect
the distinction between bare and renormalized L.

Clearly, L is invariant under Poincaré transformations, x → Λx + a. The
currents corresponding to (homogeneous) Lorentz transformations Λ are not
of great interest for us here. Space-time translations generate the energy-
momentum tensor. Its form is fixed by Noether’s theorem, which gives

Θµν =
∑

i

∂L
∂(∂µΦi)

∂νΦi − gµνL, (2.8.1)

and the sum over i runs over all the fields in the QCD Lagrangian. These
currents are conserved,

∂µΘµν = 0,

and the corresponding “charges” are the components of the four-momentum

Pµ =
∫

d3xΘ0µ(x).

The explicit expression for Θµν in QCD is

Θµν = i
∑

q

q̄γµDνq − igµν
∑

q

q̄D/ q + gµν
∑

q

mq q̄q

− gαβGµαGνβ + 1
4gµνG2 + gauge fixing + ghost terms

(2.8.2)

(sum over omitted colour indices understood).
In the quantum version, we understand that products are replaced by

Wick ordered products. Θ is not unique and, as a matter of fact, direct ap-
plication of (2.8.1) does not yield a gauge invariant tensor. To obtain the
gauge invariant expression (2.8.2) one may proceed by replacing derivatives
by covariant derivatives. A more rigorous procedure would be to reformulate
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(2.8.1) in a way consistent with gauge invariance by performing gauge trans-
formations simultaneously to the spacetime translation. For an infinitesimal
one, xµ → xµ + εµ, we then define

Bµ
a → Bµ

a + (εα∂αBµ
a ≡ DµεαBα

a + εαGαµ
a ).

The term DµεαBα
a may be absorbed by a gauge transformation, so we may

write the transformation as Bµ
a → Bµ

a + εαGαµ
a . For a discussion of the

arbitrariness in the definition of the energy-momentum tensor, see Callan,
Coleman and Jackiw (1970) and Collins, Duncan and Joglekar (1977).

Next, we have the currents and charges associated with colour rotations.
We leave it to the reader to write them explicitly; they are particular cases of
colour gauge transformations (with constant parameters). We now pass over
to a different set of currents not associated with interactions of quarks and
gluons among themselves.

If all the quark masses vanished, we would have invariance of L under
the transformations,

qf →
nf∑

f ′=1

Uff ′qf ′ , qf →
nf∑

f ′=1

U5ff ′γ5qf ′ (2.8.3)

where f, f ′ are flavour indices, and U, U5 unitary matrices. This implies that
the currents

V µ
qq′(x) = q̄(x)γµq′(x),

Aµ
qq′(x) = q̄(x)γµγ5q

′(x)
(2.8.4)

are each separately conserved. When mass terms are taken into account, only
the diagonal V µ

qq are conserved; the others are what is called quasi-conserved
currents, i.e., their divergences are proportional to masses. These divergences
are easily calculated: since the transformations in (2.8.3) commute with the
interaction part of L, we may evaluate them with free fields, in which case
use of the free Dirac equation i∂/ q = mqq gives

∂µV µ
qq′ = i(mq − mq′)q̄q′, ∂µAµ

qq′ = i(mq + mq′)q̄γ5q
′. (2.8.5)

In fact, there is a subtle point concerning the divergence of axial currents.
Eq. (2.8.5) is correct as it stands for the nondiagonal currents, q �= q′; for
q = q′, however, one has instead

∂µAµ
qq(x) = i(mq + mq)q̄(x)γ5q(x) +

TF g2

16π2
εµνρσGµν(x)Gρσ(x), (2.8.6)

with TF = 1/2 a colour factor. This is the so-called Adler–Bell–Jackiw
anomaly that will be discussed in detail in Sects. 7.5, 7.6 and 7.7.
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The equal time commutation relations (ETC) of the V, A with the fields
are also easily calculated, for free fields. Using (2.8.4) and the ETC of quark
fields, one finds,

δ(x0 − y0)[V 0
qq′(x), q′′(y)] = − δ(x − y)δqq′′q′(x),

δ(x0 − y0)[A0
qq′(x), q′′(y)] = − δ(x − y)δqq′′γ5q

′(x), etc.
(2.8.7)

The V, A commute with gluon and ghost fields. The equal time commutation
relations of the V, A among themselves (again for free fields) are best de-
scribed for three flavours, f = 1, 2, 3 = u, d, s by introducing the Gell-Mann
λa matrices in flavour space; cf. Appendix C. So we let

V µ
a (x) =

∑

ff ′

q̄f (x)λa
ff ′γµqf ′(x), Aµ

a(x) =
∑

ff ′

q̄f (x)λa
ff ′γµγ5qf ′(x),

(2.8.8)
and we then obtain the commutation relations

δ(x0 − y0)[V 0
a (x), V µ

b (y)] = 2iδ(x − y)
∑

fabcV
µ
c (x),

δ(x0 − y0)[V 0
a (x), Aµ

b (y)] = 2iδ(x − y)
∑

fabcA
µ
c (x),

δ(x0 − y0)[A0
a(x), Aµ

b (y)] = 2iδ(x − y)
∑

fabcV
µ
c (x), etc.

(2.8.9)

Equations (2.8.7) and (2.8.9) have been derived only for free fields. However,
they involve short distances; therefore, in QCD and because of asymptotic
freedom, they will hold as they stand even in the presence of interactions.

Equal time commutation relations of conserved or quasi-conserved cur-
rents with the Hamiltonian (or Lagrangian) may also be easily obtained. If
Jµ is conserved, then the corresponding charge

QJ(t) =
∫

d3xJ0(t,x), t = x0,

commutes with H:
[QJ (t),H(t,y)] = 0.

Here H is the Hamiltonian density, H = Θ00. If J is quasi-conserved, let Hm

be the mass term in H,
Hm =

∑

q

mq q̄q.

Then,
[QJ(t),Hm(t,y)] = i∂µJµ(t,y). (2.8.10)

Of course, QJ still commutes with the rest of H.
Chiral invariance, as well as the way it is broken in QCD, may be used to

get a semi-phenomenological description of interactions of light pseudoscalar
mesons, especially of pions. This we will discuss in detail in Sects. 7.8 to 7.12.



3 Renormalization in QCD:
Asymptotic Freedom.
Operator Expansions

“A slow sort of country!” said the Queen. “Here, you see, it takes all

the running you can do to stay in the same place”.

lewis carroll, 1896

3.1 Regularization (Dimensional)

As we saw in the example of Sect. 2.3i, some amplitudes are divergent. This
is due to the fact that field operators are singular objects: it is easy to trace
the divergence of the d4k integral in (2.3.4b) at large values of k to the occur-
rence, in position space, of products of field operators at the same space-time
point. Because of this we must, in order to discuss QCD (or indeed any local
relativistic field theory), give a meaning to the integrals that appear when we
evaluate Feynman diagrams. This is called regularization, and it amounts to
altering the Lagrangian L to Lε in such a way that Lε produces finite answers
(at least in perturbation theory) and, in some sense, we have that Lε → L for
ε → 0. Since the classical work of Bohr and Rosenfeld (1933, 1950), we know
that field operators are intrinsically singular; therefore, any regularization
must destroy some physical feature of the theory. Thus, Pauli–Villars regu-
larization destroys hermiticity and gauge invariance for non-Abelian theories;
lattice regularization destroys Poincaré invariance, etc. In the limit ε → 0
these properties are recovered (if one was careful enough!). Because gauge
invariance is essential for QCD we will use now dimensional regularization,
that destroys only scale invariance. The method is related to so-called analyt-
ical regularization (Bollini, Giambiagi and González-Domı́nguez, 1964; Speer,
1968) and has been thoroughly developed by ’t Hooft and Veltman1 (1972).
It amounts to working in an arbitrary dimension, D = 4 − ε; the physical
limit is of course ε → 0. Divergences appear as poles in 1/ε. A mathematical
treatment of dimensional regularization has been given by Speer (1975). It is
rather complicated, but fortunately we will not need to delve into its intri-
cacies. All we require are interpolation formulas consistent with gauge and
Poincaré invariance, applicable to the evaluation of Feynman integrals. This
we accomplish in steps.

1 Dimensional regularization had been introduced independently, and in fact slightly
earlier, by Bollini and Giambiagi (1972).
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We discuss first a convergent integral of the form (2π)−D
∫

dDk f(k2),
where typically f(k2) = (k2)r(k2 − a2)−m and

dDk = dk0dk1 . . . dkD−1, k2 = (k0)2 − (k1)2 − . . . − (kD−1)2.

We will start by considering integer r, m, but it will be obvious at the end
that the formulation is valid for arbitrary, even complex, values of these pa-
rameters. Because f is analytic in the k0 plane, we can rotate the integration
from (−∞,+∞) to (−i∞,+i∞), a so-called Wick rotation.2 We then recover
an integration over (−∞,+∞) by defining a new variable k0 → kD = ik0.
Thus we obtain an ordinary Euclidean integral in D dimensions,

i
∫ +∞

−∞

dk1

2π
. . .

∫ +∞

−∞

dkD

2π
f(−k2

E), k2
E ≡ (k1)2 + · · · + (kD)2 ≡ |kE|2.

We let dDkE = dk1 . . . dkD, and introduce polar coordinates, dDkE =
d|kE| |kE|D−1dΩ. Using the formula

∫
dΩ = 2πD/2/Γ (D/2), we finally find

∫
dDk

(2π)D
f =

i
(2π)D/2Γ (D/2)

∫ ∞

0

d|kE| |kE|D−1f(−|kE|2).

The manipulations we have carried out are only valid for 2r > 1 − D, D =
positive integer, and D/2 + Re r < Re m, but we can use the last formula to
define the integral for arbitrary complex D, r, m.

Consider next the integral of a polynomial in kµ times f(k2); we can
reduce this to the former situation by symmetric integration writing, for
example, ∫

dDk f(k2)kµkν =
gµν

D

∫
dDk f(k2)k2.

Likewise,
∫

dDk f(k2)kµ1 . . . kµn = 0, if n = odd integer.

Finally, the general case is treated by expanding in a tensor basis in the kµ.
In this way, the integrals of Appendix B, and many more, can be worked out
for arbitrary D. For example, by straightforward application of the methods
above and use of standard one-dimensional integration formulas we find

∫
dDk

(2π)D

(k2)r

(k2 − a2)m
= i

(−1)r−m

(16π2)D/4

Γ (r + D/2)Γ (m − r − D/2)
Γ (D/2)Γ (m)(a2)m−r−D/2

.

If the left-hand side was divergent in, say, the physical case D = 4, which
occurs (for real parameters) when m−r−D/2 ≤ 0, this is reflected in poles in

2 If the denominator of f has poles, one first has to regulate them by replacing
k2 − a2 by k2 − a2 + iη, η → 0, and also take care that the deformation of the
integration contour is made avoiding the poles.
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the right-hand side due to the poles of the function Γ (m−r−D/2), as shown
by the above formula. An arbitrariness in the method is already apparent;
we might have multiplied the right-hand side above by any function ϕ(D),
provided that it is analytic in D and ϕ(4) = 1. This will be useful later on.

Now we will consider spin. It will be convenient to distinguish between
external and internal lines in Feynman graphs. Later on we will show that,
after renormalization, Green’s functions with their external legs amputated
are finite in perturbation theory, in the limit D → 4. Since spin factors
in external legs (i.e., factors u, v, ū, v̄, εµ . . .; cf. Appendix D) are certainly
finite for D = 4, we may already take them in physical dimension. As for
spin effects in internal lines, we have to take gµν in dimension D so that,
for example, gµνgµν = D, etc. Likewise, we must consider that we have D
gamma matrices, γ0, . . . , γD−1. To be totally consistent, we would have to
admit that the γµ were 2D/2 ×2D/2 matrices, which is the dimension of a D-
dimensional Clifford algebra, but this is not necessary. We are still consistent
with gauge invariance if we take the γµ to be 4 × 4 matrices so that, e.g.,
Tr γµγν = 4gµν , and this is what will be done here. Spin is, however, treated
in another manner in a different, but related, method of regularization called
dimensional reduction, useful especially for supersymmetry. The interested
reader is referred to Siegel (1979) for details.

Thus, the extension of integrals and Dirac algebra to arbitrary D is fairly
simple; a set of useful formulas is collected in Appendices A and B. Only the
introduction of γ5 is a bit trickier. If, for example, we write γ5 = iγ0γ1γ2γ3, it
is clear that this will not exist for D < 4. The definition γ5 = iγ1 . . . γD−1 may
be shown to be inconsistent in particular with gauge invariance (see Sect. 7.5,
especially between Eqs. (7.5.18, 20) for a discussion). We will choose

γ5 =
i
4!

εµνρσ
D γµγνγργσ,

where εD coincides with the antisymmetric tensor only for D = 4. We do not
specify it further beyond requiring that it be such that, for arbitrary D,

γ2
5 = 1, Tr γ5γ

µ1 . . . γµ2n+1 = 0, and Tr γ5γ
µγν = 0.

It can be shown that this is enough to give a meaning to all calculations
involving γ5. A possible specific choice for εD is that of ’t Hooft and Veltman
(1972),

εµνρσ
D = εµνρσ for µνρσ = 0 to 3;

and εµνρσ
D = 0 if any of the indices is larger than 3. Here one assumes that

D ≥ 4.
We have thus fully built dimensional regularization; as long as D is not

an integer we see that, with it, all integrals appearing in Feynman graphs
are finite. The regularization preserves gauge and Poincaré invariance, but it
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i jpp l, p +k

a, k

Fig. 3.1.1. One loop correction to the quark propagator.

breaks scale invariance. Indeed, a Feynman integral like the one in (2.3.4b)
becomes altered: ∫

d4k

(2π)4
→

∫
dDk

(2π)D
.

One could correct this by rescaling all fields and coupling constants accord-
ingly, but it is perhaps more transparent to use instead the prescription

∫
d4k

(2π)4
→

∫
dDk̂ ≡

∫
dDk ν4−D

0

(2π)D
, D = 4 − ε, (3.1.1a)

where
k̂µ = ν

4/D−1
0 kµ/(2π), (3.1.1b)

thereby explicitly introducing the scale-invariance-breaking arbitrary (but
fixed) parameter ν0 with dimensions of mass.

As a first example of the methods of dimensional regularization, let us
calculate the propagator of a quark to second order, in momentum space:

Sij
ξ (p) =

∫
d4x eip·x〈Tqi(x)q̄j(0)〉0, (3.1.2)

i, j colour indices. This is given by the graph of Fig. 3.1.1. We have, in an
arbitrary gauge, and for dimension D = 4 − ε,

Sij
Dξ(p) = δij i

p/ − m + i0

− 1
p/ − m + i0

g2
∑

l,a

tajlt
a
liΣ

(2)
Dξ(p)

i
p/ − m + i0

+ higher orders,

(3.1.3a)

where

Σ
(2)
Dξ(p) = −i

∫
dDk̂

γµ(p/ + k/ + m)γν

(p + k)2 − m2

−gµν + ξkµkν/k2

k2
, (3.1.3b)

and we omit the terms +i0 in the denominators, which are to be understood
implicitly.
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Writing identically

k/ (p/ + k/ + m) = (p + k)2 − m2 − (p2 − m2) − (p/ − m)k/ ,

we find

Σ
(2)
Dξ(p) = −i

∫
dDk̂

{
(D − 2)(p/ + k/ ) − Dm − ξ(p/ − m)

k2 [(p + k)2 − m2]

− ξ(p2 − m2)
k/

k4 [(p + k)2 − m2]

}
.

After standard manipulations, this gives (neglecting terms that will van-
ish as ε → 0)

Σ
(2)
Dξ(p) = (p/ − m)ADξ(p2) + mBDξ(p2), (3.1.4a)

where

ADξ =
1

16π2

{
(1 − ξ)Nε − 1 −

∫ 1

0

dx [2(1 − x) − ξ] log
xm2 − x(1 − x)p2

ν0

− ξ(p2 − m2)
∫ 1

0

dx
x

m2 − xp2

}
,

(3.1.4b)

BDξ =
1

16π2

{
− 3Nε + 1 + 2

∫ 1

0

dx (1 + x) log
xm2 − x(1 − x)p2

ν0

− ξ(p2 − m2)
∫ 1

0

dx
x

m2 − xp2

}
.

(3.1.4c)

Here we have introduced the notation, to be used systematically in what
follows,

Nε =
2
ε
− γE + log 4π.

To one loop, all poles in dimensional regularization appear in this combina-
tion. Noting that (see Appendix C)

∑
tailt

a
lj = CF δij = 4

3δij , we insert (3.1.4)
into (3.1.3) and rearrange it to read

SDξ(p) = i
{

p/ − m + g2CF Σ
(2)
Dξ

}−1

(3.1.5a)

or

SDξ(p) = i
1 − CF g2ADξ(p2)

p/ − m [1 − CF g2BDξ(p2)]
+ higher orders. (3.1.5b)

Actually, we have summed into (3.1.5b) the contribution of the iteration
of the one loop correction, Fig. 3.1.2. It is easy to verify that (3.1.5a) is the
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+ + +

+ +

Fig. 3.1.2. Iteration of the one loop correction to the quark propagator.

more general expression for SDξ if we replace Σ(2)
Dξ by the corresponding exact

expression, ΣDξ.
As we see from this calculation, there are two divergences:

1 − CF
g2

16π2
(1 − ξ)Nε (from ADξ) (3.1.6)

which multiplies the entire SDξ, and

1 + 3CF
g2

16π2
Nε (from BDξ) (3.1.7)

which multiplies m; but both ADξ, BDξ are finite provided that we keep
ε �= 0.

We end this section with a comment on infrared singularities. In this
work we will be mainly concerned with ultraviolet singularities, which are
connected with the behaviour of integrals as k → ∞ and give divergences
proportional to Γ (ε/2); but dimensional regularization also regulates infrared
singularities, caused by divergence of the integrals for k → 0 and producing
terms in Γ (−ε/2). For details, see Gastmans and Meuldermans (1973).

3.2 Renormalization: Generalities

Let us consider the following process: a photon hits a u quark (for example,
in a proton) and u subsequently decays weakly into d + e + ν (Fig. 3.2.1). To
the lowest order in weak and electromagnetic interactions, and to zero order
in g, we have the diagram (a) of Fig. 3.2.1. Gluon radiative corrections then
intervene: see the diagrams (b) of Fig. 3.2.1.3 In particular, this shows that
S(p) will enter into the amplitude with, in obvious notation, p = pγ + pu.

3 In Fig. 3.2.1 we have represented gluon lines by curly lines; we reserve wavy lines
for photons or W, Z lines. This practice will be followed consistently in this text.
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(a)

u
(b)

u

γ ν

d

e+

Fig. 3.2.1. The process γ + u → ν + e+ + d and some divergent radiative

corrections.

Therefore, it looks as if the result for the amplitude is divergent and no sense
can be extracted from the theory, at least in a perturbative expansion.

Of course, this is not so. We have been somewhat lax in our formulation.
To show the problem at hand, and its solution, let us consider as a simple
example a scalar interaction ψ̄ψφ with massless field φ. The Lagrangian is

L = ψ̄(i∂/ − m)ψ + 1
2∂µφ∂µφ + gψ̄ψφ. (3.2.1)

As stated previously, the S matrix is given by

S = T exp i
∫

d4xL0
int(x)

= 1 +
∞∑

n=1

in

n!

∫
d4x1 . . . d4xn TL0

int(x1) . . .L0
int(xn),

(3.2.2)

where the fields in L0
int are to be taken as free, and in normal order; we

identified L0
int with the trilinear term in (3.2.1) after replacing ψ → ψ0, φ →

φ0:
L0

int = g : ψ̄0ψ0 : φ0. (3.2.3)

However, this is incorrect. Clearly, the fields in (3.2.1) are not free; and it is
also conceivable that the mass that appears there is not the mass one would
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have if there were no interactions. This should be apparent from (3.1.5): the
mass has been shifted by the amount

m{1 − 4
3g2BD},

and the normalization multiplied by

1 − 4
3g2AD.

On the grounds of invariance, all possible changes are of two types: of the
multiplicative type,

ψ → Z
1/2
ψ ψ, φ → Z

1/2
φ φ; g → Zgg, m → Zmm, (3.2.4)

or of the type obtained by adding some invariant extra term (or terms) to L. A
theory is renormalizable if the number of such terms is finite; if infinitely many
terms are needed, the theory is non-renormalizable. The theory described by
(3.2.1) is renormalizable and, besides the replacements (3.2.4), it also requires
the addition of a term λφ4 to L. We will neglect this term here; so, taking
into account only (3.2.4), we see that the Lagrangian (3.2.1) becomes the
so-called “renormalized” Lagrangian,

LR = Zψψ̄i∂/ψ − ZψZmmψ̄ψ + Zφ∂µφ∂µφ + ZgZψZ
1/2
φ gψ̄ψφ; (3.2.5)

we find that the interaction Lagrangian, defined as Lint ≡ L−Lfree, is really

LR0
int = : gψ̄0ψ0φ0 + (Z1/2

g ZψZ
1/2
φ − 1)gψ̄0ψ0φ0

(Zψ − 1)ψ̄0i∂/ψ0 − (ZψZm − 1)mψ̄0ψ0

+ (Zφ − 1)∂µφ0∂µφ0 :,

(3.2.6)

where ψ0, φ0 are free fields, satisfying canonical commutation relations. The
constants Z are called renormalization constants, and the terms containing
the factors (Z − . . .) are the counterterms. If we expand them in a power
series in g, this series has to begin at unity for, if g were zero, all Z would
equal unity. So we write

Zj = 1 +
∞∑

n=1

C
(n)
j

(
g2

16π2

)n

, (3.2.7)

where, if we want these counterterms to cancel the divergences of the theory,
the C

(n)
j are expected to be singular as ε → 0, and actually to be of the form

∑n
k=0 a

(n)
k ε−k + O(ε).

There is another way in which the necessity of counterterms may be seen
(Bogoliubov and Shirkov, 1959). If we look at the expansion (3.2.2), it turns
out that, because the fields are singular, the product

TL0
int(x1) . . .L0

int(xn) (3.2.8a)
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is undefined for equal arguments, xi = xj . Therefore, one can add arbitrary
terms

p(∂)δ(x1 − x2) . . . δ(xi − xj) . . . δ(xn−1 − xn), (3.2.8b)

with p a polynomial in the derivatives, to each of (3.2.8a). On analysis, the
terms (3.2.8b) are seen to correspond to the counterterms in (3.2.6).

How arbitrary are the values of the Z? A first condition on them is that
LR produce finite answers in the limit ε → 0. This, however, does not com-
pletely fix all the C

(n)
j in (3.2.7), as one can add to them constant (in ε) terms.

To have a unique theory we have to fix these constants, specifying sufficiently
many independent amplitudes as there are renormalization constants, Z.

Let us now return to the QCD Lagrangian. Since QCD is a gauge theory,
and we have seen that gauge invariance is essential to keep the theory mean-
ingful, the possible counterterms are strongly restricted: they must respect
gauge invariance. A look at the expression for Lξ

QCD, Eq. (2.3.11), shows that
the only modifications allowed are the following:4

qi(x) →Z
1/2
F qi(x), q̄i(x) → Z

1/2
F q̄i(x),

ωa(x) →Z1/2
ω ωa(x), ω̄a(x) → Z1/2

ω ω̄a(x),

Bµ
a (x) →Z

1/2
B Bµ

a (x),
g →Zgg,

mq →Zm,qmq,

λ →Zλλ.

(3.2.9)

Gauge invariance forces the Z for all the quarks to be equal to one single
ZF and, likewise, there is one common ZB for all the gluons. In addition,
the potentially different renormalization of the trilinear q̄qB, the trilinear
BBB, the quadrilinear BBBB and the ghost ω̄ωB couplings must be induced
by the same Zg. That this very specific set of Zs is sufficient to render all
Green’s functions finite is a consequence of the identities (Ward identities
for Abelian, Slavnov–Taylor identities for non-Abelian theories) that gauge
invariance forces on these Green’s functions. As stated earlier, these identities
may be generated by the BRST transformations; later on, we will explicitly
check a few representative ones.

Let us next introduce a bit of notation. After the replacements of (3.2.9),
the renormalized QCD Lagrangian becomes

Lξ
R =

∑

q

(
i¯̃qD̃/ q̃ − mq

¯̃q q̃
)
− 1

4

(
D̃ × B̃

)2 − λ̃

2
(∂ · B̃)2 + (∂µ

¯̃ω)D̃µω̃, (3.2.10a)

4 Note that not all the Z are independent; the Slavnov–Taylor identities, that we
will discuss in Sect. 3.3, give Zλ = ZB . Detailed studies of these identities may
be found in the treatises of Lee (1976), Taylor (1976) and Fadeyev and Slavnov
(1980).
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where the tilde means that the corresponding objects embody the appropriate
Z factors:

q̃ = Z
1/2
F q, g̃ = Zgg, m̃ = Zmm, . . . ,

D̃/ q̃ = (∂/ − ig̃tB̃/ )q̃, . . . , etc.
(3.2.10b)

Thus, Lξ
R is formally identical with Lξ, with the replacement of all objects by

renormalized objects. We may also split Lξ
R, explicitly exhibiting the coun-

terterms:
Lξ

R = Lξ
uD + Lξ

ctD, (3.2.11a)

where Lξ
uD is the unrenormalized or “bare” part

Lξ
uD =

∑

q

(
iq̄D/ q −mq q̄q

)
− 1

4

(
D×B

)2 − λ

2
(∂ ·B)2 + (∂µω̄)Dµω, (3.2.11b)

and

Lξ
ctD = Lξ

R − Lξ
uD

= (ZF − 1)i
∑

q

q̄∂/ q+(ZF Z
1/2
B Zg − 1)g

∑
q̄γµtaqBµ

a + · · · . (3.2.11c)

We see that, in perturbation theory, the interaction contains not only the
terms g

∑
q̄0γµtq0B0µ,. . ., but also i(ZF − 1)

∑
q̄0∂/ q0, etc., where the fields

q0, B0, ω0 are the ones that verify free-field canonical commutation relations,
and thus generate the Feynman rules of Appendix D. In the renormalization
procedure one expects that, while Lξ

uD, Lξ
ctD each require regularization, pro-

vided by the value D �= 4, the singularities must compensate in such a way
that Lξ

R produce finite answers in the limit D → 4. It is far from obvious
that there exists a choice of Z values that achieves this, and indeed (at least
in perturbation theory) only a limited numbers of field theories are renor-
malizable. The proof of the renormalizability of non-Abelian field theories, in
particular QCD, was given by ’t Hooft (1971). Here we will not go so far, but
only check explicitly that Lξ

R produces finite answers to the lowest orders in
perturbation theory.5

5 For a very readable account of renormalization, see Lee and Zinn-Justin (1972).
A more recent account is that in Fadeyev (1976). For practical applications in
QCD, the treatise of Pascual and Tarrach (1984) is useful.
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3.3 Renormalization of QCD (One Loop)

In our presentation of renormalization theory, based essentially on the dis-
cussion of Bogoliubov and Shirkov (1959), finite (renormalized) Green’s func-
tions are obtained for the VEVs

〈0|T . . . q(x) . . . B(y) . . . ω(z) . . . |0〉

in perturbation theory, calculating with the full interaction Lagrangian of
(3.2.11), including counterterms. The multiplicative character of renormal-
ization for QCD, however, allows us to follow a different path. We may ne-
glect the counterterms and simply rescale the fields and couplings in Green’s
functions according to (3.2.9). Also, one should be aware that we will be
renormalizing perturbatively. This means that we have to be consistent, and
work to the same order both in the “primitive” interaction and in the coun-
terterms. In this and the following sections, we will see detailed examples of
this.

i µ-Renormalization

Consider the renormalized QCD Lagrangian. In order to specify it, we have
to give the values of the Z. To do so, we begin by defining the unrenormalized
Green’s functions,

GuD(x1, . . . , xN ),

which are calculated with Lξ
uD. If G corresponds to the VEV of a field prod-

uct,
〈TΦ1(x1) . . . ΦN (xN )〉0 = GuD(x1, . . . , xN ), (3.3.1)

where the Φk are the q, ω, B or, more generally, local operators built from
these, then in perturbation theory,

GuD(x1, . . . , xN ) =
∞∑

n=0

in

n!

∫
d4z1 . . . d4zn 〈TΦ0

1(x1) . . . Φ0
N (xN )Lξ

uD,int(z1) . . .Lξ
uD,int(zn)〉0.

(3.3.2)
The GuD are, generally speaking, divergent as D → 4. The renormalized
Green’s functions are defined as

GR(x1, . . . , xN ) =
∞∑

n=0

in

n!

∫
d4z1 . . . d4zn 〈TΦ0

1(x1) . . . Φ0
N (xN )Lξ

R,int(z1) . . .Lξ
R,int(zn)〉0.

(3.3.3)
What we then require is that GR be finite, i.e., that the modifications that
counterterms introduce in (3.3.3) cancel the singularities of (3.3.2). In QCD,
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we have six values of Z; to fix them it will be sufficient to fix six independent
Green’s functions. That the result is independent of the choice we make for
these six functions is a consequence of the Ward–Slavnov–Taylor identities
among Green’s functions, and this is actually a highly nontrivial part of the
renormalization program. For the moment, we shall make a specific choice.
We work in momentum space and start with the quark propagator

SRξ(p) = i
{
p/ − m + ΣRξ(p)

}−1
,

ΣRξ(p) = (p/ − m)ARξ(p2) + mBRξ(p2).
(3.3.4a)

The µ-renormalization, also called momentum renormalization, is defined as
follows. Let us choose a spacelike momentum, p̄, p̄2 = −µ2 < 0; this condition
being imposed to avoid confusion between the singularities as D → 4 and the
discontinuities of Green’s functions as functions of the momenta, which in
our case occur for timelike p, p2 ≥ m2. We may specify the values of

ARξ(p̄2), BRξ(p̄2). (3.3.4b)

The first will fix ZF , the second a combination of ZF , Zm, Zλ. Then we turn
to the gluon propagator,

Dµν
Rξ =

(
− q2gµν + qµqν

)
DR,tr(q2) + gµνDRL(q2), (3.3.5a)

which, also choosing q = p̄ for simplicity and fixing

DR,tr(p̄2), DRL(p̄2), (3.3.5b)

allows us to obtain ZB and a combination of ZB, Zλ. The ghost propagator,

GR(p) =
∫

d4x e−ip·x〈Tω(x)ω̄(0)〉0, (3.3.6a)

when chosen at p = p̄,
GR(p̄), (3.3.6b)

yields Zω.
The missing condition that will allow us to fix Zg is provided by any

vertex: q̄qB, BBB, BBBB or ω̄ωB. Here we will select the first. If we define
the “amputated” vertex V by

∫
d4xd4y e−ip1·xeip2·y〈qk

β(y)Ba
µ(0)q̄j

α(x)〉0

=
∑

Dab
µν(p2 − p1)Ski

βα′(p2)V
il;b,ν
Rξ;α′β′(p1, p2)S

lj
β′α(p1),

V il;b,ν
Rξ;α′β′(p1, p2) = itbilγ

ν
α′β′ + V

(2)il;b,ν
Rξ;α′β′ (p1, p2) + · · · ,

(3.3.7a)
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(α, β Dirac indices, and the S are the quark propagators) then we can specify
the value of the vertex

VRξ|p2
1=p2

2=(p1−p2)2=−µ2 . (3.3.7b)

The implementation of the renormalization program is greatly facilitated
by the fact, already noted, that Lξ

R may be obtained from Lξ
uD by simply ef-

fecting the replacements (3.2.9). To calculate any renormalized Green’s func-
tion, we begin by writing it more explicitly, in momentum space and after
so-called amputation (eliminating the external legs), as

ΓR ≡ Γ (p1, . . . , pN−1;m, g, λ),

where, denoting by Φ to generic fields,

Γ (p1, . . . , pN−1;m, g, λ)δ(
∑

p)

= K1(p1) . . . KN (pN )
∫

d4x1 . . . d4xN ei
∑

xk·pk〈TΦ1(x1) . . . ΦN (xN )〉0,
(3.3.8)

and where the Ki are the appropriate inverse propagators, iK(p) = S−1
R (p)

for fermion fields, iK(p) = D−1
R (p) for gluons, etc. Note that amputation has

the virtue of removing the poles associated with the external legs. Moreover,
since SR, DR are renormalized propagators, Γ will contain a factor Z

−1/2
Φ for

each field and a factor ZΦ for each KΦ, and hence an effective factor Z
1/2
Φ for

each field Φ.
Next, we calculate

ΓuD(p1, . . . , pN−1;m, g, λ)

by using Lξ
uD;int, cf. Eq. (3.3.2). Then, Γ ≡ ΓR is obtained from ΓuD as

Γ (p1, . . . , pN−1;m, g, λ)

= Z
1/2
Φ1

. . . Z
1/2
ΦN

ΓuD(p1, . . . , pN−1;Zmm,Zgg, Zλλ).
(3.3.9)

This equation takes on a more transparent appearance if we define the bare
couplings,6

mquD = Zmqmq, λuD = Zλλ, guD = Zgg, (3.3.10)

for then (3.3.9) reads

Γ (p1, . . . , pN−1;m, g, λ)

= Z
1/2
Φ1

. . . Z
1/2
ΦN

ΓuD(p1, . . . , pN−1;muD, guD, λuD),
(3.3.11a)

6 It is at times convenient to think of the mass and gauge parameter as coupling
constants.
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or, written in terms of nonamputated Green’s functions, and using the nota-
tion p = (p1, . . . , pN−1) for short,

GR(p,m, g, λ) = Z
−1/2
Φ1

. . . Z
−1/2
ΦN

GuD(p,muD, guD, λuD). (3.3.11b)

To see how this works, consider the (non-amputated) quark propagator.
According to the general discussion,

SR(p; g,m, λ) = Z
−1/2
F Z

−1/2
F SuD(p;Zgg, Zmm,Zλλ).

We shall calculate to second order only. In this case, we may replace Zg, Zλ by
unity, since the corrections will be of higher order in g. Using the expression
computed in (3.1.4) and (3.1.5),

SR(p; g,m, λ) = iZ−1
F

1 − CF g2ADξ(p2)
p/ − Zmm [1 − CF g2BDξ(p2)]

.

As stated, to determine the Z we have to specify SR at a given p = p̄. We
will do so by requiring that, at this point, SR equal the free propagator:

SR(p̄; g,m, λ) =
i

p̄/ − m
. (3.3.12)

Thus we find, with p̄/ 2 = −µ2,

ZF ≡ Zξ
FD(µ2,m2) = 1 − CF

g2

16π2

{
(1 − ξ)Nε − 1 −

∫ 1

0

dx [2(1 − x) − ξ]

× log
xm2 + x(1 − x)µ2

ν2
0

+ ξ(µ2 + m2)
∫ 1

0

dx
x

m2 + µ2x

}
,

(3.3.13)
and

Zm ≡ Zm(µ2,m2) = 1 − CF
g2

16π2

{
3Nε − 1 − 2

∫ 1

0

dx (1 + x)

× log
xm2 + x(1 − x)µ2

ν2
0

+ ξ(µ2 + m2)
∫ 1

0

dx
x

m2 + µ2x

}
.

(3.3.14)

An important fact to be noted is that, while the divergent part of ZF depends
on the gauge, that of Zm is gauge independent (although in this renormal-
ization scheme, the finite parts of Zm are still gauge dependent). The gauge
dependence of ZF implies that there will exist gauge choices where it is finite.
From (3.3.13) it is clear that, to second order, this will be the case for the
Landau gauge, ξ = 1.

In QED there is a natural renormalization scheme: we take electrons and
photons on their mass shells, i.e., we choose p̄2 = m2 for S and q̄2 = 0 for
Dµν . Because confinement is a feature of QCD, no such natural scheme exists
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in our case; in fact, the residue of Dµν(q) at q2 = 0 is infinite. So we are free
to choose renormalization schemes that simplify the calculations as much
as possible. This occurs in particular for the so-called minimal subtraction
schemes, that we subsequently discuss.

ii The Minimal Subtraction Scheme

It was noted by ’t Hooft (1973) that the simplest way to eliminate diver-
gences in Green’s functions is to chop off the poles in 1/ε that appear in
dimensional regularization. This procedure is known as minimal subtraction.
Subsequently, a number of people realized that these poles appear in the
combination

Nε =
2
ε
− γE + log 4π. (3.3.15)

Therefore, if one simply cancels the 2/ε one introduces, somewhat artificially,
the transcendentals γE, log 4π. These, it will be recalled, appear because of
the specific way in which we continued to the dimension D = 4 − ε, which
yielded the terms

(4π)ε/2Γ (ε/2) = Nε + O(ε).

It seems natural to eliminate these by introducing the modified minimal
subtraction scheme, or MS, in which the entire Nε is subtracted. In this
scheme we find

Z̄F = 1 − CF
g2

16π2
(1 − ξ)Nε, (3.3.16)

Z̄m = 1 − 3CF
g2

16π2
Nε. (3.3.17)

In this book we will mainly work with this MS scheme and shall therefore
drop from now on the bar over the Z.

An interesting property of this scheme is that here Zm is fully gauge
invariant. This is due to the gauge independence of the mass term, mq̄q, and
has been checked explicitly to four loops. Another interesting property is that
Zm is actually independent of m.

From (3.3.16) and (3.3.17) we see that if we write

ZF =1 +
g2

16π
c
(1)
F Nε + · · · ,

Zm =1 +
g2

16π
c(1)
m Nε + · · · ,

then we have
c
(1)
F = −CF (1 − ξ) (3.3.18)

c(1)
m = −3CF . (3.3.19)

The coefficients of Zm of second, third and fourth order have been calculated;
they are given in Sect. 10.1.
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a, µ, q b, ν, q

i, k

j, k+q

Fig. 3.3.1A. One loop corrections to the gluon propagator.

Next we evaluate, in the MS scheme, the remaining renormalization con-
stants of QCD. We begin with the gluon propagator. Its transverse part may
be written as

Dµν
uD;tr;ab =i

−gµν + qµqν/q2

q2
δab

+
∑ −gµµ′

+ qµqµ′
/q2

q2
δaa′Πa′b′

µ′ν′(q2)i
−gν′ν + qν′

qν/q2

q2
δb′b + · · · .

(3.3.20)
The relevant diagrams are shown in Fig.3.3.1A. The part of Π originating
from gluons and ghosts in Fig. 3.3.1A has already been calculated earlier,
Eq. (2.3.9).7. To second order, the renormalization of the gauge parameter,
mass or g do not intervene. The part arising from a quark loop, with the
routing of momenta given in Fig. 3.3.1A, is, for each flavour f of quark,

Πµν
f quark;ab = −ig2

∑

ij

taijt
b
ji

∫
dDk

(2π)D
ν4−D
0

Tr(k/ + mf )γµ(k/ + q/ + mf )γν

(k2 − m2
f )[(k + q)2 − m2

f ]
.

7 Equation (2.3.9) was calculated without taking into account a factor ν4−D
0 . When

we include it, the only difference in the result is the replacement of log(−q2) by
log(−q2/ν2

0).
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+ + +

+ +

Fig. 3.3.1B. Iterations of the one loop corrections to the gluon propagator.

The calculation may be carried out with the standard techniques. The result
is like that for the photon vacuum polarization in QED, apart from the colour
factor Tr tatb = TF δab. With nf the total number of quark flavours, we have

Πµν
all quark;ab = − 2TF δab

g2

16π2
(−gµνq2 + qµqν)

×
{

2
3Nεnf − 4

∫ 1

0

dxx(1 − x)
nf∑

f=1

log
m2

f − x(1 − x)q2

ν2
0

}
.

(3.3.21)

We can sum all the graphs of Fig. 3.3.1B, where the hazy disk represents
any gluon, ghost or quark loop. If we write

Πµν
all;ab = −δab(−gµνq2 + qµqν)Πall, (3.3.22a)

where “all” means that we have summed gluons, ghosts and quarks, we obtain
the expression for the transverse part of the gluon propagator, correct to one
loop,

Dµν
uD;tr;ab(q) = iδab

−gµν + qµqν/q2

[1 − Πall(q2)]q2
. (3.3.22b)

This equation is the analogue of (3.1.5).
Let us introduce the notation

f
div= g,

to mean that the coefficients of Nε of f and g are equal (equal divergent
parts). The renormalized nonamputated transverse part of D is

Dµν
R tr;ab = Z−1

B Dµν
uD;tr;ab;

using Eqs. (2.3.9), (3.3.20) and (3.3.21) we see that

1 − Πall
div= 1 +

g2

16π2

{
10CA

6
− 8TF nf

6

}
Nε,
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i, p j, p’

l, p+k

b, k c, k−q

a, µ, q

i, p j, p’

c, k

l, p+k l’, p’+k

a, µ, q

i, p j, p’

a, µ, q

(c)(b)

(a)

Fig. 3.3.2. The quark-gluon vertex, and corrections. (a) Bare vertex.

(b, c) One loop corrections.

and therefore, in the MS scheme and in the Fermi–Feynman gauge to one
loop,

ZB = 1 +
g2

16π2

{
5
3CA − 4

3TF nf

}
Nε. (3.3.23)

In an arbitrary gauge, ZB has been calculated by Gross and Wilczek (1973a)
and Politzer (1973). The corresponding c

(1)
Bξ is

c
(1)
Bξ = 1

2

{
10 + 3ξ − 4nf

3

}
. (3.3.24)

We shall not calculate Zλ explicitly; the Slavnov–Taylor identity which we
proved in Sect. 2.4 implies that, to all orders, ZB = Zλ, so in particular

c
(1)
λξ = c

(1)
Bξ, (3.3.25)

which the reader may verify easily.
To complete this section, let us calculate Zg. This we do from the q̄qB

vertex. With the choice of momenta of Fig. 3.3.2, we write the (amputated)
vertex as

V µ
uD,ija = igγµtaji + iΓ (2)µ

uD,ija + · · · (3.3.26a)
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(cf. Eq. 3.3.7) with

Γ
(2)µ
uD,ija(p, p′) =

(
Γ (b) + Γ (c)

)µ

uD,ija
. (3.3.26b)

The indices in Γ (b), Γ (c) refer to the contributions of the diagrams (b, c)
in Fig. 3.3.2. Note that the three diagrams where the gluon is radiated and
absorbed by the same external leg are not included, because the vertex is
taken to be amputated. The diagram (a) of Fig. 3.3.2 gives the term igγµtajiin
Eq. (3.3.26a). As should be obvious from the previous examples, the quark
masses play no role in the evaluation of the Z (except, of course, Zm) so we
will simplify the calculation by taking m = 0. Also, we will only calculate the
divergent part of the Γ . Then, in the Fermi–Feynman gauge,

iΓ (b)µ
uD,ija

div= ig3Ca
ij

×
∫

dDk̂
γβ [(2k − q)µgαβ − (k + q)βgµ

α + (2q − k)αgµ
β ](p/ + k/ )γα

[(p + k)2 + i0][(k − q)2 + i0](k2 + i0)

div= ig3Ca
ijγ

µ lim
η→0

∫
dDk̂

2(2 − D)/D

(k2 − iη)2
div= 3Ca

ijgNεγ
µ g2

16π2
.

(3.3.27a)
We have used the customary notation

dDk̂ =
dDk

(2π)D
ν4−D
0 ,

and the colour factor Ca
ij is

Ca
ij = −

∑
tcjlt

b
lif

bca = 1
2 [tc, tb]jif

bca

=
i
2
CAtaji = 3

2 itaji.

We have profited from the antisymmetry of the f bca to replace tctbf bca →
1
2 [tc, tb]f bca.

Likewise,

iΓ (c)µ
uD,ija

div= − i2g3C ′a
ij

∫
dDk̂

γβ(p/ ′ + k/ )γµ(p/ + k/ )γαgαβ

[(p + k)2 + i0][(p′ + k)2 + i0](k2 + i0)

div= igC ′a
ij Nεγ

µ g2

16π2
,

(3.3.27b)
and the colour factor is now

C ′a
ji =

∑

c

(tctatc)ji =
∑

c

([tc, ta]tc)ji + (ta
∑

c

tctc)ji

=
{
− 1

2CA + CF

}
taji;

(3.3.27c)
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+ crossed graphs

Fig. 3.3.3. The gluon-gluon (amputated) vertex: bare vertex and one loop

corrections.

we have used repeatedly formulas of Appendix C.
Adding Γ (a), Γ (b),

Γ
(2)µ
uD,ija

div= igtajiγ
µNε{CA + CF }

g2

16π2
. (3.3.28)

Now, the renormalization of the vertex involves Zg and ZF , ZB,

V µ
R,ija = Z−1

F Z
−1/2
B ZgV

µ
uD,ija; (3.3.29)

using the values for the ZF , ZB that we found before, and the expression just
calculated for the divergent part of Γ (2), we find, to second order,

Zg = 1 − g2

16π2

{
11
6 CA − 2

3TF nf

}
Nε. (3.3.30)

Thus,
c(1)
g = −

{
11
2 − 1

3nf

}
.
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It is interesting to watch the cancellation of the CF terms. This is nec-
essary because we could have calculated Zg for a pure Yang–Mills theory.
We see that the cancellation is due to the gauge structure; cf. Eq. (3.3.27c).
The original calculation was actually performed using the gluon-gluon vertex
(Gross and Wilczek, 1973a; Politzer, 1973). This involves the diagrams of
Fig. 3.3.3. One could also have used the ω̄ωB vertex. The result in all cases
is the same, which is of course a reflection of gauge invariance.

A result that is worth noting is that, to all orders, Zg is gauge invariant,
in the MS scheme of renormalization (Caswell and Wilczek, 1974).

iii Renormalization in the Background Field Formalism

As an example of the uses of the background gauge method that was de-
veloped in Sect. 2.7, we will compute the coupling constant renormalization
using it.

In the background gauge formalism the renormalization is performed as in
other gauges; but, because the Lagrangian now also involves the background
field φ, we have another renormalization constant, Zφ: to Eqs. (3.2.9) we have
to add

φµ
a(x) → Z

1/2
φ φµ

a(x). (3.3.31)

The background field method simplifies the calculation of Zg, at least to one
and two loops.8 The reason is that, as shown in Sect. 2.7, the Lagrangian is
invariant under gauge transformations. This means that the φ field strength
tensor,

Gµν
φ,a = ∂µφν

a − ∂νφµ
a + g

∑
fabcφ

µ
b φν

c , (3.3.32)

must be the same in terms of renormalized and unrenormalized fields. In the
presence of the quadratic piece of (3.3.32), this is only possible if

Zg = Z
−1/2
φ , (3.3.33)

because only thus will G be proportional to G̃:

Gµν
φ,a → Z

1/2
φ (∂µφν

uD,a − ∂νφµ
uD,a + ZgZ

1/2
φ g

∑
fabcφ

µ
uD,bφ

ν
uD,c) = G̃µν

φ,a.

Therefore, to evaluate Zg with the background field method, we only have
to find Zφ, which is accomplished by calculating the graphs of Fig. 3.3.4, a
much simpler task than the calculation of ZB , Zg which was necessary with
the previous methods.

The calculation is straightforward with the Feynman rules for the back-
ground gauge, given in Appendix D. It is here interesting to watch two effects:

8 However, to three and, especially, four loops, the complication caused by the
extra couplings of φ offsets the gains we make. Nevertheless, the background field
method has other applications.
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φ

φ

φ

φ

(b)

(a)

Fig. 3.3.4. Renormalization of the background field, φ.

first, both diagrams (a) and (b) in Fig. 3.3.4 give, independently, transverse
polarization functions. Secondly, the graph (a) of Fig. 3.3.4 gives a result that
does not depend on the gauge parameter, a or ξ. This is a reflection of the
gauge invariance (with respect to φ) of the Lagrangian. The results are

Zfig. a
φ = 1 +

g2

16π2

10CA

3
Nε,

Zfig. b
φ = 1 +

g2

16π2

CA

3
Nε,

(3.3.34a)

and therefore Eq. (3.3.33) gives

Zg = Z
−1/2
φ =

[
Zfig. a

φ + Zfig. b
φ

]−1/2

= 1− g2

16π2

11CA

6
Nε +O(g4), (3.3.34b)

which is, of course, in agreement with our previous result, Eq. (3.3.30), up to
fermion contributions which we have not included now.
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3.4 The Renormalization Group

Consider, as a first example for what will follow, the renormalized quark
propagator. In the µ-scheme and in the Fermi–Feynman gauge,

S
(µ)
R (p; g,m) = i

1 − CF g2A
(µ)
R (p2)

p/ − m[1 − CF g2B
(µ)
R (p2)]

, (3.4.1a)

where

A
(µ)
R (p2) =

2
16π2

∫ 1

0

dx (1 − x) log
xm2 + x(1 − x)µ2

xm2 − x(1 − x)p2
,

B
(µ)
R (p2) = − 2

16π2

∫ 1

0

dx (1 + x) log
xm2 + x(1 − x)µ2

xm2 − x(1 − x)p2
.

(3.4.1b)

In the MS scheme,

S
(ν0)
R (p; g,m) = i

1 − CF g2Ā
(ν0)
R (p2)

p/ − m[1 − CF g2B̄
(ν0)
R (p2)]

, (3.4.2a)

and

Ā
(ν0)
R (p2) =

1
16π2

{
−1 − 2

∫ 1

0

dx (1 − x) log
xm2 − x(1 − x)p2

ν2
0

}
;

B̄
(ν0)
R (p2) =

1
16π2

{
1 + 2

∫ 1

0

dx (1 + x) log
xm2 − x(1 − x)p2

ν2
0

}
.

(3.4.2b)

We see that the renormalization introduces an arbitrary mass parameter in
the Green’s functions of the theory: it is the renormalization point µ in the
µ-scheme or the mass ν0 in the MS scheme.

Let us begin the discussion with the µ scheme. Suppose we change the
renormalization point to µ′. If we merely replace µ by µ′ in Eq. (3.4.1b),
we would find a value S

(µ′)
R different from S

(µ)
R . However, we want to have a

single theory; we must therefore compensate for this change. This we do by
allowing a dependence of the parameters of the theory on µ. So we rewrite
(3.4.1a) as

S
(µ)
R (p; g(µ),m(µ)) = i

1 − CF g(µ)2A(µ)
R (p2)

p/ − m(µ)[1 − CF g(µ)2B(µ)
R (p2)]

. (3.4.3)

That such m(µ), g(µ) exist is clear from the expression of SR in terms of the
unrenormalized propagator:

S
(µ)
R (p; g(µ),m(µ)) = Z−1

F (µ)SuD(p; guD,muD);
muD = Zm(µ)m(µ), guD = Zgg(µ).

(3.4.4)
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All we thus have to do is to appropriately choose the µ dependence of
ZF , Zm, Zg etc. to get a unique theory. Thus we take a new renormaliza-
tion point µ′, S

(µ′)
R such that now

S
(µ′)
R (p̄′; g(µ′),m(µ′)) =

i

p̄/ ′ − m(µ′)
,

p̄′2 = − µ′2

and we fix9 m(µ′), ZF (µ′), Zm(µ′) by requiring equality of the propagators,
S

(µ)
R (p; g(µ),m(µ)) and S

(µ′)
R (p; g(µ′),m(µ′)), for all p. This gives, for exam-

ple,

m(µ′) = m(µ)
{

1 − g2

6π2

∫ 1

0

dx (1 + x) log
xm + x(1 − x)µ′2

xm + x(1 − x)µ2

}
.

In the MS scheme the argument is simpler, but also subtler.10 We reg-
ularized in such a manner that an arbitrary mass scale, ν0, was introduced.
If we want to obtain Green’s functions independent of ν0 we can make them
so by canceling not only the divergence of the term (4π)ε/2Γ (ε/2)νε

0, but the
ν0 dependence as well. This can only be achieved at the expense of introduc-
ing a new mass scale, ν, so that we replace Z → Z(ν) = (ν0/ν)εZ, which
thus cancels the quantity Nν0

ε = 2/ε− γE + log 4π + log ν0. The renormalized
Green’s functions will depend on ν, but no longer on ν0. Now, we want the
theory to be independent of the value of ν that we choose: it will be sufficient
to allow for a ν dependence of g, m, ξ (besides Z). For amputated Γ ,

ΓR(p1, . . . , pN−1; g(ν),m(ν), ξ(ν); ν)

= Z
1/2
Φ1

(ν) . . . Z
1/2
ΦN

(ν)ΓuD(p1, . . . , pN−1; guD,muD, ξuD);
(3.4.5)

and
guD =Zg(ν)g(ν), muD = Zm(ν)m(ν),

λuD =Zλ(ν)λ(ν), ξ = 1 − λ−1.
(3.4.6)

It is not difficult to see what ν dependence we need. We recall that ν0

entered in the combination

dDk̂ =
dDk

(2π)D
ν4−D
0 ,

so the only dependence on ν0 lies in the divergent part:

(4π)ε/2Γ (ε/2)νε
0.

9 g does not intervene for S to the order at which we are working.
10Our version of the MS scheme is slightly different (although equivalent) to the

standard one.
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Therefore, the Zj(ν) will be of the form

Zj(ν) = 1 + C
(1)
j (ν)

g2

16π2
+ . . . ,

C
(1)
j (ν) = c

(1)
j

{
2
ε
− γE + log 4π + log

ν2
0

ν2

}
:

(3.4.7)

the coefficients of the log ν2 terms are the same c
(1)
j as the coefficients of the

divergent term Nε we have calculated, up to a change of sign. It is easy to
show that the same is true, to lowest order, for the coefficients of log µ2 in
the µ-scheme.

The set of transformations µ → µ′ (or ν → ν′) constitutes the renormal-
ization group,11 first introduced by Stückelberg and Peterman (1953); see also
Gell-Mann and Low (1954) and Bogoliubov and Shirkov (1959). The invari-
ance of physical quantities under this group of transformations may be used,
as will be done here, to study the asymptotic behaviour of Green’s functions.
This is best accomplished by using the Callan (1970) and Symanzik (1970)
equation, which will be the subject of the next section.

3.5 The Callan–Symanzik Equation

The Callan–Symanzik equation is more simply derived by noting that the
ΓuD, guD, muD, λuD are ν-independent (for definiteness we work in the MS
scheme). Therefore we have

νd
dν

ΓuD(p1, . . . , pN−1; guD,muD, λuD) = 0,

and using (3.4.5) and (3.5.6) we immediately obtain
{

ν∂

∂ν
+ gβ

∂

∂g
+ (−λ)δ

∂

∂λ
+

∑

q

mqγm,q
∂

∂mq
− γΓ

}

×ΓR(p1, . . . , pN−1; g(ν),m(ν), λ(ν); ν) = 0.

(3.5.1)

We have defined the universal functions β, γ, δ:

νd
dν

g(ν) = g(ν)β,

νd
dν

mq(ν) = mq(ν)γm,q,

νd
dν

λ(ν) = [−λ(ν)]δ,

(3.5.2)

11Actually, a group structure is obtained only within a given renormalization
scheme.
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and, moreover,

ZΓ = Z
1/2
Φ1

. . . Z
1/2
ΦN

, Z−1
Γ

νd
dν

ZΓ = γΓ . (3.5.3)

The functions α, β and γ can again be calculated using the same trick that
was used to derive (3.5.1): Eq. (3.3.10), and the fact that the guD, muD, λuD

are independent of ν. We get,

β = − Z−1
g (ν)

νd
dν

Zg(ν),

γm,q = − Z−1
m (ν)

νd
dν

Zm(ν),

δ = − Z−1
λ (ν)

νd
dν

Zλ(ν);

(3.5.4)

γm,q is called the anomalous dimension of the mass.
Equation (3.5.1) is not very useful as it stands, because it contains the

partial derivative ∂/∂ν. However, we can transform it into a more useful form
by using dimensional analysis. Suppose ρΓ is the dimension12 of ΓR; then
ν−ρΓ ΓR is dimensionless, and thus it can only depend on ratios of dimensional
parameters. We scale the momenta,

ν−ρΓ ΓR(λp1, . . . , λpN−1; g,m, a−1; ν)

=F (λp1/ν, . . . , λpN−1/ν; g,m/ν, a−1),

and we replaced the gauge parameter λ by a = λ−1 to avoid confusion with
the scale λ. If we now trade the ν∂/∂ν for −λ∂/∂λ, we obtain the Callan–
Symanzik equation:

{
− ∂

∂ log λ
+ gβ

∂

∂g
+ a−1δ

∂

∂(a−1)
+

∑

q

mq(γm,q − 1)
∂

∂mq
− γΓ + ρΓ

}

×ΓR(λp1, . . . , λpN−1; g,m, a−1; ν) = 0.
(3.5.5)

To solve this equation, we define effective, or “running”, parameters given
implicitly by the equations

dḡ(λ)
d log λ

= ḡ(λ)β(ḡ(λ)),
dm̄(λ)
d log λ

= m̄(λ)γm,q,
dā−1(λ)
d log λ

= ā−1(λ)δ,

(3.5.6a)

12The dimension of a field is easily deduced by noting that the action A =
∫

d4xL
must be dimensionless. Hence, [q] = [M ]3/2, [ω] = [M ]1 and [B] = [M ]1. The
dimension of Γ is obtained from those of the fields it contains. For example, for
the quark propagator (nonamputated) one has ρS = −1; that is, 3/2 + 3/2 from
the quark fields and −4 from the d4x.
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with the boundary conditions

ḡ|λ=1 = g(ν), m̄|λ=1 = m(ν), ā|λ=1 = a(ν). (3.5.6b)

Then,

ΓR(λp1, . . . , λpN−1; g(ν),m(ν), a(ν)−1; ν)

=λρΓ ΓR(p1, . . . , pN−1; ḡ(λ), m̄(λ), ā(λ)−1; ν)

× exp

{
−

∫ log λ

0

d log λ′ γΓ

(
ḡ(λ′), m̄(λ′), ā(λ′)−1

)
}

.

(3.5.7)
We see that, when we scale the momenta by λ, ΓR does not simply scale
as λρΓ : corrections to this have developed, incorporated into the exponential
term on the right hand side of Eq. (3.5.7). For this reason, γΓ is usually
called the anomalous dimension of ΓR. In this respect the renormalization
group may be interpreted as the realization of scale invariance in local quan-
tum field theory; this realization is nontrivial due to the infinite character
of renormalization, which introduces an extraneous mass scale. The devel-
opment of this point of view may be found in Callan, Coleman and Jackiw
(1970) and, for QCD, Collins, Duncan and Joglekar (1977).

There is an additional point to be made about (3.5.7). In principle it
is valid independently of perturbation theory; for example, in lattice for-
mulations (see later, Chap. 9). However, most of the applications involve
perturbative expansions.

3.6 Renormalization of Composite Operators

Because we probe hadronic structure mostly with external currents, both
weak and electromagnetic, we must discuss not only Green’s functions, but
matrix elements of composite operators as well. These operators may, from
the point of view of renormalization, be classified into two categories: those
which are conserved or partially conserved, and those that are not conserved
(nor partially conserved).

A conserved operator is the electromagnetic current of any number of
quark flavours: Jµ

em =
∑

q QqV
µ
qq with

V µ
qq(x) = : q̄(x)γµq(x) :;

it satisfies
∂µV µ

qq(x) = 0 (3.6.1a)

to all orders in perturbation theory. A partially conserved current is, for
example, the axial weak current

Aµ
qq′(x) = : q̄(x)γµγ5q

′(x) : .
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Using the equations of motion (2.1.6), we see that it verifies

∂µAµ
qq′(x) = i(mq + mq′)J5

qq′(x), J5
qq′(x) =: q̄(x)γ5q

′(x) :, (3.6.1b)

so it will be asymptotically conserved in the limit of high energies, where
masses can be neglected.

In general, the matrix elements of any composite operator are divergent.
However, if we take into account the full QCD Lagrangian, i.e., including
counterterms, then the conserved and quasi-conserved currents have finite
matrix elements.13 Physically this is obvious; a formal proof will be given
later.

Nonconserved operators, on the other hand, generally require renormal-
ization; that is, they have to be defined including a specific Z to make them
finite. To see this, we begin with a simple example, the operator defined as
M(x) ≡: q̄(x)q(x) :, with sum over the implicit colour indices understood so
that M is a colour singlet. As discussed in Sects. 3.2 and 3.3, we may either
work with q̄q and calculate taking counterterms into account, or use (for am-
putated Green’s functions) ZF q̄q, replace g → guD = Zgg, m → muD = Zmm
and neglect counterterms. This, however, is insufficient to make M finite: to
obtain finite matrix elements we must still multiply by an extra ZM , called
the operator renormalization: we thus define

MR(x) = ZMM(x). (3.6.2)

Let us evaluate ZM . We use the formulas of Sect. 1.2: letting the subscript
or superscript 0 mean free fields, q0 = q0, B0 = B0,

MR(x) = ZMT : q̄0(x)q0(x) : exp i
∫

d4z L0
int(z).

To lowest order in g, this is

MR(x) = ZMZ−1
F : q̄0(x)q0(x) :

− g2

2!
ZM

∑∫
d4z1d4z2 T

{
: q̄0(x)q0(x) : : q̄0(z1)taγµq0(z1) :

× : q̄0(z2)tbγνq0(z2) : Bµ
0a(z1)Bν

0b(z2)
}

.

(3.6.3)
Because we expect ZM = 1 + O(g2), we can neglect the ZM in the second
term on the right hand side of (3.6.3).

We next consider matrix elements between quark states with the same
momentum, that we denote by 〈M〉p, 〈MR〉p; it is not difficult to see that,

13This is true to lowest order in weak and electromagnetic interactions. If we in-
clude higher orders in these, we would have to add weak and electromagnetic
counterterms, ZWeak

F , Zem
F , etc.
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(a)

(b)

(c)

−qq

−qq

−qq

−qq

i, p i, p

i, p i, p

l, p+k l, p+k

a, k

Fig. 3.6.1. Renormalization of the operator q̄q. (a) Bare vertex.

(b) Radiative corrections to external legs. (c) Vertex correction.

in our case, the divergence is the same for diagonal or off-diagonal matrix
elements. Then Eq. (3.6.3) gives, after simple manipulations and without
amputation now,

〈MR〉p = ZMZ−1
F 〈M0〉p

+ i〈M0〉p
{

g2CF

∫
dDk̂

−γµ(p/ + k/ )(p/ + k/ )γµ

k2(p + k)4
+ SuD(p) + SuD(p)

}
,

M0 ≡: q̄0q0 : .
(3.6.4)

The calculation has been performed in the Fermi–Feynman gauge, and ne-
glecting the quark masses, which does not affect the divergence; the Feynman
diagrams that intervene in the calculation are shown in Fig. 3.6.1. Clearly,
the divergent part of one of the SuD in (3.6.3) (see Fig. 3.6.1, b) is exactly
canceled by that of ZF ; we thus need only the formula

−iCF g2

∫
dDk̂

γµγµ

k2(p + k)2
div=

4g2CF

16π2
Γ (ε/2)(4π)ε/2νε

0,
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which, when added to the remaining SuD gives us the desired result:

ZM (ν) = 1 − 3CF
g2

16π2

{
2
ε

+ log 4π − γE − log ν2/ν2
0

}
. (3.6.5)

We leave it as an exercise to show that ZM is actually independent of the
gauge, the reason being that M is a gauge invariant operator. The quantity
γM , defined by ZM = 1 − (g2/16π2)NεγM + . . . is called the anomalous
dimension of the operator, to one loop (this name is also used for the whole
of ZM ).

If we had carried out the calculation for q̄γµq′ or q̄γµγ5q
′ we would have

obtained zero for the anomalous dimension. As stated before, this is a special
case of a general result, which we now prove. Let Jµ be a quasi-conserved
operator, i.e., for zero masses ∂µJµ(x) = 0. Consider any T-product with
arbitrary fields Φi:

TJµ(x)Φ1(y1) . . . ΦN (yN ).
Then, using ∂0θ(x0 − y0) = δ(x0 − y0), we find the identity

∂µTJµ(x)Φ1(y1) . . . ΦN (yN ) = T(∂µJµ(x))Φ1(y1) . . . ΦN (yN )

+
N∑

k=1

δ(x0 − yk)TΦ1(y1) . . . [J0(x), Φk(yk)] . . . ΦN (yN ).
(3.6.6)

Now let
δ(x0 − y0

k)[J0(x), Φk(yk)] = Φ′
k(yk)δ(x − y).

If ZJ and ZD are the renormalization constants for Jµ and ∂ ·J , and γJ and
γD the anomalous dimensions (coefficients of −(g2/16π2)Nε) we find, from
(3.6.6) and by differentiating νd/dν, that

γJ∂µTJµ(x)Φ1(y1) . . . ΦN (yN )

= T
{∑

γmm
∂

∂m
∂ · J(x)

}
Φ1(y1) . . . ΦN (yN )

+ γDT(∂ · J(x))Φ1(y1) . . . ΦN (yN ).

(3.6.7)

This is possible only if γJ = 0 and, moreover,

γD∂ · J = −
∑

γmm
∂

∂m
∂ · J. (3.6.8)

This relation may be verified for the case Jµ = q̄γµq′ with the help of our
previous calculation, because

∂ · J = i(m′ − m)q̄q′;

we may then use the γm (whose explicit value will be given in Sect. 3.7).
Alternatively, one can take into account (3.3.17) and (3.4.6) to verify that,
to second order,

muD(q̄q)uD = mZm(q̄q)uD = mZM (q̄q)uD = m(q̄q)R,

as indeed Zm equals the ZM we have just calculated.
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3.7 The Running Coupling Constant and the Running
Mass in QCD: Asymptotic Freedom

Let us now turn to Eqs. (3.5.6) and (3.5.7). To solve (3.5.6), we assume that
for some ν the renormalized coupling constant is sufficiently small that we
can expand the functions β, γm, δ in power series in g(ν):

β = −
{

β0
g2(ν)
16π2

+ β1

(
g2(ν)
16π2

)2

+ β2

(
g2(ν)
16π2

)3

+ · · ·
}

,

γm = γ(0)
m

g2(ν)
16π2

+ γ(1)
m

(
g2(ν)
16π2

)2

+ γ(2)
m

(
g2(ν)
16π2

)3

+ · · · ,

δ = δ(0) g
2(ν)

16π2
+ δ(1)

(
g2(ν)
16π2

)2

+ δ(2)

(
g2(ν)
16π2

)3

+ · · · .

(3.7.1)

The value of β0 can be read off from (3.3.30) and (3.5.4):14

β0 = 1
3 {11CA − 4TF nf} = 11 − 2

3nf . (3.7.2a)

Using the calculations of Zg to second order (two loops) by Caswell (1974)
and Jones (1974) we also have:

β1 = 34
3 C2

A − 20
3 CATF nf − 4CF TF nf = 102 − 38

3 nf . (3.7.2b)

β0, β1 are scheme independent; the value for β2 given here below is that in the
MS scheme. The coefficients β2, β3 have been calculated, the first by Tarasov,
Vladimirov and Zharkov (1980) and the second by Larin, van Ritbergen and
Vermaseren (1997a); see Sect. 10.1 for details.

We then calculate the corresponding expressions for ḡ. We introduce the
standard notation

αs(ν2) ≡ ḡ(ν)2

4π
,

and then Eqs. (3.5.6a) give immediately

dḡ

d log λ
= −β0

ḡ3

16π2
,

so that, defining λ2 = Q2/ν2,

∫ αs(Q2)

αs(ν2)

dαs

α2
s

= −β0

2π

∫ 1
2 log Q2/ν2

0

d log λ′

14Gross and Wilczek (1973), Politzer (1973). Actually, β0 had been calculated be-
fore by ’t Hooft (unpublished) and Khriplovich (1969). See also Terentiev and
Vanyashin (1965).
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with the solution

αs(Q2) =
αs(ν2)

1 + αs(ν2)β0(log Q2/ν2)/4π
. (3.7.3)

It is customary to re-express this in terms of an invariant mass parameter,
denoted by Λ, so that (3.7.3) becomes

αs(Q2) =
4π

β0 log(Q2/Λ2)
, Λ2 = ν2e−4π/β0αs(ν2). (3.7.4a)

With the explicit value of β0,

αs(Q2) =
12π

(33 − 2nf ) log(Q2/Λ2)
. (3.7.4b)

The renormalization group equation may be solved by iteration to any arbi-
trary order. For example, to two loops,

αs(Q2) =
12π

(33 − 2nf ) log Q2/Λ2

{
1 − 6

153 − 19nf

(33 − 2nf )2
log log Q2/Λ2

log Q2/Λ2

}
,

(3.7.4c)
and to three loops we find,

αs(Q2) =
4π

β0L

{
1 − β1 log L

β2
0L

+
β2

1 log2 L − β2
1 log L + β2β0 − β2

1

β4
0L2

}
(3.7.4d)

where

L = log
Q2

Λ2
, β2 = 2857

2 − 5033
18 nf + 325

54 n2
f .

Denoting temporarily by α
(n)
s to αs calculated to n-loop accuracy (so that

α
(1)
s is given by (3.7.4a) and α

(3)
s by (3.7.4d)), one can easily verify that, as

Q2 → ∞,
α(k)

s (Q2)/α(n)
s (Q2) → 1, α(n)

s (Q2) → 0

for all n, k ≥ 1, provided that nf < 16, a bound comfortably satisfied, as
there seem to exist only six flavours of quark. The vanishing of αs(Q2) for
large momenta, Q2, is the celebrated property of asymptotic freedom, first
discussed by Gross and Wilczek (1973a) and Politzer (1973). Recalling (3.5.7)
this means that, at large spacelike momenta λpi ∼ q, q2 = −Q2, Q2 → ∞,
the theory will behave as a free field theory, modulo logarithmic corrections.
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QCD   (   ) = 0.118 ± 0.003s Z

0.1

0.2

0.3

0.4
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s(Q)
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Q [GeV]

Heavy Quarkonia
Hadron Collisions
e+e– Annihilation
Deep Inelastic Scattering

Fig. 3.7.1. The running of αs, here calculated to four loops (the gray

band covers the error in this quantity) is shown against experimental

data. Commnicated by S. Bethke (cf. also Bethke, 2004).

Moreover, and because αs(Q2) vanishes for large Q2, it follows that for suffi-
ciently large momenta we will be able to calculate the corrections to free-field
theory in a power series in αs(Q2).

The running mass is also easily calculated. To lowest order, we require
(3.5.2), (3.5.6) and (3.3.17). We then have

dm̄

md log λ
= γ(0)

m

ḡ2

16π2
=

γ
(0)
m

2β0 log λ
.

Using (3.7.4a) with log Q2/Λ2 = 2 log λ, and introducing the integration con-
stant m̂ (which is the mass analogue of Λ), this gives,

m̄(Q2) = m̂

(
1
2 log

Q2

Λ2

)γ(0)
m /β0

, γ(0)
m = −3CF , (3.7.5a)

which we also write as

m̄(Q2) = m̂

(
1
2 log

Q2

Λ2

)−dm

, dm =
12

33 − 2nf
. (3.7.5b)
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dm (or γ
(0)
m ) are called at times the anomalous dimension of the mass. One

checks that, as Q2 → ∞, also m̄(Q2) vanishes logarithmically. The higher or-
der coefficients γ

(n)
m are known to four loops; they may be found in Sect. 10.1.

To two loops,

m(t) = m̂
(

1
2 log t/Λ2

)−dm

[
1 − d1

log log t/Λ2

log t/Λ2
+ d2

1
log t/Λ2

]
;

dm =
4
β0

, d1 = 8
51 − 19

3 nf

β3
0

, d2 =
8
β3

0

[ (
101
12 − 5

18nf

)
β0 − 51 + 19

3 nf

]
,

(3.7.5c)
and β0 = 11 − 2

3nf .
The running gauge parameter can be similarly calculated; the details may

be found in Narison (1989). One finds, to two loops,

ξ̄(Q2) = 1 − 1

λ̂( 1
2 log Q2/Λ2)dξ

{
1 +

9

(39 − 4nf )λ̂(log Q2/Λ2)dξ

}−1

,

dξ =
39 − 4nf

66 − 4nf
.

(3.7.6)
As a first example of the techniques developed, we present an evaluation

of the behaviour of the renormalized, nonamputated quark propagator, at
large momentum:

SR(p, g(ν),m(ν), ξ(ν); ν), p2 = −Q2, Q2 
 Λ2.

The naive dimension of SR is ρS = −1. Hence, Eq. (3.5.7) gives, with p = λn,
n2 = −Λ2, and noting that Z = ZF now,

SR(p, g(ν),m(ν), ξ(ν); ν) = SR(n, ḡ(λ), m̄(λ), ξ̄(λ); ν)
(

Q2

Λ2

)−1/2

× exp

{
−1 − ξ

3π

∫ log Q/Λ

0

d log λ′ αs(λ′2)

}
.

To zero order in g,

SR(n, ḡ(λ), m̄(λ), ξ̄(λ); ν) �
Q2→∞

i
n/

,

so, using (3.7.4a),

SR(p, g(ν),m(ν), ξ(ν); ν) �
Q2→∞

i
p/

1
( 1
2 log Q2/Λ2)dF ξ

, (3.7.7a)
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and the anomalous dimension of the propagator is

dFξ =
3(1 − ξ)CF

22CA − 8TF nf
. (3.7.7b)

SR behaves, at large momenta, as a free propagator, except for the loga-
rithmic correction (log Q2/Λ2)−dF ξ . Note that dFξ depends on the gauge, as
expected, and it vanishes in the Landau gauge ξ = 1, where SR thus has
canonical dimension.

3.8 Heavy and Light Quarks: the Decoupling Theorem.
Effective nf , Λ

The singularities in the MS scheme are independent of quark masses; there-
fore, when calculating the βn or the γ

(n)
m one has to take into account all

existing quark flavours. For simplicity, let us concentrate on the β function
and work in an axial gauge so that the entire Q2 evolution may be obtained
with just the gluon propagator. Furthermore, we will simplify the discussion
by considering a model with only two quark flavours: one essentially massless,
m̂l = 0, and a heavy one, m̂h 
 Λ. In the MS scheme to one loop, we have

αs(Q2) =
12π

(33 − 2nf ) log Q2/Λ2
, (3.8.1)

and we have to take nf = 2. However, it stands to reason that, while nf = 2
will be a good choice for Q 
 m̂h, there will be a region m̂h 
 Q 
 Λ
where one would expect that (3.8.1) with nf = 1 would be a more reasonable
choice. This is made more dramatic if we set m̂h extremely large, for instance,
1 gram. Clearly, GeV or TeV physics can hardly depend on the existence or
nonexistence of that particle.

This is basically the content of a theorem proved by Symanzik (1973) and
rediscovered15 and elaborated by Appelquist and Carrazzone (1975) which
states that, in the particular case of QCD, we can neglect the existence of the
heavy quark when m̂h 
 Q; and this neglect only produces errors of order
m2

h/Q2. In fact, Eq. (3.8.1) is valid as it stands only if Q2 
 m2, where m
is any relevant mass, in particular m̂h. In intermediate regions we will have
a dependence on Q2 besides that in log Q2/Λ2.

Since the problem arises because we neglected masses, we must re-derive
(3.8.1), but now with masses taken into account; we simplify even further by

15Actually, the result is essentially contained (for Abelian theories) in the basic pa-
per of Kinoshita (1962). For a discussion using functional methods, see Weinberg
(1980).
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taking only one quark flavour. We recall that the running coupling constant
was defined as αs = ḡ2/4π, with ḡ a solution of (3.5.6a),

dḡ

d log Q/ν
= ḡβ(ḡ), ḡ|Q=ν = g(ν), (3.8.2a)

with
β = −Z−1

g

νd
dν

Zg. (3.8.2b)

We now consider the behaviour of the transverse part of the gluon propagator,
which we write as in Eq. (2.4.9). From (3.5.1), (3.5.7), and with Q/ν = λ,

Dtr(q2; g(ν),m(ν); ν2)

= Dtr(ν2; ḡ(λ), m̄(λ); ν2) exp

{
−

∫ log λ

0

d log λ′ γD (ḡ(λ′))

}
.

(3.8.3)

In the physical gauge we are using, γD = 2β0g
2/16π2; see Eq. (3.3.18). Hence,

Dtr(q2; g(ν),m(ν); ν2) =
2

log Q2/ν2
Dtr(ν2; ḡ(λ), m̄(λ); ν2). (3.8.4)

Next we require Dtr(ν2; ḡ(λ), m̄(λ); ν2) exactly in m̄. We have

Dtr(ν2; ḡ(λ), m̄(λ); ν2) =

Kν +
2TF αs(Q2)

π

∫ 1

0

dx x(1 − x) log
m̄2 + x(1 − x)ν2

ν2
,

where Kν is a constant. To begin with, we choose ν ∼ Λ: then,

Dtr(q2; g(ν),m(ν); ν2) =
2

log Q2/ν2

{
KΛ

+
2TF αs(Q2)

π

∫ 1

0

dx x(1 − x) log
[
m̄2(Q2)

Λ2
+ x(1 − x)

]}
.

(3.8.5)
We will assume m 
 Λ. This then becomes

Dtr(q2; g(ν),m(ν); ν2) ≈
{

KΛ +
TF αs(Q2)

π
log

m̄(Q2)
Λ2

}
2

log Q2/ν2
. (3.8.6)

It is clear that, in the momentum region where m2 
 Q2 
 Λ2, the correction
to KΛ in (3.8.6) is large: although nominally of higher order, it will dominate
in the limit of very large quark mass. The same will of course be the case for
higher order corrections so the approach is not very useful here. This was to
be expected. The MS scheme, or any other mass independent scheme (like
that of Weinberg, 1973b) must necessarily destroy convergence when there is
a mass much larger than the momentum scale.
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A simple solution to this problem is to modify the MS scheme taking an
effective number of flavours; for example,

nf (Q2) =
nf∑

f=1

θ(Q2 − m2
f ), (3.8.7)

i.e., we consider particles with masses larger than the momentum to be ef-
fectively decoupled.16 Of course, the procedure is only a good approximation
away from quark thresholds, although we will use it in all the range.

We now show that this procedure is consistent; we will do this for the
transverse part of the gluon propagator, which will indicate how to extend it
to the general case. That (3.8.7) is right for Q2 much larger than all quark
masses we already know; the corrections are easily checked to be O(m̂2/Q2).
Then we consider Q2 
 m2. Because the contributions of quarks and gluons
to Dtr are additive, we need only consider the former. To one loop, then,

D
(quark)
tr = 1 − g2

4π2

∫ 1

0

dx x(1 − x) log
x(1 − x)Q2 + m̂2

ν2
, (3.8.8)

and to this order we need not consider the renormalization of g or m. Now,
for Q2 
 m̂2, we obtain

D
(quark)
tr � 1 − αs

6π
log

m̂2

ν2
− αs

30π

Q2

m̂2
, (3.8.9)

i.e., constant up to terms O(Q2/m̂2). Therefore, it coincides (up to these
corrections) with the gluon propagator calculated with zero flavours, but for
a different value of ν2; namely, ν2 → ν2{1 + log m̂2/ν2}. Because physical
observables are independent of ν, it follows that we can drop this heavy quark,
which only contributes corrections O(Q2/m̂2).

The case of the gluon propagator is simple; in general, the corrections
can include logarithms and so they are of the type

O

(
Q2j

m̂2j
logk(Q2/m̂2)

)
.

16Other interpolation formulas are possible; cf. Weinberg (1973b) or the papers
of Coquereaux (1980, 1981). It should be remarked that a simple choice such as
(3.8.7) can only be an approximation and that, particularly when there are several
momentum scales involved, there is no substitute for a detailed calculation taking
into account all masses which do not decouple.



86 Chapter 3

The decoupling theorem is particularly transparent in the µ scheme of
renormalization. Consider again the quark contribution to the gluon propa-
gator. We work to second order and then, recalling (3.3.21),

D
(quark)
uD,tr (q2) =

i
q2

+
TF g2

16π2

{
2Nεnf

3
− 4

∫ 1

0

dx x(1 − x)
nf∑

f=1

log
m2

f − x(1 − x)q2

ν2
0




 + · · · .

It will be remembered that in the µ scheme we renormalize by requiring the
equality D

(quark)
R,tr (q2 = −µ2) = D

(quark)
free,tr (−µ2). Therefore,

D
(quark)
R,tr (q2) =

i
q2

+
TF g2

16π2




−4
∫ 1

0

dx x(1 − x)
∑

f

log
m2

f − x(1 − x)q2

m2
f + x(1 − x)µ2




 .

Take Q2 = −q2. For Q2, µ2 
 m2
f ,

∫ 1

0

dxx(1 − x) log
m2

f + x(1 − x)Q2

m2
f + x(1 − x)µ2

� 1
6 log

Q2

µ2
+ O

(
m2

f

µ2
,
m2

f

Q2

)
;

for m2
f 
 Q2, µ2,

∫ 1

0

dx x(1 − x) log
m2

f + x(1 − x)Q2

m2
f + x(1 − x)µ2

� O

(
µ2

m2
f

,
Q2

m2
f

)
,

from which expressions the decoupling theorem is apparent.
Let us now return to the MS scheme, with a momentum-dependent effec-

tive nf . When using this modified version of the MS scheme, some care has to
be exercised because the QCD parameters will become effective parameters,
and they will vary across thresholds. To see what this means, take for exam-
ple the expression (3.7.4b) for the running coupling constant. When crossing
e.g. the c̄c quark threshold we will have two expressions: one for Q 
 m2

c ,
and another for Q2 
 m2

c . In the first, nf = 4; in the second, nf = 3. Because
we want to have the same coupling constant, we will have to admit that Λ
really depends on nf . Writing Λ(nf ) we thus have (Marciano, 1984)

αs(Q2) =
12π

27 log Q2/Λ2(3)
, Q2 
 m2

c ,

αs(Q2) =
12π

25 log Q2/Λ2(4)
, Q2 
 m2

c .

Matching these two expressions we find the relation between the values of Λ;
for example, matching at m2

c gives

Λ(4) = [Λ(3)/mc]
2/25

Λ(3). (3.8.10a)
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The dependence on nf is weak, but noticeable.
A more accurate result is obtained using higher order formulas for αs.

For example, to three loops a simple calculation gives

β
nf +1
0 log

Λ2(nf + 1)
Λ2(nf )

= (βnf +1
0 − β

nf

0 )Lh + δNLO + δNNLO (3.8.10b)

where

δNLO =(bnf +1
1 − b

nf

1 ) log Lh − b
nf+1
1 log

β
nf +1
0

β
nf

0

,

δNNLO =
1

β
nf

0 Lh

[
(bnf +1

1 − b
nf

1 )bnf

1 log Lh

+(bnf +1
1 )2 − (bnf

1 )2 + b
nf

2 − b
nf +1
2 + 7

24

]
.

Here we have defined

Lh = log
[
m2(nf + 1)/Λ2(nf )

]
, bi = βi/β0

and m(nf + 1) is the pole mass of the (nf + 1)th quark.17

The running masses also run differently at different momenta. For exam-
ple, to leading order, Eq. (3.7.5b) should be replaced by

m̄(Q2) =
m̂(3)

[12 log Q2/Λ2(3)]dm(3)
, dm(nf ) =

12
33 − 2nf

, (3.8.11a)

for Q2 
 m2
c , and

m̄(Q2) =
m̂(4)

[12 log Q2/Λ2(4)]dm(4)
,

m̂(4)
m̂(3)

=
[log mc/Λ(4)]dm(4)

[log mc/Λ(3)]dm(3)
,

(3.8.11b)

when m2
c 
 Q2 
 m2

b , and so forth.

3.9 The Operator Product Expansion (OPE)
at Short Distances. Nonperturbative Effects in Quark
and Gluon Propagators

This and the following section belong, more properly, to the previous chap-
ter. We have displaced them here because the subject requires, to be fully
understood, to have mastered the basics of the renormalization program.

17The pole mass is defined such that the quark propagator satisfies S−1(p/ = m) = 0.
It will be calculated in terms of the mass m̄ in Sect. 6.2.
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i Short Distance Expansion

The tool to analyze rigorously the product of operators at short or lightlike
distances is the operator product expansion (OPE).18 To discuss it, we begin
with free massless fields and the simplest possible case of a time ordered
product of scalar fields:

Tφ(x)φ(y).

As x → y this is singular; but this singularity is a c-number. We may separate
it and write

Tφ(x)φ(y) = φ(x)φ(y)+ : φ(x)φ(y) := ∆(x − y) 1+ : φ(x)φ(y) :

where the contraction is a c-number, coinciding with the propagator:

∆(x) =
i

(2π)2

∫
d4k e−ik·x 1

k2 + i0
= − 1

(2π2)
1

x2 − i0
.

The operator : φ(x)φ(y) : is regular as x → y, and so is of course the unit
operator. In general, we can write the product of the local (elementary or
composite) operators A, B as the short distance, or Wilson expansion

TA(x)B(y) =
∑

t

Ct(x − y)Nt(x, y), (3.9.1)

where the Ct are c-numbers (Wilson coefficients), and the Nt(x, y) are bilocal
operators, regular as x → y; the use of the letter N for them is a reminder
that they will be normal-ordered composite operators. The expansion (3.9.1)
is simply a generalization of the free-field case. We write

TA(x)B(y) =
∑ in

n!

∫
dz1 . . . dznTA0(x)B0(y)L0

int(z1) . . .L0
int(zn),

where the superscript 0 means that the fields have to be taken as free. System-
atic application of Wick’s theorem then produces (3.9.1). However, it is sel-
dom necessary to write the above expression in complete generality; if we are
only interested in the behaviour as x → y, there is a simpler way to proceed.
One considers a basis formed by all the operators with the same quantum
numbers and transformation properties as the product AB. In particular, if

18The operator product expansion was first introduced by Wilson (1969) and further
developed (for short distances) by Zimmermann (1970), Wilson and Zimmermann
(1972) and others. For the light cone expansions, see Brandt and Preparata (1971),
Fritzsch and Gell-Mann (1971). The general use of this tool for deep inelastic
scattering was developed by Christ, Hasslacher and Muller (1972); its application
to QCD was discussed first by Gross and Wilczek (1973b, 1974) and Georgi and
Politzer (1974). We consider here expansions of T-products in view of applications,
but the same techniques may be used to expand ordinary products.
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A and B are scalars, and gauge invariant, only scalar, gauge-invariant oper-
ators have to be considered. In this case, we have the operators (sum over
omitted colour indices understood)

1, : q̄(x)q(y) :, q̄(x)D/q(y) :, . . . , : (q̄(x)q(y))2 :, . . . , : G(x)G(y) :, . . . ,
(3.9.2)

in fact, an infinite array: but, in the limit x → y, only a few (at times only one
for the leading behaviour) are required. This may be seen as follows. Let ρN

be the naive dimension of the operator N . The lowest dimensional operators
in (3.9.2) are 1, with ρ1 = 0, : q̄q : with ρ:q̄q: = 3, : q̄D/ q : with ρ:q̄D/ q: = 4
and : GG : with ρ:GG: = 4. If we suppose that the dimension of each A, B
is 3, simple counting tells us that the Wilson coefficient C1 has dimension 6,
C:q̄q: has dimension 3, and both C:q̄D/ q:, C:GG: have dimension 4. Therefore,
including explicitly a mass in C:q̄q:,

C1(x − y) ≈
x→y

(x − y)−6, Cm:q̄q:(x − y) ≈
x→y

(x − y)−2,

C:q̄D/ q: ≈
x→y

(x − y)−2, C:GG: ≈
x→y

(x − y)−2,
(3.9.3)

where x6 means (x · x)3, x−2 means 1/(x · x), etc. The coefficients accompa-
nying other, higher dimensional operators will be finite as x → y, so (3.9.3)
exhausts the list of singular coefficients.

Clearly, (3.9.3) will only be exactly true in free field theory; however in
QCD, and because of asymptotic freedom, high energies, and thus short dis-
tance behaviour, only get logarithmic corrections, which do not substantially
alter the analysis. If we now take any matrix element of the expansion (3.9.1),
with Nt the operators in (3.9.2),

〈Φ|TA(x)B(0)|Ψ〉 �
x→0

C1(x)〈Φ|Ψ〉

+ C:q̄q:(x)〈Φ| : q̄(0)q(0) : |Ψ〉
+ C:q̄D/ q:(x)〈Φ| : q̄(0)D/q(0) : |Ψ〉
+ C:GG:(x)〈Φ| : G2(0) : |Ψ〉 + · · · ,

(3.9.4)

then, because the normal operators are regular, we find that the x → 0
behaviour of the left hand side in (3.9.4) is given by that of the Wilson
coefficients, up to the finite constants 〈Φ|Nt|Ψ〉. Thus, the leading behaviour
as x → 0 of TA(x)B(0) is given by C1(x), and the subleading one by C:q̄q:,
C:q̄D/ q: and C:GG:.

Let us return to (3.9.1). Since the operators Nt(x, y) are regular, we can
expand them in x − y. With y = 0, we then write

Nt(x, 0) =
∑

n

xµ1 . . . xµn
N

(n)µ1,...,µn

t (0, 0).
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For example,

: q̄(0)q(−x) :=
∑

n

xµ1 . . . xµn

(−1)n

n!
: q̄(0)∂µ1 . . . ∂µnq(0) : . (3.9.5)

In a gauge theory such as QCD, we should replace the derivatives in (3.9.5)
by covariant derivatives (see Appendix I). So we finally obtain the expansion

TA(x)B(0) �
x→0

C1(x) 1

+C:q̄q:(x)
∑

n

xµ1 . . . xµn

(−1)n

n!
: q̄(0)Dµ1 . . . Dµnq(0) : + · · · .

(3.9.6)

As x → 0, the derivatives in (3.9.6) are (in general) subleading because of
the extra xµ factors. This is not, however, the case in the light-cone expansion.
In this expansion we are interested in the behaviour of operator products as
x2 → 0 for otherwise arbitrary x. Because of this, in the light-cone limit, all
derivatives on the right hand side of (3.9.6) contribute equally.

The details of the light-cone expansion are deferred to Sects. 4.4 ff. We
now pass to an application of the short distance expansion.

ii Nonperturbative Effects in Quark and Gluon Propagators

To all orders in perturbation theory, the vacuum expectation values of the
operators : q̄(0)q(0) : and

αs : G2(0) :≡ g2

4π

∑

a

: Gµν
a (0)Gaµν(0) : (3.9.7)

vanish. However, later in this book we will give arguments that indicate that,
in the physical (nonperturbative) vacuum, that we denote by |vac〉, both the
quark condensate and the gluon condensate,

〈q̄q〉 ≡ 〈q̄q〉vac ≡ 〈vac| : q̄(0)q(0) : |vac〉 (3.9.8)

and
〈αsG

2〉 ≡ 〈αsG
2〉vac ≡ 〈vac|αs : G2(0) : |vac〉, (3.9.9)

are nonzero.19 This will induce effects in all Green’s functions, in particular
in the quark and gluon propagator, that we now study.

We begin with the quark propagator,

Sij
ξ (p) =

∫
dDx eip·x〈Tqi(x)q̄j(0)〉vac, (3.9.10)

19Sum over omitted colour indices is understood in (3.9.8) and (3.9.9).
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SNP

DNP

(a) (b)

+

+

+

+

Fig. 3.9.1. First nonperturbative contributions to the quark and gluon

propagators. The black dots represent the vacuum expectation values of the

operators associated to the lines that terminate in the dots.

(a) Disconnected diagrams. (b) Connected, higher order corrections.

which will be evaluated for large p. We write an OPE for it, neglecting terms
that give zero when sandwiched with |vac〉:

Tqi(x)q̄j(0) = δij

{
C1(x) 1 − Cq̄q(x)

∑

l

: q̄l(0)ql(x) : + · · ·
}

; (3.9.11)

only the perturbative coefficient, C1, was considered in Sects. 3.1 and 3.3. To
zero order in g,

∑

l

: q̄l
β(0)ql

α(x) : ≈
x→0

1
4

{
δαβ − imxµ

D
γµ

αβ

}∑

l

: q̄l(0)ql(0) : ;

α, β are Dirac indices, and we still neglect terms that vanish between vacuum
states.

If we denote by SP, SNP the perturbative, nonperturbative contributions
of (3.9.11) to (3.9.10) (the last represented graphically in Fig. 3.9.1), we find

S = SP + SNP,

S
(0)ij
NP (p) ≈− (2π)D δij〈q̄q〉vac

4Nc

{
1 − mq

D
γµ ∂

∂pµ

}
δ(p), Nc = 3.

(3.9.12a)

This expression vanishes for p �= 0, and has a singularity at the origin. Both
effects, as well as similar ones for the gluon case, Eq. (3.9.15) below, are due
to neglect of confinement. A regulated version of (3.9.12a) requires a fuller
treatment of this, that will be sketched in Sect. 9.5iii; but, even as they stand,
we will see that terms like that in (3.9.12a) are important in connection with
a number of physical quantities.
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The expression (3.9.12a) can be generalized to all orders in the quark
mass, mq, but still for a free propagator, to read

〈vac| : q̄i(x)q̄j(0) : |vac〉 =
−(2π)DΓ (D/2)〈q̄(0)q(0)〉δij

4Ncmq

×
∞∑

n=0

1
n!Γ (n + D/2)

∫
dDp̂ e−ip·x(p/ + mq)

(
m2

q

4
∂2

p

)n

δD(p).
(3.9.12b)

The second order correction to SNP is evaluated by writing

S
(2)ij
ξ NP (p) =

∑ 1
p/ − mq

× g2

∫
dDk̂ iγµtailS

ll′(p + k)iγνtbl′jδab
−gµν + ξkµkν/k2

k2

i
p/ − mq

,

and replacing, on the right hand side, Sll′ by S
(0)ll′

NP . We thus find

SNP = S
(0)
NP + S

(2)
ξ NP + · · · ,

S
(2)
ξ NP(p) = −iδij

g2CF 〈q̄q〉
12p4

{
D − ξ − 2(D − 2)

D
(1 − ξ)

mqp/

p2

}

+ higher orders in m2
q/p2.

(3.9.13)

This is gauge dependent, so one cannot interpret in a direct way the quantity

Mξ(p) =
−παsCF 〈q̄q〉

3p2
(4 − ξ)

as a physical mass, although it has some mass-like properties, such as breaking
chiral invariance.

A similar calculation may be performed for the gluon propagator (see
Fig. 3.9.1). We write

Dµν
ξab(k) =

∫
d4x eik·x〈TBµ

a (x)Bν
b (0)〉vac,

TBµ
a (x)Bν

b (0) = δab

{
Cµν

1 (x) 1 + Cµν
G2(x) : Gαβ(0)Gαβ(0) : + · · ·

}
,

(3.9.14)

obtaining
D = DP + DNP,

where the nonperturbativer piece is

D
(0)µν
NPab (k) = (2π)D δab〈G2〉

4(N2
c − 1)D(D − 1)(D + 2)

{
(D + 1)gµν −2∂µ∂ν

}
δ(k).

(3.9.15)
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It is to be noted that D
(0)µν
NP is transverse, kµD

(0)µν
NP (k) = 0. D

(0)µν
NP also

contributes to S
(2)
NP; it adds to (3.9.13) the expression

S
(2)
G2;NP(p) =

2CF

3(N2
c − 1)

π〈αsG
2〉

p4

i
p/

. (3.9.16)

It is also not difficult to evaluate the (second order) contributions of 〈q̄q〉, 〈G2〉
to D. These would give mass-like terms, unfortunately gauge dependent. In
fact, as we will see later in this text, the masses of physical particles are not
directly related to quantities such as Mξ or the equivalent for gluons; these
contribute only at a nonleading order. The main contributions come from the
terms in Eqs. (3.9.12), (3.9.15). A detailed discussion of this in connection
with 〈q̄q〉 may be found in Pascual and de Rafael (1982).

3.10 Effective Theories for Heavy Quarks

A method reminiscent of the operator product expansion, useful to treat pro-
cesses involving a heavy quark, is that of the heavy quark effective theories20

(HQET). They permit, in a systematic way and among other things, expan-
sions around the infinite mass regime and, in particular, simplified study of
nonrelativistic physics.

The basic idea is as follows. Consider a process involving a heavy quark,
Q, with mass M 
 Λ, apart from other light quarks, qf and of course gluons.
There may also be more than one heavy quark; the method may easily be
adapted to this case. We then seek an expansion of the observables, or more
generally the Green’s functions, in inverse powers of M . Generally speaking,
this will allow us to parametrize the observables in terms of operators of
higher and higher dimensionalities, with coefficients calculable in perturba-
tion theory. On the other hand, the matrix elements of the operators may be
taken from experiment or, in favourable cases, evaluated from the theory.

There are two standard methods to perform the expansion; both take
advantage of the possibility to redefine the fields in the Lagrangian. The first
profits from the fact that fermionic degrees of freedom may be integrated in
the generating functional, as shown in Sect. 2.5, to arrive at a Lagrangian not

20These theories were first formulated (for QED) by Caswell and Lepage (1986),
and have been developed for QCD by Isgur, Grinstein, Scora and Wise (1989),
Grinstein (1990), Georgi (1990), Falk, Georgi, Grinstein and Wise (1990), Bod-
win, Braaten and Lepage (1995), etc.; we send to the reviews of Grinstein (1991),
Manohar (2000) and Mannel (1996), which we more or less follow, for detailed
references; in the review of Manohar, recent applications to QED may also be
found.

The quantum chromodynamics of quarks in the infinite mass limit was con-
sidered by Voloshin and Shifman (1987), Isgur and Wise (1989) and Eichten and
Hill (1990), among others.
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containing the heavy degrees of freedom; it is in fact a variant of the general
method of effective theories, devised by Coleman, Wess and Zumino (1969)
and, for non-Abelian theories, by Witten (1977b) and Weinberg (1979). The
Lagrangian will be nonlocal due to the presence of a heavy quark propagator.
This in turn may be expanded in powers of M−1, leading to the HQET.

The second method is a generalization of the Foldy–Wouthuysen trans-
formation of the Dirac equation in relativistic quantum mechanics, and is
equivalent to an expansion in powers of the velocity of the heavy quark.

i The Functional Integration Method

We consider the Lagrangian (cf. (2.5.12))

L = Q̄(iD/ − M)Q + η̄Q + Q̄η + Lrest, (3.10.1)

where the η, η̄ are the sources associated to the quark, Q and Lrest contains the
light degrees of freedom: qf , B, and eventually ghosts. We will denote collec-
tively by ϕ to these light degrees of freedom, so Dϕ =

∏
f Dqf

∏
f Dq̄f DB · · ·.

The generating functional is

Z =
∫

DQD Q̄Dϕ eiAQ+iArest , (3.10.2a)

with
AQ =

∫
d4xLQ, Arest =

∫
d4xLrest,

LQ =Q̄(iD/ − M)Q + η̄Q + Q̄η.

(3.10.2b)

For free quarks, we may expand Q(x) into creators and annihilators,

Q(x) =
1

(2π)3/2

∑

λ

∫
d3p
2p0

{
e−ip·xu(p, λ)b(p, λ) + eip·xv(p, λ)d+(p, λ)

}
.

In the Pauli realization of the gamma matrices, the spinors (say, u) may
be written as

u(p, λ) =
(

ul

us

)
,

where ul (the “large”) and us (the “small”) components are bispinors, and
us is of order 1/M with respect to ul. Because in the Pauli representation
one has

γ0 =
(

I 0
0 −I

)
, I =

(
1 0
0 1

)
,

it follows that we can project ul, us with, respectively, 1
2 (1 + γ0), 1

2 (1 − γ0).
This suggests the strategy to follow. In an arbitrary representation we

consider the timelike unitary vector τ ,

τ2 = 1, τ0 > 0.
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In the Pauli representation (or, equivalently, in an appropriate reference
system), we would take τ0 = 1, τττττ = 0. We then decompose the covariant
derivative D into a “timelike” and a “spacelike” part,

Dµ =Dµ
t + Dµ

s ,

Dµ
t =τµτ · D; Dµ

s = (gµν − τµτν)Dν .
(3.10.3)

In the Pauli realization we would have Dt = D0 and Ds = D, which
justifies the names “timelike” and “spacelike”. For the field Q(x), we set

Ψ(x) = 1
2 (1 − γ · τ)Q(x), ψ(x) = 1

2 (1 + γ · τ)Q(x).

Substituting and using that γ · τ Ψ = Ψ and γ · τ ψ = −ψ, we find that the
action AQ may be rewritten as

AQ =
∫

d4x
{

ψ̄(iD/ t − M)ψ − Ψ̄(iD/ t + M)Ψ

+Ψ̄ iD/ sψ + ψ̄iD/ sΨ + sources
}

=
∫

d4x
{

ψ̄(iD0 − M)ψ − Ψ̄(iD0 + M)Ψ

+Ψ̄ iD/ψ + ψ̄iD/Ψ + sources
}

,

(3.10.4)

the last expression in the Pauli realization, and we use the notation D/ ≡
−γγγγγD.

Next we extract the time dependence the ψ, Ψ would have if they were
infinitely massive, defining

ψ(x) = e−iMτ ·xh(x), Ψ(x) = e−iMτ ·xH(x). (3.10.5)

In terms of these last fields, the Q quark action becomes, working directly in
the Pauli realization,

AQ → A(H,h)
Q =

∫
d4x

{
H̄(iD0 +2M)H + h̄iD0h+ h̄iD/H +H̄iD/ h

}
+sources

(3.10.6a)
where, redefining the η, η → exp(−iMx0)η, the sources piece above is

sources = η̄1h + η̄2H + h̄η1 + H̄η2. (3.10.6b)

We now integrate the component H, as in Sect. 2.5ii. The generating func-
tional becomes

Z =
∫

DhDh̄DϕDH DH̄ eiA(H,h)
Q

+iArest

= (const.) ×
∫

DhDh̄Dϕ∆ eiA(h)
Q

+iArest ,

(3.10.7)
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where now
A(h)

Q =
∫

d4xLeff + sources,

Leff =h̄iD0h − h̄D/
1

iD0 + 2M − i0
D/ h.

(3.10.8)

The −i0 in the denominator in (3.10.8) is obtained by boundary condition
considerations, as for the ordinary propagators, and ∆ is the determinant
of the Dirac operator for H, ∆ = det(iD0 + 2M). It would generate loops
of heavy quarks, which are of relative order 1/M2. If we work only to order
1/M2, we may replace ∆ → 1, and calculate by hand the contribution of
graphs with one loop involving flavour Q; in potential theory they would
contribute only to the Uehling–Serber potential.

It is to be noted that the integration over H produces the same result as
use of the equations of motion to eliminate it, writing

H(x) =
1

iD0 + 2M − i0
iD/ h(x). (3.10.9)

We can also undo our transformations and express Q(x) in terms of h(x):

Q(x) = e−iMx0

{
1 +

1
iD0 + 2M − i0

iD/
}

h(x). (3.10.10)

Leff is nonlocal, and so is the relation (3.10.10) between Q and h. To
a given order in 1/M , (3.10.8) and (3.10.10) are treated by expanding the
denominators in powers of 1/M : note that M appears only in this place,
apart from the exponential in (3.10.10). So we find

Leff =h̄ iD0h +
1

2M
h̄ (iD/ )2ih

+
(

1
2M

)2

h̄ iD/ (−iD0)iD/ h + · · · ;
(3.10.11a)

Q(x) = e−iMx0

{
1 +

1
2M

D/ +
(

1
2M

)2

(−iD0)D/ + · · ·
}

h(x). (3.10.11b)

To any finite order in 1/M , the effective Lagrangian is local and does contain
only the light degrees of freedom.
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ii The Foldy–Wouthuysen Method

We write the heavy quark Lagrangian as (omitting the source terms)

LQ = Q̄(iD/ − M)Q = −Q+(βM − iD0 + Ω)Q ≡ −Q+DQ, (3.10.12)

β = γ0, ααααα = γ0γγγγγ =
(

0 σσσσσ
σσσσσ 0

)
; Ω = iαααααD

and the Dirac operator D in (3.10.12) is

D = βM − iD0 + Ω.

To achieve a separation between “large” and “small” components, we
perform a transformation

Q → QFW = eT Q, T+ = −T

so that the Dirac operator becomes

D → DFW = eT De−T .

We will construct T so that DFW is diagonal (in Dirac space). This cannot
be done exactly, but we can arrange it to any desired accuracy by perform-
ing successive transformations eT ′

, eT ′′
,. . ., which will leave a residual non-

diagonal piece of higher and higher order in 1/M . The Foldy–Wouthuysen
transformation is the product of these: eT = · · · eT ′′

eT ′
.

Of the operators appearing in D, βM and −iD0 are diagonal, and Ω is
antidiagonal. To perform the calculations we note that, for any operators F ,
T , we have the relation

eT F e−T = F + [T, F ] +
1
2!

[T, [T, F ]] +
1
3!

[T, [T, [T, F ]]] + · · · .

We will say that an operator O is odd if it is antidiagonal, i.e., if it is of the
form

O =
(

0 a
b 0

)

with a, b two-dimensional matrices. For any odd operator, one has

[βO, β] = −2O.

If we choose T proportional to βΩ then, after the transformation, the domi-
nating odd term of D gets canceled by the leading piece of [T,D].

To be precise, we first carry the transformation

eT ′
= e−

1
2 βΩ/M
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so

D → D′ =βM − iD0 + Ω − 1
2M

[βΩ,D]

+
1
2!

1
(2M)2

[βΩ, [βΩ,D]] − 1
3!

1
(2M)3

[βΩ, [βΩ, [βΩ,D]]] + · · · .

Note that, since D contains a term of order M , we have to evaluate to order
1/M3 to get quadratic corrections right. The first commutator above gives

− 1
2M

[βΩ,D] = −Ω +
1

2M

(
−2βΩ2 + i{Ω,D0}

)
.

The −Ω in the right-hand side here cancels the Ω in D′ which, therefore, is
even to order 1/M . We next get rid of the odd term of order 1/M , with a
similar procedure.21 Evaluating also the second commutator, we then write
D′ as

D′ = Mβ − iD0 +
1

2M
βΩ2 +

i
2M

[Ω,D0]β + O(1/M2).

This is similar to D; all terms of order M , M0 and 1/M are diagonal except

i
2M

[Ω,D0]β ≡ Ω′,

which is odd. To get rid of it we perform a further transformation,

Q′′ = eT ′′
Q′

with T ′′ = βΩ′/2M , so that

D′′ =eT ′′
D′e−T ′′

=Mβ − iD0 +
1

2M
βΩ2 + Ω′ +

1
2M

[βΩ′,Mβ] + O(1/M2)

=Mβ − iD0 +
1

2M
βΩ2 + O(1/M2).

Now, D′′ is diagonal to order 1/M so to that order we can separate “small”
and “large” components in the Lagrangian,

LQ = −Q′′+D′′Q′′ = −Q′′+
{

Mβ − iD0 +
1

2M
β(−iαααααD)2

}
Q′′.

21We will perform only the explicit calculation to order 1/M , and present the results
to order 1/M2. The full details of the evaluation to O(1/M2), or indeed any order,
may be seen in Bjorken and Drell (1964) or Ynduráin (1996), Sect. 4.5.
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After redefining the fields by the phase exp(−iMx0), just as in the
functional integration method, we write the effective Foldy–Wouthuysen La-
grangian (including also the terms of order 1/M2) as

LFW =h̄FW

{
iD0 +

1
2M

(iD/ )2

+i
(

1
2M

)2 (
− 1

2D/
2D0 + D/D0D/ − 1

2D0D/ 2
)

+ · · ·
}

hFW + sources.

(3.10.13a)
The field Q(x) can also be expressed first in terms of the Q′, Q′′, and

then in terms of the FW field hFW(x):

Q(x) =e−iMx0
{

1 +
1

2M
(iD/ )2

+
(

1
2M

)2 (
D0D/ − 1

2D/
2
)

+ · · ·
}

hFW(x).
(3.10.13b)

It is interesting to note that, if we write D keeping explicit c (the speed
of light), we have

D = βMc2 − iD0c + iαααααDc,

and then LFW reads

LFW = h̄FW

{
iD0c +

1
2M

(iD/ )2

+
i
c

(
1

2M

)2 (
− 1

2D/
2D0 + D/D0D/ − 1

2D0D/ 2
)

+ O

(
1
c2

)}
hFW + sources.

So, we can interpret the Foldy–Wouthuysen transformation as an expansion
in inverse powers of 1/c, i.e., valid for small velocities of the heavy quark.

iii Discussion; a Sample Calculation; Radiative Corrections

The terms of order 1/M for Q(x), LQ in both the functional integral
(Eqs. (3.10.11)) and Foldy–Wouthuysen (Eqs. (3.10.13)) approaches are the
same, but differences start appearing at order 1/M2. These differences, in
both the Lagrangians and the expression for the field Q, consist of terms
that would vanish if using the equations of motion. So, they would be zero
on the mass shell but will give different contributions in high orders of pertur-
bation theory. Of course, since both approaches stem from the same original
Lagrangian, they will end up by producing the same results for physical
amplitudes: the differences in the Leff , LFW and in the expressions for Q
will compensate one another, since the methods are equivalent. The Foldy–
Wouthuysen one is perhaps to be preferred in that it avoids contact terms
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in time-ordered products, but the expressions found with the functional in-
tegration method are generally simpler.

The Feynman rules are however the same in both approaches, and iden-
tical to those in ordinary QCD, with two exceptions. This is because all the
terms of order 1/M , 1/M2 . . . in the Leff , LFW are to be treated as pertur-
bations, so the Feynman rules for HQET are identical to those of ordinary
QCD for light quarks and gluons. For the heavy quark, however, the bilinear
and trilinear terms are different from those in ordinary QCD; we have to
replace the Feynman factors corresponding to heavy quark propagator and
gluon vertex according to

i
p/ − M + i0

→ i
p0 + i0

(3.10.14a)

and
igγµtaji → igg0µtaji. (3.10.14b)

In some cases, notably in the study of heavy quarkonia (Pineda and Soto,
1998; Brambilla, Soto, Pineda and Vairo, 1999), HQET allows an elegant and
relatively straightforward discussion of bound states; we will come back to
this in Chap. 6. Nevertheless, the HQET does not work miracles; for many
processes the matrix elements of the higher dimensionality operators

(iD/ )2, − 1
2D/

2D0 + D/D0D/ − 1
2D0D/ 2

e.g. in LFW will have to be taken from experiment, or will represent unknown
parameters. Still, even in these cases, the fact that a system with an infinitely
heavy quark possesses extra symmetries will help to find relations that are
not obvious in ordinary QCD. To see how this works, we will describe a
typical example with one heavy and one light quark; a large number of other
similar applications may be found in the quoted reviews.

We will consider a bound state with momentum p of a heavy quark Q and
a light one q, which we denote by |A(p)〉. We define the vector τ = p/M(A)
with M(A), the mass of the bound state. We take it that the bound state
decays through, e.g., a weak interaction, which we treat to first order, into a
final state |F 〉. Assume that the interaction is mediated by a current

q̄ΓQ,

where Γ is an appropriate combination of gamma matrices. The matrix ele-
ment for the transition is

〈F |q̄ΓQ|A(p)〉 ≡ 〈F |q̄(0)ΓQ(0)|A(p)〉.

The idea behind the method in the present case is that the binding effects are
of order of the only dimensionfull parameter of QCD, Λ ∼ 0.3 GeV. So, if the
heavy quark is c, b or t, this is much smaller than the heavy quark mass, and
it makes sense to expand observables in powers of 1/M , M being the mass of
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the heavy quark. We can decompose the fields, and write an HQET. Working
in the rest system, τ0 = 1, τττττ = 0, and substituting (3.10.11) or (3.10.13), we
have, to order 1/M ,

〈F |q̄ΓQ|A(p)〉 = 〈F |q̄Γh|H(p)〉 +
1

2M
〈F |q̄Γ iD/ h|H(p)〉

− i
2M

∫
d4x 〈F |T h̄(x)D/ 2h(x)q̄(0)Γh(0)|H(p)〉

+O(1/M2).

(3.10.15)

Here we have denoted by |H(p)〉 to the bound state with an infinitely heavy
quark Q. This is of course the interest of (3.10.15): this state is the same
for any heavy quark, and so we are relating processes with any of the three
heavy quarks, c, b or t. In particular, a similar analysis of the mass of bound
states of a heavy and a light quark allows us to reach the conclusion that the
mass splittings between D, D∗ and B, B∗ mesons are inversely proportional
to the masses of the heavy quarks contained in each pair, times a universal
factor (Falk, Grinstein and Luke, 1991). So we should have

M(B∗) − M(B)
M(D∗) − M(D)

=
mc

mb
.

Experimentally,

M(B∗) − M(B)
M(D∗) − M(D)

∣∣∣∣
exp.

� 46
153

� 1/3.4,

not much unlike the value of the ratio of pole masses (cf. Sect. 10.4 for a
review of these)

mc

mb
=

1866
5022

� 1/2.7.

It may be noted that this result shows not only the capabilities, but also
the weakness of HQET. For indeed the result could have been obtained from
the standard Fermi analysis of spin splittings in systems with a heavy and a
light particle (see any textbook in relativistic quantum mechanics). The fact
remains, however, that the present derivation is more general than Fermi’s,
which indeed was devised for electromagnetic interactions.

An equation like (3.10.15) was obtained at tree level, that is to say,
we neglected gluon corrections, which may easily be considered respon-
sible for, e.g., the slight mismatch with experiment we found above for
(M(B∗) − M(B))/(M(D∗) − M(D)). Radiative corrections can be calcu-
lated without much more difficulty than in standard QCD. Since HQET is
equivalent to ordinary QCD, the fact that the interactions described by Leff ,
LFW are non-renormalizable should not pose an unsurmountable problem.
The evaluation of radiative corrections is easiest done by introducing renor-
malization constants in the contributions of the various terms of the effective
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Lagrangians; constants which are then found by matching the Green’s func-
tions evaluated with Leff , LFW to those of ordinary QCD.

We describe the details of the mechanism with the help of an example
previously presented. We write

〈F |q̄ΓQ|H(p)〉ren =Z1(g,M, µ)〈F |q̄ΓQ|H(p)〉µ,

〈F |q̄Γ iD/ h|H(p)〉ren =Z2(g,M, µ)〈F |q̄Γ iD/ h|H(p)〉µ.
(3.10.16)

Since we have two renormalization scales in the problem (M and the renor-
malization point, µ), we will get terms in log M/µ. That one can factorize
the singularity follows from the fact that the effective theory is equivalent
to the original QCD and hence they have the same ultraviolet behaviour.
This ultraviolet behaviour of the HQET may be studied with the help of the
renormalization group. For example, for the first term in (3.10.16), we profit
from the fact that the physical quantity 〈F |q̄ΓQ|H(p)〉ren does not depend
on µ to write

0 =
d

d log µ
〈F |q̄ΓQ|H(p)〉ren =

d
d log µ

{
Z1(g,M, µ)〈F |q̄ΓQ|H(p)〉µ

}
,

(3.10.17)
and so

(
d

d log µ
+ γJ

)
Z1(g,M, µ) =

(
∂

µ∂µ
+ β(g)

∂

∂g
+ γJ

)
Z1(g,M, µ) = 0.

(3.10.18)
Here

γJ =
d

d log µ
log〈F |q̄ΓQ|H(p)〉µ

is the anomalous dimension of the operator J = q̄Γh, which is in fact inde-
pendent of the matrix element in which it is sandwiched, as it is related to
the ultraviolet singularities of the operator. Therefore, it can be evaluated
using the matrix element between free quark states. Solving (3.10.18) then
allows an estimate of the scaling properties of Z1, obtaining, to leading order,

Z1 = (const.) ×
(

αs(µ)
αs(M)

)−γJ/β0

.

This shows that the use of the renormalization group is equivalent to summing
leading logarithms in the heavy mass, which are absorbed in αs(M).

The treatment of the second term in (3.10.16) is essentially identical to
that just presented. The third term in the right-hand side of (3.10.15),

− i
2M

∫
d4x 〈F |Th̄(x)D/ 2h(x)q̄(0)Γh(0)|H(p)〉,
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is somewhat more complicated. First, one has to write a short distance (Wil-
son) expansion for the time-ordered product,

T h̄(x)D/ 2h(x)q̄(0)Γh(0)

in terms of local operators, as in Eq. (3.9.1). These are then treated like the
other pieces of (3.10.16).22

22More details and applications may be found in the paper of Isgur, Grinstein, Scora
and Wise (1989).



4 Perturbative QCD
I. Deep Inelastic Processes

“Is there any point to which you would wish to draw my attention?”

“To the curious incident of the dog in the night-time”

“The dog did nothing in the night-time!”

“That was the curious incident,” remarked Sherlock Holmes.

arthur conan doyle, 1892

4.1 e+e− Annihilation into Hadrons

The Lagrangian for strong and electromagnetic interactions of quarks may
be written as

LQCD+em =
∑

q

{
iq̄ D/ q − mq q̄q

}
− 1

4 (D × B)2

+ e
∑

q

Qq q̄γµqAµ − 1
4FµνFµν ,

(4.1.1)

where Qq is the charge of quark flavour q in units of the proton charge, e.
Sum over omitted colour indices is understood. We have not explicitly written
gauge fixing and ghost terms in (4.1.1). The electromagnetic current operator
is

Jµ =
∑

q

Qq : q̄γµq : .

Let us consider a generic hadronic state with the quantum numbers of e+e−

that we denote by Γ . The (unpolarized) hadron annihilation cross section
of e+e− is defined as the sum of the cross sections for all the processes1

e+e− → Γ , averaged over the spins of the e+e−. To calculate it, we consider
the matrix element,

〈Γ |S|e+(p1, σ1)e−(p2, σ2)〉

= 〈Γ |T exp i
∫

d4x
{
Lint,QCD(x) + Lint,em(x)

}
|e+(p1, σ1)e−(p2, σ2)〉.

1 The name “deep inelastic scattering” is at times reserved only for scattering of
photons (or W, Z) probes off hadron targets, in the deep inelastic kinematic re-
gion; but we include in its study that of hadronic annihilations of e+e−, Z, τ both
for historical reasons and because of the similarities in the theoretical analysis.
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e+

e−

p2

p1

q

γ
Γ

Fig. 4.1.1. Hadronic annihilations of an electron–positron pair.

To lowest order in the electromagnetic interactions, we obtain

〈Γ |S|e+(p1, σ1)e−(p2, σ2)〉 = −e2

2!
〈Γ |

∫
d4x1 d4x2 TL0

int,em(x1)L0
int,em(x2)

× exp i
∫

d4xL0
int,QCD(x)|e+(p1, σ1)e−(p2, σ2)〉.

Using the Feynman rules for QED we then find, with the kinematics of
Fig. 4.1.1,

F (e+e− → Γ ) =
2πe2

q2
v̄(p1, σ1)γµu(p2, σ2)〈Γ |Jµ(0)|0〉;

hence, we get the cross section

σh(s) ≡
∑

Γ

σ(e+e− → Γ, s ≡ (p1 + p2)2 = q2)

=
8π2α2

s3
lµν

∑

Γ

(2π)4δ(p1 + p2 − pΓ )〈Γ |Jν(0)|0〉∗ 〈Γ |Jµ(0)|0〉,

(4.1.2)
where lµν is the leptonic tensor

lµν = 1
4

∑

σ1σ2

v̄(p1, σ1)γµu(p2, σ2)[v̄(p1, σ1)γνu(p2, σ2)]∗

= 1
2

{
qµqν − q2gµν − (p1 − p2)µ(p1 − p2)ν

}
,

and we have neglected the electron mass.
Equation (4.1.2) shows that we have to consider the quantity

∆µν =
∑

Γ

(2π)4δ(p1 + p2 − pΓ )〈Γ |Jν(0)|0〉∗ 〈Γ |Jµ(0)|0〉.
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Using completeness,
∑

Γ |Γ 〉〈Γ | = 1 and that, because of energy–momentum
conservation, the term with a reversed order of Js gives zero, one can rewrite
∆µν as

∆µν(q) =
∫

d4x eiq·x〈[Jµ(x), Jν(0)]〉0. (4.1.3)

It is convenient to define the hadronic vacuum polarization tensor, also called
current-current correlator,

Πµν(q) = i
∫

d4x eiq·x〈TJµ(x)Jν(0)〉0; (4.1.4a)

then one can see that ∆µν = 2 Im Πµν : the e+e− annihilation cross section
is related to the imaginary part of the photon propagator.

A slight complication is introduced here because of the interplay of strong
and electromagnetic interactions. Because Πµν is the coefficient of a second-
order term in the electric charge, e, we should, when evaluating Πµν , also
consider the electromagnetic charge renormalization. The simplest solution to
this problem is to forget it, as it does not arise when evaluating the quantity
relevant for us here, Im Πµν . A second point is that, in the preceding chapter,
we have derived the renormalization group equations for spacelike momenta,
while we now require the quantity ImΠµν(q2) for timelike q. We can use the
analytic properties that Π(t) possesses,2 to evaluate it for spacelike t < 0 and
obtain ImΠµν(q2) for positive q2 by analytic continuation. Alternatively, we
can repeat the arguments given in Sects. 3.4, 5 directly for this last quantity.
Both methods are of course strictly equivalent and have been used in the
existing literature.

The electromagnetic current is conserved; therefore we need not include
a ZJ for the renormalization of it. If we explicitly extract the tensor −gµνq2+
qµqν from Πµν ,

Πµν(q) = (−gµνq2 + qµqν)Π(q2), (4.1.4b)

then the general theory gives us the simple result

Im ΠR (q;m(ν), g(ν); ν) = Im ΠR

(
νn; m̄(Q2), ḡ(Q2); ν

)
,

Q2 = −q2 = s, n2 = 1.
(4.1.5)

Therefore, all we have to do is calculate Im ΠR(q;m(ν), g(ν); ν) and then
replace q → ν, m(ν) → m̄(Q2), g(ν) → ḡ(Q2).

2 It can be proved with great generality that Π(t) is analytic in the complex t
plane except for a cut along the real axis from t0 to ∞, where t0 is the threshold
for production of hadrons, t0 = 4m2

π. Likewise, one has quite generally that the
discontinuity on the cut coincides with Im Π.
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Fig. 4.1.2. Vacuum polarization to order zero in αs (top graph), and

corrections of order αs.

To zero order the calculation is of course trivial. We have the diagram at
the top of Fig. 4.1.2 which gives, to corrections of order m̄2/s,

Im Π(0) =
Nc

12π

nf∑

f=1

Q2
f , Nc = 3, (4.1.6)

and nf is the effective number of flavours, i.e., the flavours excited at the an-
nihilation energy E = s

1
2 . This justifies the old parton model result (Cabibbo,

Parisi and Testa, 1970; Feynman, 1972) in which quarks were considered to
be free, so that the cross section into hadrons is like that into a µ+µ− pair,
up to the quark charges. Because of this, it is customary to define the ratio

R(s) =
σh(s)

σe+e−→µ+µ−
, (4.1.7)

where both cross sections are to be calculated to lowest order in the electro-
magnetic interactions. We see that we have obtained

R(0)(s) = 3
nf∑

f=1

Q2
f , (4.1.8)

a result that, because of asymptotic freedom, would become exact at infinite
energy, s → ∞.

The following correction involves the lower diagrams in Fig. 4.1.2. One
may profit from the fact that they are like those in QED with the gluon
replaced by a photon, except for the group-theoretic factor

∑

a,k

taiktakj = CF δij , CF = 4/3,
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and that, in QED, they were calculated long ago by Jost and Luttinger (1950).
So we find (Appelquist and Georgi, 1973; Zee, 1973)

R(s) = 3
nf∑

f=1

Q2
f

{
1 +

αs(s)
π

}
+ O(α2

s). (4.1.9)

The following correction is the first where the non-Abelian character of
the gluons enters explicitly (and not merely in the running of αs). It is scheme
dependent; in the MS scheme one has3

R(s) = 3
nf∑

f=1

Q2
f

{
1 +

αs(s)
π

+ r2

(
αs(s)

π

)2
}

+ O(α3
s),

r2 = 365
24 − 11ζ(3) +

[
2
3ζ(3) − 11

12

]
nf � 2.0 − 0.12nf .

(4.1.10)

The symbol ζ(3) stands for Riemann’s function, ζ(3) � 1.20, and the two
loop expression is to be used for αs(s). The four loop expression for R is also
known (Gorishny, Kataev and Larin, 1991; Sugurladze and Samuel, 1991;
Baikov and Chetyrkin, 2004). Also known are the O(α2

s) expressions, in-
cluding finite mass corrections: see Chetyrkin, Kuhn and Steinhauser (1997)
and Chetyrkin, Harlander, Kuhn and Steinhauser (1997). The fact that in
the renormalization group equations αs(Q2) is defined at spacelike momenta
first enters the calculation at order α3

s, contributing a term proportional to
π2 (from the analytical continuation) to the coefficient r3: in the MS scheme

R(s) = 3
nf∑

f=1

Q2
f

{
1 +

αs(s)
π

+ r2

(
αs(s)

π

)2

+ r3

(
αs(s)

π

)3
}

+ O(α4
s),

(4.1.11a)
where

r3 = −6.637 − 1.200nf − 0.005n2
f − 1.240

( nf∑

1

Qf

)2 (
3

nf∑

1

Q2
f

)−1

= 18.243 − 4.216nf + 0.086n2
f − 1.240

( nf∑

1

Qf

)2 (
3

nf∑

1

Q2
f

)−1

+ ran
3 .

(4.1.11b)
The three loop expression for αs(s), Eq. (3.7.4d), is to be used in this formula.
The piece coming from the analytical continuation is ran

3 ,

ran
3 = −

(
121
48 − 11

36nf + 1
108n2

f

)
π2 � −24.880+3.016nf − 0.091n2

f ; (4.1.11c)

3 Chetyrkin, Kataev and Tkachov (1979); Dine and Sapiristein (1979).
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Fig. 4.1.3. Plot of the annihilation cross section, e+e− → hadrons, and

of R vs. s1/2 (from Eidelman et al. 2004). We only show a selection of low

energy points. The dotted lines bracket the full theoretical prediction, in-

cluding electroweak corrections (relevant at high energy). Details of the low

energy data, with references, may be found in e.g. Wiik and Wolf (1979),

and for the high energy data in Haidt et al. (1995) and Ammar et al. (1998).

it partially cancels the remaining terms to give the smaller result for r3 quoted
above. For the record, we mention that the leading terms in the limit in which
one takes the number of colours as a variable, and lets Nc → ∞, are, for r2, r3,

r2 →
Nc→∞

0.28N2
c , r3 →

Nc→∞
1.05N3

c .

A question to be discussed further is the number of flavours to be taken
into account, i.e., the value of nf in the formulas given. We have already
referred to the “number of active flavours”: the question is related to the
problem of the quark masses. If we have a quark of mass mq �= 0, then the
corrections that this induces, for s � m2

q, are of order m2
q/s and one can thus
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neglect mq, as we have done in our calculations. The situation is different,
however, for quarks for which m2

q � s, for then there is insufficient energy to
create the corresponding q̄q pairs, and these quarks only contribute through
virtual loops. Here we will follow the analysis of Sect. 3.8 and conclude that,
since these quarks only give corrections at the level ∼ s/m2

q, their contribution
can be forgotten. This is what is meant by active flavours: one only considers
the contributions of quarks whose mass is much smaller than the energy. As
discussed in Sect. 3.8, we also assume the QCD parameter Λ to depend on
nf . Note that the regions s ≈ 4m2

q (thresholds) are omitted from the analysis;
they will be discussed in Sect. 5.4. In fact, it may be shown that perturbative
QCD is not directly applicable there.

A precise comparison of theory and experiment for R requires incorpora-
tion of higher order electromagnetic, and of weak interaction effects, impor-
tant for s

1
2 >∼ 20 GeV, and also to take into account the dependence on the

masses for the heavier quarks, c, b, with careful study of the corresponding
thresholds. Moreover, and as systematic experimental errors are rather large,
the comparison is not very precise.4 It is shown in Fig. 4.1.3 here and, in
more detail around the Z mass, in next section (Fig. 4.2.4). If one fits the
values of the QCD parameter Λ with the more recent experimental data, a
wide range is obtained (Haidt et al., 1995 and Ammar et al., 1998):

Λ(nf = 4, three loops) = 200 to 460 MeV . (4.1.12)

Still, the agreement between theory and experiment is nontrivial, holding as
it does between s ∼ 2 GeV2 and the highest energies of LEP II, where one
has energies up to s ∼ (200 GeV)2.

4.2 τ and Z Decays Involving Hadrons

i τ Decay

The τ lepton, so called because it shares the properties of other, truly light5

particles such as the electron or muon, has a rather large mass, mτ = 1777.0±
0.3 MeV and thus can decay not only into other leptons, but into final states
involving hadrons as well. The leptonic decays are

τ → ντ + W

→ l− + ν̄l

l = µ or e. (4.2.1)

We will write formulas for τ = τ−; the formulas for τ+ are obtained with
obvious changes. Besides the decays (4.2.1), we have the hadronic decays

4 A detailed discussion of the comparison of theory and experiment, including the
analysis of errors, can be found in Barnett, Dine and McLerran (1980), Ali (1981)
and, especially, Marshall (1989).

5 Lepton comes from the Greek word for light.
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τ

ντ

(d, s) e µ

u− ν−e ν−µ

W

Fig. 4.2.1. Leptonic and hadronic decays of τ at zero order in αs.

which may be split between decays that involve only nonstrange particles, or
decays involving strange particles. At zero order in strong interactions, these
are given, respectively, by the processes

τ → ντ + W

→ d + ū

, τ → ντ + W

→ s + ū

. (4.2.2)

The Feynman diagrams for Eqs. (4.2.1, 2) are shown in Fig. 4.2.1.
For a precise calculation (besides of course QCD corrections) we need

electroweak radiative corrections. These have been evaluated by Marciano
and Sirlin (1988). Taking them into account we find, for the leptonic decays,

Γ (τ → ντ + l− + ν̄l) =
G2

F m5
τ

192π3
f(m2

l /m2
τ )rEW,

f(x) = 1 − 8x + 8x2 − x4 − 12x2 log x,

rEW =
[
1 +

ᾱ

2π

(
25
4 − π2

)]{
1 + 3

5

m2
τ

M2
W

}
,

(4.2.3)

where ᾱ is the QED running coupling evaluated at m2
τ , ᾱ � 1/133.3, GF is

the Fermi coupling constant as measured, for example, in µ decay, and the
mass of the final lepton is neglected in rEW, which is then only evaluated to
corrections O(m2

l /M
2
W ). The prediction (4.2.3) is in perfect agreement with

the experimental leptonic decay rates.
The hadronic decays, which are the ones that interest us here, involve

the piece of the weak Lagrangian,

LW,eff =
gW

2
√

2
W+

µ ūγµ(1 − γ5)dC + Hermitian conjugate, (4.2.4)
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τ

ντ

W

ph

Fig. 4.2.2. Hadronic decay of τ . The similarity with Fig. 4.1.1 is

obvious.

and dC is the Cabibbo rotated d quark field,

dC = (cos θC)d + (sin θC)s.

In a more precise analysis we would take into account the full Kobayashi–
Maskawa mixing matrix: this is effected by replacing, in all subsequent for-
mulas, the mixing factors according to cos2 θC → |Vud|2, sin2 θC → |Vus|2.

Inclusive hadronic decays of the τ (Fig. 4.2.2) are very similar to e+e−

annihilation into hadrons, the main difference being that we now have axial
as well as vector current correlators. We define the ratio

Rτ ≡ Γ (τ → ντ + hadrons)
Γ (τ → ντ + e + ν̄e)

, (4.2.5)

and the current correlators

Π
(V )µν
ij (k) = i

∫
d4x eik·x〈0|TV µ

ij (x)V ν
ij(0)†|0〉,

Π
(A)µν
ij (k) = i

∫
d4x eik·x〈0|TAµ

ij(x)Aν
ij(0)†|0〉;

(4.2.6)

i, j are flavour indices and the currents are those entering Eq. (4.2.4), viz.,

V µ
ij = q̄iγ

µqj , Aµ
ij = q̄iγ

µγ5qj .

We may split the Π into a transverse and a longitudinal part, writing

Π
(V,A)µν
ij (k) = (−gµνk2 + kµkν)Π(V,A;1)

ij (k2) + kµkνΠ
(V,A;0)
ij (k2) (4.2.7)

where the indices J = 0, 1 in Π(V,A;J) refer to the total spin carried by the
correlator.
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The hadronic decay rates are evaluated by an extension of the calculation
performed for the e+e− annihilation into hadrons. We find, for decays into
(respectively) nonstrange, strange final states, and integrating over the energy
of the neutrino ντ ,

Rn.st.
τ =

12π cos2 θC

m2
τ

∫ m2
τ

t0

dt

(
1 − t

m2
τ

)

×
{(

1 +
2t

m2
τ

)
Im Π

(1)
n.st.(t) + ImΠ

(0)
n.st.(t)

}
,

(4.2.8a)

Rst.
τ =

12π sin2 θC

m2
τ

∫ m2
τ

t0

dt

(
1 − t

m2
τ

)

×
{(

1 +
2t

m2
τ

)
Im Π

(1)
st. (t) + Im Π

(0)
st. (t)

}
.

(4.2.8b)

Here t = p2
h (Fig. 4.2.2) is the square of the invariant mass of the hadronic

final state with production threshold at t0 = m2
π, t0 = m2

K for the n.st, st.
cases respectively. Moreover,

Π
(J)
n.st. = Π

(V ;J)
ud + Π

(A;J)
ud ,

Π
(J)
st. = Π(V ;J)

us + Π(A;J)
us .

(4.2.8c)

The main differences with e+e− annihilation are as follows. First, the
appearance of the correlators Π(V ;0) and Π(A;J), J = 0, 1; secondly, we now
have an integral over the energies of the hadronic states.

It is convenient to consider separately the strange and nonstrange decays.
In the first, and because the s quark intervenes and one has ms ∼ 150 MeV,
the approximation of neglecting the quark masses is not as good as for the
nonstrange case where mu,d are really minute in comparison with the scale
of the problem, mτ . In fact, one can use the experimental data for strange τ
decays to get estimates of the s quark mass; see Sect. 10.4 for the resulting
figures. Nevertheless, we will here neglect the mass of the s quark. The reader
interested in the corrections due to inclusion of ms can find them in the review
of Pich (1997) and, for the determinations of ms, in the paper of Chen et al.
(2001).

If we neglect quark masses, then the analysis simplifies a lot. The rea-
son is that the divergences of the currents, ∂µV µ

ij , ∂µAµ
ij , are proportional to

mi ±mj ; see Eq. (2.8.5). Therefore we can neglect the correlators6 Π(V,A;0):

6 Except for the axial case for k2 � 0, where we have a pole due to the pion (or
kaon) intermediate state, which produces a divergence proportional to 1/(m2

π ∼
mu + md), say for the nonstrange decays; see Sect. 7.3. This problem can be
avoided by subtracting the channels τ → ντπ, ντK from τ → ντ + hadrons.
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indeed, contracting (4.2.7) with kµ, kν it immediately follows that these cor-
relators are proportional to (mi±mj)2. Another simplification obtained when
neglecting masses is that now

Π
(V,J)
ij = Π

(A,J)
ij .

The reason is that, when the mass of quark i is zero, the QCD Lagrangian
is invariant under the chiral transformation qi → γ5qi, separately for each
quark flavour. If we apply these transformations to the u quark (but not to
the d, s) then under it Vud → Aud, Vus → Aus and the announced result
follows. It is to be noted that this equality Π

(V,J)
ij = Π

(A,J)
ij only requires

that we neglect the mass of the u quark.
In view of these simplifications, we see that we have reduced the calcu-

lation of Rτ to that of the integral

F (mτ ) =
∫ m2

τ

t0

dt

(
1 − t

mτ

)2 (
1 +

2t

mτ

)
Im Π(t), (4.2.9)

with the nonstrange and strange decays ratios given by

Rτ (n.st.) =
12π cos2 θ

m2
τ

F, Rτ (st.) =
12π sin2 θ

m2
τ

F,

and Π is defined as

(−gµνk2 + kµkν)Π(k2) = i
∫

d4x eik·x〈0|TV µ(x)V ν(0)|0〉. (4.2.10)

V µ is here a generic current for massless quarks: the ensuing Π is indepen-
dent, in the limit of massless quarks, of which quarks we choose for V µ.

In this approximation Π is identical with the quantity of the same name
introduced for e+e− annihilations in Eq. (4.1.4b), up to the factor

∑
Q2

f due
to the charge of the quarks that does not appear here. Therefore, to zero
order in αs we may write

Im Π(t) = Nc/12π, Nc = 3.

The main problem that occurs when calculating hadronic τ decays lies
in the fact that, while QCD predicts ImΠ(t) for large t, the integral (4.2.9)
involves all values of t between threshold and m2

τ ; and the integrand is in fact
peaked at rather small values of t. However, not all is lost. We can consider
that the quantity F (m2

τ ) in (4.2.9) does only depend on m2
τ ; therefore we may

expand it in powers of αs(m2
τ ), and check, a posteriori, that the series has

reasonable convergence properties. This expansion can be arranged in fancy
ways (see e.g. Pich, 1997). Some of these are useful in that they simplify
the evaluation of nonperturbative corrections, or for resummations; but they
can be easily proved to be mathematically equivalent to the following simple
procedure. First, one computes ImΠ(t) in an expansion in powers of αs(t).
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The expansion, up to the quark charges, is identical to that for the e+e−

annihilation (see the previous section), so we have

Im Π(t) =
1
4π

{
1 +

αs(t)
π

+ r2

(
αs(t)

π

)2

+ r3

(
αs(t)

π

)3

+ · · ·
}

. (4.2.11)

Then one writes αs(t) in terms of αs(m2
τ ) using the renormalization group

equations so that, to two loops, which is what we need for (4.2.11),

αs(t) = αs(m2
τ )

{
1 − β0 log t/m2

τ

4π
αs(m2

τ )

+
β2

0 [log2 t/m2
τ − (β1/β2

0) log t/m2
τ ]

16π2
α2

s(m
2
τ )

}
.

(4.2.12)

One then substitutes (4.2.12) into (4.2.11) and the result into (4.2.9). We then
integrate, taking care that, at the perturbative level, the threshold should be
taken as t0 = (mi + mj)2 with m the quark masses. The desired result is, for
nf = 3, and in the limit mu,d,s = 0,

F (m2
τ ) = F (0)

{
1 +

αs(m2
τ )

π
+ 5.20

(
αs(m2

τ )
π

)2

+ 26.37
(

αs(m2
τ )

π

)3

+ · · ·
}

,

(4.2.13a)
and F (0) is the zero order result,

F (0) =
1
4π

∫ m2
τ

t0

dt

(
1 − t

mτ

)2 (
1 +

2t

mτ

)
.

The series (4.2.13a) is not a prodigy of fast convergence; but it is not too
bad either. With the current values of αs(m2

τ ) ∼ 0.3, αs(m2
τ )/π ∼ 0.1, the

various terms inside the bracket in (4.2.13a) are

1, 0.1, 0.05, 0.026.

It is quite obvious that the series has to diverge, and there is already a hint
of this in the last term here; but it can probably be used to the order given
in (4.2.13a), with care.

The reason for the large coefficients in (4.2.13a) is that we have taken an
“unnatural” renormalization point, µ = mτ , at the edge of phase space. If
we had renormalized at the average energy in tau decay, µ = Ē � 1.1 GeV,
we would have obtained

F (Ē) = F (0)

{
1 +

αs(Ē2)
π

+ 3.04
(

αs(Ē2)
π

)2

− 4.73
(

αs(Ē2)
π

)3

+ · · ·
}

.

(4.2.13b)
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q

q−

Z

Fig. 4.2.3. Z decay into a q̄q pair.

An alternate method uses moments of the differential decay rate. One
defines (Le Diberder and Pich, 1992)

Rnl
τ =

1
Γleptons

∫ m2
τ

t0

dt

(
1 − t

mτ

)n (
t

m2
τ

)l dΓhadrons

dt
,

which have the advantage that, for large l, they weight the large t region.
One then uses these moments for comparison with experiment, as has been
done by e.g. the ALEPH collaboration (Buskulic et al., 1997).

Having obtained the theoretical expression for the decay, one can take
αs(m2

τ ) from other sources and predict the decay rate; or, better still, one
can use the experimental decay rate to find a very precise determination of
αs(m2

τ ). If we do this, we find

αs(m2
τ ) = 0.350 ± 0.020 [from Rτ and (4.2.13a)], (4.2.14a)

αs(m2
τ ) = 0.299 ± 0.020 [from Rτ and (4.2.13b)]; (4.2.14b)

αs(m2
τ ) = 0.330 ± 0.046 [moments]. (4.2.14c)

ii Z Decay

The piece of the weak interaction Lagrangian responsible for Z decay into
hadrons is

LZ =
e

sin 2θW
Zµ

∑

q

q̄γµ(vq + aqγ5)q,

vu = 1
2 − 4

3 sin2 θW , au = 1
2 , vd = − 1

2 + 2
3 sin2 θW , ad = − 1

2 ,

and identical expressions for v, a for the c, s and t, b weak doublets. At tree
level a simple calculation using the diagram of Fig. 4.2.3 gives

Γ(0)(Z → q̄q) =
GF M3

Z

6π
√

2
(v2

q + a2
q). (4.2.15)
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Fig. 4.2.4. The ratio σ(e+e− → hadrons)/σ(e+e− → µ+µ−) in the vicinity

of the Z as a function of the c.m. energy of the e+e− pair, s1/2. s′1/2 is the

visible hadron energy, which would equal s1/2 if there was no radiation from

the initial state. To identify the events, cuts are made requiring that
√

s′/s

be larger than a certain pre-assigned number. According to the value of this

number we find the solid or hollow dots in the figure. Data: combined LEP

data. Continuous and dotted lines: theoretical calculation with the standard

model. (Communicated by E. Fernández, 1997.)

A precise calculation involves vector and axial currents, and is similar in
(almost) all respects7 to the calculation for τ decay with the simplification
that now the vector currents are diagonal, V µ

qq, so the correlator Π(V ;0) is zero.
Neglecting the masses of the quarks as compared to MZ , an approximation
that even for the b quark only produces an error of m̄2

b(M
2
Z)/M2

Z ∼ 10−3, the
axial correlators may be identified with the vector ones and we find that the
ratio of full QCD to the zero order formula is for Z decays as for e+e−. So,

7 The only important difference is the appearance now of a diagram Z → t̄t →
GG → q̄q, which produces a contribution of order m2

t α
2
s with mt the top quark

mass. This effect involves a diagram similar to that of the axial anomaly that
we will study in Sect. 7.5. For a detailed review of Z decay calculations see, for
example, Chetyrkin, Kuhn and Kwiatowski (1996).
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Γ(Z → had.)
Γ(0)(Z → q̄q)

= 1 +
αs(M2

Z)
π

+ r2

(
αs(M2

Z)
π

)2

+ r3

(
αs(M2

Z)
π

)3

+ · · · .

The more precise values for the Z decay come from the experiments
made at the accelerator LEP, where one produces Z in e+e− annihilations,
subsequently observing its decays according to the scheme e+e− → Z →
hadrons. The cross section, normalized to e+e− → µ+µ−, is depicted in
Figs. 4.1.3, 4.2.4, where the comparison with the theoretical predictions is
also shown.

One can look at the total hadronic decay width, as we have done here, or
to the decays into jets, which will be discussed in Sect. 5.4. As was the case
for τ decays, we can take αs(M2

Z) from other sources, and obtain theoretical
predictions for Z decays, or deduce αs(M2

Z) from the Z width. If we do the
last, we find

αs(M2
Z) = 0.123 ± 0.005. (4.2.16)

The variation between (4.2.14) and (4.2.16) dramatically exhibits the run-
ning of the strong coupling constant. The compatibility between the two
determinations is highly nontrivial. Indeed, if we evolve the weighted average
of (4.2.14) from µ2 = m2

τ to µ2 = M2
Z with the renormalization group, we

get
αs(M2

Z) = 0.119 ± 0.0025, (4.2.17).

in impressive agreement8 with (4.2.16).

4.3 Kinematics of Deep Inelastic Scattering.
The Parton Model

i Kinematics. Structure Functions

We consider the process l + h → l′ + all, where l and l′ are leptons, h is a
hadron target which, unless otherwise stated, we take to be a proton; “all”
means that we sum over all possible final hadron states, Γ (see Fig. 4.3.1).
We assume that the scattering takes place at high energy, and that also
the virtuality of the exchanged particle is large (deep inelastic scattering, or
DIS for short). If l = l′ = e or µ we are probing h with electromagnetic
interactions to which one has to add, if the energy is large enough, neutral
weak currents. In this case, and working (as we will throughout this section)
to lowest order in weak or electromagnetic interactions, the vector particle
represented with the wavy line in Fig. 4.3.1 is a virtual photon, γ∗, or a virtual

8 Note, however, that the errors given in this and the preceding subsection for αs

are only indicative; see Chap. 10 for a full discussion about determinations of αs.
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q
V

θ

Fig. 4.3.1. Deep inelastic scattering process, and its kinematics.

Z∗. Neglecting this last contribution, we have that the relevant interaction
will be the electromagnetic one, and the relevant current the e.m. current:

Lint,em = eJµ
emAµ, Jµ

em =
∑

q

Qq q̄γ
µq,

and Qq is the charge of flavour q in units of the proton charge, e.
If l = νµ,e, l′ = µ, e we have charged weak interactions; then the ex-

changed particle in Fig. 4.3.1 would be a virtual W ∗. The interaction and
current are now

Lint,W =
1

2
√

2
gW WµJµ

W , Jµ
W = ūγµ(1−γ5)d′+ c̄γµ(1−γ5)s′+ t̄γµ(1−γ5)b′

where
g2

W /M2
W = 4

√
2GF , GF � 1.027m−2

proton,

and d′, s′, b′ are the Cabibbo–Kobayashi–Maskawa rotated quarks. Finally,
for l = l′ = ν, or for the neutral weak interactions of e, µ, we take

Lint,NC =
e

2 cos θW sin θW
ZµJµ

Z ,

with

Jµ
Z;ud =

(
1
2 − 4 sin θW

3

)
ūγµu+

(
− 1

2 +
2 sin θW

3

)
d̄γµd+ 1

2 ūγµγ5u− 1
2 d̄γµγ5d,

for the ud part of the current. Identical expressions hold replacing u → c → t,
d → s → b for the other quarks, and corresponding ones for the leptonic part
of the current. The weak mixing angle is sin2 θW � 0.22.
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With the kinematics of Fig. 4.3.1, we introduce the Bjorken variables,

Q2 = −q2, ν = p · q, x = Q2/2ν;

in terms of these,

s = p2
Γ = −Q2 + m2

h + 2ν = 2ν{1 + m2
h/2ν − x},

where s coincides with the square of the energy of the final hadron system.
The deep inelastic, or Bjorken, limit will be defined as

Q2, ν � Λ2, x = Q2/2ν = fixed.

Using the standard rules, the scattering matrix may be written for e.g.,
electromagnetic electron scattering on protons, as

T (e + h → e + Γ ) =
2α

q2
ū(k′, σ′)γµu(k, σ)(2π)2δ(p + q − pΓ )〈Γ |Jµ(0)|p, τ〉,

(4.3.1)
and we have suppressed the tag “em” in the electromagnetic current, J . Here
σ, σ′ are the spins of the incoming/outgoing electrons, and τ that of the
target, h. We normalize the states covariantly (cf. Appendix G):

〈p′, τ ′|p, τ〉 = 2p0δττ ′δ(p − p′).

The unpolarized cross section for e+h → e+all will thus involve the tensors

Lµν = 1
2

∑

σσ′

[ū(k′, σ′)γµu(k, σ)]∗ū(k′, σ′)γνu(k, σ)

= 2(kµk′ν + kνk′µ − k · k′gµν),

where we neglect the lepton masses (as we will do systematically) and

Wµν(p, q) = 1
2

1
2

∑

τ

∑

Γ

(2π)6δ(p + q − pΓ )〈p, τ |Jµ(0)†|Γ 〉〈Γ |Jν(0)|p, τ〉.

(4.3.2a)
Of course, J† = J , but we have written the general expression that also holds
for weak currents. The factors of 1/2 both in Lµν and Wµν are introduced
to average the spin of the initial electron and hadron, assumed to be of spin
one-half, and over the “helicity” of the virtual photon: as we will see, the
process may be related to (off-shell) Compton scattering.

Equation (4.3.2a) may be recast in the form

Wµν(p, q) = 1
2 (2π)2

∫
d4z eiq·z〈p|[Jµ(z)†, Jν(0)]|p〉, (4.3.2b)
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γ* γ*

q q

hh

p p

Fig. 4.3.2. Deep inelastic (electromagnetic) scattering as virtual forward

Compton scattering.

where the average over the spin of the target, τ , is understood. The equiv-
alence of (4.3.2a) and (4.3.2b) may be verified by inserting a sum over a
complete set of states,

∑
Γ |Γ 〉〈Γ | in (4.3.2b), replacing

Jµ(z) → U(z)Jµ(0)U−1(z),

with U(z) a translation by the vector z so that U(z)|p〉 = eip·z|p〉, and not-
ing that the second term in the commutator does not contribute because
of energy–momentum conservation. In this form, the relation with forward
Compton scattering γ∗ + h → γ∗ + h is obvious (see Fig. (4.3.2)); the tensor
Wµν is the same that appears in the expression for the imaginary part of this
scattering amplitude, T (γ∗ + h → γ∗ + h), as a simple calculation shows.

Let us consider the general case of weak or electromagnetic currents. The
general expression for Wµν(p, q) in terms of invariants is

Wµν(p, q) eff=
(
−gµν +

qµqν

q2

)
W1 +

1
m2

h

(
pµ − νqµ

q2

)(
pν − νqν

q2

)
W2

+ iεµναβ pαqβ

2m2
h

W3.

(4.3.3)
The notation eff= means that there are other terms in the expansion, but they
will give zero when contracted with the leptonic tensor Lµν . We can express
the corresponding cross sections in terms of these Wi. In the lab. system of
reference (the target h at rest) and with θ = � (k,k′), and dΩ = dcos θdφ,

dσe

dΩdk′
0

=
α2

4mhk2
0 sin4(θ/2)

{
W e

2 cos2
θ

2
+ 2W e

1 sin2 θ

2

}
. (4.3.4a)

We write all formulas for electron scattering on protons; for µ scattering they
are identical, if mµ is neglected. For neutrino scattering,
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dσν/ν̄

dΩdk′
0

=
G2

F k′
0
2

2π2mh

{
W

ν/ν̄
2 cos2

θ

2
+ 2W

ν/ν̄
1 sin2 θ

2
∓ k0 + k′

0

2mh
W

ν/ν̄
3

}
;

(4.3.4b)
in the last, the signs ± hold for ν, ν̄ respectively.

The Wi are invariant and thus depend only on Q2 and ν or, equivalently,
Q2 and x. It is convenient to define the structure functions,9

F a
1 (x,Q2) = W a

1 , F a
2 (x,Q2) =

ν

m2
h

W a
2 , F a

3 (x,Q2) =
ν

m2
h

W a
3 , (4.3.5)

where the superscript a refers to the process, (e/µ)h, νh, ν̄h. The longitudinal
structure function,

F a
L(x,Q2) ≡ F a

2 (x,Q2) − 2xF a
1 (x,Q2), (4.3.6)

is also used in lieu of F a
1 . Expressed in terms of the structure functions,

Eqs. (4.3.2), (4.3.3) become

Wµν
a (p, q) = 1

2 (2π)2
∫

d4z eiq·z〈p|[Jµ
a (z)†, Jν

a (0)]|p〉

eff= − gµνF a
1 +

pµpν

ν
F a

2 + iεµναβ pαqβ

2ν
F a

3 ,

(4.3.7)

and we have neglected terms proportional to qµ, qν which will give zero when
contracted with the leptonic tensor. Note that, throughout this, and some of
the coming section, we use z for the space-time variable to avoid confusion
with Bjorken’s variable x.

As for e+e− annihilations, we will find it convenient to consider a T-
product of currents:

Tµν
a (p, q) = i(2π)3

∫
d4z eiq·z〈p|TJµ

a (z)†Jν
a (0)|p〉; (4.3.8a)

if we now write the decomposition analogous to (4.3.7),

Tµν
a (p, q) = −gµνT a

1 (x,Q2) +
pµpν

ν
T a

2 (x,Q2) + iεµναβ pαqβ

2ν
T a

3 (x,Q2),

(4.3.8b)
then it follows that

F a
i =

1
2π

Im T a
i , i = 1, 2, 3. (4.3.8c)

9 We return here to the standard definition of structure functions; this is at variance
with the first editions of this book, where we used

fold
1 = 2xF now

1 , fold
2 = F now

2 , fold
3 = xF now

3 .

Although more rational, the old conventions were different from what has become
ingrained use.
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γ* γ*

f

f

h

Γ

Fig. 4.3.3. The parton model: resolution of the scattering γ∗ + h into

scattering off the individual partons.

ii The Parton Model

let us now consider the Bjorken limit in the so-called infinite momentum
frame, neglecting the mass of the target, that we will for definiteness suppose
to be a proton:

p = (p0, 0, 0, p0), q = (ν/2p0,
√

Q2, 0,−ν/2p0), p0 ≈ ν1/2 → ∞. (4.3.9)

Rewriting q · z as

q · z = 1
2 (q0 + q3)(z0 − z3) + 1

2 (q0 − q3)(z0 + z3) − q1z1,

we see that q · z � 0 corresponds, in the Bjorken limit, to

z0 ± z3 � 1/ν1/2, z1 � 1/ν1/2,

i.e., z2 → 0. Actually, we could still have z2 as large as we wished. But in
this situation, one has z · z < 0 in which case, by locality, the commutator in
Eq. (4.3.2b) or Eq. (4.3.7) vanishes: we get no contribution to the structure
functions except if z2

2 ∼ z2
0 , i.e., still z2 ∼ 0. Because of a well-known property

of Fourier transforms, it follows that the fixed x, large ν behaviour of the
transforms in (4.3.2b), or (4.3.7), are given by the values of the argument for
z such that z2 = O(1/Q2) → 0; that is to say, by the light-cone behaviour of

[Jµ
a (z)†, Jν

a (0)] or TJµ
a (z)†Jν

a (0). (4.3.10)

Because of asymptotic freedom, we expect that, up to logarithmic correc-
tions, we will be able to calculate these commutators, or T-ordered products,
neglecting strong interactions, and treating the hadron target as a bunch of
free quarks. This suggests the parton model (Feynman, 1969). Let us specify
it. As stated, we consider that the hadron consists of a collection of “parts”,
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quarks and (as we will see) also gluons, that do not interact among themselves
during the process of scattering by the external probe, γ∗; see Fig.4.3.3. Then
we take it that they have each a certain fraction of the hadron momentum. To
be precise, if we denote this fraction by x, we will have a certain probability
of finding each individual parton, f , with momentum xp. Let us denote this
probability, also called density, by qf (x). If we could solve the equations that
govern the formation of the hadron as a bound state of the partons, we could
calculate qf (x), which is easily seen to be related to the wave function of the
parton in the hadron. As it is, we have to take the densities from experiment.

Within this model, it is not difficult to calculate the cross section for
e.g. e + h → e + all. Because h is a bunch of free partons, this cross section
is the sum of the elementary cross sections e + f → e + f , weighted with
qf , and summed to all f . To the order at which we are working (neglect of
strong interactions except in that they bind the partons in h), we need only
consider the quarks among the f , since the gluons do not have electric charge.
However, we have to consider not only quarks, but antiquarks as well. Indeed,
one would expect that even a hadron such as the proton would contain light
quark-antiquark pairs. Thus we find a formula like (4.3.4a), viz.

dσe

dΩdk′
0

=
α2

4mhk2
0 sin4(θ/2)

(
m2

hx

ν
cos2

θ

2
+ sin2 θ

2

)∑

f

Q2
fqf (x)

and the sum runs over the quarks and antiquarks in the proton. Therefore,
within the model, we have calculated the structure functions in terms of the
densities:

F parton
2 (x,Q2) = x

∑

f

Q2
fqf (x), (4.3.11a)

and, moreover, we find the relation

F parton
2 (x,Q2) = 2xF parton

1 (x,Q2). (4.3.11b)

This relation is the co-called Callan–Gross relation; we will study it in detail
in Subsect. 4.7ii.

We can also verify that x actually coincides with the Bjorken variable,
thus providing a physical interpretation for it: x may be considered either
as the ratio Q2/2ν, or as the fraction of momentum carried by the parton
struck by the photon. Later, we will rewrite (4.3.11) in a more detailed form,
specifying some of the properties of the parton densities qf .

A remarkable feature of (4.3.11) is scaling. Scaling was proposed by
Bjorken (1969) before the parton model, which in fact was devised to ex-
plain it. Scaling means that as Q2 → ∞ the structure functions Fi should
become independent of Q2:

Fi(x,Q2) →
Q2→∞
x fixed

F (0)(x). (4.3.12)
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We shall see that a rigorous treatment justifies this in the sense that one gets
scaling up to logarithmic variations of the type (log Q2/Λ2)d. What is more,
the corrections can be calculated, and the results of the calculations are in
full agreement with experimental measurements.

4.4. Light Cone Expansion of Products of Currents

With the parton model we have evaluated the structure functions Fi ne-
glecting the strong interactions, except in as much as they bind quarks. This
calculation can be made more precise using the operator product expansion,
which will also allow us later to take interactions into account. We will then
consider T-ordered products of currents

TJ(x)J ′(0) (4.4.1)

building them first from free fields, and later taking into account interactions;
from the beginning we will express (4.4.1) as combinations, with known co-
efficients,

TJ(x)J ′(0) =
∑

i

Ci(x)Ni(0), (4.4.2)

of a set of local operators Ni(0). All bound state complexities will be buried
in the matrix elements

〈p|Ni(0)|p〉. (4.4.3)

We will present a detailed derivation: the techniques are important not only
for deep inelastic scattering, but also for the analysis of a large class of other
processes where the dynamics is governed by the light cone behaviour of field
products.

Before entering into the specific calculations, a number of points are
worth discussing. First of all, when forgetting interactions one may write
Taylor expansions like

: q̄(0)q(x) :=
∑

n

1
n!

xµ1 . . . xµn
: q̄(0)∂µ1 . . . ∂µnq(0) : ; (4.4.4)

however, when interactions are taken into account one should replace deriva-
tives by covariant derivatives,

∂µ → Dµ, (4.4.5)

as discussed in Sect. 3.9 (see also Appendix I). We will do this as a matter of
course. Secondly, we remark that, in the free field case, a product of operators
containing only quark fields will only produce operators N with quark fields;
but, when interactions are taken into account, gluon operators such as

: Gµν(0)Gνλ(x) : (4.4.6)



Perturbative QCD 127

will also appear. We will see this in the next section.
We will be interested in T-products of vector and axial vector currents

like those considered in Sect. 2.8. In bases like (2.8.8), the currents correspond
to observable quantities, and thus will be represented by Hermitian opera-
tors. Take nf to be the number of flavours that are excited in the range of
energies in which we are interested. We will consider the corresponding group
of transformations SUF (nf ). Denote its generators by T a; thus, for nf = 2,
T a = 1

2σa (σa the Pauli matrices) and if nf = 3, the T a are T a = 1
2λa, with

λa the Gell-Mann matrices. In general, there are n2
f −1 matrices T a. We will

let flavour indices a, b, c . . . run from 1 to n2
f − 1 and we will introduce the

unit matrix T 0 ≡ 1. We may unify the T by letting Greek indices α, β . . .
run from 0 to n2

f − 1. Then we define the currents,

V µ
α (x) =

∑

ff ′

: q̄f (x)Tα
ff ′γµqf ′(x) :,

Aµ
α(x) =

∑

ff ′

: q̄f (x)Tα
ff ′γµγ5qf ′(x) : .

(4.4.7)

Sums over omitted colour indices are understood. Other currents can be built
from these. For example, for nf = 3, the electromagnetic current is

Jµ
em = V µ

3 +
1√
3
V µ

8 .

We first discuss the flavour algebra. Considering the product of two T s,
we can write it as

TαT β = cS
αβT 0 +

n2
f−1∑

c=1

cNS
αβcT

c = cS
αβ +

n2
f−1∑

c=1

cNS
αβcT

c. (4.4.8a)

The superindices in the coefficients cS , cNS refer to the transformation prop-
erties under the flavour group: the unit matrix is a singlet, while the T c

transform as nonsinglet.
We will make explicit calculations for the case in which α = a �= 0,

β = b �= 0; if one of the α, β equals zero, the calculations are trivial. First of
all, we have cS

ab = (1/2nf )δab, as is easily verified by taking traces. Writing

T aT b = 1
2

(
{T a, T b} + [T a, T b]

)

we can then split
cNS
abc = 1

2

(
dNS

abc + ifNS
abc

)
,

where dNS
abc is symmetric, and fNS

abc antisymmetric, in the first two indices.
For nf = 3, we have

dNS
abc = dabc, fNS

abc = fabc,

and the d, f are now as in Appendix C.
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As a second example, consider the electromagnetic current in the case
nf = 4. Here, it is more convenient to write it as

Jµ
em =

∑

ff ′

: q̄fγµQe
ff ′qf ′ : (4.4.8b)

where Qe ≡ Qe is the matrix, in flavour space, of the charges of the quarks,
u, d, s, c:

Qe =





2
3 0 0 0
0 − 1

3 0 0
0 0 − 1

3 0
0 0 0 2

3



 . (4.4.8c)

Then
Q2

e = 5
18 + TNS , (4.4.8d)

and

TNS =





1
6 0 0 0
0 − 1

6 0 0
0 0 − 1

6 0
0 0 0 1

6





is a combination of the matrices T 3, T 8 and T 15.
For the complete calculation we begin, as stated, with the free field case

and consider the T-product of two vector currents. With i, k, j, l flavour
indices and α, β, δ, ρ Dirac ones, we can use Wick’s theorem to get

TV µ
a (x)V ν

b (y) =
∑

T : q̄iα(x)T a
ikγµ

αβqkβ(x) : : q̄jδ(y)T b
jlγ

ν
δρqlρ(y) :

�
z2→0

Ncδab(gµνz2 − 2zµzν)
2nfπ4(z2 − i0)4

1

+ 1
2

∑
(dNS

abc + ifNS
abc )γµ

αβSβδ(x − y)γν
δρ : q̄α(x)T cqρ(y) :

+ 1
2

∑
(dNS

abc − ifNS
abc )γν

αβSβδ(y − x)γµ
δρ : q̄α(y)T cqρ(x) :

+ · · · ,
(4.4.9)

where we have written the unit operator, 1, explicitly; z = x − y and the
dots stand for operators with four quark fields, : q̄qq̄q :. As explained in
Sect. 3.9, these will give subleading contributions on the light cone, and for
the moment we are only interested in leading effects, which is why we omit
them. To obtain (4.4.9) we have repeatedly used the relation

Tqiβ(x)q̄jα(y) = − : q̄jα(y)qiβ(x) : +δijSβα(x − y),

and properties of the γ matrices; see Appendix A.
Next, we replace the propagator by its light cone behaviour,

S(z) �
z2→0

2iz/
(2π)2(z2 − i0)2

,
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which is easily obtained from the explicit expression

S(z) =
i

(2π)4

∫
d4p e−ip·z p/ + m

p2 − m2 + i0
.

After some manipulations of γ matrices, Eq. (4.4.9) can be simplified to

TV µ
a (x)V ν

b (y) �
z2→0

i
∑

(dNS
abc + ifNS

abc )

×
{

Sµανβ zα

(2π)2(z2 − i0)2
: q̄(x)T cγβq(y) :

+ iεµανβ zα

(2π)2(z2 − i0)2
: q̄(x)T cγβγ5q(y) :

}

+ (x ↔ y, a ↔ b, µ ↔ ν) + (constant term).

(4.4.10)

By “constant term” we denote the term

(constant term) =
Ncδab(gµνz2 − 2zµzν)

2nfπ4(z2 − i0)4
1.

This term is actually dominating (as is clear on dimensional grounds) for the
T-product TV µ

a (x)V ν
b (y) itself, and indeed in other cases that we will see in

the future; but for deep inelastic scattering, because the cross section involves
the discontinuity of TV µ

a V ν
b , it simply does not contribute (being real) and

can thus be neglected. Taking now y = 0, and expanding the regular operators
: q̄ . . . q : in powers of z, we find the light-cone expansion appropriate for our
case:

TV µ
a (z)V ν

b (0) �
z2→0

− i
2

∑

n=odd

dNS
abc

Sµανβzα

π2(z2 − i0)2
zµ1 . . . zµn

n!

× : q̄(0)T cγβDµ1 . . . Dµnq(0) :

+
i
2

∑

n=odd

fNS
abc

εµανβzα

π2(z2 − i0)2
zµ1 . . . zµn

n!

× : q̄(0)T cγβγ5D
µ1 . . . Dµnq(0) :

+ constant term + gradient terms
+ terms odd under (x ↔ y, a ↔ b, µ ↔ ν).

(4.4.11)

We have not written explicitly those terms that are odd under the exchange
(x ↔ y, a ↔ b, µ ↔ ν). Also, we have brought all derivatives to act to the
right by adding, if necessary, a gradient:

(q̄
←
∂ )q = ∂(q̄q) − q̄(�∂ q).
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All of these terms give zero for the structure functions because we take diag-
onal matrix elements, 〈p|TV µ

a V ν
b |p〉. However, in other processes they have

to be retained; in Sect. 5.7 we will study a situation in which the gradient
terms have to be taken into account because nondiagonal matrix elements
are involved.

It will prove convenient to rearrange (4.4.11) in a way that will lend itself
to easiest comparison with the expression in terms of structure functions. This
we will do in the case where we consider the T-product of two electromagnetic
currents. If we do not show explicitly the terms that will give zero for deep
inelastic scattering, we rewrite (4.4.10) simply as

TJµ
em(z)Jν

em(0) �
z2→0

i
∑

n=odd

Sµανβzα

π2(z2 − i0)2
zµ1 . . . zµn

n!

× : q̄(0)Q2
eγβDµ1 . . . Dµnq(0) : .

(4.4.12)

Separating a term proportional to gµν , whose matrix element will thus be
identified with F1, from another that will yield F2, and changing slightly the
notation, we find

TJµ
em(z)Jν

em(0) �
z2→0

i

{
gµν 1

π2(z2 − i0)2
∑

n=even

zµ1 . . . zµn

1
(n − 1)!

× : q̄(0)Q2
eγ

µ1Dµ2 . . . Dµnq(0) :

+
−1

2π2(z2 − i0)2
∑

n=even

zµ1 . . . zµn

1
n!

×[: q̄(0)Q2
eγ

µDνDµ1 . . . Dµnq(0) : +(µ ↔ ν)]

}
.

(4.4.13)

For the second term here we have written

zα/(z2 − i0)2 = − 1
2∂α(z2 − i0)−1

transferring then the derivative to act on the zµj
. Now only remains the

flavour algebra. We separate the squared mass matrix Q2
e into a part propor-

tional to the unit matrix, and hence singlet under flavour transformations,
and a traceless matrix, hence nonsinglet. We write Q2

e = cS 1 + TNS . For
nf = 3, a simple calculation gives cS = 2/9, TNS = (1/3)T 3 + (1/3

3
2 )T 8; for

nf = 4, see Eq. (4.4.8). Defining the operators

N
(e)µ1...µn

NS (x) =
in−1

(n − 2)!

∑

ff ′

: q̄f (x)γµ1Dµ2 . . . DµnTNS
ff ′ qf ′(x) :,

N
(e)µ1...µn

S (x) =
in−1

(n − 2)!

∑

f

: q̄f (x)γµ1Dµ2 . . . Dµnqf (x) :
(4.4.14a)
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we find

TJµ
em(z)Jν

em(0) �
z2→0

− gµν i
π2(z2 − i0)2

∑

n=even

zµ1 . . . zµn

in−1

n − 1

×
{

N
(e)µ1...µn

NS (0) + cSN
(e)µ1...µn

S (0)

}

+
i

2π2(z2 − i0)2
∑

n=even

zµ1 . . . zµn
in−1

×
{

N
(e)µ1...µn

NS (0) + cSN
(e)µ1...µn

S (0) + (µ ↔ ν)

}
.

(4.4.14b)
To end this section, we will rederive the property of scaling from the light

cone expansion. Consider, for example, Eq. (4.4.12). Taking matrix elements
we have

Tµν
em(p, q)

Bj
= (2π)3

{
− gµν

π2

∫
d4z eiq·z

∑

n=even

izµ1 . . . izµn

(z2 − i0)2(n − 1)
Aµ1...µn

n (p)

− 1
2π2

∫
d4z eiq·z

∑

n=even

izµ1 . . . izµn

z2 − i0
[
Aµνµ1...µn

n (p) + (µ ↔ ν)
]
}

,

(4.4.15a)
where the tag “Bj” means that equality holds asymptotically in the Bjorken
limit, and we have defined the matrix elements

Aµ1...µn
n (p) =

in

(n − 2)!
〈p| : q̄(0)Q2

eγ
µ1Dµ2 . . . Dµnq(0) : |p〉. (4.4.15b)

We may write the A in terms of invariants. Of these, there will be only one
proportional to pµ1 . . . pµn ; all the others will contain the metric tensor gµiµj

at least once. We will call these “trace terms’, so we have

Aµ1...µn
n (p) = −ipµ1 . . . pµnan + trace terms. (4.4.15c)

The reason why we do not specify trace terms is that they will give contribu-
tions proportional to p2 = m2

h (target mass corrections) that, on dimensional
grounds, must be of the order m2

h/Q2, m2
h/ν, and hence negligible in the

Bjorken limit. Note that the an are pure numbers, as they only depend on
p2, which is constant. Then,

Tµν
em(p, q)

Bj
= i(2π)3

{
gµν

π2

∫
d4z eiq·z 1

(z2 − i0)2
∑

n=even

(iz · p)n an

n − 1

+
pµpν

π2

∫
d4z eiq·z 1

z2 − i0

∑

n=even

(iz · p)nan+2

}
.
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Comparing with (4.3.8b), we find

T em
1 (x,Q2) = 8iπ

∫
d4z eiq·z 1

(z2 − i0)2
∑

n=even

(iz · p)n an

n − 1
,

T em
2 (x,Q2) = 8iνπ

∫
d4z eiq·z 1

z2 − i0

∑

n=even

(iz · p)nan+2.

(4.4.16)

The final formula that we will require is

∂

∂qµ1

. . .
∂

∂qµn

= 2nqµ1 . . . qµn

(
∂

∂q2

)n

+ trace terms, (4.4.17)

for then, replacing the izµ by ∂/∂qµ and using (4.4.17), it follows that
Eq. (4.4.16) can be written as

T em
1 (x,Q2)

Bj
= 8iπ

∑

even

2nan

n − 1
qµ1 . . . qµn

pµ1 . . . pµn

(
∂

∂q2

)n ∫
d4z

eiq·z

(z2 − i0)2

Bj
= − (2π)3

∑

n=even

(2ν)n an

n − 1

(
∂

∂q2

)n

log q2

= (2π)3
∑

n=even

(n − 2)!an

xn
= independent of Q2.

(4.4.18a)
Likewise, we find

T em
2 (x,Q2)

Bj
= 2xT em

1 (x,Q2). (4.4.18b)

Taking the imaginary part, we therefore obtain scaling and, moreover, F2 =
2xF1. This last relation, which implies that to the order at which we are
working the longitudinal structure function vanishes, is the Callan–Gross
(1969) relation, that we had already derived in the parton model (see also
Bjorken and Paschos, 1969).

Another derivation of scaling that makes apparent that F2(x)/x is the
probability that the quark has fraction x of the total momentum may be
found in Gross (1976).
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4.5 The OPE for Deep Inelastic Scattering in QCD.
Moments

Throughout the discussions of the previous section, the underlying field the-
ory was unspecified except when it was free-field theory. Now we shall add
substance to that earlier discussion.

We again consider a two-current T-product:

TJµ
P (x)†Jν

P (y), (4.5.1)

where P labels any current or combination of currents like those in (4.4.7).
In our calculations we will still neglect terms that are suppressed by powers
of M2/Q2, where M is any mass like, for example, the target mass or the
quark masses. The OPE may be written by specifying a basis consisting of
operators that give leading contributions, in powers of M2/Q2, for free fields:
in QCD this will only be modified by logarithmic corrections. If one classifies
operators according to their twist τ , where τ = ρ − j with ρ the (free field)
dimension and j the spin of the operator, it is not difficult to see by mere
dimensional analysis that the leading operators are those of twist 2. Operators
of twist τ = 2 + 2n are suppressed by powers (M2/Q2)n with respect to the
former.

Now, the only operators of twist 2 that can be formed, and which can be
connected to (4.5.1), are

Nµ1...µn

NS,a± =
in−1

(n − 2)!
S : q̄(0)T aγµ1(1 ± γ5)Dµ1 . . . Dµnq(0) :,

Nµ1...µn

S± = 1
2

in−1

(n − 2)!
S : q̄(0)γµ1(1 ± γ5)Dµ1 . . . Dµnq(0) :,

Nµ1...µn

G =
in−2

(n − 2)!
S Tr : Gµ1α(0)Dµ2 . . . Dµn−1Gα

µn(0) : .

(4.5.2)

The first is nonsinglet and the other two singlet. The labels S/G denote
fermion/vector boson (gluon) singlet operators; S stands for symmetrization,
i.e., sum over permutations of the Minkowski indices divided by the number
of such permutations. The trace refers to the colour indices and, finally,

DµGa
αβ =

∑

c

{
∂µδac + g

∑
fabcBb

µ

}
Gc

αβ .

Among the operators in (4.5.2), we have already encountered the first two
types, cf. Eq. (4.4.14) with Ne

NS = 1
2 (NNS+ + NNS−). As for the third type,

it is obvious that the only way in which currents made up of quarks can
have nonzero projection on purely gluon operators is to take interactions
into account, which is the reason why the NG only appear now.

If we work in a gauge that requires ghosts, there are other operators
beyond (4.5.2) that have to be considered; they are made up of ghosts. We
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may consider working in a ghostless gauge, say a lightlike gauge. For leading
order calculations, it can be shown that one can also work in a gauge with
ghosts, but these may be neglected. This is because the mixing matrix of
the ghosts and other operators is triangular (cf. Dixon and Taylor, 1974;
Kluberg-Stern and Zuber, 1975); so we forget about ghosts. With this, we
can write the OPE for the product of currents (4.5.1) as follows:

TJµ
P (z)†Jν

P (0) = −
∑

j,n

C̄n
1Pj(z

2)gµν in−1zµ1 . . . zµn
Nµ1...µn

j (0)

−
∑

j,n

C̄n
2Pj(z

2)in−1zµ1 . . . zµn
Nµνµ1...µn

j (0)

+
∑

j,n

C̄n
3Pj(z

2)εµναβ in−2zβzµ1 . . . zµn
Nαµ1...µn

j (0),

(4.5.3)
where the sum over j runs over all the operators in (4.5.2) that have the same
quantum numbers as the T-product of currents. In this context, it is worth
noting that the flavour symmetries are preserved by the QCD interaction and
therefore the flavour algebra can be carried over as in the free field case.

In the particularly important case of two electromagnetic currents, (4.5.3)
becomes

TJµ
em(z)Jν

em(0) = gµν

{
∑

n=even

C̄n
1NS(z2)N (e)µ1...µn

NS (0)

+ cSC̄n
1S(z2)N (e)µ1...µn

S (0)

}
in−1zµ1 . . . zµn

+
∑

n=even

{
C̄n

2NS(z2)N (e)µνµ1...µn

NS (0)

+ cSC̄n
2S(z2)N (e)µνµ1...µn

S (0)

}
in−1zµ1 . . . zµn

+

{
gµν

∑

n=even

cSC̄n
1G(z2)Nµ1...µn

G (0)

+
∑

n=even

cSC̄n
2G(z2)Nµνµ1...µn

G (0)

}
in−2zµ1 . . . zµn

(4.5.4)

and the N
(e)
S,NS are as in Eq. (4.4.14). Thus, we have symmetrized the op-

erators N in the Minkowski indices; this is permissible if, as occurs in our
case, only diagonal matrix elements are required and terms O(m2

h/Q2) are
neglected; cf. Eqs. (4.4.15b, c).

In fact, both (4.5.3) and (4.5.4) have been written somewhat sketchily.
When taking into account interactions, renormalization will occur. This
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causes, among others, two important effects. First, because the operators
NS , NG have the same quantum numbers (those of a flavour singlet), they
will mix under renormalization: only the NNS operators are renormalized by
themselves. Secondly, renormalization introduces a dependence of the C̄, N
on a dimensional parameter that we will temporarily denote by µ to avoid
confusion with the variable ν = p · q.

The currents J of the form

Jµ(x) = aV µ(x) + bAµ(x), (4.5.5)

do not require specific renormalization because the operators V, A are con-
served or quasi–conserved (see Sect. 3.6). However, except in special in-
stances, the operators N require renormalization, and so do the Wilson co-
efficients C̄.

For the nonsinglet operators, which do not mix, renormalization reads10

Nµ1...µn

NS,a±R = Za±
n−2(µ)Nµ1...µn

NS,a± . (4.5.6a)

Actually, the Z are independent of a and of whether we have ±.
For the singlet operators, on the other hand, we have matrix renormal-

ization
Nµ1...µn

R = Zn−2(µ)Nµ1...µn , (4.5.6b)

and we have defined the matrices

N =
(

NS

NG

)
, (4.5.6c)

and
Z =

(
ZSS ZSG

ZGS ZGG

)
. (4.5.6d)

With this, we define the anomalous dimension and anomalous dimension
matrix for the operators N ,

γNS(n, g) = − Zn(µ)−1 µ∂

∂µ
Zn(µ),

γγγγγ(n, g) = − Zn(µ)−1 µ∂

∂µ
Zn(µ),

(4.5.7)

and their expansions:

γNS(n, g) =
∞∑

k=0

γ
(k)
NS

(
g2

16π2

)k+1

,

γγγγγ(n, g) =
∞∑

k=0

γγγγγ(k)

(
g2

16π2

)k+1

.

(4.5.8)

10Note that, as in Sect. 3.6, the quark or gluon fields entering the N are assumed
to be renormalized.
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We will pursue this matter of renormalization later; for the moment we return
to the formal machinery, that follows closely the free field derivation of the
previous section. Consider momentum space and write the part of the OPE
that contributes to the nonsinglet piece of the structure function F2, i.e., to
the part of F2 that contains the nonsinglet operators. This is the quantity
for which we will carry out detailed calculations; later, we will present results
for other structure functions as well as for the singlet piece.

Selecting the appropriate portion of (4.5.3), we have

i
∫

d4z eiq·zTJµ(z)Jν(0)
∣∣NS

pµpν

=
∑

n

∫
d4z eiq·zC̄n

2NS(z2)inzµ1 . . . zµn
Nµνµ1...µn

NS (0);
(4.5.9)

so, if we take the matrix element relevant to deep inelastic scattering, as in
Eq. (4.3.8a), we find

pµpν

ν
T2NS = (2π)3

∑

n

∫
d4z eiq·zC̄n

2NS(z2)inzµ1 . . . zµn
〈p|Nµνµ1...µn

NS (0)|p〉.

(4.5.10)
We can write, up to trace terms,

i〈p|Nµνµ1...µn

NS (0)|p〉 = pµpνpµ1 . . . pµnĀn
NS + trace terms (4.5.11)

and replace

inzµ1 . . . zµn
→ ∂

∂qµ1

. . .
∂

∂qµn

= 2nqµ1 . . . qµn

(
∂

∂q2

)n

+ trace terms,

(4.5.12)
so that (4.5.10) becomes, omitting the “trace terms”

T2NS(x,Q2; g, µ)

= (2π)3ν
∑

n=even

2nĀn
NS

(
∂

∂q2

)n ∫
d4z eiq·z 1

i
C̄n

2NS(z2)(q · p)n

= 1
2 (2π)3

∑

n=even

(2ν)n+1Ān
NS

(
∂

∂q2

)n ∫
d4z eiq·z 1

i
C̄n

2NS(z2).

(4.5.13)

Because of the calculations of Sect. 4.4 we know that, in the free field case,
C̄n

2NS(z2) behaves on the light cone as

iC̄n
2NS(z2)

∣∣
g=0

=
z2→0

1
π2(z2 − i0)

, (4.5.14)
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so we will define new coefficients taking this into account; in momentum
space, we therefore set

Cn
2NS(Q2/µ2, g2/4π) ≡ 4(Q2)n+1

(
∂

∂q2

)n ∫
d4z eiq·z 1

i
C̄n

2NS(z2). (4.5.15)

We thus arrive at the expression, the analogue of (4.4.18),

T2NS(x,Q2; g, µ) = 2
∑ 1

xn+1
An

NSCn
2NS(Q2/µ2, g2/4π), An ≡ (2π)3Ān.

(4.5.16)
As we will see later, asymptotic freedom allows us to calculate the Wilson

coefficients C in (4.5.16); but in general the A are unknown constants. To
be able to extract physical information, we have to single out the individual
terms in Eq. (4.5.16). This we do now. From the known analyticity properties
of the T , it follows that we can write a dispersion relation11 for T2, at fixed
Q2, in the variable ν:

T2NS(x,Q2; g, µ) =
1
π

{∫ ∞

Q2/2

dν′

ν′ − ν
Im T2NS

(
Q2

2ν′ , Q
2; g, µ

)

−
∫ −Q2/2

−∞

dν′

ν′ − ν
Im T2NS

(
Q2

2ν′ , Q
2; g, µ

)}
.

(4.5.17)
One can only relate this to the physical structure functions if T has a definite
signature, i.e., is even or odd under the exchange q → −q; this is the case
for T2 in electroproduction as T2(x, . . .) = T2(−x, . . .). In the general case
we would have to consider symmetric or antisymmetric combinations of T-
products, and structure functions. Then we change variables in (4.5.17), to
get

T2NS(x,Q2; g, µ) =
1
π

∫ 1

0

dx′

x′(1 − x′2/x2)
Im T2NS(x′, Q2; g, µ).

It only remains to expand in powers of x′/x to obtain (Cornwall and Norton,
1969)

T2NS(x,Q2; g, µ) = 2
∑

n

1
xn

µ2NS(n + 1, Q2; g, µ), (4.5.18)

11In principle, the dispersion relation should be written with subtractions, but it
may be seen that these alter nothing of what follows, provided that the integral
in Eq. (4.5.19) below is convergent. For information on dispersion relations, see
the treatise of Eden, Landshoff, Olive and Polkinghorne (1966).
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where the moments µ2NS are defined by

µ2NS(n,Q2; g, µ) =
∫ 1

0

dx xn−2F2NS(x,Q2; g, µ). (4.5.19)

One also says that the µ(n) is the Mellin transform of F (x). Comparing with
(4.5.16) we immediately obtain the expression for the moments:

µ2NS(n,Q2; g, µ) = An
NSCn

2NS(Q2/µ2, g2/4π). (4.5.20)

It should be kept in mind that we have derived Eqs. (4.5.19) and (4.5.20)
under the assumption of evenness for T : otherwise, we cannot replace the
integral

∫ 0

−1
dx′ by

∫ 1

0
dx′. Therefore, Eqs. (4.5.19, 20) are only valid for

n = even if T is even, as is the case for T2 in electron scattering, or for n = odd
if T was odd, as occurs for T3 in neutrino scattering by a singlet target. The
corresponding equations for other n have to be obtained by analytic (Regge–
Carlson) continuation. This is rather trivial for the leading order calculations
(see Sect. 4.6) but less straightforward for higher order ones. Another point
is that, as already noted, we have to restrict the above equations to values of
n such that the integral in (4.5.19) converges. From Regge theory, and sum
rule considerations (topics which will be discussed later on), we expect that
this will occur for Ren ≥ 1 for the nonsinglet structure functions, and for
Re n ≥ 2 for singlet ones.

4.6 Renormalization Group Analysis:
the QCD Equations for the Moments

We will now write a renormalization group equation for the moments. Since
these are integrals over the structure functions, they are physical observables
and hence are independent of the renormalization point. As a result of this
and of Eqs. (4.5.6), (4.5.11) and (4.5.20), it follows that the renormalization
constant of the Wilson coefficients C must be precisely the inverse of that of
the operators N . Thus we obtain renormalization group equations. For the
nonsinglet case, we have the Callan–Symanzik type equation,

{
µ

∂

∂µ
+ β(g)g

∂

∂g
− γNS(g, n)

}
Cn

2NS(Q2/µ2, g2/4π) = 0, (4.6.1)

with solution

Cn
2NS(Q2/µ2, g2/4π) = e−

∫ t

0
dt′γNS(g(Q′2),n)

Cn
2NS

(
1, αs(Q2)

)
,

t = 1
2 log Q2/µ2, t′ = 1

2 log Q′2/µ2.
(4.6.2)

For the singlet case there are complications due to the coupled character
of the equations. It is necessary to introduce an extra structure function,
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denoted by FG(x,Q2) or xG(x,Q2) whose physical interpretation is that it
describes the (momentum) density of the gluons one finds in the target:12

F =
(

FS

FG

)
, Cn =

(
Cn

S

Cn
G

)
,

µµµµµ2(n,Q2) =
∫ 1

0

dxxn−2F2(x,Q2).
(4.6.3)

The analogue of (4.6.2) is now (Gross and Wilczek, 1974; Gross, 1976)

Cn(Q2/µ2, g2/4π) = Te−
∫ t

0
dt′γγγγγ(g(Q′2),n)Cn

2NS

(
1, αs(Q2)

)
. (4.6.4)

The operator T is formally identical to time ordering, except that now it
orders in the variable t = 1

2 log Q2/µ2.
Because of asymptotic freedom we can use perturbation theory if Q2 is

large enough that αs(Q2) is small, and calculate the Wilson coefficients from
Eqs. (4.6.2) and (4.6.4). However, since the An are still unknown, we will
only be able to predict the evolution of the moments with Q2. To see this,
consider (4.6.2) to lowest order. We obtain

Cn
2NS(Q2/µ2, g2/4π) = Cn

2NS(1, 0)
(

log Q2/Λ2

log µ2/Λ2

)dNS(n)

, (4.6.5)

where the anomalous dimension13 dNS is

dNS(n) = −γ
(0)
NS(n)/2β0. (4.6.6a)

Cn
2NS(1, 0) is merely the free field value of the Wilson coefficient, which we

calculated in Sect. 4.4. One can then eliminate the An by normalizing to a
reference Q2

0 sufficiently large that αs(Q2
0) will also be small. We then obtain

the QCD evolution equations for the moments to leading order: dropping
unnecessary labels,

µNS(n,Q2) =
[
αs(Q2

0)
αs(Q2)

]dNS(n)

µNS(n,Q2
0). (4.6.6b)

For the singlet,

µµµµµ(n,Q2) =
[
αs(Q2

0)
αs(Q2)

]D(n)

µµµµµ(n,Q2
0),

D(n) = − γγγγγ(0)(n)/2β0.

(4.6.7)

12The structure function G is not uniquely defined beyond the leading order. We
will see this in some detail when we discuss higher order calculations in Sect. 4.7iii.

13The name “anomalous dimension” is used for both the γ and the d ≡ γ/2β0.
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(b) (c)

(a)

i, p j, p i, p j, p

i, p j, p

l, p+k l, p+k

a, k

a, k a, k

l, p+k l, p+k

Fig. 4.6.1. Diagrams involved in the calculation of ZNS
n .

It only remains for us to calculate the anomalous dimensions γ
(0)
NS and

γγγγγ(0). To do this, we first have to deduce the Feynman rules for the operators
N . This we did, for the NS case, in Sect. 2.6, especially Eq. (2.6.12); in general,
see Appendix E. Then we will evaluate the renormalization constants for the
N . The singlet case may be found in Gross and Wilczek (1974) and Georgi
and Politzer (1974); here we will consider the Nµ1...µn

NS , which involves the
diagrams of Fig. 4.6.1. In the Feynman gauge, diagram (a) of Fig. 4.6.1 gives

∆ · Va,ij = i5g2

∫
dDk̂

γµk/∆/ (∆ · k)n−1k/ γν(−gµν)
k4(k − p)2

∑

a,l

tajlt
a
li

= ig2δijCF

×
∫ 1

0

dx (1 − x)
∫

dD l̂
−2γµ(l/ + xp/ )∆/ (l/ + xp/ )γµ[∆ · (l + xp)]n−1

(l2 + x(1 − x)p2)3
.
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To calculate Z we only require the divergent part of the coefficient of

(∆ · p)n−1∆/ .

Let us use the notation a
eff= b to mean that a and b have equal such divergent

parts. Then, identifying the coefficient of (∆ · p)n−1∆/ in ∆ · V ,

∆ · Va,ij
eff= ig2CF δij

∫ 1

0

dx (1 − x)
∫

dD l̂

(l2 + x(1 − x)p2)3

×
{
−2l2

D
γαγβ∆/γβγαxn−1

}
(∆ · p)n−1∆/

=
g2

16π2
NεCF δij

2
n(n + 1)

(∆ · p)n−1∆/ .

(4.6.8)

The diagram (b) of Fig. 4.6.1 gives

∆ · Vb,ij = ig2CF δij

∫
dDk̂

∆µ∆/
∑n−2

l=0 (∆ · p)l[∆ · (p + k)]n−l−2(p/ + k/ )γµ

k2(k + p)2
.

Here we also have to extract the coefficient of the (∆ · p)n−1∆/ term; so,

∆ · VBij
eff= 2ig2CF δij∆/

∫ 1

0

dx

∫
dD r̂

∑n−2
l=0 (∆ · p)l[∆ · r + x∆ · p]n−l−1

(r2 + x(1 − x)p2)2

eff= − 2
g2Nε

16π2
CF δij(∆ · p)n−1∆/

∫ 1

0

dx

n−1∑

l=1

xl

=
g2

16π2
NεCF δij



−2
n∑

j=2

1
j



 (∆ · p)n−1∆/ .

(4.6.9)
The diagram (c) in Fig. 4.6.1 gives the same result as the diagram (b) we have
just calculated. The two diagrams without tags in Fig. 4.6.1 merely give, for
nonamputated matrix elements, contributions equivalent to the wave function
renormalization, ZF . To obtain γNS we still have to add the counterterm
contribution, to obtain ZnZ−1

F N finite. Therefore, using the value of ZF

calculated in Sect. 3.3, we find,

ZNS
n = 1 +

g2Nε

16π2
CF

{
4S1(n) − 3 − 2

n(n + 1)

}
, (4.6.10)

S1(n) ≡
n∑

j=1

1
j
, (4.6.11)

and thus we get the one-loop anomalous dimension,

γ
(0)
NS(n) = 2CF

{
4S1(n) − 3 − 2

n(n + 1)

}
(4.6.12)
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and

dNS(n) =
16

33 − 2nf

{
1

2n(n + 1)
+ 3

4 − S1(n)
}

. (4.6.13)

Likewise, for the singlet case one finds the anomalous dimension matrices

D(n) = −γγγγγ(0)(n)
2β0

, −γγγγγ(0) =

32
3





1
2n(n + 1)

+ 3
4 − S1(n) 3

8nf
n2 + n + 2

n(n + 1)(n + 2)
n2 + n + 2
2n(n2 − 1)

33 − 2nf

16
+ 9

4

[
1

n(n − 1)
+

1
(n + 1)(n + 2)

− S1(n)
]



.

(4.6.14)
The function S1(n) can be continued analytically to complex n. Due to Carl-
son’s theorem (see, e.g., Titchmarsh, 1939) there is only one such continuation
with the property that Eqs. (4.5.19), (4.6.3), (4.6.6) and (4.6.7) remain valid
for complex n; it is

Sν(n) =
∞∑

k=1

(
1
kν

− 1
(k + n)ν

)
, (4.6.15a)

and we have profited to give a generalized definition which will cover other
functions that will appear later. For the case of interest to us now, one has
the relation to the digamma function,

S1(n) = ψ(n + 1) + γE, ψ(z) ≡ d log Γ (z)
dz

, (4.6.15b)

where γE � 0.5772 is Euler’s constant.
To this order, there is no problem with even/odd structure functions, nor

with the corresponding validity of the original equations for only even/odd
values of n, because the continuations of the γ(0)(n) starting from even or
odd values of n coincide.

Two properties of D(n), dNS(n) as functions of n, which will be useful
for the behaviour of structure functions for x → 0, 1, are the following: first,
that the rightmost singularity of D(n), dNS(n) is located at n = 1, n = 0,
respectively; and second, that one has the behaviour of the γ(0)(n) for large
n,

γ
(0)
NS(n) = γ

(0)
11 (n) � 32

3

(
log n + γE − 3

4

)
, γ

(0)
12 (n) � − 32

3
3
8

nf

n
,

γ
(0)
21 (n) � − 32

3

1
n

, γ
(0)
22 (n) � 32

3
9
4 (log n + γE).

(4.6.16)
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4.7 QCD Equations for the Moments to Second
and Higher Orders

i Nonsinglet

In the previous section we derived the QCD equations for the evolution of the
moments to leading order; now we will turn to second and higher order cor-
rections. Because, as we will see immediately, one and two loop corrections in
deep inelastic scattering get mixed, it is customary to speak of leading order
(LO) calculations, precisely the ones carried over in the preceding section;
next-to-leading order (NLO), or evaluations pushed to one extra order in αs;
next-to-next-to-leading order (NNLO), etc. From LO onwards the calcula-
tions are very lengthy and complicated, and the results long and uninspiring.
We will here present explicitly some of the simplest results, and the simplest
calculation, just to give a flavour of what is involved; detailed references will
be quoted so that the interested reader may find explicit results and evalua-
tions.

From Eqs. (4.6.2) and (4.6.4) we see that to calculate next-to-leading
contributions we have to consider two separate effects besides, of course, us-
ing the two loop expression for αs(Q2), Sect. 3.7, and taking into account
the finite parts of the LO diagrams that we calculated in the previous sec-
tion. First, we have the effect of the anomalous dimensions to two loops,
γ

(1)
NS(n) and γγγγγ(1)(n). Then, we must calculate the next term (one loop) in the

expansion of the Wilson coefficients; for the nonsinglet,

Cn
NS(1, αs(Q2)) = Cn

NS(1, 0)
{

1 + C
(1)n
NS (1, 0)

αs(Q2)
4π

+ · · ·
}

. (4.7.1)

The calculation of the nonsinglet anomalous dimensions was carried out
first by Floratos, Ross and Sachrajda (1977), the results were simplified,
and some errors corrected, by González-Arroyo, López and Ynduráin (1979).
These results were checked by Curci, Furmanski and Petronzio (1980). Let-
ting the indices ± refer to even/odd structure functions and with ζ being
Riemann’s function,

ζ(n) =
∞∑

j=1

1/jn,

and the definitions

S+
l (x/2) ≡ Sl(x/2), S−

l (x/2) ≡ Sl(x/2 − 1/2),

S̃±(x) ≡ 5
8ζ(3) ∓

∞∑

k=1

(−1)k

(k + x)2
S1(k + x),
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we have

γ
(1)±
NS (n) = 32

9 S1(n)
[
67 + 8

2n + 1
n2(n + 1)2

]
− 64S1(n)S2(n)

− 32
9

[
S2(n) − S±

2 (n/2)
]{

2S1(n) − 1
n(n + 1)

}

− 128
9 S̃±(n) + 32

3 S2(n)
{

3
n(n + 1)

− 7
}

+ 16
9 S±

3 (n/2)

− 28 − 16
9

151n4 + 260n3 + 96n2 + 3n + 10
n3(n + 1)3

± 32
9

2n2 + 2n + 1
n3(n + 1)3

+
32nf

27

{
6S2(n) − 10S1(n) + 3

4 +
11n2 + 5n − 3

n2(n + 1)2

}
.

(4.7.2a)
The NNLO anomalous dimension γ

(2)
NS(n) was calculated for some specific

values of n by Larin, Nogueira, van Ritbergen and Vermaseren (1997) and
Blümlein and Vermaseren (2005). The full NNLO result is given in Moch,
Vermaseren and Vogt (2004a).

Let us now turn to the Wilson coefficients. Since these are constants,
they can be calculated by taking matrix elements of TJµJν between any
states. We are at liberty to take whichever make the calculation simplest,
and, of course, we choose quark and gluon states. A point to be kept in
mind is that, unlike for the anomalous dimension, the Wilson coefficients
also depend on the process under consideration. The coefficients to one loop
(NLO calculation) have been evaluated by a number of people.14 Here, we
give the values for the electroproduction on proton targets:

C
(1)
NS(n) =

CF

{
2S1(n)2 + 3S1(n) − 2S2(n) − 2S1(n)

n(n + 1)
+

3
n

+
4

n + 1
+

2
n2

− 9
}

.

(4.7.2b)
For other processes, see the compilation of Buras (1980). The two loop Wilson
coefficients would enter the NNLO calculation; they have been evaluated by
van Neerven and Zijlstra (1991a, b, c), (1992a, c), to which we refer for
the explicit expressions. They are checked for particular values of n in the
evaluation of Larin, Nogueira, van Ritbergen and Vermaseren (1997) and the
evaluation of the equations to NNLO has been fully completed by Moch,
Vermaseren and Vogt (2005b).

14Kingsley (1973); Walsh and Zerwas (1973); Zee, Wilczek and Treiman (1974);
Witten (1976); De Rújula, Georgi and Politzer, (1977a); Calvo (1977); Hinch-
liffe and Llewellyn Smith (1977); Altarelli, Ellis and Martinelli (1978); Abad and
Humpert (1978); Kubar-André and Paige (1979); Floratos, Ross and Sachrajda
(1979), etc. The values reported by Bardeen, Buras, Duke and Muta (1978) or
Buras (1980, 1981) have all been checked by at least two independent calculations.
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Having calculated the anomalous dimension (to two loops) and the coef-
ficient (to one loop), the NLO evolution equation for the moments is imme-
diately written:

µNS(n,Q2) =
1 + C

(1)
NS(n)αs(Q2)/4π

1 + C
(1)
NS(n)αs(Q2

0)/4π

{
1 + (β1/β0)αs(Q2)/4π

1 + (β1/β0)αs(Q2
0)/4π

}p(n)

×
[
αs(Q2

0)
αs(Q2)

]dNS(n)

µNS(n,Q2
0),

p(n) = 1
2

[
γ

(1)
NS(n)
β1

− γ
(0)
NS(n)
β0

]
.

(4.7.3)

ii Longitudinal Structure Function

To LO the two structure functions F2 and 2xF1 are equal and hence to this
order the longitudinal structure function FL = F2 − 2xF1 vanishes. This was
shown in Sect. 4.4 for free fields; but since leading order QCD corrections
only multiply Cn

L(1, 0) by a factor of (log Q1/Λ2)δ, δ = dNS or D, it follows
that all moments of FL vanish to this order, as claimed. This means that for
the longitudinal case (4.7.1) should actually read

Cn
L(1, αs) = Cn

L(1, 0)
{αs

4π
+ · · ·

}
.

To NLO, however, we get a nonzero FL and hence violations of the Callan–
Gross relation. To evaluate this it is convenient to extract a factor that de-
pends on the process, and a process-independent part, writing

C
(1)n
PL (1, 0) = δP B

(1)n
L . (4.7.4)

The factors are, denoting a proton or a neutron by N , and an “isoscalar”
nucleon (average of p, n) by I,

δPNS =
{ 1

6 , for F eN
2

1, for F
(ν,ν̄)I
2

; δPS =
{ 5

18 , for F eN
2F

1, for F
(ν,ν̄)I
2

, nf = 4. (4.7.5)

Let us then consider the nonsinglet piece of FL, FNS
L . The only diagram

that enters the calculation is that of Fig. 4.7.1; all other diagrams either
contribute equally to the terms of which FNS

L is the difference, or are singlet.
In fact, for the singlet component of the longitudinal structure function we
have two contributions: that of the quark singlet which, to the present order
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Vµ Vν

i, p j, p

a, k

p+k+q

p+k p+k

q q

+ Crossed diagram

Fig. 4.7.1. Diagrams contributing to F NS
L . The “Crossed diagram” is a dia-

gram with the photon lines exchanged.

of accuracy, coincides with the nonsinglet one, and the gluon contribution,
evaluated with the help of the diagram of Fig. 4.7.2.

To NLO, and since FL begins at order αs, we do not have to worry about
the contribution of the renormalization of the operators N which will, in the
present case, give effects of order α2

s. The calculation is further simplified by
noting that, if we keep terms proportional to qµqν in Tµν , then FL is the only
invariant amplitude which is multiplied by them: for, say, vector currents

Tµν =
(

gµν − qµqν

q2

)
TL +

(
gµν − pµpν q2

ν
+

pµqν + pνqµ

ν

)
T2, (4.7.6)

and one has FL = (1/2π) Im TL. In general, we have to carry out the calcula-
tion for p2 < 0 to regulate infrared divergences; but, again, this is unnecessary
for FL to the order at which we are working, since it remains finite in the
limit p2 → 0.
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Vµ Vν

p, Bα p, Bβ

k

p+k+q

p+k p+k

q q

+ Crossed diagram

Fig. 4.7.2. Diagram contributing to the gluon component of FL.

The amplitude for the diagram of Fig. 4.7.1 is then

i
2
(2π)3

∑

σ

∫
d4z eiq·z〈p, σ; j|TJµ(z)Jν(0)|p, σ; i〉

≡T ′µν
ij + crossed term,

T ′µν
ij = − i

4
CF δijg

2

×
∑

σ

ū(p, σ)
∫

dDk̂
γα(p/ + k/ )γµ(p/ + k/ + q/ )γν(p/ + k/ )γα

(p + k)4(p + k + q)2k2
u(p, σ).

Using ∑

σ

ū(p, σ)Mu(p, σ) = Tr p/M, p2 = 0,

extracting the term proportional to qµqν , and introducing Feynman param-
eters, we find

T ′NS
L =

g2

16π2
CF

8
x

∫ 1

0

dα α

∫ 1

0

dβ
(1 − u2)u1

[1 − u2 − (1 − (u1 + u2)/x]2
,

where u1 = αβ and u2 = 1−α. Expanding in powers of 1/x and integrating,

T ′NS
L =

g2

16π2
4CF

∞∑

n=1

1
n + 1

(
1
x

)n

.
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The crossed diagram doubles even and cancels odd powers of 1/x, so

TNS
L =

2g2

16π2
CF

∞∑

n=even

4
n + 1

(
1
x

)n

; (4.7.7)

writing the analogue of Eq. (4.5.18), we therefore find

B
(1)n,NS
L =

4
n + 1

CF , n = even,

and comparing with the corresponding expression for the NS piece of F2,

µL
NS(n,Q2) = δNS

2

αs(Q2)
4π

4CF

n + 1
µ2NS(n,Q2). (4.7.8)

It is not difficult to invert the Mellin transforms in the definitions of
µ2, µL and in (4.7.8) to find directly a relation between structure functions.
For electroproduction on proton targets, we have

FL
NS(x,Q2) =

∫ 1

x

dy CL
NS(y,Q2)F2NS

(
x

y
,Q2

)
(4.7.9a)

and

CL
NS(y,Q2) = [4CF x]

αs(Q2)
4π

+ c
(1)L
NS (x)

(
αs(Q2)

4π

)2

+ · · · ; (4.7.9b)

the first term corresponds to the moments relation calculated in (4.7.8), as
may be easily verified. The function c

(1)L
NS (x) was evaluated by Kazakov and

Kotikov (1987, 1988) and somewhat later by Sánchez-Guillén et al. (1991).
For the singlet, the calculation is similar to the one just performed, but

using now also the diagram of Fig. 4.7.2 for the leading gluonic piece. One
has, for electroproduction on protons,

FL
S (x,Q2) =

∫ 1

x

dy

{
CL

S (y,Q2)F2S

(
x

y
,Q2

)
+ CL

G(y,Q2)FG

(
x

y
,Q2

)}
,

(4.7.10a)
where the kernels CL are now

CL
S (x,Q2) = CL

NS(x,Q2) + CL
PS(x,Q2),

CL
NS(x,Q2) = [4CF x]

αs(Q2)
4π

+ c
(1)L
NS (x)

(
αs(Q2)

4π

)2

+ · · · ,

CL
PS(x,Q2) = c

(1)L
PS (x)

(
αs(Q2)

4π

)2

+ · · · ,

CL
G(x,Q2) = [16nfTF x(1 − x)]

αs(Q2)
4π

+ c
(1)L
G (x)

(
αs(Q2)

4π

)2

+ · · · .

(4.7.10b)
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The kernel c
(1)L
PS (x) was calculated by Kazakov et al. (1990) and Sánchez-

Guillén et al. (1991). The kernel c
(1)L
G (x) was evaluated by Kazakov and

Kotikov (1992) and by van Neerven and Zijlstra (1991b, c), who also checked
the calculations of Sánchez-Guillén et al. and Kazakov et al. (and corrected an
error in the evaluation of c

(1)L
G (x) by these authors). The results are confirmed

by the calculations of the first moments by Larin and Vermaseren (1993) and,
for all moments, by Moch, Vermaseren and Vogt (2005a, b). All three kernels
to NLO may be found collected in Adel, Barreiro and Ynduráin (1997).

The full longitudinal function is the sum of the nonsinglet and the quark
singlet component:

FL = F2 − 2xF1 = FL
S + FL

NS .

iii Singlet

The singlet calculations are much more difficult than the nonsinglet, or lon-
gitudinal structure function, ones. For the anomalous dimension, Floratos,
Ross and Sachrajda (1979) and González-Arroyo and López (1980) made the
first two-loop calculation; these contained errors in the γGG term. A cor-
rect calculation of γGG was provided by Furmanski and Petronzio (1980) in
the so-called Altarelli–Parisi formalism. The collected γ

(1)
ij (n) may be found

in Adel, Barreiro and Ynduráin (1997). There exist evaluations for the first
few moments to NNLO by Larin, Nogueira, van Ritbergen and Vermaseren
(1997), Retey and Vermaseren (2001), and an extension to all moments by
Moch, Vermaseren and Vogt (2004b).

The Wilson coefficients were first calculated to one loop by Bardeen,
Buras, Duke and Muta (1978), and Bardeen and Buras (1979); see also
Buras (1980). To two loops they were evaluated by van Neerven and Zijlstra
(1991a, c; 1992a, c), in the Altarelli–Parisi formalism; these calculations have
also been checked by the moments evaluation of Larin, Nogueira, van Rit-
bergen and Vermaseren (1997); see also Moch, Vermaseren and Vogt (2004b,
2005b).

The equations themselves are now not trivial to obtain, because of their
matrix character. To derive them, we let

a = αs(Q2)/4π, a′ = αs(Q′2)/4π, t = 1
2 log

Q2

ν2
.

We also define, temporarily suppressing the variable n to lighten the notation,

D(a) =
γγγγγ(a)
2β(a)

,
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and the series expansions

C(a) = 1 + C(1) a + C(2) a2 + . . . ,

γγγγγ(a) =γγγγγ(0) a + γγγγγ(1) a2 + γγγγγ(2) a3 + · · · ,
−β(a) = β0a

2 + β1a
3 + β2a

4 + . . . ,

D(a) =
1
a
D(0) + D(1) + D(2)a + . . . ;

(4.7.11a)

D(0) =
−1
2β0

γγγγγ(0), D(1) =
−1
2β0

(
γγγγγ(1) − β1

β0
γγγγγ(0)

)
,

D(2) =
−1
2β0

[
γγγγγ(2) − β1

β0
γγγγγ(1) +

(
β2

1

β0
− β2

β0

)
γγγγγ(0)

]
, · · · .

(4.7.11b)

The matrix C is built from the Wilson coefficients. As already remarked, the
gluon structure function is not unique, beyond the LO. This is because we
may alter the mixing by adding pieces proportional to ε, ε2,. . ., ε = 4 − D,
shifting pieces from coefficients to matrix elements. A way to make the C
unique is to require that it commute with the anomalous dimension matrix:

[C(a), γγγγγ(a)] = 0.

Expanding, this implies

[γγγγγ(0),C(1)] = 0,

γγγγγ(1)C(1) + γγγγγ(0)C(2) = C(1)γγγγγ(1) + C(2)γγγγγ(0).
(4.7.12a)

The solution to these equations is

C
(1)
21 =

γ
(0)
21

γ
(0)
12

C
(1)
12 ,

C
(1)
22 = C

(1)
11 +

γ
(0)
22 − γ

(0)
11

γ
(0)
12

C
(1)
12 ;

C
(2)
21 =

C
(1)
12 γ

(1)
21 + C

(2)
12 γ

(0)
21 − C

(1)
21 γ

(1)
12

γ
(0)
12

,

C
(2)
22 = C

(2)
11 +

γ
(0)
22 − γ

(0)
11

γ
(0)
12

C
(2)
12 +

γ
(1)
22 − γ

(1)
11

γ
(0)
12

C
(1)
12 +

C
(1)
11 − C

(1)
22

γ
(0)
12

γ
(1)
12 .

(4.7.12b)
The µµµµµ satisfy the differential equation

∂

∂a
µµµµµ(a) =

{
∂C(a)

∂a
C−1(a) − C(a)D(a)C−1(a)

}
µµµµµ(a). (4.7.13)
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We now seek M(a) such that

∂

∂a

{
aD(0)

M(a)C−1(a)µµµµµ(a)
}

= 0; (4.7.14)

this gives the condition

1
a
D(0)M(a) +

∂M(a)
∂a

− M(a)D(a) = 0, (4.7.15a)

which may be solved iteratively. Write

M(a) = 1 + M(1)a + M(2)a2 + · · · . (4.7.15b)

Then, to NLO and NNLO we obtain the equations

M(1) + [D(0),M(1)] = D(1),

2M(2) + [D(0),M(2)] = D(2) + M(1)D(1).
(4.7.15c)

To solve them we define the matrix S that diagonalizes D(0):

S−1D(0)S = D̂(0) =
(

d+ 0
0 d−

)
, d+ > d−. (4.7.16a)

We standardize it by requiring S11 = detS = 1; then,

S =





1
D

(0)
12

d− − d+

d+ − D
(0)
11

D
(0)
12

d− − D
(0)
11

d− − d+



 , (4.7.16b)

and we also define

S−1D(N)S ≡ D̄(N), S−1M(N)S ≡ M̄(N), S−1γγγγγ(N)S ≡ γ̄γγγγ(N)

(D̄(0) = D̂(0)).
(4.7.17)

From Eq. (4.7.15c),

M̄(1) =




D̄

(1)
11

1
1 + d+ − d−

D̄
(1)
12

1
1 + d− − d+

D̄
(1)
21 D̄

(1)
22



 , (4.7.18a)

M̄(2) =





1
2

[
D̄

(2)
11 + (M̄ (1)D̄(1))11

] D̄
(2)
12 + (M̄ (1)D̄(1))12

2 + d+ − d−
D̄

(2)
21 + (M̄ (1)D̄(1))21

2 + d− − d+

1
2

[
D̄

(2)
22 + (M̄ (1)D̄(1))22

]



 . (4.7.18b)
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Because of Eq. (4.7.14) it follows that one can write

aD(0)
M(a)C−1(a)µµµµµ(a) ≡ b̃ = independent of a;

hence, inserting the moment index n explicitly,

µµµµµ(n, a) =C(n, a)S(n)M̄(n, a)−1a−D̂(0)(n)b(n),

b =Sb̃ = independent of a,
(4.7.19a)

from which the evolution of the moments is obtained directly: considering
(4.7.19a) for Q2 and Q2

0, and eliminating from the equations the unknown b,
we find the evolution equation

µµµµµ(n, a) = C(n, a)S(n)M̄(n, a)−1 (a0/a)D̂
(0)(n) M̄(n, a)S−1C(n, a)−1µµµµµ(n, a0),

(4.7.19b)
where a = αs(Q2)/4π, a0 = αs(Q2

0)/4π and αs is to be calculated to as many
loops as the anomalous dimensions.

iv Comparison with Experiment

The equations for the moments that we have derived may be used to get
the QCD predictions for the structure functions. For e/µN scattering and to
NNLO, this is shown in Fig. 4.7.3, where we plot the Bernstein moments, or
averages, defined by (Santiago and Ynduráin, 2001)

Fnk(Q2) ≡
∫ 1

0

dx pnk(x)F2(x,Q2). (4.7.20a)

Here the pnk are the (modified) Bernstein polynomials,

pnk(x) =
2Γ (n + 3

2 )
Γ (k + 1

2 )Γ (n − k + 1)
x2k(1 − x2)n−k

=
2(n − k)!Γ (n + 3

2 )
Γ (k + 1

2 )Γ (n − k + 1)

n−k∑

l=0

(−1)l

l!(n − k − l)!
x2(k+l);

k ≤n.

(4.7.20b)

These polynomials are positive and have a single maximum located at

x̄nk =
Γ (k + 1)Γ (n + 3

2 )
Γ (k + 1

2 )Γ (n + 2)
. (4.7.21a)

They are concentrated around this point, with a spread of

∆xnk =

√√√√k + 1
2

n + 3
2

−
[
Γ (k + 1)Γ (n + 3

2 )
Γ (k + 1

2 )Γ (n + 2)

]2

(4.7.21b),
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Fig. 4.7.3. Bernstein averages Fnk of the structure function F2 in e/µN

scattering, evaluated to NNLO (from Santiago and Ynduráin, 2001). The

data are from Benvenuti et al. (1989), Whitlow et al. (1992), Adams et

al. (1996), Derrick et al. (1996), Aid et al. (1996) and Adloff et al. (2000).

and they are normalized to unity,
∫ 1

0
dx pnk(x) = 1. Therefore, the integral

Fnk =
∫ 1

0
dx pnk(x)F2(x,Q2) represents an average of the function F2(x) in

the region
x̄nk − 1

2∆xnk
<∼ x <∼ x̄nk + 1

2∆xnk.
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The values of the function outside this interval contribute little to the integral,
as pnk(x) decreases to zero very quickly there. So, by choosing suitably n, k,
we manage to adjust the region where the average is peaked to that in which
we have experimental data.

From this evaluations there follows a very precise value for the parameter
Λ: to three loops and four flavours, one gets

Λ = 274 ± 30 MeV .

Similar results follow from νN scattering (see Santiago and Ynduráin, 2001;
Kataev, Parente and Sidorov, 2000).

4.8 The Altarelli–Parisi, or DGLAP, Method

The OPE method for analysis of deep inelastic scattering is fairly rigorous
and not too difficult to use; but it does not, perhaps, appeal to physical
intuition. In particular, its connection with the parton model is not very
transparent. This is one of the reasons for the success of the Altarelli–Parisi,
or DGLAP method,15 in which close contact is maintained with the parton
model at each step.

Before discussing the partonic interpretation, let us further elaborate the
equations that we have. For the sake of definiteness we will consider in detail
the nonsinglet part of F2; in fact, we will concentrate on the contribution
of a given quark flavour f to F2. This contribution is proportional to the
quark density qf which, in the free parton model, is independent of Q2. When
interactions are taken into account, qf will acquire a momentum dependence.
If we let µ be a fixed reference momentum, and define t = 1

2 log Q2/µ2; then
we generalize (4.3.11) to

F2(x,Q2) =
∑

f

δfxqf (x, t); (4.8.1)

the δf are known constants, depending on the particular process we are con-
sidering.

What the QCD equations give us is the evolution of the moments with
t; thus, we recast (4.6.6) in differential form, which for the qf reads

dq̃f (n, t)
dt

= −γ
(0)
NS(n)αs(t)

4π
q̃f (n, t); (4.8.2)

15Altarelli and Parisi 1977; see also Dokshitzer, Dyakonov and Troyan (1980). The
method is at times also called the DGLAP method because Dokshitzer (1977),
Lipatov (1975) and Gribov and Lipatov (1972) had derived equivalent equations
independently.
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we have written αs(t) for αs(Q2), t = 1
2 log Q2/µ2, and defined the moments

of the densities

q̃f (n, t) ≡
∫ 1

0

dx xn−1qf (x, t). (4.8.3)

Equations (4.8.2, 3) and (4.6.6) are fully equivalent, one being the integrated
form of the other. Then, we invert the Mellin transform in (4.8.3). If we define
the so-called splitting function P

(0)
NS(z) by

∫ 1

0

dz zn−1P
(0)
NS(z) = − 1

4γ
(0)
NS(n), (4.8.4a)

then the convolution theorem for Mellin transforms tells us that

∂qf (x, t)
∂t

=
αs(t)

π

∫ 1

x

dy

y
qf (y, t)P (0)

NS(x/y). (4.8.4b)

This is the Altarelli–Parisi equation for the nonsinglet densities, to LO. Its
equivalence with (4.6.6) may be easily verified by projecting it into moments,
and integrating. Equation (4.8.4b) can also be written in infinitesimal form
as

qf (x, t) + dqf (x, t) =
∫ 1

0

dy

∫ 1

0

dz δ(zy − x)qf (y, t)

×
{

δ(z − 1) +
αs(t)

π
P

(0)
NS(z)dt

}
.

(4.8.5)

We see that P
(0)
NS(z) can be interpreted as governing the rate of change of the

parton distribution probability with t. We will elaborate on this presently.
Consider the scattering of an off-shell probe, say a photon, off a parton.

In the parton model (Fig. 4.8.1, a), quarks are assumed to be free, with a
certain probability of having a fraction of the proton momentum, qf (x). We
now allow for a dependence of qf on t, which is due to the fact that the quark
may radiate gluons. The various processes in which this radiation occurs,
either of real or virtual gluons, are depicted in the graphs (b), (c) of Fig. 4.8.1.
If we work in an axial gauge, the calculation is simplified enormously. Indeed,
in this gauge only the diagram (b) of Fig. 4.8.1 will give a term proportional
to t: hence, when calculating the variation with t it is the only one that will
contribute. Moreover, QCD corrections to the coupling are, in this gauge,
taken into account to LO by simply replacing g2/4π → αs(t). This last is
easily understood if we recall our calculation of Eq. (2.3.18) and compare it
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pf
pf

γµ

γ*

q

pf +q γµ

γ*

q

pf +q-k=p’

k
γα

pf -k

(a) (b)

γ∗ γ∗

γ∗ γ∗

(c)

Fig. 4.8.1. Diagrams involved in scattering of a photon off a quark.

(a) Free quark. (b) Radiation of a gluon, producing a term depending on t

in the axial gauge. (c) Other radiation diagrams.

to (3.3.29) and (3.3.30): the entire Zg comes from the gluon propagator in
this gauge.

To zero order in g we only have the diagram (a) of Fig. 4.8.1. Let us take
quarks as massless, and work in the reference frame where

q = (0, 0, 0,−Q), p =
Q

2x
(1, 0, 0, 1).
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The structure function F2 is proportional to a cross section, and will thus be
the sum of the point-like cross sections for each quark weighted with the qf ,
as we saw in Sect. 4.3. With the obvious changes of notation, and with w
proportional to the cross section,

1
x

F2NS(x, t) =
∑

f

δNS,f

∫ 1

0

dy

y
qf (y, t)wpointlike(pf , q). (4.8.6)

We have defined y by pf = yp.
Now, because quarks are massless, we must have (pf + q)2 = 0 and

therefore,
wpointlike(pf , q) = δ(y/x − 1) :

substituting, we recover (4.8.1), as could have been expected. We will then
rewrite (4.8.6) as

qf (x, t) =
∫ 1

0

dy

y
δ(y/x − 1)qf (y, t). (4.8.7)

This is only valid to zero order in g (free parton model). We require the
corrections to it due to the gluon interactions, shown in graphs (b), (c) in
Fig. 4.8.1. We may split these into two sets: vertex corrections and radiation of
real gluons. We will discuss the first later on. For the diagrams with radiation
of real gluons, we need only consider diagram (b) of Fig. 4.8.1 (as discussed)
if we work in a lightlike gauge and are only interested in t-dependent terms.
Its corresponding amplitude is

Aµ = (2π)−2ū(pf − k + q, σ′)γµ i
p/f − k/

iγαgtaiju(pf , σ)ε∗α(k, λ),

and this is is normalized so that, if γ∗ were a real photon, we would have the
scattering amplitude

F (γ∗
q → G + q′) = eQqεµAµ.

The probability for the process is therefore proportional to

wµν = 1
2

∫
d3k
2k0

d3p′

2p′0
δ(pf + q − k − p′)

∑

spins

Aµ∗Aν

= 1
2

∑

σσ′λ

∑

a,j

∫
d4k θ(k0)δ(k2)θ(p0

f − k0 + q0)δ
(
(pf − k + q)2

)
Aµ∗Aν .

Note that the gluon is real and we then have to take

∑

λ

εα(k, λ)ε∗β(k, λ) = −gαβ +
kαuβ + kβuα

k · u ;
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recall that we have chosen a lightlike gauge,

k · ε = u · ε = 0, u2 = 0.

Defining δ+(v2) ≡ δ(v2)θ(v0), we obtain

wµν =
g2CF

2(2π)2
Φµν , (4.8.8a)

Φµν =
∫

d4k δ+(k2)δ+

(
(pf − k + q)2

)(
−gαβ +

kαuβ + kβuα

k · u

)

×Tr(p/f − k/ )γµ(p/f − k/ + q/ )γν(p/f − k/ )γβp/fγα

(pf − k)4
.

(4.8.8b)

Expression (4.8.8b) is divergent for massless quarks and gluons, so it has to be
regulated. One could use dimensional regularization for this, but it is simpler
(and more physical: the initial quark is in a bound state, hence off–shell) to
take p2

f = −µ2. Because the region of integration in (4.8.8b) is compact, the
divergence as µ2 → 0 is the only way we may obtain a logarithm which, as
we will see, is of the form log Q2/µ2. Since it is only the logarithmic term
that is of interest to us, we can greatly simplify the calculation.

First of all, throughout (4.8.8b), except in the denominator, we may take
p2

f = 0: the corrections will be of order µ2/Q2 (eventually with an extra
logarithm) that we are systematically neglecting. Thus,

(
−gαβ +

kαuβ + kβuα

k · u

)
Tr(p/f − k/ )γµ(p/f − k/ + q/ )γν(p/f − k/ )γβp/fγα

= − 2(pf − k)2
{

Tr γµ(p/f − k/ + q/ )γνk/

+ Tr γµ(p/f − k/ + q/ )γν [(p · u)(p/f − k/ ) + (pf − k) · u p/f + 2k · pfu/ ]
1

u · k

}
.

Since p2
f = k2 = 0, one has 2k · pf = −(pf − k)2; hence, the last term of the

above equation is proportional to (pf − k)4 and it does not contribute to the
logarithm. We then obtain

Φµν log
= − 2

∫
d3k
2k0

δ+

(
(pf − k + q)2

) 1
(pf − k)2

Tr

{
γµ(p/f − k/ + q/ )γνk/

+ γµ(p/f − k/ + q/ )γν

[
(p/f − k/ )

pf · u
k · u + p/f

(pf − k) · u
k · u

]}
,

(4.8.9)
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where the expression
log
= means “equal logarithmic terms”. Next, we write the

denominator in (4.8.9) as

(pf − k)2 = −µ2 − 2k0p0
f + 2|k| |pf | cos θ.

It only vanishes (for µ → 0) when cos θ = 1; that is, when k and pf are
collinear: this, incidentally, identifies the gluons that give corrections to scal-
ing. Thus, for the logarithmic term, we may take cos θ = 1 everywhere except
in the denominator. In particular, the delta function in (4.8.9) becomes

δ+

(
(pf − k + q)2

)
→ δ(2ν − Q2 − 2Qk0) → 1

2ν
δ(ρ − x), (4.8.10a)

and we have defined
1 − Qk0/ν ≡ ρ. (4.8.10b)

Moreover, for cos θ = 1,

kcos θ=1 = (1 − ρ)pf ,

and we can then easily complete the calculation:

Φµν log
= − 2π

∫ +1

−1

d cos θ

∫ ∞

0

dk0 k0

2ν
δ(ρ − x)

×1 + ρ2

1 − ρ

Tr γµ(ρp/f + q/ )γνp/f

2k0p0
f cos θ − (µ2 + 2k0p0

f )

log
=

π

2ν

(
log

Q2

µ2

)∫
dρ

1 + ρ2

1 − ρ
δ(ρ − x)Tr γµ(ρp/f + q/ )γνp/f .

Therefore, for F2 and with self-explanatory notation,

w2 = 4CF
g2

16π2

∫
dρ

1 + ρ2

1 − ρ
ρ δ(x − ρ) log

Q2

µ2
. (4.8.11)

This equation does not give the full answer: it is undefined at ρ = 1. This
corresponds to a zero energy gluon, which is a typical infrared singularity.
In fact, it may be seen that this singularity is exactly canceled by the vertex
and propagator corrections that we have not yet taken into account. Since in
these no real gluon is emitted, their contribution to w2 has to be like that in
(4.8.11), but with λδ(ρ− 1) instead of the term (1 + ρ2)/(1− ρ). With these
terms included, we thus write

w2 = 4CF
g2

16π2

(
log

Q2

µ2

)∫
dρ

{
1 + ρ2

1 − ρ
+ λδ(1 − ρ)

}
ρδ(x − ρ). (4.8.12)



160 Chapter 4

Taking into account the correct value of λ (see below), we find the desired
correction to (4.8.7); it is

qf (x, t) =
∫ 1

0

dy

∫ 1

0

dz δ(zy − 1)qf (y, t)
{

δ(z − 1) +
tαs

π
P

(0)
NS(z)

}
,

P
(0)
NS(z) =CF

{
1 + z2

(1 − z)+
+ 3

2δ(1 − z)
}

,

(4.8.13a)
where we define, for any function ϕ,

∫ 1

0

dz
1

(1 − z)+
ϕ(z) ≡

∫
dz

ϕ(z) − ϕ(1)
1 − z

. (4.8.13b)

If we identify this P
(0)
NS with the splitting function introduced previously, we

may check that Eq. (4.8.4) is indeed satisfied. It is because of this equivalence
that we did not bother to calculate the coefficient λ of δ(1−ρ): the condition16

γ
(0)
NS(n = 1) = 0 fixes λ directly. The comparison of (4.8.13) with (4.8.5) may

be carried out at once. It is sufficient to take αs to be defined at µ2 and take
t → dt to be infinitesimal.

It is still possible to use a different procedure to rederive the evolution
equations, which is perhaps more interesting than the former method. We
consider that an arbitrary number of gluons can be emitted; thus, we may sum
all the diagrams where gluons are radiated. Of course, this is an impossible
task; but it simplifies enormously if we only consider leading logarithms. In
this case, it may be shown (see, e.g., Gribov and Lipatov, 1972) that only the
ladder graphs contribute (Fig. 4.8.2). It then turns out that we can calculate
the diagrams, and even sum them. In this way, we recover the results of
the standard analysis, with two bonuses. First, we see that the LO in the
running coupling constant is equivalent to summing all the leading logarithms
in g2/16π2:

(
g2

16π2

)n

logn Q2

µ2
.

Secondly, it gives a hint as to how to treat processes where the operator
product method is not applicable. We will not delve further into this matter,
but refer to the lectures of Sachrajda (1979) and work quoted there.

Let us return to (4.8.4b). Choosing the scale of Q2 to be Λ2, so that we
can take t = 1

2 log Q2/Λ2, we replace αs(t) by the running coupling constant
αs(Q2). Moreover, ∂/∂t = 2Q2∂/∂Q2. We can thus write the Altarelli–Parisi
equation as

Q2∂

∂Q2
qf (x,Q2) =

αs(Q2)
2π

∫ 1

x

dy

y
P

(0)
NS

(
x

y

)
qf (y,Q2). (4.8.14)

16For the singlet, the corresponding condition is detγγγγγ(0)(n = 2) = 0; see Sect. 4.9i.
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γ*

q

pf

Fig. 4.8.2. Ladder graph for emission of gluons in deep inelastic scatter-

ing.

For the singlet case, the corresponding equations will involve the den-
sity of gluons, which we denote by G(x,Q2), so that FG = xG, and new
splitting functions, Pij . The equations may be obtained from the moments
equations, Eqs. (4.6.6), or with partonic methods similar to the ones we have
just employed (Altarelli and Parisi, 1977).

However we choose to derive them, the equations are

Q2∂

∂Q2

(
qS(x,Q2)
G(x,Q2)

)
=

αs(Q2)
2π

∫ 1

x

dy

y
P(0)

(
x

y

)(
qS(y,Q2)
G(y,Q2)

)
; (4.8.15a)

the kernel is now

P(0) =

(
P

(0)
qq P

(0)
qG

P
(0)
Gq P

(0)
GG

)
, (4.8.15b)
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with

P (0)
qq (x) =CF

[
1 + x2

(1 − x)+
+ 3

2δ(1 − x)
]

= P
(0)
NS(x),

P
(0)
qG (x) =

x2 + (1 − x)2

2
nf ,

P
(0)
Gq (x) =CF

[
1 + (1 − x)2

x

]
,

P
(0)
GG(x) = 2CA

[
x

(1 − x)+
+

1 − x

x
+ x(1 − x)

]
+

11CA − 2nf

6
δ(1 − x).

(4.8.15c)
The second order (NLO) kernels have been calculated by Curci, Furmanski
and Petronzio (1980) and Furmanski and Petronzio (1980). For the NNLO
kernels see Moch, Vermaseren and Vogt (2004a, b; 2005a, b).

The Altarelli–Parisi method allows a physically transparent decomposi-
tion of structure functions for various processes in terms of a few “quark
densities”, q(x,Q2), for quarks with flavour q. For easy reference, we collect
here the expressions for a few important processes. We let I be an isoscalar
target, and p a proton target. Then, writing f for qf ,

F ep
2S =






2
9x(u + ū + d + d̄ + s + s̄), nf = 3,

5
18x(u + ū + d + d̄ + s + s̄ + c + c̄), nf = 4,

F ep
2NS =






1
3x(2

3u − 1
3d − 1

3s + 2
3 ū − 1

3 d̄ − 1
3 s̄), nf = 3,

1
6x(u − d − s + c + ū − d̄ − s̄ + c̄), nf = 4;

(4.8.16a)

F eI
2S = F ep

2S ; F eI
2NS =






1
18x(u + ū + d + d̄ − 2s − 2s̄), nf = 3,

1
6x(c − s + c̄ − s̄), nf = 4;

(4.8.16b)

F νI
2NS = 0, F νI

2 = F νI
2S =






9
2F ep

2S , nf = 3,

18
5 F ep

2S , nf = 4;
(4.8.16c)

F νI
S = 0, F νI

3 = F νI
NS =






x(u − ū + d − d̄ + s − s̄), nf = 3,

x(u − ū + d − d̄ + s − s̄ + c − c̄), nf = 4.

(4.8.16d)
Some of these we have presented before. Furthermore, one can define the
“valence” quarks qv as the excess of quarks over antiquarks in a hadron (so a
proton has

∫ 1

0
dxuv = 2,

∫ 1

0
dx dv = 1) and the “sea” as the rest, etc. Detailed

treatments may be found, for example, in the reviews of Buras (1980) and
Altarelli (1982).
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4.9 General Consequences of QCD
for Structure Functions

i Sum Rules

We have stated repeatedly that the matrix elements An cannot be calcu-
lated in perturbation theory; but there are cases where the corresponding
composite operators are related to symmetry generators. In this situation
they correspond to observable quantities and thus their matrix elements are
measurable, at least in principle. As discussed in Sect. 3.6, such operators do
not require renormalization, and the corresponding anomalous dimensions
vanish; therefore, for Q2 → ∞, these An can be calculated with the free
quark-parton model.

Such operators are those with n = 1 for the nonsinglet, and a combination
of those with n = 2 for the singlet; no others may exist because it is only for
these that γNS(n) and detγγγγγ(n) vanish.17 This means that the integrals

∫ 1

0

dx x−1F2NS(x,Q2), (4.9.1a)

and a combination of
∫ 1

0

dx F2i(x,Q2), i = S, G, (4.9.1b)

can, at least in principle, be calculated in absolute value. In practice, this
is useful in favourable cases where the integrals in (4.9.1) can be related
to observables on which information is available; this gives rise to sum rules,
many of which had been discovered already with the parton model, and which
become exact theorems in QCD. Here we will discuss a few typical cases.

We begin with nonsinglet structure functions. For F2,3;NS the operators
that appear for n = 1 are combinations of the

Nµ
NS,a± = i : q̄T aγµ(1 ± γ5)q : ,

which indeed generate chiral symmetry transformations (Sect. 2.8). As ex-
pected, γ

(0)
NS(1) = γ

(1)−
NS (1) = 0. For electroproduction with three flavours u,

d and s (the decomposition is different for four flavours), we have, writing
the equation somewhat loosely,

iTJµ
em(z)Jν

em(0)
∣∣∣
NS

pµpν

n=1

=
z2→0

1
3 C̄1

2NS(z2)Jem(0)

17In general, we have to go to Q2 → ∞ because of the residual dependence on
the interaction due to the Wilson coefficients, or for a more subtle matter of
analytical continuation: for odd n, one has the continued γ

(k)+
NS (n) different from

γ
(k)
NS(n) = γ

(k)−
NS (n) for high orders, k ≥ 1.
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(cf. Eq. (4.5.4)) so that, being now more precise, we find

1
i
Ā1

2NSpµ = 〈p|Jµ
em(0)|p〉 = 2(2π)−3pµQh,

where Qh is the charge of the target, in units of e. Therefore, and taking into
account NLO corrections,

∫ 1

0

dxx−1F eh
2NS = 1

3Qh

{
1 +

13 + 8ζ(3) − 2π2

33 − 2nf

αs(Q2)
3π

}
. (4.9.2)

For neutrino scattering we have the Adler sum rule, which is exactly valid
for all Q2: ∫ 1

0

dx x−1
(
F ν̄p

2 − F νp
2

)
= 2. (4.9.3)

The relevant operator here is the isospin one. Eq. (4.9.3) has no corrections
because it may be related to an equal-time commutator (Sect. 2.8 and Adler,
1966). For electroproduction, because the function is even, the correction
involves γ

(1)+
NS (1) �= 0; see López and Ynduráin (1981).

For the structure function F3 we have the Gross–Llewellyn Smith (1969)
sum rule:
∫ 1

0

dx
{
F ν̄p

3 (x,Q2) + F νp
3 (x,Q2)

}
=

∫ 1

0

dx F ν̄I
3 (x,Q2)

= 3

{
1 − αs(Q2)

π
− 3.58

(
αs(Q2)

π

)2

− 19.0
(

αs(Q2)
π

)3
}

.

(4.9.4)

The calculation of the higher order corrections is due to Larin and Vermaseren
(1991) and Chyla and Kataev (1992). Other nonsinglet sum rules may be
found collected in the review of Buras (1980).

We now turn to the singlet. In this case, the conserved operator corre-
sponds to n = 2. This is reflected in that detγγγγγ(0) = detγγγγγ(1) = . . . = 0.
(Because singlet structure functions are always even it is unnecessary to dis-
tinguish γγγγγ±; only γγγγγ+ ≡ γγγγγ enters). Indeed,

γγγγγ(0)(2) = 1
9

(
64 −12nf

−64 12nf

)
,

γγγγγ(1)(2) = 1
243

(
64[367 − 39nf ] −3666nf

−64[367 − 39nf ] 3666nf

) (4.9.5)

and to three loops the same structure may be checked with the help of the
calculation of Larin, Nogueira, van Ritbergen and Vermaseren (1997). The
normalization of the structure function FG(x,Q2) = xG(x,Q2) is in principle
arbitrary; we have chosen it so that the eigenvector of γγγγγ corresponding to the
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zero value will be precisely the sum of FG and FS . Now the conserved operator
is the energy–momentum tensor: from Eq. (2.8.2),

Θµν = i
∑

f

q̄fγµDνqf + gαβGµαGβν − gµνL.

The term gµνL contributes only to order M2/Q2 and may thus be neglected.
We thus find the momentum sum rule,

∫ 1

0

dx
{
F2S(x,Q2) + F2G(x,Q2)

}
= δ

{
1 + c2

αs(Q2)
π

+ · · ·
}

, (4.9.6)

with δ, c2 depending on the process. For electroproduction,

δep = 〈Q2
f 〉 = 5

18 (nf = 4) and cep
2 = − 5

9 .

For νI, νp, where I denotes a generic isoscalar target,

δνI = 1, δνp = 2
3 .

In fact, for Q2 → ∞, one can calculate the individual integrals of each of the
F2i, i = S, G. This is so because, for n = 2,

d+(2) = 0, d−(2) =
32 + 6nf

99 − 6nf
< 0;

hence, to leading order in αs we can write

µµµµµ(2, Q2) =
Q2→∞

Sb(2), b(2) = b

(
1
0

)
,

with S given in (4.7.16b) and b a number independent of Q2. Therefore,
determining b from (4.9.6),

∫ 1

0

dx F2S(x,Q2) =
Q2→∞

δ
3nf

16 + 3nf
,

∫ 1

0

dx FG(x,Q2) =
Q2→∞

δ
16

16 + 3nf
.

(4.9.7)

Unfortunately, the corrections are of the form

K
[
αs(Q2)

]−d−(2)
, d−(2) ∼ 0.6,

with K a quantity not given by perturbative QCD. Eqs. (4.9.7) are among
those that provide the best evidence for the existence of gluons. If gluons
did not exist, one would expect all momentum to be carried by the quarks.
Hence, for e.g. neutrino–isoscalar scattering where δ = 1, one would have

∫ 1

0

dx F2(x,Q2) ≈ 1,
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which for, say, nf = 4 is twice the experimental value. In fact, one has
(De Groot et al., 1979; Berge et al., 1991)

∫ 1

0

dxF exp
2 (x,Q2) ≈ 0.44 ± 0.03, Q2 = 30 to 200 GeV2,

which compares very nicely with the theoretical figure taking gluons into
account, (4.9.7), which gives18

∫ 1

0

dx F exp
2 (x,Q2) → 12

28 = 0.43.

The leading order analysis of these relations was performed by Gross and
Wilczek (1974), although the momentum sum rule at the partonic level had
already been discussed by Llewellyn Smith (1972).

ii Behaviour of Structure Functions as x → 1

The QCD evolution equations take on a particularly simple form at the end-
points, x = 0, 1, where they have also implications for questions other than
deep inelastic scattering. Here we start with the limit as x → 1. Considering
first the nonsinglet component of structure functions, we will assume that

FNS(x,Q2) �
x→1

A(Q2)(1 − x)ν(αs) (4.9.8)

with eventual logarithms (see below). Actually, (4.9.8) can be made plausible
in QCD from the so-called counting rules, although we will not give the
full arguments here (see Brodsky and Lepage, 1980, and references therein).
On general grounds, we expect that the x → 1 behaviour of the structure
functions will be related to the large n behaviour of the moments. It is easy
to verify that (cf. Eq. (4.6.16))

dNS(n) �
n→∞

− 16
33 − 2nf

(
log n − 3

4 + γE + O(1/n)
)
. (4.9.9)

Using (4.9.8) and integrating, we find

µNS(n,Q2) �
n→∞

A(Q2)
Γ (n − 1)Γ (1 + ν(αs))

Γ (n + ν(αs))
,

while, from (4.9.9), (4.6.6),

µNS(n,Q2)
µNS(n,Q2

0)
�

n→∞
exp

{
16

33 − 2nf

(
log n − 3

4 + γE

) [
log

αs(Q2)
αs(Q2

0)

]}
.

18Note that neutrinos or e, µs only probe quarks, so the experimentally measured
function is, precisely, F2S . To get xG = FG we would require probes that acted
on gluons.
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Equating, we find the explicit form of A(Q2), ν(αs); to LO (Gross, 1974),

FNS �
x→1

A0NS

[
α0(Q2)

]−d0 (1 − x)νNS(αs)

Γ (1 + νNS(αs))
,

νNS(αs) = ν0NS − 16
33 − 2nf

log αs(Q2), d0 =
16

33 − 2nf

(
3
4 − γE

)
.

(4.9.10)
The constants A0NS , ν0NS are not given by perturbative QCD, although one
expects, from counting rules arguments (Sect. 5.7), that ν0NS ≈ 2 to 3.

For the singlet, the calculations are somewhat more complicated because
of the matrix character of the equations. One finds that for the gluons (4.9.8)
must be modified, but for the quarks the behaviour is like that for the non-
singlet (Martin, 1979; López and Ynduráin, 1981) and one then obtains

FS �
x→1

A0S

[
αs(Q2)

]−d0 (1 − x)νS(αs)

Γ (1 + νS(αs))
,

FG = xG �
x→1

2
5A0S

[
αs(Q2)

]−d0 (1 − x)νS(αs)+1

Γ (2 + νS(αs))| log(1 − x)| .
(4.9.11)

Here d0 is as before; νS is given by a formula similar to that for νNS above,

νS(αs) = ν0S − 16
33 − 2nf

log αs(Q2), (4.9.12)

and the same constants A0S , ν0S appear for quarks and gluons.
Second order corrections modify these behaviours. We refer to López

and Ynduráin (1981) for the explicit NLO results for gluon, quark singlet
and nonsinglet, and discuss in greater detail the higher order corrections to
the nonsinglet, that coincide with those for the quark singlet apart an from an
eventual difference in the constants. This is so because, as can be read directly
from the expression for the anomalous dimension matrix, the influence on the
quark component of the mixing between quark and gluon structure functions
vanishes as x → 1. Using the explicit expression for γ

(1)
NS(n), Eq. (4.7.2), we

find (González-Arroyo, López and Ynduráin, 1979)

FNS �
x→1

A0NS

[
αs(Q2)

]−d0 ea(αs)αs(Q2)

Γ (1 + ν1NS(αs))

×(1 − x)ν1NS(αs)+2[log(1−x)]αs/3π.

(4.9.13)

Here,

ν1NS(αs) = νNS(αs) − ψ(νNS(αs) + 1)
4αs(Q2)

3π
− a1αs(Q2),

a(αs) = a0 + a1ψ(νNS(αs) + 1)

+
2
3π

{
[ψ(νNS(αs) + 1)]2 − ψ′(νNS(αs) + 1)

}
.
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The constants a0, a1 can be calculated in terms of γ
(1)
NS(n), n → ∞, and they

are a0 ≈ 1.18, a1 ≈ 0.06. νNS is as in Eq. (4.9.10), and ψ, ψ′ are the digamma
function and its first derivative.

It is interesting to note that, because of the term

(1 − x)2[log(1−x)]αs/3π (4.9.14)

in (4.9.13), we obtain corrections as large as we wish if x is near enough to
unity. Thus perturbation theory fails for x → 1, something that ought to be
expected on physical grounds: when x = 1 we encounter bound states (the
elastic contribution to γ∗ + N → all, viz., γ∗ + N → N in electroproduction
on nucleons). Actually, there are other reasons why the perturbative QCD
analysis fails if x is too close to 1, that we will consider in Sect. 4.11.

From (4.9.14) we see that (4.9.13) is valid in an intermediate region,

1 − x � 1 but
2αs

3π
| log(1 − x)| � 1. (4.9.15)

It is interesting that the leading behaviour in | log(1−x)| in the region (4.9.15)
can be obtained to all orders; the result is essentially equivalent to replacing,
in the evolution equations, αs(Q2) by αs((1 − x)Q2) . This was first conjec-
tured by Amati et al. (1980); see also Ciafalloni and Curci (1981), Catani
and Trentadue (1991). For the general proof and details see Sterman (1987)
and, for a simpler version, Catani and Trentadue (1989).

iii The Limit x → 0, Nonsinglet

The kinematic region corresponding to the limit as x → 0 is that of fixed
Q2 and hadronic energy ν → ∞. As noted by Abarbanel, Goldberger and
Treiman (1969), this is the Regge limit,19 since the structure functions are
proportional to cross sections. For example, for electroproduction on proton
targets, we can write F2 in terms of the cross section for a virtual γ∗ with
invariant mass −Q2 scattering on a proton:

σγ∗(−Q2)p(s) =
4π2α

Q2
F2(x,Q2), with s = Q2/x.

This limit has been studied extensively in hadron physics and, in the par-
ticular case of nonsinglet scattering, has been found to be given by so-called
exchange of Regge trajectories, either the ρ-particle trajectory or a trajec-
tory degenerate with it in such a way that one has, for mass shell scattering
amplitudes, F ,

FNS �
ν→∞

βsαρ(0), (4.9.16)

19For Reggeology, see for example Barger and Cline (1969).
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where αρ(0) is the intercept of the ρ or f2 trajectories (assumed degenerate);
from fits to experimental data, αρ(0) ≈ 0.5. This quantity is supposed to
be universal and all the dependence on Q2 is to be found in the constant
β. Thus, changing variables to the deep inelastic ones, we assume that, for
a given Q2

0 large enough that perturbation theory be valid, but sufficiently
small that one can believe Regge-type arguments (say, Q2

0 = a few GeV2),

FNS(x,Q2
0) �

x→0
BNS(Q2

0)x
λNS(Q2

0), (4.9.17)

where
λNS(Q2

0) = 1 − αρ(0) ≈ 0.5.

We allow λNS(Q2) to be dependent on Q2; but, as we will see, the QCD
evolution equations confirm the Regge theory property that it has to be a
constant, independent of Q2.

From the expression for the moments,

µNS(n,Q2) =
∫ 1

0

dx xn−2FNS(x,Q2),

it follows that the behaviour of FNS(x,Q2) for x → 0 is related to the right-
most singularity of µNS(n,Q2) in the variable n (considered as a continuous
variable). As is easily verified, the behaviour (4.9.17) corresponds to a pole
of µNS(n,Q2

0) for n = n0 ≡ 1 − λNS . Thus, for n near this value,

µNS(n,Q2
0) �

n�1−λNS(Q2
0)

BNS(Q2
0)

n − (1 − λNS)
. (4.9.18a)

For Q2 = Q2
0, our assumption (4.9.17) implies that this singularity occurs at

n0 ≈ 0.5. On the other hand, from (4.5.20) we have µNS a product of two
terms. Of these, An

NS is independent of Q2, and all the dependence on this
variable is in the Wilson coefficient Cn

NS(Q2/µ2, αs(Q2)). Now, the rightmost
singularity of the product will be that of whichever of the two terms that is
furthest to the right. To LO, (4.6.5, 6) tell us that

Cn
NS(Q2/µ2, αs(Q2)) = const. ×

[
αs(Q2)

]−dNS(n)
,

dNS(n) = −γ
(0)
NS(n)/2β0, γ

(0)
NS(n) = 2CF

{
4S1(n) − 3 − 2

n(n + 1)

}
,

from which explicit expressions it follows that the rightmost singularity of
Cn

NS(Q2/µ2, αs(Q2)) occurs at n = 0. To NLO, the expressions found (cf.
Sect. 4.7i) share this property and to NNLO the first singularity is also lo-
cated at n = 0: so we will assume this to be valid to all orders. However,
from our assumption (4.9.17) it follows that, when Q2 = Q2

0, the dominating
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singularity is located at n ≈ 0.5: it must therefore be due to a singularity of
the matrix element,

An
NS ∼ 1

n − (1 − λNS)
. (4.9.18b)

But this is independent of Q2: hence, and as we had anticipated (and as
Regge theory demanded) we find that λNS is independent of Q2, so we can
write, for all Q2 now,

FNS(x,Q2) �
x→0

BNS(Q2)xλNS .

It only remains to evaluate the Q2 dependence of BNS(Q2). This is trivial:
from the expression for the singularity near n = 1 − λNS , Eq. (4.9.18b), it
follows that (for arbitrary Q2 now)

µNS(n,Q2) �
n�1−λNS

BNS(Q2)
n − (1 − λNS)

;

while, from (4.6.6b),

µNS(n,Q2) �
n�1−λNS

[
αs(Q2)

]−dNS(n=1−λNS)

×
[
αs(Q2

0)
]+dNS(n=1−λNS)

µNS(n,Q2
0).

Comparing, we find the result

FNS(x,Q2) �
x→0

B0NS

[
αs(Q2)

]−dNS(1−λNS)
xλNS ; (4.9.19)

B0NS is a constant, not given by perturbative QCD, and dNS(1 − λNS) can
be evaluated with the explicit expression (4.6.13).

The above analysis is due to Martin (1979) and López and Ynduráin
(1981), where the NLO extension may be found. This extension amounts to
replacing Eq. (4.9.12) by

FNS(x,Q2) �
x→0

B0NS

{
1 + c

(1)
NS

αs(Q2)
4π

}[
αs(Q2)

]−dNS(1−λNS)
xλNS ,

(4.9.20)
and the explicit expression for c

(1)
NS in terms of the γ

(1)±
NS (n), C

(1)
NS(n) of

Eqs. (4.7.2) may be found in the last quoted paper.
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iv The Limit x → 0, Singlet

The x → 0 limit of singlet structure functions presents a number of dif-
ficulties. First, we now have coupled equations, as the gluon density also
intervenes. This is of a technical nature, and is not too complicated; more im-
portant is the fact that there is no universally accepted behaviour to be used
as input at Q2

0 ∼ 1 GeV2. The Regge singularity that dominates structure
functions with the exchange quantum numbers of the vacuum, i.e., singlet,
is known as the Pomeranchuk singularity, or Pomeron for short, and there
is no consensus as to its nature. Cross sections for on mass-shell, physical
hadrons behave as constants (modulo logarithmic corrections, that we will
neglect here). So one would feel tempted to assume

FS(x,Q2
0) �

x→0
CS , FG(x,Q2

0) �
x→0

CG. (4.9.21)

We will refer to this as the soft Pomeron. However, it has been known for
some time that the dominance of a soft Pomeron for off-shell processes leads
to inconsistencies (Migdal, Polyakov and Ter-Martirosian, 1974; Abarbanel
and Bronzan, 1974; Lipatov, 1976; for a review, see Moshe, 1978), which
prompted some physicists to postulate a hard Pomeron,

FS(x,Q2
0) �

x→0
BS(Q2

0)x
−λ, FG(x,Q2

0) �
x→0

BGx−λ. (4.9.22)

In principle, one could take the λ as being different for quarks and gluons,
and Q2 dependent; but it may be easily proved, following methods similar
to those employed for the nonsinglet, that the exponents of x should be the
same for quarks and gluons, and Q2-independent.

The behaviour that follows from (4.9.21) was first considered by De Rú-
jula et al. (1974); the detailed formulas, to LO, were given by Martin (1979).
A partial NLO evaluation is due to by Ball and Forte (1995) and a complete
one (including the longitudinal structure function) may be found in Adel,
Barreiro and Ynduráin (1997).

The key point in the analysis is that the relevant equation, analogue to
(4.5.20), now reads

µµµµµ(n,Q2) = CnAn, An = 〈p|On|p〉,

On =




q̄fγ

n−1︷ ︸︸ ︷
∂ . . . ∂ qf

G∂ . . . ∂︸ ︷︷ ︸
n−2

G



 ,

and the one corresponding to (4.6.6b) is now (4.6.7), which we repeat here:

µµµµµ(n,Q2) =
[
αs(Q2

0)/αs(Q2)
]D(n)

µµµµµ(n,Q2
0), D(n) = −γγγγγ(0)(n)/2β0.
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We have to compare the locations of the singularities in n of the anomalous
dimensions and coefficients, γγγγγ(N)(n), C(N)(n), on the one hand, and of the
matrix elements, An, on the other.

The singularities of the γγγγγ(N)(n), C(N)(n) lie either to the left, or at
n = 1 for the LO, NLO and NNLO. If we now assume a soft Pomeron,
the singularity of An lies at the same place, n = 1. Since the singularity of
D(0)(n) appears in the exponent, it dominates the other and a rather simple
calculation produces the behaviour, to LO,

FS(x,Q2) �
x→0

c0

| log x|

[
9| log x| log[αs(Q2

0)/αs(Q2)]
4π2(33 − 2nf )

] 1
4

× exp

{√

D0| log x|
[
log

αs(Q2
0)

αs(Q2)

]
− D1 log

αs(Q2
0)

αs(Q2)

}
,

(4.9.23a)

FG(x,Q2) �
x→0

9c0

nf

[
33 − 2nf

576π2| log x| log[αs(Q2
0)/αs(Q2)]

] 1
4

× exp

{√

D0| log x|
[
log

αs(Q2
0)

αs(Q2)

]
− D1 log

αs(Q2
0)

αs(Q2)

}
,

(4.9.23b)

where
D0 =

144
33 − 2nf

, D1 =
33 + 2nf/9
33 − 2nf

are related to D(0)(n) for n � 1, and the constants ci are different from
(although related to) the Ci in (4.9.21). In fact, the exponent in (4.9.23) is
universal in the sense that it only follows from the singularity of D(0)(n)
and would also be obtained if, for example, the input Fi(x,Q2

0) vanished as
x → 0; see Martin (1979) for the details.

If, on the other hand, we assume a hard Pomeron, we get a very different
behaviour:

FS(x,Q2) �
x→0

B0S

[
αs(Q2)

]−d+(1+λ)
x−λ,

FG(x,Q2) �
x→0

d+(1 + λ) − D
(0)
11 (1 + λ)

D
(0)
12 (1 + λ)

B0S

[
αs(Q2)

]−d+(1+λ)
x−λ,

(4.9.24)
where d+(1 + λ) is the largest eigenvalue of the matrix D(0)(n) at n = 1 + λ.

The proof is fairly simple. From (4.7.19), and with a slight change of
notation,

µµµµµ(n, αs) = C(n, αs)S(n)M̄(n, αs)α−D̂(0)(n)
s b(n).

For the behaviour as x → 0, we are interested in the value of µµµµµ(n, αs) near
the singularity, n0 = 1 + λ. To LO,

µµµµµ(n, αs) �
n→1+λ

S(1 + λ)α−D̂(0)(1+λ)
s b(n), (4.9.25)



Perturbative QCD 173

0 0.2 0.4 0.6 0.8

0.1

0.2

0.3

0.4

0.5

0.6

Fig. 4.9.1. Comparison of theory and experiment for F2, decomposed in

FNS + FS , as in the text. The NS and S components are represented by

the dashed curves. The full curve is the whole F2. SLAC data (Bodek et al.,

1979) for Q2 = 22.4 GeV2.

and we must have
b(n) �

n→1+λ

1
n − (1 + λ)

B0.

Let d± be the eigenvalues of D(0)(1 + λ). For the values of λ that are phe-
nomenologically relevant (λ = 0.3 to 0.5) one has d+ > d− + 1; so that,
to LO and NLO, we can neglect α−d− as compared to α−d+ (to NNLO,
the contribution of d− should also be taken into account). Hence, (4.9.25)
becomes

µµµµµ(n, αs) �
n→1+λ

S(1 + λ)
(

α−d+

0

)
B01

n − (1 + λ)
.

The desired result follows by comparing with the result of taking the moments
of (4.9.24); the ratio FS/FG equals precisely S21(1 + λ); cf. (4.7.16b).20

To NLO, (4.9.24) is replaced by multiplying the right hand side by
{1+ ciαs/4π}, i = S, G, and the ci can be calculated in terms of C(1)(1+λ),

20One may wonder what goes wrong if assuming different λS , λG at a fixed Q2
0

and then evolving. This is discovered easily with the simple example Fi(x, Q2
0) =

aix
−λi : one will get a behaviour, for both Fi, with the largest of the λi for

Q2 > Q2
0, and a negative structure function for Q2 < Q2

0, which is absurd.
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γγγγγ(0)(1 + λ), γγγγγ(1)(1 + λ). Further details, the NLO expressions and the im-
plications for the longitudinal structure function, both for the soft and hard
Pomerons, may be found in Adel, Barreiro and Ynduráin (1997).

We finish this subsection by showing an explicit example of structure
function, viz., F2 in electron-proton scattering. From the discussions earlier
in this section, we expect that the nonsinglet component will vanish when
x → 0 as x0.5, and also when x → 1, as (1 − x)2.5 now. As for the singlet
piece, we would have it diverging as x → 0, and vanishing faster than the
nonsinglet for x → 1. Moreover, the integral of the singlet, and the integral
of the nonsinglet divided by x, are expected to be constant. The pattern is
thus like that show in Fig. 4.9.1. The figure has been obtained by writing

F2(x,Q2) = CNSx0.52(1 − x)2.3 + CSx−0.37(1 − x)6.7,

and then fitting the Ci to the data. In later sections we will see more detailed
examples of comparisons of theory and experiment.

v The BFKL Pomeron

When studying the small x limit of (singlet) structure functions, we have
followed the strategy of assuming a given behaviour at a fixed Q2 and then
evolving with the renormalization group to find the behaviour for arbitrary
Q2. A different approach is that of the BFKL group21 (Kuraev, Lipatov and
Fadin, 1976; Balitskii and Lipatov, 1978), who sum leading terms in the
variable log x. They find the behaviour

F2(x,Q2) �
x→0

x−ω0αs , ω0 =
4CA log 2

π
. (4.9.26)

It is difficult to decide what (4.9.26) means. It has to be understood that
it only holds if assuming that the leading singularity as x → 0 is of pertur-
bative origin. Thus, it may be viewed as what is obtained by summing to
all orders in log x a Pomeron behaviour. It has been speculated that perhaps
there are two regimes, one with x small, but not too small, where (4.9.24)
would be valid, and another one, at ultra-small values of x, where one would
have (4.9.26). This may be so, but as we will see, the experimental data run
quite contrary to (4.9.26) with αs = αs(Q2); and this down to the very small
x data of HERA that reach to x ∼ 10−5. The subject is further discussed by
Moch, Vermaseren and Vogt (2004b) and Andersen et al. (2004), where we
send the interested reader.

21See also Ciafalloni (1988) and Catani, Fiorini and Marchesini (1990), who use a
different approach.
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4.10 Target Mass Corrections

Consider a moment µNS(n,Q2) of a nonsinglet structure function. In princi-
ple, it depends not only on n and αs, but also on a set of masses: the masses
of the target (that we assume to be a nucleon) mN , quark masses mq and,
eventually, nonperturbative masses. Let us neglect the latter for now. As will
be argued in Sect. 7.4, the u, d and s have small masses, the largest being
ms ∼ 150 MeV. With the values of Λ that we have, it follows that perturba-
tive QCD will hardly make sense unless Q2 GeV2; compared with this, even
the s quark mass is negligible. Heavy quarks c, b are a different matter, but
we will leave them for the moment.22 It remains the mass of the target that
gives corrections O(m2

N/Q2), which is quite sizable. In this section, we will
show how to take these corrections into account.

The effect of target mass corrections was first studied by Nachtmann
(1973); it leads to so-called ξ-scaling. Here we will follow the method of Georgi
and Politzer (1976). Recall the expansions (4.5.3) and (4.5.11); in general,
these expansions should contain, besides the terms shown there, other terms
which are of the two following types. There are terms that correspond to the
operators (Wick normal ordering implicit)

gµν q̄ D/Dµ1 . . . q and gµν q̄D2 Dµ1 . . . q.

Using the equations of motion, D/q = −imqq; hence, these terms will give
contributions proportional to quark masses, which we are now neglecting.
However, terms of the second type,

〈p|Nµνµ1...µn

NS (0)|p〉 = (p2)mgµiµj . . . gµlµspµk1 . . . pµkr Ā′n
NS ,

give, as will be seen shortly, corrections in m2
N/Q2. We neglected these cor-

rections earlier, but we will focus on them now. Consider Nµ1...µn , n even;
later we will replace n → n + 2 and identify µn+1 → µ, µn+2 → ν. Because
N is symmetrized, its matrix elements can be written quite generally as

i〈p|Nµ1...µn

NS (0)|p〉 =
n/2∑

j=0

(−1)j (n − j)!
2jn!





∑

permutations

g
µi1µi′

1 . . . g
µij

µi′
j




 (p2)j

×





∑

permutations

pµk1 . . . pµkn−2j




 Ā
(TMC)n−2
NS,j ,

Nµ1...µn

NS (0) =S q̄γµ1Dµ2 . . . Dµnq
∣∣∣
NS

.

(4.10.1)

22We will not discuss in detail the incorporation of heavy quark (c, b) mass effects,
that follows a pattern very similar to that of target mass corrections, that we
evaluate below; see for example Nachtmann (1973), Georgi and Politzer (1976)
and Barbieri, Ellis, Gaillard and Ross (1976). For calculations including radiative
corrections, see Laenen, Riemersma, Smith and van Neerven (1993).
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Because of the equations of motion, gµiµj
〈p|Nµ1...µn

NS (0)|p〉 ∼ 0; we have suf-
ficiently many relations that we can solve for all the An

j in terms of An
0 .

Then,

T
(TMC)
2NS = 1

2

∑

n

x−n−1
∞∑

j=0

(
p2

Q2

)j (n + j + 2)!(n + 2j)!
j!n!(n + 2j + 2)!

A
(0)n+2j
NS Cn+2j

NS ,

A
(0)n
NS ≡A

(TMC)n
NS,j=0 .

(4.10.2)
Therefore, we obtain the result

µ
(TMC)
NS (n,Q2) =

∞∑

j=0

(
m2

N

Q2

)j (n + j)!Cn+2j
NS

j!(n − 2)!(n + 2j)(n + 2j − 1)
A

(0)n+2j
NS ,

µ
(TMC)
NS (n,Q2) =

∫ 1

0

dx xn−2F
(TMC)
2NS (x,Q2).

(4.10.3)
It is convenient to define the function F2 to be the limit mN → 0 of F

(TMC)
2 ,

and set

µNS(n,Q2) =
∫ 1

0

dx xn−2F2NS(x,Q2). (4.10.4)

It is to these µ, F2 that the equations derived in the previous sections apply.
To obtain the moments with the TMC taken into account, we use (4.10.3),

µ
(TMC)
NS (n,Q2) =

∞∑

j=0

(
m2

N

Q2

)j (n + j)!
j!(n − 2)!(n + 2j)(n + 2j − 1)

µNS(n+2j,Q2),

(4.10.5)
but we do not have to go through the moments. After some simple manipu-
lations we find that (4.10.5) is equivalent to (ξ-scaling)

F
(TMC)
2NS (x,Q2) =

x2/ξ2

(1 + 4x2m2
N/Q2)3/2

F2NS(ξ,Q2)

+
6m2

N

Q2

x3

(1 + 4x2m2
N/Q2)2

∫ 1

ξ

dξ′

ξ′2
F2NS(ξ′, Q2)

+
12m4

N

Q4

x4

(1 + 4x2m2
N/Q2)5/2

∫ 1

ξ

dξ′
∫ 1

ξ′

dξ′′

ξ′′2
F2NS(ξ′′, Q2),

(4.10.6a)
where ξ is Nachtmann’s variable,

ξ =
2x

1 + (1 + 4x2m2
N/Q2)1/2

. (4.10.6b)

A few features of these formulas are worth noting. First, for small x, and
since TMCs behave like x2m2

N/Q2, we can neglect them completely. TMCs
are relevant for large –but not too large– values of x. Indeed, if applied at
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x → 1, inconsistencies develop. There are two reasons for this. Higher twist
corrections are also largest for x → 1. Although one expects higher twist
corrections to be proportional to M2/Q2 with M ∼ Λ and hence smaller
than TMCs by an order of magnitude, cancellations may (and probably do)
occur.23 Secondly, and as we saw in Sect. 4.9ii, perturbation theory fails for
x → 1. Because of this, it is perhaps more consistent to expand (4.10.6) in
powers of m2

N/Q2 and retain only the leading term. The expression for TMCs
then simplifies to

F
(TMC)
2NS (x,Q2) = F2NS(x,Q2)

+
x2m2

N

Q2

{
6x

∫ 1

x

dy
F2NS(y,Q2)

y2
− x∂

∂x
F2NS(x,Q2) − 4F2NS(x,Q2)

}

(4.10.7)
and one stops applying perturbative QCD when the second order corrections,

∼
{

x4νNS(αs)m4
N

(1 − x)2Q4

}
F2NS , νNS(αs) ∼ 3 to 5

are large, taking these corrections as a measure of the theoretical error of the
calculation.

4.11 Nonperturbative Effects in e+e− Annihilations
and Higher Twists in Deep Inelastic Scattering

We treat these effects in the same section because they are, from our point of
view here, clearly related. We begin with the first. As discussed in Sect. 4.1,
we have to consider the quantity Πµν given by Eqs. (4.1.4). So we look at
the product

TJµ(x)Jν(0)

from the OPE point of view. We write a short distance expansion for it; in
momentum space and with Q2 = −q2,

i
∫

d4x eiq·xTJµ(x)Jν(0) =
(
−gµνq2 + qµqν

)
{

C0

(
Q2/ν2, g(ν)

)
1

+
∑

f

Cf

(
Q2/ν2, g(ν)

)
mf : q̄f (0)qf (0) :

+ CG

(
Q2/ν2, g(ν)

)
αs :

∑

a

Gµν
a (0)Gaµν(0) : + · · ·

}
.

(4.11.1)

23For a discussion of this, see De Rújula, Georgi and Politzer (1977a, b).
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In Sect. 4.1 we only considered the first term, C0 1. This was done for two
reasons. First, on purely dimensional grounds,

Cf � (const.)
Q4

, CG � (const.)
Q4

, (4.11.2)

so the corresponding terms are negligibly small at large momenta. Secondly,
to all orders in perturbation theory,

〈: q̄q :〉0 = 0, 〈: G2 :〉0 = 0. (4.11.3)

However, it will be argued later that the physical vacuum is not that of per-
turbation theory, but must incorporate nonperturbative effects. Using “vac”
to denote the physical vacuum, it is very likely that, as already stated in
Sect. 3.9,

〈: q̄q :〉vac �= 0, 〈: G2 :〉vac �= 0.

Let us return to (4.11.1). At Q2 → ∞, any power αn
s decreases less

rapidly, and hence overwhelms any of the terms in (M2/Q2)r. But it is clear
that there may exist intermediate regions where, for example, the nonper-
turbative terms in (4.11.1) are important when compared to the second, or
third order corrections to C0, which is the purely perturbative term. Thus,
for practical applications,24 it is interesting to look at the entire Eq. (4.11.1).

We already know C0

C0(Q2/ν2; g(ν), ν) = Nc

∑

f

Q2
f

−1
12π2

{
log

−q2

ν2
+

3CF

β0
log log

−q2

ν2
+ · · ·

}

+ O(m2
f/Q2).

(4.11.4)
It should be noted that the calculation of Sect. 4.1 neglected perturbative
contributions due to the quark masses; these are the O(m2

f/Q2) terms in
(4.11.4). It may seem unjustified to take into account the terms in (4.11.1)
while neglecting the O(m2

f/Q2). These terms are indeed very important for
heavy quarks, and their incorporation does not cause great problems (except
that they complicate the calculations). For light quarks, the fact that their
masses can be neglected is purely a matter of numerology: it so happens
that, with the occasional exception of the s quark, their contribution is, for
the relevant values of Q2, Q2 > 2 GeV2, much smaller than that of the
nonperturbative terms in (4.11.1).

The coefficients Cf , CG can be calculated using the nonperturbative
pieces of the propagators, and a detailed sample calculation similar to this

24Some of the applications may be found in the extensive and pioneering work of
Shifman, Vainshtein and Zakharov (1979a, b).
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will be presented in Sect. 5.6. One finds (Shifman, Vainshtein and Zakharov,
1979a, b)

Cf = 2
3 Q2

f

1
Q2

, CG = Nc

∑

f

Q2
f

1
36πQ2

. (4.11.5)

The anomalous dimensions of the combinations m : q̄q : and αs : G2 : vanish
to lowest order, which is why the coefficients Cf and CG do not depend on
ν. This is proved for the first by combining our calculations of Zm (Sect. 3.7)
and of ZM (Sect. 3.6). For αs : G2 :, see Kluberg-Stern and Zuber (1975) and
Tarrach (1982). With all this, we find

Πµν = 3
∑

f

Q2
f

(
−q2gµν + qµqν

)
{

−1
12π2

[
log

Q2

ν2
+

3CF

β0
log log

Q2

ν2

+ · · · + O
(
m2

f/Q2
) ]

+ 2
3

mf 〈: q̄f (0)qf (0) :〉vac
Q4

+
1

36π

〈αs : G2 :〉vac
Q4

+ O
(
M6/Q6

)
}

.

(4.11.6)
Let us now turn to deep inelastic scattering. In the operator product

expansion of Sect. 4.5, we considered only leading twist operators. As for
e+e− annihilation, there are likely regions where higher twists compete with,
say, NLO perturbative contributions. Some operators of higher dimension are
related to kinematical effects, TMCs or quark masses; yet others are genuinely
new dynamical effects, related to the “primordial” transverse momentum of
partons inside a nucleon, or to the fact that nucleons have finite radii.

Higher twist operators are much more complicated to handle than the
leading twist ones; for example, the potential mixing of ghosts with the gluons
operators in (4.5.2), which can be proved not to occur (or be trivial) for lead-
ing twist, does occur for higher twists. Moreover, the higher twist operators
induce new unknown matrix elements analogous to the An of (4.5.11), but
now there are many more of them because of mixing. Finally, the existence
of renormalon singularities, to be discussed in Sect. 10.2ii, makes even the
definition of higher twist effects dubious. This is the reason why the treat-
ment of higher twist effects is in its infancy, and likely to remain so for quite
some time. All we have are partial theoretical calculations and heuristic ar-
guments (De Rújula, Georgi and Politzer, 1977a, b). The latter indicate that
the contribution of higher twist operators is probably of the approximate
form

F (HT)(x,Q2) ≈ k2
1

Q2

x

1 − x
F (2)(x,Q2) +

k2
2

Q2
F (2)(x,Q2), (4.11.7)

where F (2) is the twist-two structure functions. The constants k1, k2 are
phenomenological parameters, expected to be |ki| ∼ p2

t , R−2
N , with pt the
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transverse momentum of partons in the nucleon, and RN the radius of the
nucleon.25 We will not delve further into this matter.

4.12 More about Comparison of DIS Calculations with
Experiment

i Parametrizations

Since the theoretical predictions are simpler for the moments of structure
functions, it would seem that we should compare QCD predictions with
moments. This was done for example in the calculations of Santiago and
Ynduráin (2001) briefly described in Sect. 4.7. However, this presents some
shortcomings. First of all, only averages of the structure functions can be in-
cluded in the calculations. Secondly, we have a problem with high moments.
In fact, these involve integrals of the structure functions multiplied by xn−2,
which for large n is strongly peaked at x ≈ 1. Since it is here that structure
functions are smallest, experimental errors become amplified: we loose a large
amount of experimental information. For these reasons, other methods have
been devised.

One possibility is to write reasonable parametrizations of the structure
functions, which embody QCD results and which can be fitted to experiment.
Although not very rigorous or exact (the QCD equations for an infinite set of
moments cannot be exactly reproduced with a finite number of parameters),
this method presents the advantages of simplicity and that of producing an
explicit representation of the structure functions which can then be used for
other processes such as Drell–Yan scattering or high pt hadron scattering.

The first parametrizations were introduced by Feynman and Field (1977);
they are of the form

Fa(x,Q2) = Caxλa(1 − x)νa , (4.12.1a)

a = 1, 2, 3; S, NS, or, with two Regge poles,

Fa(x,Q2) = (Caxλa + C ′
axµa)(1 − x)νa . (4.12.1b)

Buras and Gaemers (1978) noted that, if we allow the λ, ν to depend on αs,

λ = λ0 + λ1 log αs, ν = ν0 + ν1 log αs,

then we can fix the C by using sum rules (see Sect. 4.9i) as known functions
of the λ0, λ0, ν0, ν1, αs. One then requires simultaneous fits to the QCD
equations for the moments and to the experimental values of the Fa, which
fixes the parameters λ0, λ0, ν0, ν1.

25The same order of magnitude for the ks, |k|1/2 ∼ 0.1 to 0.3 GeV, was obtained
in a calculation in the bag model by Jaffe and Soldate (1981).
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A further step is taken by remarking that one can use the results of
Sect. 4.9 to calculate some of the parameters from QCD. In particular, λ1 (it
actually vanishes) and ν1 = −16/(33 − 2nf ), cf. Eqs. (4.9.10, 12). Thus, to
LO, one writes

F2NS(x,Q2) =

{
B0NS

[
αs(Q2)

]−dN S(1−λNS)
[
xλNS − xµNS(αs)

]

+ A0NS

[
αs(Q2)

]−d0 Γ (1 + ν0NS)
1 + νNS(αs)

xµNS(αs)

}
(1 − x)νNS(αs),

(4.12.2a)

F2S(x,Q2) =

{
B0S

[
αs(Q2)

]−d+(1+λS)
[
x−λS − x−µS(αs)

]

+ A0S

[
αs(Q2)

]−d0 Γ (1 + ν0S)
1 + νS(αs)

x−µS(αs)

}
(1 − x)νS(αs).

(4.12.2b)
Here λNS can be related to the ρ trajectory intercept, and we find λNS = 0.5.
The µ(αs) can be calculated in terms of the other parameters using the
sum rules of Sect. 4.9i, and one then fits the seven remaining parameters:
A0NS , A0S , B0NS , B0S , ν0NS , ν0S and finally λS . Similar equations follow for
the longitudinal structure function, and the gluon one, without introducing
new parameters: see López and Ynduráin (1981), where the NLO corrections
are also included. The equations (4.12.2) are not exact, of course, but they
deviate only by some 1% from the exact results in a reasonable range of x, Q2

values.
It is possible to complicate the parametrizations, with greater or lesser

fortune; parametrizations with as many as 24 parameters may be found on
the market. Generally speaking, this is self-defeating, and indeed the author is
unaware of any parametrization that (no matter how sophisticated) is valid
much beyond the region where it is fitted to experiment. For this reason,
precise results require exact reconstruction methods, to which we now turn.

ii Exact Reconstruction

The QCD evolution equations predict structure functions F (x,Q2) in terms of
an input at a fixed Q2

0. We may effect this by inverting the Mellin transform.
We use well-known methods to invert Laplace transforms (to which Mellin
transforms reduce by a change of variables) to write, for a nonsinglet structure
function,

FNS(x,Q2) =
∫ 1

x

dy b(x, y;Q2, Q2
0)FNS(y,Q2

0), (4.12.3a)
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where the kernel b can be calculated in terms of anomalous dimensions and
coefficients. To LO, this has been given by Gross (1974):

b(x, y;Q2, Q2
0) =

∞∑

j=0

Gj(r)b0(x, y; r + j), r =
16
2β0

log
αs(Q2

0)
αs(Q2)

; (4.12.3b)

G0 = 1, G1(r) = −r

2
, G2(r) = r

3r + 14
24

, . . . ,

b0(x, y; r + j) =
x

y

1
Γ (r + j)

(
log

y

x

)
e(3/4−γE)r.

(4.12.3c)

To NLO, see González-Arroyo, López and Ynduráin (1979).
Alternatively, one can use the Altarelli–Parisi equations directly: for the

nonsinglet (cf. Eqs. (4.8.14)),

Q2∂

∂Q2
qf (x,Q2) =

αs(Q2)
2π

∫ 1

x

dy

y
P

(0)
NS

(
x

y

)
qf (y,Q2).

The kernels have been calculated to NLO by Curci, Furmanski and Petronzio
(1980) and Furmanski and Petronzio (1980); to NNLO, see Moch, Vermaseren
and Vogt (2004a, b; 2005a, b). Without doubt, the more explicit character
of these equations has influenced the fact that, from the early eighties, they
have been the ones preferred when making exact QCD calculations.26

iii Structure Functions at Small x

In recent years, HERA27 has produced a remarkable set of results on electro-
production deep inelastic scattering, from very small to very large Q2, and
reaching to x as little as 10−5 or less. The interest of these measurements,
from our point of view here, is that they allow us to test QCD in a region
where, as shown in Sect. 4.9iv, there is no theoretical unanimity on the input,
and there is even doubt on the applicability of the OPE analysis (Sect. 4.9v).

We will consider the combined H1 and Zeus data, and differentiate be-
tween two regions: in the first we have Q2 ≥ 8.5 GeV2; the second comprises
very small values of x and we allow Q2 to vary from 8.5 GeV2 down to
Q2 ∼ 0.11 GeV2.

26The first comparisons of QCD predictions for violations of scaling with experi-
ment were carried out by Hinchliffe and Llewellyn Smith (1977) and by De Rújula,
Georgi and Politzer (1977a b). To NLO, the first evaluation is that by González-
Arroyo, López and Ynduráin (1979). Use of the Altarelli–Parisi method was
started by Abbott, Atwood and Barnett (1980). More recently, the calculations
have been usually performed by the experimental groups themselves: Aubert et
al. (1981) for muon DIS, Berge et al. (1991) for neutrino scattering, and so on.

27Excellent reviews of the HERA data, including comparison with the various the-
oretical models, are those of Cooper-Sarkar, Devenish and De Roeck (1998),
Abramowicz and Caldwell (1999) and Wolf (2001).
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Fig. 4.12.1. Comparison of theory and experiment for low x, large Q2.

Combined H1 and Zeus HERA data. The asymptotic approach to exact

scaling (horizontal curves) as Q2 → ∞ is clearly seen here.

Starting with the large Q2 region, we consider first the predictions of the
BFKL Pomeron, with the assumption that the scale of αs is Q2, so we write

F2(x,Q2) �
x→0

(const.) × x−ω0αs(Q2), ω0 =
4CA log 2

π
. (4.12.4)

This is in clear disagreement with the data, as shown in Fig. 4.12.1:
Eq. (4.12.4) implies that F2(x,Q2) should decrease as Q2 increases, contrary
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to the trend of the experimental data. It has been speculated that NLO
corrections28 could modify (4.12.4) to

F2(x,Q2) �
x→0

(const.) × x−ω0αs(Q2)+k1αs(Q2)2

and that this could produce the experimentally observed increase, at least for
subasymptotic Q2. This is also not borne out by the data. In fact, in this case,
we would expect that perhaps F2 would increase for the smaller Q2; but the
trend should be inverted as Q2 grows, and one could see F2 decreasing for the
larger Q2. But this is again not seen in experiment. Finally, the trend becomes
worse for smaller x. One must conclude that, at presently attainable energies
and values of x, the analysis in terms of log x summations is incomplete.

We then accept the OPE analysis, and consider fitting with either the
assumption of a soft or a hard Pomeron, Eqs. (4.9.23) or (4.9.24). If we use
the first it is possible to produce a reasonable fit to the data for large Q2,
but (as we will discuss later) the assumption is incompatible with what we
find experimentally at small Q2 and very small x. With the hard Pomeron,

FS(x,Q2) �
x→0

B0S

[
αs(Q2)

]−d+(1+λ)
x−λ,

we get a very good fit, including the NLO corrections, if x < 10−2. For
larger x, subleading corrections are important. These may have the following
possible origins. First, we may have a subleading Regge trajectory. This can
be a P ′ (Barger and Cline, 1969) or even a soft Pomeron, so that at Q2 = Q2

0

one had F2 ∼ (const.)x−λ + const. But even if one had exactly F2 = Cx−λ

at a fixed Q2
0, QCD evolution would give a subleading piece similar to that

produced by a soft Pomeron: this is because, as mentioned in connection
with the soft Pomeron in Sect. 4.9iv, the exponent of (4.9.23) is universal for
any singularity other than x−λ. If we thus add for background the simplest
choice, i.e., a soft Pomeron, and thus write (to LO)

FS(x,Q2) �
x→0

B0S

[
αs(Q2)

]−d+(1+λ)
x−λ

+
c0

| log x|

[
9| log x| log[αs(Q2

0)/αs(Q2)]
4π2(33 − 2nf )

] 1
4

× exp

{√

D0 log x|
[
log

αs(Q2
0)

αs(Q2)

]
− D1 log

αs(Q2
0)

αs(Q2)

}
,

(4.12.5)

then we find the fit shown in Fig. 4.12.1: we get an excellent reproduction
of experimental data. Thus we see that the OPE plus the hard Pomeron
hypothesis suffices to fit experiment down to x = 10−4 and up to Q2 =

28Higher order corrections have been considered by Fadin and Lipatov (1998), Cam-
ici and Ciafaloni (1998) and by Andersen et al (2004).
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900 GeV2. The values of λ found are λ � 0.44±0.04, in interesting agreement
with the results of the old analyses (López and Ynduráin, 1981, and references
quoted there) that gave 0.37 ± 0.07.

iv Structure Functions at Small x and Small Q2

To finish this very long chapter, we will discuss somewhat the small x, small
Q2 ≤ 8.5 GeV2 behaviour of structure functions, following Adel, Barreiro and
Ynduráin (1997). This is of interest because it tests the input assumptions,
because it permits us to establish contact with the (soft) hadron physics
and because, somewhat surprisingly, it produces evidence for a conjectured
property of the strong coupling, viz., saturation.

Indeed, the quality of the results obtained by assuming that at values of
Q2

0 ∼ 3 GeV2 one has a hard singularity, x−λ, plus a soft (constant) Pomeron
term, evolved with QCD to larger values of Q2, leads us naturally to question
whether it is possible to extend the analysis to the low Q2 region as well.
Bearing in mind that, unless we were able to perform a full, nonperturbative
calculation, we must content ourselves with phenomenological estimates. Here
we use approximate, QCD-inspired formulas and assumptions and enquire
whether we can still fit the data. We will find that this is indeed the case;
in particular, we will see that the extension of the fit of the data to Q2 → 0
implies self-consistency conditions for both the singlet and the nonsinglet,
which will allow us to calculate the constants λ, λNS , getting values that are
in uncanny agreement with the high Q2 determinations.

The expression for the virtual photon scattering cross section in terms of
the structure function F2 is

σγ(Q2)p(s) =
4π2α

Q2
F2(x,Q2), with s = Q2/x. (4.12.6)

We would like to describe this down to Q2 → 0. In the low-energy region,
we take the soft-Pomeron dominated expression to be given by an ordinary
Pomeron, i.e., behaving as a constant for x → 0 (or, equivalently, s → ∞):
the expression for F2 that will, when evolved to large Q2, yield (4.12.5) is

F2 = 〈e2
q〉
{

BS [αs(Q2)]−d+(1+λ)x−λ

+C + BNS [αs(Q2)]−dNS(1−λNS)xλNS

} (4.12.7)

and we have added the NS contribution. Because we are interested in a semi-
phenomenological description, only LO formulas will be used.

On comparing (4.12.6) and (4.12.7), we see that we have problems if we
want to extend the latter to very small Q2. First of all,

αs(Q2) =
4π

β0 log Q2/Λ2
(4.12.8)
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diverges when Q2 ∼ Λ2. Secondly, Eq. (4.12.6) contains the factor Q2 in the
denominator, so the cross section blows up as Q2 → 0 unless F2 were to
develop a zero there.

It turns out that there is a simple way to solve both difficulties at the same
time. It has been conjectured that the expression (4.12.8) for αs should be
modified for values of Q2 near Λ2 in such a way that it saturates, producing
in particular a finite value for Q2 ∼ Λ2. To be precise, one alters (4.12.8)
according to

αs(Q2) → 4π

β0 log(Q2 + M2)/Λ2
,

where M is a typical hadronic mass, M ∼ mρ ∼ Λ(nf = 2), . . .
It has been argued that saturation incorporates important nonperturba-

tive effects. Here we will simply set M = Λ = Λeff , to avoid a proliferation
of parameters. Furthermore, this choice is favoured by quarkonium potential
arguments (see Richardson, 1979).29 For the soft Pomeron term we merely
replace the constant according to C → CQ2/(Q2 + Λ2

eff). The expression we
will use for low Q2 is thus

F2 = 〈e2
q〉
{

BS [α̃s(Q2)]−d+(1+λ)Q−2λsλ

+C
Q2

Q2 + Λ2
eff

+ BNS [α̃s(Q2)]−dNS(1−λNS)Q2λNS s−λNS

}
,

(4.12.9a)

where
α̃s(Q2) =

4π

β0 log(Q2 + Λ2
eff)/Λ2

eff

(4.12.9b)

and we have changed variables, (Q2, x) → (Q2, s = Q2/x).
We have still not solved our problems: given Eq. (4.12.6) it is clear that

a finite cross section for Q2 → 0 will only be obtained if the powers of Q2

in (4.12.9) match exactly. This is accomplished by construction for the soft
Pomeron term, but for the hard singlet and the nonsinglet piece it will occur
only if we have consistency conditions satisfied. With the expression given in
(4.12.9b) for α̃s, it diverges as const./Q2 when Q2 → 0 and so we only get a
matching of zeros and divergences for σγ(Q2=0)p(s) if λ = λ0, λNS = λNS0,
such that

d+(1 + λ0) = 1 + λ0, dNS(1 − λNS0) = 1 − λNS0. (4.12.10)

The solution to these equations depends very little on the number of
flavours; for nf = 2, probably the best choice at the values of Q2 which we
will be working with, one finds λ0 = 0.470, λNS0 = 0.522. The second is
in uncanny agreement with the value obtained with either a Regge analysis
in hadron scattering processes, or by fitting structure functions in DIS. The
first is larger than the value obtained in the fits to DIS with only a hard

29Further discussion of saturation may be found in Sect. 10.2iii.
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Fig. 4.12.2. Comparison of theory, Eq. (4.12.9), and experiment for low x,

small Q2. HERA data (H1 and Zeus).

Pomeron, which gave λ = 0.32 to 0.38, but falls within the range of values
obtained with hard plus soft Pomeron, λ = 0.44 ± 0.04. The description of
experimental data, as shown in the comparison of Fig. 4.12.2, is almost too
good for what one could expect from such a simple model. It is even more
interesting that, as the fits of the HERA groups have shown, this model is
the one that produces the best agreement with experiment; other hypotheses
yield theoretical curves that deviate substantially from data at very small
values of x; see, for example, the reviews by Cooper-Sarkar, Devenish and De
Roeck (1998), Abramowicz and Caldwell (1999) and Wolf (2001).



5 Perturbative QCD
II. OZI Forbidden Decays;
Drell–Yan Processes; Jets;
SVZ Sum Rules; Exclusive
Processes and so on.

5.1 OZI Forbidden Decays

The Zweig, or OZI, rule1 states that decays of heavy resonances that involve
disconnected quark graphs (i.e., graphs that can only be connected via gluon
lines) are suppressed. The rule works well for resonances such as the φ or
f2(1270), and very well for the J/ψ or Υ : in fact, the heavier the quarks and
the resonance, the better the rule works. In QCD this may be understood as
follows. Consider, for example, the decay of the J/ψ, made up of a c̄c pair
of quarks. Because the lightest particles with charm (the D) are too heavy
for the J/ψ to decay into them, the process J/ψ → hadrons has to proceed
via gluons. Due to the quantum numbers of the J/ψ, JP = 1−, we require at
least three gluons (Fig. 5.1.1). Therefore, the width will be

Γ (J/ψ → hadrons) ∼
[
αs(M2

J/ψ)
]3

,

and thus very small. A similar argument holds for Υ decays. The explanation
of this smallness was in fact one of the first successes of QCD (Appelquist
and Politzer, 1975; De Rújula and Glashow, 1975).

We will now elaborate on this. Let V denote a heavy vector particle,
V = J/ψ, Υ, Υ ′, . . .; we will, for definiteness, calculate for the J/ψ, and in-
dicate the general results at the end. Because the only mass scale –if we are
interested in an inclusive decay– is the mass of the J/ψ, we assume that the
running coupling in this formula is to be evaluated at Q2 = M2

J/ψ. The total
hadronic width is calculated as follows. Consider the operator c̄(x)γµc(x). It
has the quantum numbers of the J/ψ and can thus be used as a field operator
for this composite object. The total decay width is then proportional to

∑

Γ

〈0|c̄(x)γµc(x)|Γ 〉 × 〈Γ |c̄(x)γµc(x)|0〉.

1 Zweig (1964); Okubo (1963); Izuki, Okada and Shito (1966).
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u, d, s

u− , d
−

, u−
J/ψ

c

c−

G

G

G

Fig. 5.1.1. Hadron decays of J/ψ.

In perturbation theory, we may replace the sum over the hadrons |Γ 〉 by
a sum over gluon and quark states. To lowest order, the first contribution is
that of three gluons, so to this order we may replace the decay J/ψ → hadrons
by J/ψ → 3G; see the graph (a) in Fig. 5.1.2. This is identical to the decay of
positronium, up to a colour factor. So we have, writing the result in general
now,

Γh ≡ Γ (V → hadrons) =
64(π2 − 9)CD

9
|3S1(0)|2

M2
V

[
αs(M2

V )
]3

, (5.1.1a)

and the colour factor is

CD =
1

16Nc

∑

abc

d2
abc = 5

18 . (5.1.1b)

3S1(0) is the wave function for the c̄c inside J/ψ at the origin (we use standard
atomic spectroscopic notation), proportional to 〈J/ψ|c̄(x)γµc(x)|0〉. One can
obtain this wave function 3S1(0) from calculations like the ones we will review
in Chap. 6; but a prediction independent of 3S1(0) may be obtained if we
normalize to the leptonic width, V → e+e− (graph b of Fig. 5.1.2). In fact,
and again to LO,

Γl ≡ Γ (V → e+e−) =
16πQ2

qα
2|3S1(0)|2

M2
V

,

with Qq the electric charge of the quarks that make up V (in units of e), and
α the QED coupling. Therefore, the branching ratio is

BV
h/e+e− ≡ Γ (V → hadrons)

Γ (V → e+e−)
=

10(π2 − 9)α3
s(M

2
V )

81πα2Q2
q

. (5.1.2)
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c, b

c− , b
−

c, b

c− , b
−

G

G

G

e−

e+

(a)

(b)

+ 5 permutations

Fig. 5.1.2. The decays of V − J/ψ, Υ . (a) Into three gluons. (b) in e+e−.

The NLO corrections are very important. They stem from two sources:
corrections to the leptonic width, Γl (Barbieri, Gatto, Kögerler and Kunszt,
1975 to one loop; Beneke, Signer and Smirnov, 1998 to two loops2), which
give the one-loop expression

Γ
(NLO)
l = Γ

(LO)
l

{
1 − 4CF

αs

π

}
,

and corrections to the hadronic width (Mackenzie and Lepage, 1981),

Γ
(NLO)
h = Γ

(LO)
h

{
1 + (3.8 ± 0.5)

αs

π

}
,

with the Γ (LO) given by the previous formulas; the error in Γ
(NLO)
h is due

to the fact that the calculations are made numerically. Taking the ratio, we
have

BV
h/e+e− =

10(π2 − 9)α3
s(M

2
V )

81πα2Q2
q

{
1 + (−9.1 ± 0.5)

αs(M2
V )

π

}
.

To compare with experiment we have to take into account the errors
in this formula. Besides the one due to the numerical nature of the com-
putation of the hadronic width, we have finite mass corrections, including

2 The two loop correction to the branching ratio BV
h/e+e− has been calculated by

Penin and Pivovarov (1998).
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phase-space and velocity corrections, and the error due to the value cho-
sen for the renormalization of αs, Q2 = M2

V : it may be argued that a more
appropriate scale would be m2

q, or (MV /3)2, the latter because the decay pro-
duces three gluons.3 The finite mass corrections can be estimated by adding
a phenomenological piece µ2

0/M
2
V to the formula for BV

h/e+e− above. In this
way, one finds that it is possible to fit the experimental figures (Kobel et al.,
1992) for the Υ, Υ ′, Υ ′′ simultaneously with a value for the QCD parameter
of Λ(nf = 4, two loops) = 230 ± 80 MeV.

This value is compatible with what one finds from a comparison of the
decays Υ → 3G and Υ → GGγ, which can be similarly calculated and which
gives Λ � 190, and the result from J/ψ, ψ′ decays that yields a somewhat
smaller number, Λ ∼ 70+100

−20 MeV. The agreement between these determina-
tions of Λ is a nontrivial test of QCD, as is the fact that the results found are
compatible (within errors) with the deep inelastic values obtained in Chap. 4.

It is even possible to extend the analysis to the decays of the φ particle, a
bound state s̄s. In this case, one has to subtract decays into strange particles
(φ → K̄K) from the hadronic decays of the φ. The formulas are as in the
previous cases; one finds Λ ∼ 150 MeV, a very reasonable number even if the
reliability of the result is marred by the large size of the NLO corrections.

The decays of pseudoscalar resonances, such as the ηc or the (as yet
undiscovered) ηb, can be treated in a manner similar to that of the vector
ones, with a few variations. The relevant diagrams for hadronic decays, which
proceed via two gluons, are diagrams (a) of Fig. 5.1.3. One then normalizes to
the two-photon decay, ηc → γγ (diagrams b in Fig. 5.1.3). To leading order,

Γ (LO)(ηq → 2γ) =
48πQ4

qα
2

M2(ηq)
|1S1(0)|2,

Γ (LO)(ηq → 2G) =
32πα2

s

3M2(ηq)
|1S1(0)|2.

(5.1.3)

The next to leading order corrections are fairly large. One has

Γ (NLO)(ηq → 2γ) =
[
1 −

(
5 − π2

4

)
CF αs

π

]
Γ (LO)(ηq → 2γ),

Γ (NLO)(ηq → 2G) =
[
1 +

(
β0 log

µ

Mη
+ 53

2 − 31π2

24
− 8

9nf

)αs

π

]

×Γ (LO)(ηq → 2G).

(5.1.4)

3 It has also been claimed that one should take into account that the decays take
place for timelike momentum, while the asymptotic freedom formulas are derived
for spacelike momentum, so one should include the correction due to analyti-
cal continuation. The interested reader may find the results of the analysis in
Krasnikov and Pivovarov (1982) and Pennington, Roberts and Ross (1984).
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Fig. 5.1.3. The decays of ηc. (a) Into two gluons. (b) In γγ.

The second expression is valid in the MS scheme, and taking αs = αs(µ2);
it has been obtained by Barbieri, Curci, d’Emilio and Remiddi (1979). The
correction to Γ (ηq → 2G) is so large that one cannot trust the corresponding
prediction very much. If we go ahead anyway, we find the value

Γ (NLO)(ηq → 2G)/Γ (NLO)(ηq → 2γ) = 2.6 × 10−4,

and we have chosen µ = Mη. The experimental figure is (6 ± 4) × 10−4.
For heavy enough quarks, one can obtain rigorously results not only on

ratios, but also on exclusive decays (Duncan and Muller, 1980a).

5.2 Drell–Yan Processes

i Partonic Formulation

Consider a collision of two hadrons; then take one quark from one of them,
and an antiquark from the other. In the Drell–Yan (1971) mechanism they
annihilate into a vector boson (photon, W or Z particles) with large invariant
mass squared, Q2. The vector boson subsequently decays, or materializes, into
a lepton pair. In the case of a photon (Fig. 5.2.1) the lepton pair can be e+e−,
µ+µ− or τ+τ−; for a Z we have these same pairs, and neutrino-antineutrino
pairs as well. For the W mediated processes, we have eν, µν or τν as final
lepton pairs. For definiteness, we will consider here the photonic case; the
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f−
f x1p1

x2p2

h2

h1
γ

e+

e−

Fig. 5.2.1. Drell–Yan scattering with a photon intermediate state.

extension of the formulation to the W, Z mediated processes only requires
minor, and obvious, changes.

Let us denote by qfh(x) the parton distribution functions, defined in
Sects. 4.3, 4.8; the indices h, f indicate that the function refers to the distri-
bution of flavour f in hadron h. x is the fraction of the hadron momentum
carried by f so that, if p1, p2 are the momenta of the hadrons, then f car-
ries momentum xp1 (assuming f to be in h1). The total momentum squared
of the subprocess, f̄ + f → e+e−, which coincides with the invariant mass
squared of the photon, is thus

Q2 = (x1p1 + x2p2)2,

and the total energy squared of the hadron-hadron collision is s = (p1 + p2)2

so that, neglecting the hadron mass, we have Q2 � x1x2s.
In the Drell–Yan process we do not care about the hadronic debris (all

partons except f̄ , f in Fig. 5.2.1); we are only interested in the production
of the lepton pair, say e+e−. To calculate this, we first evaluate the cross
section for the subprocess f̄ + f → e+e− as if the quarks were free: thus

σ̂(0)(f̄ + f → e+e−) =
4πα2Q2

f

3NcQ2
. (5.2.1)

We have neglected the masses of e+, e− and of f̄ , f . The number of colours Nc

appears in the denominator because only f̄ , f of the same colour contribute;
Qf is the charge of f in units of e. To get the cross section for the full process,
we multiply σ̂(0) by the densities q̄fh1(x1), qfh2(x2), sum to all flavours and
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−

f
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×

Fig. 5.2.2A. Interference between the tree level Drell–Yan process and the

one including the one loop radiative correction to the f̄fγ vertex.

integrate all x1, x2 subject to the condition (x1p1 + x2p2)2 = Q2. Thus we
find the Drell–Yan cross section,

dσ(0)

dQ2
=

4πα2

3NcQ2s

∑

f

Q2
f

∫ 1

0

dx1

x1

∫ 1

0

dx2

x2
δ(1 − τ/x1x2)

×
{

qfh1(x1)q̄fh2(x2) + qfh2(x2)q̄fh1(x1)
}

, τ ≡ Q2/s.

(5.2.2)

Note that we have taken into account that you can have f come from h1

and f̄ from h2 or the converse. The variable τ , customarily used in analyses
of Drell–Yan scattering, gives the fraction of the energy (squared) that goes
into the lepton pair, e+e− in our case. Before entering into a discussion of
the QCD corrections, we want to make a few comments. We can have a
nucleon-antinucleon collision such as pp̄ and then both f , f̄ can be valence
partons; but, in pp collisions, necessarily f̄ must come from the sea. The sum
in (5.2.2) runs over all the f , valence and sea alike, that contribute. Of the
sea we consider that only quarks whose mass is m2

f � Q2 contribute, and
then the neglect of mf is justified. Which contribution is more important,
valence or sea (when both exist), depends on the value of τ . If τ is small,
then one of the xi must be small, thus favouring the sea. If τ allows values
of the xi near the valence maximum (∼ 1/3 to 1/4 at typical energies), then
the valence contribution will dominate. In general, we should consider both.

ii Radiative QCD Corrections

The higher order corrections to the lowest order Drell–Yan cross section,
Eq. (5.2.2), are of various types. First, we have to admit that the parton
densities depend on Q2 and we thus write qf (x,Q2). These densities are to be
taken as input and can be obtained from e.g. fits to deep inelastic scattering.
Secondly, we have virtual gluon corrections; namely, the radiative corrections
to the f̄fγ vertex. This interferes with the tree level diagram (Fig. 5.2.2A)
and gives thus corrections of order αs(Q2).
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f
−
f

e+

e−

f
−
f

e+

e−+

Fig. 5.2.2B. f̄ + f → e+e− + gluon. The two diagrams add coherently.

Then we have another type of correction. Because the hadronic debris is
not observed, we have to consider the possibility that in the scattering f̄f an
extra gluon is radiated:

f̄f → e+e− + G.

This is given by the diagrams of Fig. 5.2.2B, which add coherently one to
the other; they also cancel an infrared singularity of the one loop diagram in
Fig. 5.2.2A (see below).

Finally, it so happens that the initial hadrons do contain gluons, in ad-
dition to quarks and antiquarks. We can thus have gluon initiated processes:

G + f̄ → e+e− + f̄ ,

G + f → e+e− + f.

These processes are shown in Fig. 5.2.2C. The interactions with the spectator
partons need not be considered; they are the analogue of the higher twist in
deep inelastic scattering, and their contribution is likewise suppressed by
powers of 1/Q2.

The calculations of the radiative corrections to Drell–Yan scattering
are not easy, because of the interplay of infrared singularities and mass
singularities.4 They can be somewhat simplified, but only to NLO, because

4 The NLO corrections were evaluated by Altarelli, Ellis and Martinelli (1978,
1979) and Kubar-André and Paige (1979). See also Harada and Muta (1980)
and Humpert and van Neerven (1981). To NNLO, the evaluations are due to van
Neerven and Zijlstra (1992b).
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Fig. 5.2.2C. Gluon and f , f̄ initiated Drell–Yan scattering. The two

diagrams add in cross section (incoherently).

the non-Abelian character of QCD is trivial at this level; no gluon loops
appear, so one can regulate infrared singularities by giving the gluon a small
mass that is subsequently allowed to go to zero. One finds

dσ(NLO)

dQ2
=

4πα2

3NcQ2s

∑

f

Q2
f

∫ 1

0

dx1

x1

∫ 1

0

dx2

x2

{[
δ(1 − z) +

αs

π
θ(1 − z)ϕq(z)

]

×
[
qfh1(x1)q̄fh2(x2) + qfh2(x2)q̄fh1(x1)

]

+
αs

π
θ(1 − z)ϕG(z)

[
qfh1(x1) + q̄fh2(x1)

]
Gh2(x2, Q

2) + (1 ↔ 2)

}

(5.2.3a)
and the variable z is z ≡ Q2/x1x2s. The functions ϕq,G are

ϕq(z) =
CF

2

{
3

(1 − z)+
−6−4z +2(1+z2)

log(1 − z)
(1 − z)+

+
(

1 +
4π2

3

)
δ(1−z)

}

(5.2.3b)
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and

ϕG(z) = 1
2

[(
z2 + (1 − z)2

)
log(1 − z) +

9z2

2
− 5z + 3

2

]
. (5.2.3c)

1/(1 − z)+ is defined as in (4.8.13b).
From a practical point of view, we distinguish two possibilities. In the

first situation, that occurs for example in pp collisions, the antiquark has
to be taken from the sea in one of the protons. Then the contribution of
both q̄ and G terms in (5.2.3) are comparable. In cases such as p̄p collisions
the process may be mediated by valence quarks. Then the dominant term in
(5.2.3) is the qq̄ one.

The corrections due to the processes shown in Figs. 5.2.2B, 5.2.2C are
such that (except when the parton radiated is very soft) the energy of the
leptons is not equal to that of the originating partons: this is why in the
corresponding term in Eq. (5.2.3) the δ(1 − z) is replaced by a more smooth
function. The corrections to the term proportional to δ(1 − z) stem from
vertex corrections (see Fig. 5.2.2A) and from radiation of zero momentum
gluons, which cancel the infrared singularity of the vertex.

Let us separate off explicitly the piece proportional to δ(1 − z) in
Eq. (5.2.3a), writing

δ(1 − z) +
αs(Q2)

π
ϕq(z) = KV (Q2)δ(1 − z) +

αs(Q2)
π

ϕreg(z), (5.2.4)

where ϕreg(z) is the regular part of ϕq, so that

KV (Q2) = 1 +
(

1 +
4π2

3

)
CF αs(Q2)

2π
. (5.2.5)

All the radiative corrections to the partonic formula in (5.2.3) are small,
except the term KV above which, in particular, contains the large coefficient
(2CF π/3)αs. This is so large that one may doubt the reliability of the QCD
calculation below ISR energies (with s1/2 = 60 GeV). Actually, the situation
is not as bad as it looks. First, at higher energies (such as the energies for
production of W, Z particles and higher) the correction is reasonably small,
of 30% or less. Secondly, part of the correction can be combined with higher
orders to obtain partial resummations which are exact, plus a remainder
with a much smaller second order correction. We will discuss this in the next
subsection.
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iii The K Factor

Let us take a closer look at the NLO corrections to Drell–Yan scattering,
especially at those given in Eq. (5.2.5) and in particular at the piece asso-
ciated with corrections to the vertex. It has been argued by Parisi (1980)
and by Curci and Greco (1980) that at least part of the large correction,
proportional to π2CF αs/π, may be combined with higher orders to give an
exponential which represents the exact sum of a class of diagrams, associ-
ated with exchange of soft gluons: in this way the corrections, though large,
would be under control. Parisi, and Curci and Greco, use the conjectured
infrared properties of the electromagnetic form factor of the quark (see, e.g.,
Korthals Altes and de Rafael, 1977) to suggest that the piece

1 + π2 CF αs

2π
(5.2.6a)

of KV is merely the beginning of the expansion of the exact exponential

exp
πCF αs(Q2)

2
≡ K(Q2). (5.2.6b)

This is the celebrated K factor (at times the name K factor is used for the
full correction; see Eq. (5.2.6c) below). If we accept this, it follows that we
should write the whole KV as

1 +
CF αs(Q2)

2π

(
1 +

4π2

3

)
→ eπCF αs/2

{
1 +

(
1 +

π2

3

)
CF αs

2π

}
; (5.2.6c)

the exponential is taken to be exact, and the remainder of the correction,
viz., the piece (

1 +
π2

3

)
CF αs

2π
, (5.2.6d)

is now comfortably small.
The problem with resummation is that it is not unique, nor is there any

guarantee that it will really improve convergence also for the higher orders.5

Leaving aside for the moment this last question, we will give three derivations
of summation whose differences will show the ambiguities clearly. For the first
two, we use renormalization group improvements of the vertex; and for the
third, a splitting of the interaction.

5 Resummation of soft gluons has become a subject in itself; it has been car-
ried over for a variety of processes. A list of references, without claim to com-
pleteness, but from which further work may be traced are the following: Ster-
man (1987) (general); Catani, and Trentadue (1989) (general); Korchemsky, and
Marchesini, (1993) (using the Wilson loop technique); Catani, Mangano, Nason,
and Trentadue (1996) (in hadron-hadron collisions); Catani, Trentadue, Turnock,
and Webber (1993) (in e+e− event shape observables); Catani and Trentadue
(1991) (large x in deep inelastic scattering); etc.
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(c)

(a) (b)

Fig. 5.2.3. Vertex corrections. (a) Spacelike vertex. (b) Timelike vertex.

(c) Ladder summation.

We start with the two first methods. Consider the bare electromagnetic
vertex of a quark (that we take to be massless) iγµ. Let q be the momentum
of the photon, and we start working in the spacelike region. To one loop we
get corrections to the bare vertex given by the diagram (a) in Fig. 5.2.3, that
we write as

iγµF1,

and we take into account only the Dirac form factor, F1, as it is the one that
is relevant at high energy. Let pi be the momenta of the quarks; for the time
being we put them off their mass shell, so we have p2 ≡ p2

i 	= 0. Moreover,
we regulate the infrared divergence by giving a small mass λ to the gluon.
Then, renormalizing in the MS scheme at ν2, and for |q2| 
 |p2|, λ2, we have

F1 � 1 − CF g2

8π2

∫ 1

0

dx x

∫ 1

0

dy

{
1
2 + log

−x(1 − x)(1 − y)q2

ν2

+
1 − x + xy

(1 − x)(1 − y) + y(1 − xy)p2/q2 − yλ2/q2

}
;

we neglected terms that vanish for

p2/q2 → 0, λ2/q2 → 0.
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The last term in the integrand above gives a double logarithm of q2, and
therefore dominates at large q2. We will henceforth work with double loga-
rithmic precision, so that we need consider only this term. From the above
expression for F1 we find two values for this quantity: if we let p2 = 0, but
keep λ 	= 0, we will be extracting the infrared behaviour, for on shell quarks.
If we set λ = 0 but keep p2 	= 0 we obtain the (one loop) high momentum
behaviour of the form factor, for off-shell quarks. To be precise, one finds

F1 �
λ�=0,p2=0

q2→∞

1 − CF αs

4π
log2 −q2

λ2
(5.2.7a)

and

F1 �
λ=0,p2 �=0

q2→∞

1 − 2
CF αs

4π
log2 −q2

p2
: (5.2.7b)

there is a difference of a factor of two between the two corrections. We may
use these results together with the renormalization group, which may be
proved to be a valid procedure in the Abelian case;6 we find the behaviour
(Sudakov form factor)

F1 �
λ�=0,p2=0

q2→∞

exp
(
−CF αs

4π
log2 −q2

λ2

)
(5.2.8a)

and

F1 �
λ=0,p2 �=0

q2→∞

exp
(
−2

CF αs

4π
log2 −q2

p2

)
. (5.2.8b)

Both expressions depend on the regulator mass, that it be λ2 or p2. But, for
Drell–Yan scattering, we are interested in timelike q2 (Fig. 5.2.3, b), and in
fact in the ratio between the timelike form factor (where Drell–Yan scattering
occurs) and the form factor at spacelike q2, which is where the quark and
gluon densities are defined in deep inelastic scattering. Thus we obtain the
ratios

|F q2>0
1 |2

|F q2<0
1 |2

� exp
πCF αs

2
, λ 	= 0, p2 = 0, (5.2.9a)

and
|F q2>0

1 |2

|F q2<0
1 |2

� exp πCF αs, λ = 0, p2 	= 0. (5.2.9b)

Note that the result is independent of the regulator masses. The first expres-
sion is the K factor of Parisi, and of Curci and Greco, Eq. (5.2.6b). As these
last authors have shown, the renormalization group analysis presented here is

6 Sudakov (1956); Bogoliubov and Shirkov (1959), pp. 536 ff.
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equivalent to summing an infinite ladder of soft gluons (Fig. 5.2.3, c) directly
in the timelike region.

It is not clear, on physical grounds, which is the more reasonable
procedure:7 the interpretation as sums of ladders of soft gluons seems to
point to (5.2.9a) but, on the other hand, we may argue that quarks in Drell-
Yan scattering are manifestly off-shell, as they are bound in the colliding
hadrons. If we accept this point of view we would use (5.2.9b); extracting it,
there would remain for KV a residual NLO correction of

(
1/2 − π2/3

) CF αs

π
,

which is small.
We will leave this discussion here and introduce another method of sum-

mation, providing a third, and perhaps more physical, approach to the prob-
lem. The derivation presents the advantage that it can be proved to be valid
rigorously for slowly moving heavy quarks. This situation is only of academic
interest for Drell–Yan scattering; but the same argument and conclusions
will hold for the important converse processes, say e+e− → b̄b near the b̄b
threshold.

What one does is to split the corrections to the partonic process into
a radiation and a Coulombic part; a separation which is particularly clear
in a Coulomb gauge, where the Coulombic part is simply the instantaneous
interaction. This can be taken into account by replacing the plane waves of
the free quarks in the initial state by relativistic Coulombic wave functions
obtained by solving the Dirac equation for a quark moving in the colour field
generated by the other. At short distances, the instantaneous interaction may
be represented by a Coulomb-type potential,

−CF αs

r
;

for more details, see Chap. 6. We then take into account the Coulombic
corrections by multiplying the cross section σ(0) in (5.2.2) by the Fermi factor

F =
|Ψ (+)

C (r)|2
|Ψ (0)(r)|2 , r ∼ 0,

where Ψ (0) is the free wave function, and Ψ
(+)
C is the wave function of the

incoming quarks in the Coulombic potential. This factor is familiar in the
theory of electromagnetic corrections to β decay or capture in nuclei (Fermi,

7 It should perhaps be remarked that we have here an ambiguity only in the choice
of the summation procedure; to any finite order in perturbation theory, both
methods will give the same result. This may be checked easily to NLO: if we take
p2 = 0 then, in the limit λ → 0, we pick the contribution of the radiation of a soft
gluon, which provides the missing piece to reconcile both ways of calculating.
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1934). With the known expression for the Ψ
(+)
C (Blatt and Weisskopf, 1952;

Rose, 1961; Ynduráin, 1996), we obtain, for quarks of equal mass moving
with a speed of v in the center of mass (v = c = 1 for massless quarks),

F =
[
1 + O(α2

s)
] πCF αs/2v

eπCF αs/2v − e−πCF αs/2v
e

1
2 πCF αs/v. (5.2.10)

This is very much like the K factor of Parisi et al., which is not surprising
if we notice that solving the Dirac equation in a potential is equivalent to
summing an infinite ladder like that in the graph (c) in Fig. 5.2.3; but not
exactly equal, thus emphasizing again the dependence of the results on the
chosen method of summation.

In this respect, one may also ask why there is no K or F type factor
in e+e− annihilations. The answer is that there is one. It gets canceled,
at the lowest orders, in inclusive cross sections for fast moving quarks; but
it is certainly there. In particular, it gives the dominant contribution for
production of heavy quarks at low speed (Sect. 5.4). However, and except
in this latter case, it is not very useful to perform partial summations. In
general, i.e., except for slowly moving quarks, exponentiation into a K or
F factor deteriorates convergence for e+e− → hadrons. There is also no
guarantee that convergence will be improved, even for Drell–Yan scattering,
beyond the lowest orders. For this reason, we present results with and without
exponentiation below.

Let us return to the K, F , factors. (5.2.10) may be proved to be the
correct expression, to relative corrections of order αs/v, for slowly moving
quarks. For fast quarks (v = 1) there is, a priori, no reason to prefer one
summation to the other among the three presented here.8 Fortunately, the
numerical difference among them is very slight. For example, for the Parisi–
Curci–Greco and Fermi factors we have the relation

F �
(

1 − (πCF αs)2

24

)
K,

and, numerically, the difference between exponentiation (the numbers inside
brackets below) or no exponentiation is also not too large: with Λ = 280 GeV,
and αs to three loops, we find

KV ∼ 1.52 [1.66],
√

Q2 = 10 GeV,

KV ∼ 1.39 [1.46],
√

Q2 = 40 GeV,

KV ∼ 1.34 [1.39],
√

Q2 = 90 GeV .

8 There exists, however, an argument in favour of (5.2.9b) and against the others,
that runs as follows: the introduction of a finite mass for the gluon is inconsistent
at higher orders, and also the higher order Dirac equation diverges at the origin.
On the other hand, the result (5.2.9b) may be obtained in QCD also by using
dimensional regularization, as shown by Magnea and Sterman (1990).
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s1/2 = 27.4 GeV

s1/2 = 62 GeV

Q(GeV/c2)

Fig. 5.2.4. Comparison of theory and experiment for Drell–Yan scatter-

ing, at energies s1/2 of 27.4 GeV and 62 GeV. From the 1987 analysis of

G. Altarelli, R. K. Ellis and G. Martinelli. Dotted lines: only leading or-

der. Continuous lines: NLO theoretical prediction. The separation of the

two nearby continuous lines reflects the uncertainty in the theoretical cal-

culation. Data from Angelis et al. (1979), Kourkoumelis et al. (1980) and

Ito et al. (1981).

The agreement between theory and experiment is excellent, down to ener-
gies where the exponentiation is important, as shown in Fig. 5.2.4, where the
quantity plotted is dσ/d

√
Q2dy at y = 0 (y defined below), in cm2 GeV−1.

This is particularly gratifying, because we have here parameter-free predic-
tions, since the parton densities are taken from deep inelastic scattering.

The variable Q2 is not the only one that can be singled out to analyze
Drell–Yan scattering. Two other commonly used variables are the rapidity,
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y, and Feynman’s xF variable. They are defined as

xF = x1 − x2, tanh y =
x1 − x2

x1 + x2
.

Recalling that τ = Q2/s = x1x2, one also has y = 1
2 log(x1/x2). The xF and

y are related to the longitudinal momentum of the e+e− pair, in the c.m. of
the colliding hadrons. The writing the explicit formulas for the differential
cross sections dσ/dτdy, both at partonic and NLO level, is left to the reader
as a simple exercise.

One can also measure the transverse momentum of the e+e− pair. This
should be due to radiation of a parton as in Figs. 5.2.2B, C, and will be
considered in the sections devoted to jets, particularly in Sect. 5.5.

5.3 Jets: Generalities

Consider the lowest order (actually, zero order in αs) annihilation e+e− →
hadrons. We will assume that the energy is substantially less than MZ , so
that we only have to consider the photon-mediated process.9 If quarks could
be produced as free particles, then it would make sense to calculate the cross
section for production of an individual pair of quarks q̄q,

e+e− → q̄q. (5.3.1)

Neglecting the mass of the quarks, letting s = (p1 + p2)2, θ = � (k1,p1) with
kinematics as in Fig. 5.3.1, we would get

dσ(0)

dΩ
=

α2Q2
q

4s
(1 + cos θ). (5.3.2)

Integrating on angles,

σ(0)(e+e− → q̄q) =
4πα2Q2

q

3s
, (5.3.3)

which agrees with the result of the rigorous QCD analysis of Sect. 4.1. Thus,
and although (5.3.2) makes no sense as it stands, (5.3.3) indicates that one
should be able to connect it with meaningful calculations.

A process such as (5.3.1) does not really exist even in QED. The reason
is that there is always the possibility that sufficiently soft gluons (photons, in
the case of QED) are radiated: as shown by the analyses of Kinoshita (1962)
and Lee and Nauenberg (1964), one has to consider cross sections into bunches
of final states, each quark being surrounded by gluons. Mathematically, this is

9 We consider photon mediated production for definiteness. There is no difficulty
in taking Z mediation into account, or in calculating also W mediated processes,
following, with obvious variations, the same arguments as we develop for photons.
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e+

e−
q

q−

k1

k2 p2

p1

Fig. 5.3.1. Diagram for e+e− → q̄q.

connected to the appearance of infrared divergences when calculating O(αs)
corrections to the lowest order e+e− → q̄q process, and shows that final states
should be carefully defined; in fact, the cross sections will depend on such
definitions.

The corrections are of two types: gluon radiative correction to the γq̄q
vertex (graph a in Fig. 5.3.2), which presents an infrared singularity; and
emission of an extra gluon,

e+e− → q̄q + G,

shown in the graphs (b) in Fig. 5.3.2, whose divergence for a soft gluon cancels
the infrared singularity of the vertex correction, so that the total cross section
is finite to order αs:

σ(1) = σ(0)

{
1 +

3CF αs

4π

}
. (5.3.4)

This suggests two strategies to make sense of a formula such as (5.3.2).
A first possibility is to consider not dσ/dΩ itself, but the expectation value
of infrared finite observables: an example of which is unity, and then the
expectation value is the total cross section.

A second possibility is to mimic the resolution of the infrared catastrophe
in QED. Thus, we realize that the processes e+e− → q̄q and e+e− → q̄q + G
are indistinguishable if either the energy of the gluon, k0, is below a certain
detection threshold, or if its three-momentum k and one of the momenta of
the quarks, p1, p2, form an angle smaller than the resolution power of the
detector: because, in QCD, quarks and gluons condense into hadrons before
reaching the detectors, it is, generally speaking, impossible to know whether
the detected hadrons came from a quark or a gluon, or from both. Moreover,
we identify (experimentally) q̄q and q̄qG when one of the quark energies pi0
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e+
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k1

k2 p2

p1

(a)

e+

e− q

q−

k1

k2 p2

p1

k

e+

e− q

q−

k1

k2 p2

p1

k

(b)

+

Fig. 5.3.2. Radiative corrections to the process e+e− → q̄q. (a) Vertex

correction, that gets multiplied by the uncorrected diagram. (b) Radiation

of a gluon.

is below the detection threshold: we detect qG (say) that we cannot tell from
qq̄.

Because of all of this, it follows that what one really measures, and what
one thus expects to be finite, is the sum of the cross sections e+e− → q̄q and
e+e− → q̄q + G with, in the second case,

pi0, k0 <εs1/2,

|� (p1,k)|, |� (p2,k)|, |� (p1,p2)| < δ,
(5.3.5)

and the quantities ε, δ characterize the detection efficiency. Similar conditions
will hold for e+e− → q̄q+nq+nq̄+n′G. This is the Sterman–Weinberg (1977)
analysis.

The amplitude corresponding to a diagram like (b) in Fig. 5.3.2 contains
the propagator for the virtual parton, let us say the quark, of the form

i
p/ 1 + k/ − mq

� i
p/ 1 + k/

2p1 · k
; (5.3.6)

we neglect mq compared to the energies involved. As stated above, the de-
nominator vanishes for soft partons, p10 or k0 � 0; or for collinear momenta,
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(a) (b)

(c) (d)

γ

Fig. 5.3.3. Conversion of a photon into three jets. The sequence of times is

abcd. One expects |ta − tb| � Λ−1, but tc,d − ta,b ∼ Λ−1.

p1 ‖ k. Conditions such as (5.3.5) precisely guarantee that this does not
happen; under them,

p1 · k > 1
2sε2δ2. (5.3.7)

Because cross sections involve integrals over all final momenta, the condition
(5.3.7) means that we get singularities of the type (log ε log δ)αs. This is negli-
gibly small when αs becomes small compared to 1/| log ε log δ|; therefore, the
partonic structure of the cross sections will become more and more apparent
as the energy increases, because then αs is tiny and we can afford small ε, δ.
The details in a few important cases will be found in the coming sections.

The full picture, however, is more complicated. As we have stated before,
only hadrons reach the detectors. At short distances and small times after the
materialization of, say, the photon, we can describe the process in terms of
partons, quarks and gluons, as in Figs. 5.3.1, 2. As these partons move apart,
the increasing strength of the interaction makes it energetically favoured the
creation of quark-antiquark pairs and of gluons from the vacuum. This cloud
dresses the original partons, then coalescing into hadrons (hadronization).
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Fig. 5.3.4. Two and three jet events in e+e− annihilations. The white

patches where the jets hit the outer detector are proportional to the en-

ergy of the jets. The signals, observed at LEP, are due to the processes

e+e− → Z → q̄q (upper figure) and e+e− → Z → q̄qG (lower figure).

(Courtesy of the Opal Collaboration)

This whole process, depicted schematically in Fig. 5.3.3, leads to the conver-
sion of the original partons into jets of hadrons, producing signals like those
shown in Fig. 5.3.4.
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Only the first part of the sequence, (a) and (b) in Fig. 5.3.3, can be
treated with perturbative QCD, if the momenta are large enough. What one
does to describe the whole process is to split it, somewhat arbitrarily, into two
phases: the generation of a certain number of quarks and gluons, described
perturbatively; and final hadronization, for which more or less plausible non-
perturbative models are used. For example, let p be the jet axis, for a given
jet, p =

∑
ph, where the sum runs over all the hadrons in the jet. Feynman

and Field (1977) define fragmentation functions, Dq/h(x) which give the dis-
tribution of the fraction x of momentum of hadrons in the jet generated
around q (and the same for gluon generated jets). A review of fragmenta-
tion, from a phenomenological point of view, is that of Söding (1983). In
the present text we will give theoretical arguments in favour of the so-called
Lund model of hadronization, first proposed by Andersson, Gustafson and
Peterson (1977, 1979), which we will make plausible from the strong coupling
limit in lattice QCD in Sect. 9.5.

This is not all. Among the quarks created you can have s̄s, c̄c or b̄b pairs.
These, particularly the last two, will produce particles that decay before
reaching the detectors. So, each original parton becomes a shower of particles
due to hadronization and decay: to the extent that the average number of
particles in a jet is ∼ 30 at PETRA or LEP energies, s1/2 from 40 to 200 GeV.
A three jet event observed at LEP in e+e− annihilation is shown in Fig. 5.3.4.
The theoretical generation of events has to be made with numerical Monte
Carlo programs. We refer to the literature quoted, and to Marchesini and
Webber (1984), Webber (1984), Barreiro (1986) etc. for details (in the last
reference, an excellent review of jets in electron-positron annihilations can
also be found).

5.4 Jets in e+e− Annihilations

i Two Jet Events

We first show how to calculate a physical two jet cross section in e+e− annihi-
lations. As before, and for the sake of definiteness, we will assume the process
to be mediated by a photon. The cross section for e+e− → q̄q is, at zero order
in αs, given by (5.3.2). However, and as explained in the previous section,
we have to correct this because one counts as two jets processes with three
partons10 if either two are traveling almost in the same direction, or one of
the three has an energy below the detector’s threshold. Thus we should com-
pute the cross section into “fat” jets, as in Fig. 5.4.1. This we will do later.
To show clearly the mechanism at work, we begin with a somewhat different
method. The total cross section to order αs is given by the inclusive result

10Or more. Here we will only consider the O(αs) corrections, so only processes with
three partons (quark-antiquark and a gluon) have to be taken into account.
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e+e−

δ

ε θ

Fig. 5.4.1. Two “fat” jets, with possible extra collinear partons (inside the

cones) and soft partons (inside the sphere). (Compare with Fig. 5.3.4).

(5.3.4). This includes two and three jets, cf. Fig. 5.3.2. Thus the effective, or
observable, two jet cross section will be obtained by subtracting, from the
piece proportional to αs in (5.3.4), the cross section into events which are
identified as not being two jet events, σ(2/ j). With obvious notation,

σobs(2j) = σ(2j + 3j) − σ(2/ j),

σ(2j + 3j) = σ(0)

{
1 +

3CF αs

4π

}
.

(5.4.1)

The cross section
e+e− → q(p1)q̄(p2)G(k),

where we put the momenta in brackets, can be calculated with the diagrams
of Fig. 5.3.2. Letting s = (p1 + p2 + k)2, xi = 2p0

i /s1/2, we have

1
σ(0)

dσ

dx1dx2
= 1

2CF
αs

π

x2
1 + x2

2

(1 − x1)(1 − x2)
, x1 + x2 ≥ 1; 0 ≤ xi ≤ 1.

(5.4.2)
This equation exhibits very clearly the singularities at xi = 1, corresponding
to k proportional to pi, including k = 0 as a particular case.

Now, this process will not be classed as a two jet event if the angle θ
between the quark momenta is smaller than a given π − η0 (Fig. 5.4.2) with
η0 related to the resolution of the detector. For, if |θ| < π − η0, the detectors
will disentangle the three jets. Therefore, the not-two-jet cross section will
be

σ(2/ j) =
∫

f

dx1 dx2
dσ

dx1dx2
,
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p1

p2

k

η

Fig. 5.4.2. The geometry of a qq̄G state.

where the upper limit of the integrals is deduced from Fig. 5.4.2 to be given
by the curve

f : x1 + x2 = 1 +
x1x2

2
(1 + cos η0).

The integral is easily calculated if we are only interested in terms that do not
vanish in the limit η0 → 0, i.e., as we have better and better experimental
precision. We find

1
σ(0)

σ(2/ j) �
η0→0

1
2CF

αs

π

{
log2 4

η2
0

− 3 log
4
η2
0

+
π2

3
+ 7

2

}
,

and the cross section into two observable jets will be found by subtracting
this as in (5.4.1):

ση0
obs(2j) = σ(0)

{
1 − CF αs

π

(
1
2 log2 4

η2
0

− 3
2 log

4
η2
0

+
π2

6
+ 1

)}
. (5.4.3)

The angular distribution of the jets is as in (5.3.2) inasmuch as we can neglect
η0 against θ. As expected, ση0

obs depends on the resolution η0.
This result may be compared with what one gets with the Sterman–

Weinberg method. We let δ be the half-angle defining the jet, and let εs1/2

be the energy threshold for detection (Fig. 5.4.1). Then a simple calculation,
essentially like the one before, gives

dσδε

dΩ
=

dσ(0)

dΩ

{
1 − CF αs

π

(
4 log δ log 2ε + 3 log δ +

π2

3
− 5

2

)}
. (5.4.4)
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The details of the derivation, including the full result (i.e., without the ap-
proximation δ, ε → 0) may be found in Weeks (1979). It is instructive to note
that (5.4.3) and (5.4.4) differ: the cross section depends on the very definition
of what is a two jet event.

It is also interesting to discuss the analogue of K or F factors here.
As for Drell–Yan processes (Sect. 5.2) we could sum a ladder of soft gluons,
and rewrite (5.4.4) extracting an exponential. For fast moving quarks, little is
gained by doing so. The situation is different for slowly moving heavy quarks.
Here one can use nonrelativistic quantum mechanics to write the cross section
for, e.g., e+e− → b̄b, as

dσ(e+e− → b̄b)
dΩ

�
v→0

F
dσ(0)

dΩ
,

where the factor F is given by a formula similar to (5.2.8), so that one has
F = πCF αs/[v(1 − exp(−πCF αs/v))] and v is the velocity, v = |pi|/pi0. We
can take the limit v → 0 to obtain the threshold cross section

σ(e+e− → b̄b) →
v→0

2π2NcCF

4m2
b

Q2
bα

2αs; Nc = 3. (5.4.5)

The fact that we still have enhancement is not intuitively obvious; it can be
traced to the influence of the b̄b bound states. The NLO corrections to (5.4.5)
are known (Adel and Ynduráin, 1995); they amount to multiplying the right
hand side of (5.4.5) by

{
1 +

[
β0

2

(
log

µ

mCF αs
− 1

)
+ a1

]
αs

π

}
,

with a1 = (31CA − 20TF nf )/36.
The equations like (5.4.3, 4) do not give the whole story. Because of

fragmentation (the breaking of single partons in jets consisting of several
hadrons, and eventual decay of some of these) there is some chance that an
event qq̄ be counted as an event with three, or more jets, if for example some
of the transverse momenta of the final hadrons are so large that pt/pi0 > sin δ.
This will give corrections to (5.4.3, 4) of order

〈N〉〈p2
t 〉

s
,

with 〈N〉 the average number of particles. These corrections are very impor-
tant in some situations, but not for two jet events, so we will leave them for
the time being.

Let us return to (5.4.3, 4). We will be able to take these formulas seriously
when the O(αs) corrections there are substantially smaller than the leading
term. Moreover, we want to differentiate the two jets, i.e., we want to have
η0 ∼ δ � π/2. Suppose, for example, that we require η0 ∼ π/8, and that the
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correction O(αs) should be at most 1/4 of the leading term. Neglecting all
but the dominant correction in (5.4.3) we obtain the condition

CF αs

2π
log2 4

η2
0

≤ 1/4, i.e., αs ≤ 0.11.

This implies LEP energies, s1/2 from 90 to 180 GeV. Even with a more exact
evaluation (the term log2 4/η2

0 is partially compensated at finite η0) a value
αs

<∼ 0.2 is required. This explains why the jet structure of the cross section
for e+e− → hadrons is only clearly seen at PETRA energies and above, i.e.,
for s1/2 ≥ 20 GeV.

ii Three Jet Events

The three parton cross section, which we have already evaluated in (5.4.2), is
proportional to αs. This is why its study is particularly interesting: it affords
a direct determination of the quark-gluon coupling.

For a three jet event we define, with the kinematics of Fig. 5.4.2,

x1 = 2p0
1/s1/2, x2 = 2p0

2/s1/2, x3 = 2k0/s1/2 = 2 − x1 − x2. (5.4.6)

To analyze the three jet events we will use three representative variables.
The first one Y we define,11 for physical particles, as

Y ≡ 4
3

∑
i<j |pi × pj |2

{
∑

ij p0
i p

0
j}2

. (5.4.7a)

For partons, this definition gives immediately

Y = (x1 + x2 − 1)(1 − x1)(1 − x2). (5.4.7b)

Clearly, Y vanishes for a two jet event, and also for three jets when any of
the xi = 1, thus canceling the infrared and collinear singularities of the cross
section. The maximum of Y is 1

27 , and its average is immediately obtained
integrating with (5.4.2); we get

〈Y 〉q̄qG =
1

σ(0)

∫
dσ Y =

CF αs

15π
. (5.4.8)

The differential cross section with respect to Y is

1
σ0

dσ

dY
=

CF αs

2π
I(Y ), (5.4.9a)

11This variable is similar to the variable V introduced in the 1993 edition of this
text; actually, it is identical for partons, but slightly more convenient for physical
particles and especially for more than three jets. I am grateful to R. Akhoury and
J. Vermaseren for pointing this out.
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with

I =
∫ 1

0

dx1

∫ 1

0

dx2
x2

1 + x2
2

(1 − x1)(1 − x2)
δ((x1 + x2 − 1)(1 − x1)(1 − x2) − Y );

(5.4.9b)
the condition x1 + x2 − 1 ≥ 0 is automatically fulfilled thanks to the delta
function.

Measuring Y via (5.4.7a) immediately gives the value of αs. A complete
evaluation, however, would require us to take into account the radiative cor-
rections, which involves in particular four jet events, and of hadronization.
For the last, a simple estimate gives

〈Y 〉2jet �
2〈p2

t 〉
3s

.

At s1/2 = 35 GeV and with the experimental values of 〈p2
t 〉 this gives

〈Y 〉2jet
〈Y 〉q̄qG

� 0.1,

which emphasizes the far from negligible effects of hadronization.
A popular variable is thrust (Farhi, 1977). For physical particles, it is

defined as

T = 2max
∑̃

|pi‖|2
s1/2

. (5.4.10a)

The sum in the numerator runs over all the particles in a hemisphere; the
pi‖ are the components of the momenta of the particles along the jet axis
contained in the hemisphere. The plane defining the hemisphere is chosen
perpendicular to the jet axis; and the latter is found by requiring T to be
maximum. That is to say, one chooses a direction characterized by the polar
angles (θ, φ) as arbitrary jet axis, and evaluates T (θ, φ). Then one varies θ
and φ until a maximum is found: these are the polar angles of the jet axis,
for the most energetic jet. In terms of partonic variables, one obviously has

T = max{x1, x2, x3}. (5.4.10b)

Integrating the cross section (5.4.2) at fixed T one finds the differential cross
section

1 − T

σ(0)

dσ

dT
=

CF αs

2π

{
9T 2 − 24T + 12 +

6T 2 − 6T + 4
T

log
2T − 1
1 − T

}
.

(5.4.11)
For a two jet event, T = 1: this is the reason why we multiplied by 1 − T
in (5.4.11). T varies between 1 and 1/3, and its average value is (De Rújula,
Ellis, Floratos and Gaillard, 1978)

〈1 − T 〉qq̄G =
CF αs

2π

{
− 3

4 log 3 − 1
18 + 4

∫ 1

2/3

dT

T
log

2T − 1
1 − T

}
� 1.05

αs

π
.

(5.4.12)
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Finally, the energy-energy correlation, or EEC,12 is defined as follows.
Choose an angle χ different from 0 and π. Then the EEC is

1
σ(0)

dΣ

d cos χ
=

1
Ns

2
∆χ sin χ

N∑

A=1

∑

pairs in ∆χ

EAaEAb. (5.4.13)

The symbols here are as follows. A labels the events. In each event, EAa and
EAb are the energies of two particles separated by an angle χ ± 1

2∆χ, ∆χ
being the resolution.

To calculate the EEC we notice that, for small resolution ∆χ, the con-
dition

χ − 1
2∆χ ≤ θab ≤ χ + 1

2∆χ,

with θab the angle between the momenta of particles a, b, can be imposed
including a factor

δ(χ − θab)∆χ = δ(cos χ − cos θab)∆χ sin χ.

Moreover, and with a, b, c varying from 1 to 3,

cos θab = (x2
c − x2

a − x2
b)/2xaxb, c 	= a, b; EaEb = sxaxb/4,

and x3 = 2 − x1 − x2. Therefore, and substituting (5.4.2) for the jet cross
section,

1
σ(0)

dΣ

d cos χ
=

CF αs

4π

×
∫

dx1

∫
dx2

x2
1 + x2

2

(1 − x1)(1 − x2)

∑

a<b

xaxbδ(cos θab − cos χ)

=
1
ζ

∫ 1

0

dx

{
x3 + x

(1 − ζx)2
− 2ζ

x2 − x3

(1 − ζx)3
+ ζ2 x3(1 − x)2

(1 − ζx)4

}

+
1

1 − ζ

∫ 1

0

dx
x3 − x4

(1 − ζx)2
,

ζ =
1 − cos χ

2
.

The remaining integration is elementary. We find the expression, valid to
leading order and for three jet events,

1
σ(0)

dΣ

d cos χ
=

CF αs

8π

3 − 2ζ

ζ5(1 − ζ)
[
2(3 − 6ζ + 2ζ2) log(1 − ζ) + 3ζ(2 − 3ζ)

]
.

(5.4.14)

12Basham, Brown, Ellis and Lowe (1978). Second order corrections calculated by
Ali and Barreiro (1982) and Ellis, Richards and Stirling (1982).
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Fig. 5.4.3. Comparison of energy-energy anticorrelation with experiment.

Broken lines: perturbative QCD, O(α2
s) + O(α3

s). Solid lines: including

fragmentation. CELLO and Pluto data. (Communicated by F. Barreiro,

1991).

At times, one uses the anticorrelation,

1
σ(0)

{
dΣ(π − χ)

d cos χ
− dΣ(χ)

d cos χ

}
,

for which radiative corrections are particularly small. A comparison of the
QCD prediction with experiment at PETRA is shown in Fig. 5.4.3. The
importance of hadronization at small χ is apparent there. The corresponding
value for the QCD parameter is

Λ =





280+110

−90 MeV (CELLO data),

170+150
−100 MeV (PLUTO data).

The difference between the two determinations is a measure of the system-
atic differences in the data. The importance of hadronization decreases at
the very high energies of LEP where, in particular using the large number
of events at the Z particle peak, one finds precise determinations of event
shape processes. A recent article summarizing measurements of event shape
distributions, and theoretical calculations in LEP, from 90 to 210 GeV, with
references to previous work may be found in Abbiendi et al. (2005).
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iii Multijet Events

Four jet events present the novel feature that the tree level amplitude involves
diagrams with gluon self-couplings. Calculations of the amplitudes and cross
sections are very involved; they may be found in Ali et al. (1980), Ellis, Ross
and Terrano (1981), Gaemers, Oldham and Vermaseren (1981), Danckaert
et al. (1982), etc. We will only say that the experimental analysis is corre-
spondingly complicated, but the evidence for the necessity of the triple gluon
coupling appears clearly.

iv Gluon Jets in Quarkonium Decays

We discuss this topic here because the study of quarkonium decays is mostly
performed with e+e− accelerators.

Let us consider a vector resonance of heavy quarks, say the J/ψ or the
Υ . The last is sufficiently heavy that perturbative QCD may be applied to
it; not only to the calculation of the total decay rate (as in Sect. 5.1) but
also to the characteristics of the three jets into which the three gluons of
its dominating decay evolve. After a straightforward, but long, calculation,
essentially identical to that for positronium decay (Akhiezer and Berestetskii,
1963) we can write the differential decay rate as

1

Γ
(0)
3G

dΓ3G

dx1dx2
=

1
π2 − 9

{(
1 − x1

x2x3

)2

+
(

1 − x2

x1x3

)2

+
(

1 − x3

x1x2

)2
}

,

(5.4.15)
where xi = 2k0

i /MV , the ki are the gluon momenta, and MV is the mass of
the vector resonance. Γ

(0)
3G is the lowest order decay rate, Eq. (5.1.1):

Γ
(0)
3G =

160α3
s|3S1(0)|2
81M2

V

.

One can analyze this much as we did for qq̄G final states. For example,
letting T be the thrust, and integrating with (5.4.15), we find

1

Γ
(0)
3G

dΓ3G

dT
=

3
π2 − 9

{
4(1 − T )

T 2(2 − T )3
(5T 2 − 12T + 8) log

2(1 − T )
T

+
2(3T − 2)(1 − T )2

T 3(2 − T )2

}
,

and the average thrust is

〈T 〉3G =
3

π2 − 9

[
6 log(2/3) − 3

2 +
4π2

3
+ 20

∫ 1

0

dx
log x

2 + x

]
� 0.889.

We refer to De Rújula, Ellis, Floratos and Gaillard (1978) for more details.
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5.5 Jets in Hadron Physics

We first briefly describe two situations in which, besides hadrons, leptons also
intervene, and concentrate later on jets produced in pure hadronic collisions.

The first process is deep inelastic scattering. When we studied it in
Chap. 4, we were interested in the inclusive cross section. It so happens,
however, that we can say more. Specifically, consider the parton struck by
the virtual photon (or W , or Z). One would expect that it would tend to sep-
arate itself from the rest (Fig. 5.5.1) and then a jet of hadrons would coalesce
around this struck parton. Its transverse momentum component, pJt (trans-
verse with respect to the momentum of the debris formed by the partons that
have not been struck, pΓ′) is

pJt =
1

|pΓ′ | |pJ × pΓ′ |.

If this is large, |pJt| 
 Λ, we expect that the process will be calculable
in perturbative QCD. (Of course, we have to allow for nondetection of soft
partons radiated in addition to the jet, and of partons emitted in a certain
cone around the direction of the jet.) This is indeed the case; the details of
the LO calculation may be found in Méndez (1978). With the advent of the
HERA electron-proton collider, operating at huge energies, the jets produced
in deep inelastic collision have been studied in great detail, including processes
in which two or even more jets are produced.

pΓ

pJ

e e

Fig. 5.5.1. Deep inelastic production of a jet.
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Fig. 5.5.2. Jets in ep deep inelastic scattering, as observed by the ZEUS

group at HERA. The isolated straight line is the electron, with an energy of

12.5 GeV; besides it, two jets are clearly seen. The light patches are propor-

tional to the energy deposited by the particles. The hadronic debris, along

the forward direction is not detected. (Communicated by J. Puga, 1998).

The second process is Drell–Yan production of lepton pairs. When eval-
uating QCD radiative corrections, we referred to the eventual radiation of a
parton, as in the diagrams of Fig. 5.2.2B, C. If the transverse momentum of
the parton (also here, transverse means with respect to the axis defined by
the hadronic debris) is large, we should be able to disentangle it from the
rest of the hadron fragments, which will continue mostly along the axis of
collision, as shown in Fig. 5.5.3. The transverse momentum of the jet can be
inferred from that of the e+e− pair, which is why the present process is eas-
ier to study experimentally than the former one. The theoretical calculations
may be found in Sterman and Libby (1978), Altarelli, Parisi and Petronzio
(1978), Parisi and Petronzio (1979), Curci, Greco and Srivastava (1979), Dok-
shitzer, Dyakonov and Troyan (1980) and, including subleading corrections,
in Collins and Soper (1982); Kodaira and Trentadue (1983); Davies and Stir-
ling (1984); Altarelli, Ellis, Greco and Martinelli (1984); Altarelli, Ellis and
Martinelli (1985).

After these somewhat cursory descriptions, we will consider in more de-
tail the production of jets in purely hadronic collisions, probably the first
evidence, together with the observation of three jet events at PETRA, that
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pJ

h1

h2

e+

e−

Fig. 5.5.3. Drell–Yan production of e+e− and a gluon jet.

quarks and gluons, and not merely currents made out of quark fields, are
real.

Consider, typically, pp scattering at the Intersecting Storage Rings (ISR)
at CERN; it is there, both at the ISR and the p̄p Collider (as well as some-
what later in Fermilab) where pointlike structures were first discovered in
hadron-hadron collisions. The ISR c.m. energy was s1/2 ∼ 60 GeV. Hadron-
hadron scattering had been studied for a long time and it was known that
at small momentum transfer t (or, equivalently, small transverse momen-
tum pt) the scattering is dominated by diffractive and/or Regge phenomena
(Barger and Cline, 1969). In both cases, the cross section decreases exponen-
tially with pt at fixed c.m. energy:

dσ

d〈pt〉
∼ exp(−bpt), b � 6GeV−1. (5.5.1)

This behaviour is well followed by the cross section at ISR energies for
small average transverse momentum. At large 〈pt〉, however, the decrease ex-
pected from (5.5.1) stops; the cross section becomes much larger than the
value implied by (5.5.1) and in fact the experimentally observed decrease for
large transverse momentum is only power-like, precisely as occurs for scat-
tering of elementary, pointlike particles.13 This experimental trend is shown

13Of course this pointlike scattering ought to be present also at small 〈pt〉 but there,
because αs(p

2
t ) ∼ 1, it is masked by ladder exchanges and rescattering corrections

which do, presumably, generate Regge and diffractive type scattering.
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Fig. 5.5.4. The cross section, at large pt, for various average multiplicities

〈N/∆y〉. The quantity plotted is Ed3σ/d3p in cm2 c3 GeV−2, against pt.

Data from the CERN collider, UA1 experiment. The solid line is the extrap-

olation of the low pt exponential fit.

very clearly in Fig. 5.5.4. For large 〈pt〉, most of the cross section there can be
interpreted in terms of scattering of the point-like constituents of the hadrons.

At large momentum transfer, the scattered partons –quarks, antiquarks
and gluons– will generate individual jets (Fig. 5.5.5). The cross section for
the process can thus be calculated in terms of the elementary scattering
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p’2
∧

h1

h2

p’1
∧

x1p1

x2p2

Fig. 5.5.5. Example of a two jet production in a hadron-hadron

collision, via scattering of a gluon and a quark.

of the constituent partons, plus jet formation, much as in deep inelastic or
Drell–Yan jet formation.

Let us distinguish the variables for the elementary subprocess by putting
carets over them. With this notation, the c.m. energy squared of the colliding
partons is

ŝ = (p̂1 + p̂2)2 = (x1p1 + x2p2)2 = x1x2s, (5.5.2a)

with s the c.m. energy of the hadron-hadron collision, xi the energy frac-
tions carried by the partons, and we neglect parton and hadron masses. The
momentum transfer of the subprocess is

t̂ = (p̂1 − p̂′1)
2, (5.5.2b)

and we also define the variable û by

û = (p̂1 − p̂′2)
2 =

∑
m − ŝ − t̂, (5.5.2c)

where
∑

m is the sum of the masses of the four partons (two in and two out)
intervening; in our approximation,

∑
m = 0.

Let us denote generically by qhf (x, ŝ) the parton densities, including the
density of gluons, for which we have qhG(x, ŝ) = G(x, ŝ). The cross section
for the process

h1 + h2 → j(p̂′1) + j(p̂′2) + anything, (5.5.3)
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a b

c

Fig. 5.5.6. Diagrams involved in the calculation of qG scattering.

is obtained from the elementary cross sections

dσ̂(f1 + f2 → f ′
1 + f ′

2)
dt̂

(5.5.4)

where this last equation is evaluated with the help of diagrams like those
in Fig. 5.5.6, which correspond precisely to the process shown previously in
Fig. 5.5.5.

One then multiplies these cross sections by the appropriate partonic den-
sities, and sums over possible final states if, as is usually the case, the partons
that generate the jets are not identified, and averages over the possible initial
partons.

Schematically, one evaluates

1
N1N2

∑

f1f2

∑

f ′
1f ′

2

qh1f1(x1, ŝ)qh2f2(x1, ŝ)
dσ̂(f1 + f2 → f ′

1 + f ′
2)

dt̂
, (5.5.5)

where Ni are the number of possible partons (quarks, antiquarks and gluons,
counting colour) in hadron hi.
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The elementary cross sections dσ̂/dt̂ are calculated straightforwardly. If,
for example, we have the elementary process Gq as in Fig. 5.5.5, then the
Feynman diagrams that have to be considered are those shown in Fig. 5.5.6.
Denoting by A1, A2,A3 the amplitudes there (A3 being the amplitude in-
volving the triple gluon coupling), excluding the colour factors, then the
elementary cross section is proportional to

1
8 × 3

∑

ik,ab

∣∣∣
∑

l

tbklt
a
liA1 +

∑

l

taklt
b
liA2 +

∑

c

ifabct
c
kiA3

∣∣∣
2

.

After tedious but simple colour and Dirac algebra evaluations, the cross sec-
tion is obtained; it is included among those given in the following formulas.
We write14

dσ̂/dt̂ = (πα2
s/ŝ2)Φ,

and then we have

Φ(qq̄ → q′q̄′) = 4
9

t̂2 + û2

ŝ2
,

Φ(qq′ → qq′) = Φ(qq̄′ → qq̄′) = 4
9

ŝ2 + û2

t̂2
, q 	= q′;

Φ(qq → qq) = 4
9

(
ŝ2 + û2

t̂2
+

ŝ2 + t̂2

û2

)
− 8

27

ŝ2

ût̂
,

Φ(qq̄ → qq̄) = 4
9

(
ŝ2 + û2

t̂2
+

û2 + t̂2

ŝ2

)
− 8

27

û2

ŝt̂
;

Φ(qq̄ → GG) = 32
27

(
û2 + t̂2

ût̂

)
− 8

3

(
û2 + t̂2

ŝ2

)
,

Φ(GG → qq̄) = 1
6

(
û2 + t̂2

ût̂

)
− 3

8

(
û2 + t̂2

ŝ2

)
,

Φ(Gq → Gq) = 4
9

(
û2 + ŝ2

ûŝ

)
+

û2 + ŝ2

t̂2
,

Φ(GG → GG) = 9
2

(
3 − ût̂

ŝ2
− ûŝ

t̂2
− ŝt̂

û2

)
.

(5.5.6)

These formulas assume that the quarks are light (with respect to the
energies) and their masses are neglected. The production of heavy quarks has
features of interest. The tree level cross section may be found in Glück, Owens
and Reya (1978) and Combridge (1979). Radiative corrections are evaluated
in Altarelli, Diemoz, Martinelli and Nason (1988), Dawson, Ellis and Nason
(1989) and Beenakker et al. (1991). Soft gluons may actually be summed to
all orders for production of heavy quarks (Fadin, Khoze and Sjöstrand, 1990;

14Combridge, Kripfganz and Ranft (1978); Calahan, Geer, Kogut and Susskind
(1975); Cutler and Sivers (1977).



226 Chapter 5

η

-6

-4

-2

0

2

4

6

φ

0

100

200

300

T
E

0

20

40

Fig. 5.5.7. “Lego plot” of a two jet event in p̄p collision at the Teva-

tron. The height of the towers is proportional to the (transverse) energy

deposited in the detectors. η is called the pseudorapidity; it is defined by

η = − log tan θ/2. θ, φ are the polar angles in the detector. (Courtesy of

the CDF collaboration).

Laenen, Smith and van Neerven, 1992). For massless quarks, the radiative
corrections are not known, so Eq. (5.5.6) is as far as one can go at present.
This is unfortunate because we would expect large K-type corrections that
will at times enhance (for GG or qq̄′, when the quantum numbers of the state
are such that it is a colour singlet) and at times suppress the cross section
(when the quantum numbers are those of a colour octet). What is known,
on the other hand, is the three jet cross section (Sachrajda, 1978). We refer
to the review of Jacob and Landshoff (1978) for more information on this
subject.

5.6 The SVZ Sum Rules

In this section we will consider a method for obtaining static properties
of hadrons from perturbative QCD, plus some nonperturbative input. Con-
versely, the method can be used together with experimental information, to
obtain the value of QCD parameters, notably quark masses and quark and
gluon condensates 〈q̄q〉, 〈G2〉 etc. The method is variously known as SVZ
sum rules, from its originators (Shifman, Vainshtein and Zakharov, 1979a, b);
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ITEP sum rules, from the institution where these and a good number of their
followers did the earlier work; or simply QCD sum rules. A comprehensive
review is that of Narison (1989). Here we will discuss a few typical examples,
leaving for Sect. 7.4 an application to estimates of light quark masses, and
for Sect. 10.5 an evaluation of the gluon condensate.

The first example, which will serve to illustrate the method, is connected
with the φ resonance. We consider the two point function

Πµν
φ (q) ≡

(
−gµνq2 + qµqν

)
Πφ(q2) = i

∫
d4x eiq·x〈Tφµ(x)φν(0)〉vac, (5.6.1)

where φµ is a (composite) operator with the quantum numbers of the φ;
specifically, we take

φµ(x) = Cφ : s̄(x)γµs(x) : . (5.6.2)

The constant Cφ is chosen so that 〈vac|φµ(0)|φ(p, λ)〉 = (2π)−3/2εµ(p, λ); its
numerical value may be fixed from the decay φ → e+e−. In the nonrelativistic
approximation for the s̄s quarks inside the φ resonance we, would have

Cφ =
ms√

NcMφΨ(0)
,

with Ψ the s̄s wave function normalized to
∫

d3r |Ψ(r)|2 = 1 and Nc = 3 is
the number of colours.

In perturbation theory, the function Πφ(q2) grows at most as a logarithm
for |q2| → ∞; hence, any derivative

dNΠφ(q2)/(dq2)N ≡ Π
(N)
φ (q2)

with N ≥ 1 will satisfy an unsubtracted dispersion relation (Cauchy repre-
sentation)

dNΠφ

(dq2)N
≡ Π

(N)
φ (q2) =

N !
π

∫
ds

Im Πφ(s)
(s − q2)N+1

.

For |q2| near M2
φ, we expect the representation to be dominated by the φ

pole. Using the unitarity relation at the φ,

Im Πµν
φ (q) = 1

2

∑

λ

∫
d3p
2p0

〈0|φµ(0)|φ(p, λ)〉〈φ(p, λ)|φν(0)|0〉(2π)4δ(p − q),

we immediately find the pole value,

Im Πφ(s) =
π

M2
φ

δ(s − M2
φ),

and we approximate, for s ∼ q2,

Π
(N)
φ (q2) ≈ N !

M2
φ(M2

φ − q2)N+1
. (5.6.3)
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The mass Mφ is of 1 GeV; hence it is not totally absurd to evaluate Π
(N)
φ (q2)

using perturbative QCD: as we saw in Sect. 5.1, perturbative QCD describes φ
decay reasonably well. If we took the vacuum to be the perturbative vacuum,
we would obtain

Π
(N)
φ (q2) ≈

3C2
φ

12π2
(N − 1)!

1
(−q2)N

{
1 − ms

q2
+ · · ·

}
.

It turns out that it is impossible to fit (5.6.3) to (5.6.2), with the value
ms � 150 MeV.15 This indicates that nonperturbative effects are important.
These can be implemented most easily (at least the leading ones) by replacing,
in the perturbative calculation, the perturbative quark and gluon propagators
by propagators with the nonperturbative pieces included, as in Sect. 3.9ii; to
lowest order we only need Eqs. (3.9.12) and (3.9.15). Examples of detailed
calculations will be given later; we now only quote the result, which is

Π
(N)
φ (q2) ≈

3C2
φ

12π2
(N − 1)!

1
(−q2)N

{
1 − ms

q2
− 4π2N(N + 1)

q4
ms〈: s̄s :〉

− 3πN(N + 1)
8q2

〈αs : G2 :〉 + · · ·
}

.

(5.6.4)
One now finds that it is possible to fit (5.6.4) to (5.6.2) in a region |q2| ∼ M2

φ,
which indicates that the φ receives a good part of its mass not from the
perturbative mass of its constituent s quarks, but from the condensates.

We now present two detailed sample calculations of nonperturbative ef-
fects. The first is that of the quark condensate 〈s̄s〉 to Πφ in Eq. (5.6.4). From
(5.6.1),

Πµν
φ (q) = iC2

φ

∫
d4x eiq·x〈Ts̄(x)γµs(x)s̄(0)γµs(0)〉vac. (5.6.5)

Therefore, to zero order in αs,

Πµν
φ (q) = −iC2

φ

∫
dDk̂ Tr γµSs(k)γνSs(k + q). (5.6.6)

If we only considered the perturbative piece of the propagator, Ss = SP , we
would have obtained the perturbative piece,

Πµν
P =

8NcC
2

6
1

16π2
(−gµνq2 + qµqν)

[
Nε − log q2 + · · ·

]
, (5.6.7)

15The discrepancy is even more clear if we take ratios of consecutive derivatives,
for here the Cφ drop out.
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and then (5.6.3) would follow. The nonperturbative correction is obtained by
using the full expression, Ss = SP + SNP . The leading term is the mixed
term,

Πµν
NP,quark(q) � −iC2

φ

∫
dDk̂ Tr

{
γµSNP (k)γνSP (k + q)

+ γµSP (k)γνSNP (k + q)
} (5.6.8)

with SNP given by Eq. (3.9.12) and SP (k) = i/(k/ − ms). We find

Πµν
NP,quark(q) � (−gµνq2 + qµqν)

−2C2
φms〈s̄s〉
q4

,

from which the 〈s̄s〉 piece in (5.6.4) follows by differentiation.
As a second example of a detailed calculation, we take the evaluation of

the gluon condensate using charmonium spectroscopy; the same calculations
would work (in fact, better) for bottomium. We now consider the current

Jµ
c (x) = c̄(x)γµc(x); (5.6.9)

a two point function similar to the one we have been considering will now be

Πµν
c (q) = i

∫
d4x eiq·x〈TJµ

c (x)Jν
c (0)〉vac = (−gµνq2+qµqν)Πc(Q2), (5.6.10)

with Q2 = −q2.
The function Πc(Q2) is analytic in Q2 except for a cut16 running from

−4m2
c to −∞ and poles for −Q2 = M2

n, with M2
n the masses of the bound

states Vn = J/ψ, ψ′, . . . . Writing a Cauchy representation for the Nth
derivative, with N > 1 to avoid subtractions, we have

Π(N)
c (Q2) =

∑

n

(−1)NN !rn

M2
n(M2

n + Q2)N+1
+

1
π

∫
dt

(−1)NN ! Im Πc(−t)
(t + Q2)N+1

. (5.6.11)

The rn are the residues of the poles, calculable in terms of Vn → e+e−.
In contrast with the previous situation, the quantity 4m2

c is now large
enough for us to apply perturbative QCD at that scale. In fact, we will choose
an intermediate scale Q2

0 such that

Λ2 � Q2
0 � 4m2

c ;

for example, we may take Q2
0 � 2 GeV2. We can still use perturbation theory

at Q2
0; because Q2

0 � 4m2
c , it then follows that

Π(N)(Q2
0) � Π(N)(0)

16We neglect the cut due to light hadrons, below 4m2
c , because it gives corrections

of higher order, α3
s.
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Fig. 5.6.1. Diagrams for the LO gluon condensate contribution to Πc.

is calculable in perturbative QCD.
The purely perturbative contribution is elementary. The contribution

of the quark condensate can be evaluated as in the previous situation; it
turns out to be subleading with respect to the contribution of the gluon
condensate, which we shall calculate in detail in a moment. Neglecting the
quark condensate contribution, the result is

Π(N)(0) = R
(0)
N

{
1 +

BN 〈αsG
2〉

m4
c

+ · · ·
}

. (5.6.12a)

Here

R
(0)
N =

Ncm
2N
c

2π2
(−1)N (N − 1)![(N + 1)!]2

(2N + 3)!
, Nc = 3, (5.6.12b)

is the purely perturbative piece and

BN = −πCF N(N + 1)(N + 2)(N + 3)
48(2N + 5)

. (5.6.12c)

This last equation is obtained by replacing, in the two loop expression for Πc

(given by the diagrams in Fig. 4.1.2) the gluon propagator by its nonpertur-
bative piece, Eq. (3.9.15). Thus we have the diagrams of Fig. 5.6.1, where the
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blobs represent VEVs. The contribution of e.g. the diagram (b) in Fig. 5.6.1,
yields the term, to be included in Πµν

c (q),

[5.6.1(b)] = − g2CF

∫
dDp̂

∫
dDk̂ Dαβ

NP (k)

×Tr γµ
i

p/ − mc
γα

i
p/ + k/ − mc

γν
i

p/ + q/ + k/ − mc
γβ

i
p/ + q/ − mc

= − g2CF
〈G2〉

4(N2
c − 1)D(D − 1)(D + 2)

[
(D + 1)gαβ∂2 − 2∂α∂β

]

×
∫

dDp̂ Tr γµ
i

p/ − mc
γα

i
p/ + k/ − mc

γν
i

p/ + q/ + k/ − mc
γβ

i
p/ + q/ − mc

,

(5.6.13)
where the derivatives are with respect to k, and are to be evaluated at k = 0.
The calculation is simplified with the help of two tricks. First, since the
integral is convergent, we can set D = 4 directly. Secondly, the term ∂α∂β

comes from the Fourier transform of xαxβ ; recall Sect. 3.9ii. If we write

xαxβ = − 1
2x2gαβ + 1

8

∂2

∂xα∂xβ
(x2)2,

it follows that, up to gauge terms proportional to ∂α, ∂β (hence, after Fourier
transform, to kα, kβ) that will give zero in the end, we can replace

(D + 1)gαβ∂2
k − 2

∂2

∂kα∂kβ
→ (D + 2)gαβ∂2

k. (5.6.14)

The rest of the calculation is straightforward. Adding the contribution of
diagrams (a) in Fig. 5.6.1, the result reported in Eq. (5.6.12c) is obtained.

Let us return to (5.6.11). We can use the experimental values of Im Πc(−t)
obtained by subtracting the theoretically known contribution of the u,
d, s quarks from the value obtained from the experimental cross section
e+e− → hadrons. Likewise, we can take the residues rn from experiment:
so the whole right hand side of (5.6.11) is known. Integrating, we get an
experimental value for the left hand side, which we may compare with the
theoretical evaluation, Eqs. (5.6.12). In this way we obtain a determination
of mc, 〈αsG

2〉, or of mb, 〈αsG
2〉 if we apply the same calculation to b quarks,

for which case a more detailed evaluation of the condensate will be presented
in Sect. 10.4ii.

The values found in older determinations are17

m̄c(m̄2
c) = 1.27 ± 0.05 GeV, m̄b(m̄2

b) = 4.25 ± 0.1 GeV (5.6.15)

and
〈αsG

2〉 = 0.044+0.014
−0.010 GeV4 . (5.6.16)

17See, for example, the reviews of Novikov et al. (1978) and Narison (1989).
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The errors, however, have been lately shown to be overoptimistic. A more
recent evaluation of mb (Jamin and Pich, 1997) gives

m̄b(m̄2
b) = 4.25 ± 0.1 GeV,

but the more precise determinations of the masses are those obtained from
bottomium spectroscopy (Chap. 6). More recent determinations of the gluon
condensate tend to give much larger values than those reported in (5.6.16), up
to 0.1 GeV4; see Narison (1997). We refer to Chapter 10 for a more complete
discussion on these quantities, and specifically to Sect. 10.5ii for a detailed
evaluation of the gluon condensate using sum rules.

SVZ-type sum rules have been evaluated for a large number of correla-
tors. We will see in Sect. 7.4 applications to determinations of light quark
masses. Sum rules for correlators with the quantum numbers of the proton
are particularly interesting in that they provide a connection between the
mass of this particle and quark and gluon condensates (Ioffe, 1981; Rein-
ders, Rubinstein and Yazaki, 1981; Espriu, Pascual and Tarrach, 1983; and,
particularly, Chung, Dosch, Kremer and Schall, 1984).

5.7 Exclusive Processes

We will present a detailed discussion for the pion form factor; this will, we
hope, pave the way for the extension to other processes, for which we only
give the results.

One can define the pion form factor, Fπ by writing (cf. Fig. 5.7.1)

V µ(p1, p2) = (2π)3〈π(p2)|Jµ
em(0)|π(p1)〉

= (pµ
1 + pµ

2 )Fπ(q2), q = p2 − p1;
(5.7.1)

so defined, Fπ is normalized to Fπ(0) = 1.

p1

p2

q

π

π

Fig. 5.7.1. Kinematics for the pion form factor.
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+ ...

+ 2 more

Fig. 5.7.2A. Diagrams not contributing to the pion form factor.

To calculate this we write, suppressing the index “em” in the current,

V µ(p1, p2) = (2π)3〈π(p2)|TJµ
0 (0)ei

∫
d4xL0

int(x)|π(p1)〉,

with the index (or superindex) 0 indicating free fields. To second order,

V µ(p1, p2) = −(2π)3
g2

2!

∑

f=u,d

Qf

∫
d4xd4y 〈π(p2)|Tq̄0f (0)γµq0f (0)

×
∑

a,b

{
ū0(x)γρtau0(x)d̄0(y)γσtbd0(y) + (x ↔ y)

}
Ba

0ρ(x)Bb
0σ(0)|π(p1)〉

+ · · · .
(5.7.2)

The various combinations give rise to the terms depicted in the diagrams
of Figs. 5.7.2A and 5.7.2B. Actually, the diagrams in Fig. 5.6.2A give a zero
contribution, as can be checked by explicit calculation, and as is intuitively
obvious: in those diagrams there is no exchange of momentum between the
struck quark and the rest, so it is impossible that the pion bound state (which
implies, in particular, collinear momenta of the quarks traveling together)
can be formed again after the collision; for this reason their contribution is
omitted. The contribution of the diagrams in Fig. 5.7.2B is now, with i, j, k



234 Chapter 5

Fig. 5.7.2B. Diagrams contributing to the pion form factor.

colour indices and α, β and δ Dirac ones, and dropping the indices 0 for free
fields,

V µ(p1, p2) = −(2π)3g2
∑∫

d4xd4y 〈π(p2)|ūi
α(0)dk′

δ′ (y)γµ
αα′Sα′β(−x)

× taii′t
b
kk′γ

ρ
ββ′γ

σ
δδ′Dρσ(x − y)δabu

i′

β′(x)d̄k
δ (y)|π(p1)〉 + “crossed term”,

where the “crossed term” is that obtained from the other contraction in
(5.7.2), and normal ordering of the operators is understood.

Next, we perform a spacetime shift by y, and insert a sum over a complete
set of states,

∑
Γ |Γ 〉〈Γ |. Letting z = x− y and neglecting the quark masses,

we find

V µ(p1, p2) = (2π)3g2
∑∫

d4k

∫
d4p

∫
d4z eiz·(p−k)

(2π)4

∫
d4y eiy·(p+p2−p1)

(2π)4

×〈π(p2)|ūi
α(−y)dk′

δ (0)
∑

Γ

|Γ 〉〈Γ |ui
β′(z)d̄k

δ (0)|π(p1)〉γµ
αα′

× −p/ α′β

p2k2
gρσγρ

ββ′γ
σ
δδ′tcii′t

c
kk′ + (p1 ↔ p2).

The term (p1 ↔ p2) comes from the “crossed term”. We have not written
explicitly the contribution of the gauge terms as they give zero, to leading
order. In fact, we have evaluated the expression above in the Fermi–Feynman
gauge, but, after adding the (p1 ↔ p2) piece the result turns out to be gauge
invariant. To leading order we can replace the complete sum of states by only
the vacuum state,

∑
Γ |Γ 〉〈Γ | → |0〉〈0|.
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Let us next write

ui
β′(z)d̄k

δ (0) =
δik

4Nc
(γλγ5)β′δd̄(0)γλγ5u(z) − δik

4Nc
(γ5)β′δd̄(0)γ5u(z) + · · · ;

(5.7.3)
Nc = 3. Other terms (the dots) will not contribute to the pion form factor
due to the pseudoscalar and colour singlet nature of the pion. Of the two
terms in (5.7.3), the second contains the twist three operator d̄γ5u, and we
will neglect it for the time being. Then we find

V µ(p1, p2) = (2π)3
CF g2

48

∫
d4k

∫
d4p

∫
d4z eiz·(p−k)

(2π)4

∫
d4y eiy·(p+p2−p1)

(2π)4

× Tr γµp/ γργλγ5γργ
τγ5

p2k2
〈π(p2)| : ū(y)γτγ5d(0) : |0〉

× 〈0| : d̄(0)γλγ5u(z) : |π(p1)〉 + (p1 ↔ p2),
(5.7.4)

and the normal ordering is now written explicitly.
Let us concentrate on the terms 〈0| . . . |π〉, 〈π| . . . |0〉. We expand them

in powers of z and y; for example,

〈0| : d̄(0)γλγ5u(z) : |π(p1)〉

=
∑

n

zµ1 . . . zµn

n!
S〈0| : d̄(0)γλγ5Dµ1 . . . Dµn

u(0) : |π(p1)〉.
(5.7.5a)

S means symmetrization in the indices λ, µi. Neglecting terms proportional
to the pion mass, we define

(2π)3/2〈0|S : d̄(0)γλγ5Dµ1 . . . Dµn
u(0) : |π(p1)〉 ≡ in+1p1λp1µ1 . . . p1µn

An.
(5.7.5b)

Furthermore, we introduce the “parton wave function”, Ψ(ξ), such that

An =
∫ 2

0

dξ ξnΨ(ξ); (5.7.5c)

then,

〈0| : d̄(0)γλγ5u(z) : |π(p1)〉 = ip1λ

∫ 1

0

dξ eiξp1·zΨ(ξ). (5.7.6)

All of this has been accomplished formally. When renormalizing, we will have
to replace g → g(ν) and realize that An = An(ν), Ψ(ξ) = Ψ(ξ, ν2). To avoid
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× ×
p1 p2

(1-ξ)p1

ξp1

(1-η)p2

ηp2

(1-ξ)p1

ξp1

(1-η)p2

ηp2

Ψ(ξ) Ψ*(η)

Eµ

Fig. 5.7.3. Splitting of the pion form factor into the wave functions, and a

“hard” piece, Eµ.

log Q2/ν2 terms we choose ν2 = Q2 = −(p1 − p2)2. We then carry over the
z, y; k, p integrations in (5.7.4), using (5.7.6), so that we get

V µ(p1, p2) =(2π)3
CF g2(ν)

48

∫ 1

0

dξ Ψ(ξ, ν2)
∫ 1

0

dη Ψ∗(η, ν2)

× Tr γµp/ γρp/ 1γ5γρp/ 2γ5

p2k2
+ (p1 ↔ p2),

p = p1 − (1 − η)p2, k = (1 − η)p2 − (1 − ξ)p1.

(5.7.7)

We have succeeded in splitting the vertex into a “soft” part, buried in the
wave functions Ψ , Ψ∗, and a “hard” piece, Eµ (Fig. 5.7.3; see also the lowest
order diagram for Eµ in Fig. 5.7.4). We note the physical interpretation of the
variables ξ, η as the fraction of momentum carried by each quark. Evaluating
the trace in (5.7.7), we finally find

Fπ(q2) =
2πCF αs(Q2)

3Q2

∣∣∣∣
∫ 1

0

dξ
Ψ(ξ,Q2)

1 − ξ

∣∣∣∣
2

+ O(M2
π/Q4) + O(α2

s). (5.7.8)

The last task is the evaluation of the Q2 evolution of the Ψ . The oper-
ators that define Ψ via Eqs. (5.7.5) are the same as those for the nonsinglet
part of deep inelastic scattering structure functions, cf. Sects. 4.5 and 4.6.
However, we have here an extra complication: because the matrix elements
are nondiagonal, the total derivatives yield a nonzero contribution. Then, the
operators Nλµ1...µn

A,n,j , with j = 0, . . . , n, given by

Nλµ1...µn

A,n,j = ∂µj+1 . . . ∂µn d̄(0)γλγ5D
µ1 . . . Dµj u(0), (5.7.9)

mix under renormalization. They are thus renormalized by a matrix,

NA,n,j →
∑

j′

Zn+1,j′NA,n,j′ . (5.7.10a)

For j = n, the Zn+1,n coincide with those calculated in Sect. 4.6:

Zn+1,n = 1 +
g2Nε

16π2
CF

{
4S1(n + 1) − 3 − 2

(n + 1)(n + 2)

}
; (5.7.10b)



Perturbative QCD, II 237

Eµ = +k k

p p

q q

ξp1 ηp2 ξp1 ηp2

(1-ξ)p1 (1-ξ)p1(1-η)p2 (1-η)p2

Fig. 5.7.4. The “hard” piece of the pion form factor, Eµ.

for j ≤ n − 1 we get, after a similar calculation,

Zn+1,j =
g2Nε

16π2
CF

{
2

n + 2
− 2

n − j

}
. (5.7.10c)

To obtain the operators with definite behaviour as Q2 → ∞, we have to
diagonalize18 Z. Let S be the matrix that accomplishes this; we define the
Âj as the transform of the A under S,

An(Q2) =
n∑

j=0

SnjÂj(Q2). (5.7.11a)

Then the anomalous dimensions of the Âj are given by the eigenvalues of
Z. But, because Z is triangular, it follows that its eigenvalues are simply its
diagonal elements. Therefore,

Âj(Q2) �
Q2→∞

[
αs(Q2)

]dNS(j+1)
Â

(0)
j ,

with Â
(0)
j constant.

To leading order, and since dNS(j + 1) > dNS(1) = 0, we need retain
only one term in (5.7.11a), so that

An(Q2) �
Q2→∞

Sn0Â
(0)
0 ,

and we then find
∫ 1

0

dξ
Ψ(ξ,Q2)

1 − ξ
→

Q2→∞
Â

(0)
0

∞∑

n=0

Sn0.

The values of the Sn0 are easily verified to be

Sn0 = 1/(n + 2) − 1/(n + 3). (5.7.11b)

18An alternative method uses properties of conformal invariance (Ferrara, Gatto
and Grillo, 1972).
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In addition, the value of Â
(0)
0 is known in terms of the pion decay constant

fπ (see the PCAC equation in Sect. 7.3, especially Eqs. (7.3.1)):

(2π)3/2〈0|d̄(0)γλγ5u(0)|π(p)〉 = ipλ
√

2fπ, fπ � 93 MeV .

Hence,

A0 =
∫ 1

0

dξ Ψ(ξ,Q2) =
√

2fπ, independent of Q2.

From this,
Â

(0)
0 = 6

√
2fπ,

so we finally obtain the result19

Fπ(t) �
Q2→∞

12πCF f2
παs(−t)

−t
. (5.7.12)

The corrections are O(αdNS(3)
s � α0.6

s ); even terms actually vanish due to
charge conjugation invariance.

An important feature to notice is the following. The “hard” part of the
pion form factor appears to be infrared divergent (the term 1/(1 − ξ) in
Eq. (5.7.8)). However, for the leading order we are lucky, as this is canceled
by a zero of the wave functions. In fact, we have found that

∫
dξ Ψ(ξ,Q2)ξn →

Q2→∞
Sn0Â

(0)
0 ,

which, given the values of the Sn0, Eq. (5.7.11b), implies the behaviour

Ψ(ξ,Q2) →
Q2→∞

ξ(1 − ξ)Â(0)
0 . (5.7.13)

With the pion form factor we are apparently in an ideal situation: both
behaviour and absolute normalization are predicted theoretically. There are,
unfortunately, a number of snags.

First of all, the perturbative corrections decrease slowly, only as α0.6
s .

Worse still, the convergence of the wave function to its asymptotic value,
(5.7.13), is also extremely slow. Isgur and Llewellyn Smith (1989) have care-
fully examined this issue and conclude that huge energies are necessary be-
fore (5.7.13) is approximated to some 90%; and the correction, though small
(10%), becomes much amplified by the divergence of the hard piece. Lastly,
if we evaluate the next twist (twist three) contributions (Espriu and Yn-
duráin, 1983) we find that the corresponding wave function diverges like

19Farrar and Jackson (1979); Brodsky, Frishman, Lepage and Sachrajda (1980);
Efremov and Radyushin (1980a, b), which we have followed. The same result
may be obtained using so-called light cone perturbation theory (Brodsky and
Lepage, 1980).
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α−dm
s log(1− ξ), with dm = 12/(33−2nf ), for ξ → 1. Thus a cut-off becomes

necessary and the corresponding contribution decreases only as 1/t3/2.
It would appear that (5.7.12) only has an asymptotic value, as a quanti-

tative prediction, because the corrections are so out of control; and, indeed, if
employed at experimentally accessible values of Q2, say Q2 <∼ 10 GeV2, the
estimate (5.7.12) is merely qualitative; data lie well above it. However, the
situation is not as negative as this would sugggest: Fπ really decreases propor-
tional to 1/t and, what is more, it turns out that, with reasonable subasymp-
totic Ψ(ξ,Q2), Eq. (5.7.8) gives good (albeit model dependent) quantitative
results, even at relatively low values of t.

As a matter of fact, there is another way in which we can test (5.7.8),
independently of the wave functions we use. Because the piece depending
on the Ψ in (5.7.8) is positive, it follows that the phase δ of the pion form
factor for q2 = s timelike is that of αs(−q2)/(−q2). Hence, we get the QCD
prediction for this phase, at leading twist and independently of the wave
functions,

δ(s) � π

{
1 +

1
log s/Λ2

}
, s 
 Λ2. (5.7.14)

We now test this formula. From the Omnès-Muskhelishvili analysis it follows
that the quadratic radius of the pion, 〈r2

π〉, is given in terms of δ by

〈r2
π〉 = (6/π)

∫ ∞

4m2
π

ds δ(s)/s2 = (6/π)
∫ s0

4m2
π

ds δ(s)/s2 + (6/π)
∫ ∞

s0

ds δ(s)/s2

≡〈r2
π〉<s0 + 〈r2

π〉>s0 ;

see Ynduráin (2005) for details and references. We take s0 = 2 to 3 GeV2

so that, for s < s0, the inelasticity in ππ scattering is small and we can
approximate δ(s) � δ

(1)
1 (s), δ

(1)
1 (s) the P-wave phase shift in ππ scatter-

ing, which is very well known; see Sect. 7.11 in the present text. This gives
〈r2

π〉<s0 = 0.35 fm2. At large s > s0 we may use (5.7.14) and then find
〈r2

π〉>s0 = 0.10 fm2. Altogether, we get

〈r2
π〉 = 0.45 ± 0.005 (Λ) ± 0.025 (s0) fm2,

in excellent agreement with the experimental number (de Trocóniz and Yn-
duráin, 2005), 〈r2

π〉 = 0.432 ± 0.006 fm2.
We may then use the example of the pion form factor to infer general

qualitative rules. To do so, consider the amplitude for an exclusive process.
We take it to be of the form

A =
∫

Φ†KΦ,

where Φ is the wave function of the bound state B, made out of n quarks,
Φ � 〈0|Tq1(x1) . . . qn(xn)|B〉; K is a hard kernel

K ∼
[
αs(Q2)/Q2

]n−1
:



240 Chapter 5

Fig. 5.7.5. Gluon exchanges in the nucleon form factor.

the momentum has to be shared among the n constituents, so each time we
get a denominator ∼ 1/Q2 and we use two powers of the coupling, g2. This
yields the counting rules of Brodsky and Farrar (1973). For example, for the
nucleon form factor (Fig. 5.7.5), one finds the celebrated dipole formula

FN ∼
[
αs(−t)2/t

].
;

For fixed angle scattering of particles A, B into C, D with form factors FA,
FB . . .,

dσ(A + B → C + D)
dt

∣∣∣∣
θ fixed

∼ αs(t)
−t

FA(t)FB(t)FC(t)FD(t)f(θ),

with f(θ) an unknown function of the scattering angle. Further details and
references may be found in Brodsky and Lepage (1980). Many of these re-
sults have been made rigorous in terms of renormalization group analyses by
Duncan and Muller (1980b); see also the review of Duncan (1981).

5.8 Other Processes that can be Described
with Perturbative QCD

i Deep Inelastic Scattering on π, K, γ Targets

By looking at processes such as

e+e− → (π, K, γ) + hadrons,

we can deduce the properties of deep inelastic scattering on π, K, γ targets,

γ∗ + (π, K, γ) → hadrons;
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e−

e+

e−

e+

e−

e+

γ

γ

γ

π, K, γ

(a)

(b)

Fig. 5.8.1. (a) Diagrams for deep inelastic scattering on π, K and photon

targets. (b) Weiszäcker–Williams scattering of γγ.

see Fig. 5.8.1a. These processes present the peculiarity of the continuation of
the momentum of the γ∗ to timelike values; apart from that, π of K targets
are similar (for deep inelastic scattering) to nucleon ones.

The situation is somewhat different for photon targets. The cross section

γ∗ + γ → hadrons,

can be deduced, as stated, from e+e− → γ+ hadrons; it can also be obtained
by Weiszäcker–Williams scattering,

e+e− → e+e− + γ + γ︸ ︷︷ ︸
→ hadrons

,

as shown in the graph (b) in Fig. 5.8.1. This last process also provides infor-
mation on

γ∗(p2
1) + γ∗(p2

2) → hadrons,

with one or both of the photons off shell. The process γ∗(p2
1) + γ∗(p2

2) →
hadrons was first calculated20 by Witten (1977a). His contention that it is

20See also Kingsley (1973) and Walsh and Zerwas (1973).
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calculable for x → 1 provided that one of the two momenta is |pi|2 
 Λ2

has, however, been shown to be incorrect (Fontannaz and Pilou, 1992; Glück,
Reya and Vogt, 1992; Blümlein and Vogt, 1998). Second order calculations
are due to Bardeen and Buras (1979), Glück, Reya and Vogt (1992) and
Laenen, Riemersma, Smith and van Neerven (1994). We refer to the last two
papers for a detailed analysis.

ii Strong Interaction Corrections to Weak and

Electromagnetic Decays of Hadrons

The methods employed to study QCD corrections to weak and electromag-
netic decays are not very different21 from those already encountered, so only
a brief review for weak decays will be presented here.

Broadly speaking, we can classify the decays into four categories. In the
first we have semileptonic decays of particles containing a heavy quark; typical
examples are D and B meson decays, such as

D+ → e+ + ν + hadrons.

At the partonic level, the process proceeds via the diagram shown in
Fig. 5.8.2. QCD corrections are of three types. There are corrections that can
be incorporated into corrections to the wave function of the decaying particle,
or the hadron debris. Then there are corrections to the Wcs coupling, and
gluon radiation. The last two can be combined to give an enhancement factor
essentially equal to that for τ decay, 1 + 3CF αs/4π.

Similar to these processes are inclusive electromagnetic decays, such as
B → γ + hadrons. Details and references may be found in Altarelli et al.
(1982) and Altarelli (1983), for weak decays, and in the papers of Neubert
(1994) and Bigi, Shifman, Uraltsev and Vainshtein (1994) for electromagnetic
ones. Here, the kinematical constraints should be taken into account carefully,
since they affect the calculability of the process. We will not discuss this here
but refer to the existing literature: Bosch, Lange, Neubert and Paz (2004)
and Bauer and Manohar (2004).

A second type of processes that we consider are inclusive nonleptonic
decays of heavy particles. At the partonic level, and to lowest order in weak
interactions, we find the S-matrix amplitude for D+ → hadrons, for example,

〈f |S|i〉 = (2π)4δ(Pf − Pi)
g2

W

2

∫
d4x DWαβ(x)〈f |TJα

Lud(x)Jβ
Lsc(0)|i〉

(5.8.1a)

21With the exception of complications caused by the bound nature of the decaying
quarks.
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c

d−

ν

e+

W

D+

Fig. 5.8.2. Semileptonic decay of D+.

(see Fig. 5.8.3), where we neglect Cabibbo mixing and the contribution of
the annihilation channel, this last proportional to ms. We have defined

Jµ
Lff ′ = q̄fγµ 1 − γ5

2
qf ′ ; (5.8.1b)

gW is the weak coupling22 and DW is the x-space W propagator. Dropping
quark masses as compared to the W mass, MW , we can write

DWαβ(x) = −igαβ

∫
d4k

(2π)4
eik·x

k2 − M2
W

� igαβ
1

M2
W

δ(x). (5.8.1c)

It follows that we can replace the T-product of two currents in (5.8.1a)
by its short distance expansion. The leading terms will be of dimension six,
with the appropriate quantum numbers. There are four such operators:

N1(0) = : s̄(0)γα
1 − γ5

2
c(0)ū(0)γα 1 − γ5

2
d(0) :≡ (s̄cL)(ūdL),

N2(0) = (ūcL)(s̄dL),

N ′
1(0) =

∑

a

: s̄(0)γα
1 − γ5

2
tac(0)ū(0)γα 1 − γ5

2
tad(0) :≡ (s̄�tcL)(ū�tdL),

N ′
2(0) = (ū�tcL)(s̄�tdL).

(5.8.2a)
The last two may be written as combination of the first two by using the
identity (Nc = 3 is the number of colours)

∑

a

taijt
a
lk = 1

2

[
− 1

Nc
δilδjk + δikδlj

]
,

22Cf. Sect. 4.3 for definitions concerning weak interactions.
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c

d− u−

s
WD+

p1 p’1

p2 p’2

Fig. 5.8.3. Nonleptonic decay of D+.

so that we find

(q̄1�tq2)(q̄3�tq4) = 1
2

[
(q̄1q2)(q̄3q4) −

1
Nc

(q̄1q4)(q̄3q2)
]

.

The operators N1 and N2 mix under renormalization; a set of operators that
do not mix, because they behave differently under flavour transformations,
are

N± = 1
2 (N1 ± N2) , (5.8.2b)

so we write, neglecting higher orders in x,

〈f |gαβTJα
Lud(x)Jβ

Lsc(0)|i〉 � C+〈f |N+(0)|i〉 + C−〈f |N−(0)|i〉. (5.8.3a)

The Wilson coefficients, C± = C±(αs, µ
2), equal unity in the free field theory;

µ2 is a reference momentum. For the record, we give another usual expression
for the N± obtained by reordering:

N± =
Nc ± 1
2Nc

: s̄γα
1 − γ5

2
c ūγα 1 − γ5

2
d :

±
∑

a

: s̄γα
1 − γ5

2
tac ūγα 1 − γ5

2
tad : .

(5.8.3b)

The effect of QCD corrections23 to leading order is to renormalize the
operators N±. We will follow the custom in this area and define the C±
including the renormalization constants of the N±, Z±. Therefore we obtain,
to leading order,

C±(αs, µ
2) =

[
αs(µ2)

αs(M2
W )

]d±

. (5.8.4a)

We thus find a scaling of the weak interaction strength from where it is
defined, on the W propagator pole, to the reference momentum µ2 which

23Gaillard and Lee (1974a, b); Altarelli and Maiani (1974); Shifman, Vainshtein
and Zakharov (1977a, b).
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we take to be of the order of magnitude of the mass squared of the decaying
particle; in our case µ2 � M2

D+ . The d± are, up to a factor β0, the anomalous
dimensions of the operators N±. A simple calculation gives

d+ = − 9(Nc − 1)
Nc(11Nc − 2nf )

, d− =
9(Nc + 1)

Nc(11Nc − 2nf )
. (5.8.4b)

Further details may be found in the reports of Altarelli (1982, 1983).
A third class of process are exclusive semileptonic decays of heavy

mesons; for example, B → eν + (π or ρ). Here one can resum certain classes
of diagrams (including Sudakov-type ones) and calculate the process in terms
of wave functions of the mesons. We will not discuss this here, but send the
reader to the paper of Akhoury, Sterman and Yao (1994) for details and
further references.

The fourth class of process consists of the decays K → mesons. The mass
of the kaon is mK ∼ 1/2 GeV, and hence too low to apply perturbative QCD.
Here the philosophy is somewhat different. One calculates as before; but, in-
stead of evaluating QCD corrections at µ2 = m2

K , one takes a reference value,
say µ2

0 � 1 GeV2, sufficiently high for perturbative QCD to be applicable.
And then one hopes that the value so obtained for the decay amplitude does
not change much between this µ2

0 and the µ2 � m2
K where the process really

takes place. At times, this is refined by the use of SVZ sum rule methods for
the extrapolation, or inclusion of low energy estimates from chiral dynam-
ics. An enormous amount of work has been done on these processes, from
the pioneering evaluations that helped to pin down the predictions for the
c quark mass24 to more recent studies, in particular in connection with the
∆I = 1/2 rule; the reviews of Gaillard (1978), Altarelli (1982, 1983), Pich
and de Rafael (1991) and de Rafael (1995) may be consulted for this. Here we
will leave the subject, remarking only that, generally speaking, the results are
quantitatively good when the second order QCD corrections are small; and
fall short of experiment when large coefficients appear in the perturbative
expansion: not a surprising situation.25

24Glashow, Iliopoulos and Maiani (1970); Gaillard and Lee (1974a,b).
25Perturbative QCD is not really appropriate to obtain results on kaon physics;

more hopeful are lattice calculations. A recent review of these is that of Giusti
(2004).



6 Hadrons as Bound States of Quarks

“You boil it in sawdust: you salt it in glue:

You condense it with locusts and tape:

Still keeping one principal object in view –

To preserve its symmetrical shape”

lewis carroll, 1897

6.1 Generalities. The Quark Model of Hadrons

As stated at the very beginning of this text, the first evidence in the direction
of QCD came from the quark model of hadrons; that is to say, from the fact
that hadrons can be classified as colour singlet bound states q̄q′, qq′q′′. These
states, including radial and angular excitations, do indeed accommodate the
vast majority of the hundreds of hadrons known today (see the Particle Data
Group tables;1 there are only a few dubious cases, and two or three hadrons
that can be interpreted as being made mostly of gluons, called glueballs). Not
only this, but some of the quantitative properties of these hadrons, in particu-
lar mass differences, were roughly understood in simple potential models well
before the advent of QCD. In the present chapter we will review the situation,
of course (whenever possible) within the context of the fullfledged theory of
quark and gluon interactions. From this point of view, it is convenient to split
the subject into three broad areas.

First of all, we have the lowest-lying bound states c̄c and, especially, b̄b.
Here a Coulombic approximation is valid to first order, and we may estimate
with it various quantities. In general we have, besides the QCD parameter Λ
and the confinement radius R ∼ Λ−1, two more scales: the size of the bound
state, which for heavy quarks and the ground state or lowest lying ones is of
the order of the equivalent to the Bohr radius, a ∼ 1/mCF αs; and the in-
verse of the binding energy, Tq ∼ 1/mC2

F α2
s; note that BE ∼ 1

4mC2
F α2

s (more
precise formulas will be given later). In the case of the lowest lying c̄c and
b̄b bound states, we have a � R, so we may neglect confinement as a first
approximation, and treat its effects as a perturbation; furthermore, radiative
corrections, which involve αs(B2

E), are small and we can evaluate the poten-
tial using perturbation theory. Finally, the average velocity of the quarks,
proportional to a/Tq ∼ CF αs, is small, so the nonrelativistic approximation
may be used, with eventual inclusion of relativistic effects as first order cor-
rections. Under these circumstances we have what may be described as an
ab initio, rigorous QCD evaluation of the properties of the corresponding
quarkonium states; the quality of the approximations being estimated from

1 Eidelman et al. (2004).
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the size of the higher order effects calculated – radiative, nonperturbative
and relativistic.

The second type of situation occurs for excited bound states of heavy
quarks. Here the velocity is small (in fact, even smaller than in the previous
case) but the perturbative calculations are of little use: not only are the ra-
diative corrections large, involving αs(B2

E/n2) for the nth excited state; but
the system, with a size of order na, extends to the confinement radius R.
Because of this, and although the interaction can be described in terms of
a potential in the nonrelativistic limit (as results from general properties of
Galilean invariance), the derivation of this potential involves nonperturba-
tive evaluations which entail assumptions that are more or less reasonable,
but unfortunately not unique. All calculations produce a Coulomb-type po-
tential at short distances, plus a linear potential at long distances; but the
corrections to both are somewhat less clear. In spite of this, it is possible to
present a reasonable description of these states, hiding one’s ignorance in a
few phenomenological terms.

The third type of situation arises when we have bound states involving
light quarks. Here, and except for a few general results that may be obtained
for states involving one heavy quark using effective field theories,2 we are
in a difficult situation. The light quarks move ultra-relativistically inside the
hadrons; so a potential picture is not appropriate. To study these states rig-
orously, we would have to perform a full nonperturbative calculation, as in
lattice QCD. Alternatively, one may invent phenomenological models incor-
porating features suggested by QCD. One such model is the constituent quark
model. Here one assumes that the net effect of having the quarks traveling
in a sea of gluons and light qq̄ pairs inside the hadron can be approximated
by giving light quarks an effective, constituent mass common to all of them,
µ0 � 330 MeV. A potential is then used, possessing the features suggested
by the study of the heavy quarks case.

Another type of models are bag models: one keeps quarks massless, but
confines them in a sphere with radius of the order of the confinement radius,
R. Needless to say, both constituent and bag models present striking successes
together with serious drawbacks.

Glueballs are a case apart. Because the experimental situation is unclear,
and the theoretical understanding of these objects so poor, we will not discuss
them here, although something will be said about glueballs in the chapter
dedicated to lattice QCD.

2 See Sect. 3.10 here and the reviews of Lepage and Thacker (1988) and Grinstein
(1991).
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6.2 Pole Masses and the Schrödinger Equation.
Corrections

i Confinement. Pole Mass. Relation with the MS Mass

We will, in this and the next sections, consider bound states of heavy quarks,
specifically q̄q (quarkonium), under the assumption that its characteristic
sizes, a and Tq, are much smaller3 than the confinement radius R ∼ Λ−1; we
are thus in the situation depicted in Fig. 6.2.1. Under these circumstances it
would appear that the fact that quarks are confined should have little influ-
ence on their motion. Otherwise stated, although the forces between quarks
grow with the distance between them (something that we will make plausi-
ble in Sect. 6.4 and Chap. 9) this growth is only supposed to be important
for distances r ∼ R and should have little bearing on bound states with an
average size a � R.

Actually, for no quark states among those observed does one really have
a, Tq � R by a wide margin; this only occurs clearly for the lowest states
of toponium. For b̄b in the ground state the inequality is reasonably fulfilled;
for c̄c in the ground state and for the first radial excitations of b̄b we are
on the borderline. Only detailed calculation can then tell for which states,
and for which observables, is the approximation of neglecting confinement
(or at least treating it as a small perturbation) actually valid; but we will in
this and the next section assume validity of the approximation, leaving the
detailed evaluations for Sects. 6.3, 4.

q

q
−

R

a

Fig. 6.2.1. The confinement region, and the region of motion of the q̄q

pair.

3 The condition T−1
q � Λ is equivalent to B � Λ, with B the binding energy.
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According to this we will, as a first approximation, take the limit R →
∞, i.e., neglect confinement altogether. We can therefore treat quarks as if
they could become free particles, and in particular as if asymptotic quark
states could exist. To make these assumptions more quantitative, we should
consider the corrections to our approximation. Obviously, these will be of the
order of 1/R ∼ Λ to some power; thus, in particular, they cannot be seen
in perturbation theory because Λ ∼ e−2π/β0αs . One should look for these
corrections in the appearance of nonperturbative effects which, as we shall see,
can be parametrized in terms of contributions of the condensates to binding
energies and wave functions. Not surprisingly, the leading contribution will
be given by the gluon condensate and in fact will turn out to be proportional
to a4〈αsG

2〉, a being the average size of the state. The approximation of
neglecting confinement will be reasonable when these corrections are small.

If one neglects confinement, a concept that becomes useful is that of what
is called the on-shell, or, more appropriately, pole mass, mpole, of quarks
(Coquereaux, 1981; Tarrach, 1981). We define it as the location of the pole of
the quark propagator, in perturbation theory, and thus through the equation

S−1
P (p/ = mpole) = 0, (6.2.1)

where the label P in SP emphasizes that it is to be evaluated to a finite order
in perturbation theory.

This mass may be easily related to the MS mass. To one loop, and working
in the Landau gauge to get rid of the inessential wave function renormaliza-
tion, we have, for the bare propagator, the expression reported in Sect. 3.1
with ξ = 1:

SD(p) =
i

p/ − m
− 1

p/ − m
CF g2ΣD(p)

i
p/ − m

,

ΣD(p) = (p/ − m)A + mBD,

with

A =
1

16π2

{
− 1−

∫ 1

0

dx (1 − 2x) log
[
xm2 − x(1 − x)p2

]

− (p2 − m2)
∫ 1

0

dx
x

m2 − xp2

}
;

and

BD =
1

16π2

{
− 3Nε + 1+2

∫ 1

0

dx (1 + x) log
xm2 − x(1 − x)p2

ν2
0

− (p2 − m2)
∫ 1

0

dx
x

m2 − xp2

}
.
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In the MS scheme,

SMS(p) =
i

p/ − m̄(ν2)
− 1

p/ − m
CF g2ΣMS(p)

i
p/ − m

,

ΣMS(p) = (p/ − m)A + mBMS,

BMS =
1

16π2

{
1 + 2

∫ 1

0

dx (1 + x) log
xm2 − x(1 − x)p2

ν2

−(p2 − m2)
∫ 1

0

dx
x

m2 − xp2

}
.

(6.2.2a)

(Being finite in this gauge, A is independent of the scheme of renormalization
so its value is as before). For the propagator in terms of the pole mass, on
the other hand, we have to determine the counterterm by requiring (6.2.1)
and thus the condition Bpole(p/ = mpole) = 0 so that

Spole(p) =
i

p/ − mpole
− 1

p/ − m
CF g2Σpole(p)

i
p/ − m

,

Σpole(p) = (p/ − m)A + mBpole,

Bpole =
1

16π2

{
2

∫ 1

0

dx (1 + x) log
xm2 − x(1 − x)p2

x2m2

− (p2 − m2)
∫ 1

0

dx
x

m2 − xp2

}
.

(6.2.2b)

One then requires equality of SMS and Spole. Writing

mpole = m̄(ν2)
{

1 + Cm
αs

π

}
,

expanding to second order and comparing (6.2.2a, b) we find (Coquereaux,
1981; Tarrach, 1981)

Cm = −CF

4π

{
1 + 2

∫ 1

0

dx (1 + x) log
x2m2

ν2

}
.

In particular, for ν2 = m2,

mpole = m̄(m̄2)
{

1 +
CF αs

π

}
.

To three loops, and writing simply m ≡ mpole, we have

m = m̄(m̄2)

{
1 +

CF αs(m2)
π

+ (K − 2CF )
[
αs(m2)

π

]2

+ c3

[
αs(m2)

π

]3
}

,

(6.2.3a)
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where, denoting by nf the number of quark flavours with mass less than or
equal to m,

K = K0 +
nf−1∑

i=1

∆
(mi

m

)
,

K0 = 1
9π2 log 2 + 7

18π2 − 1
6ζ(3) + 3673

288 −
(

1
18π2 + 71

144

)
nf

� 17.15 − 1.04nf ,

(6.2.3b)

with
∆(ρ) = 4

3

[
1
8π2ρ − 3

4ρ2 + · · ·
]
.

The full expression for K may be found in Gray, Broadhurst, Grafe and
Schilcher (1990), to whom the two loop calculation is due. Likewise, the
exact expression for c3,

c3 � 190.39 − 26.655nf + 0.6927n2
f (6.2.3c)

and van Ritbergen (2000).

ii The Schrödinger Equation. Ladders

To any order in perturbation theory, the S-matrix for q̄q scattering is free of
bound state poles. However, bound states may be generated from perturba-
tion theory using any of the methods to be described presently, and which
are equivalent among themselves. We will work in the nonrelativistic (NR)
limit; later on relativistic corrections will be evaluated. Radiative corrections
will also be considered at a later stage.

In the NR limit one can show quite generally that Galilean invariance
implies that the interaction between particles can be implemented by a po-
tential which is local (i.e., depending only on the relative distance4), that we
denote by V (r), with r the relative coordinate of q̄ and q. The energy levels
and wave functions may then be found by solving the Schrödinger equation

{
2m +

−1
m

∆ + V (r)
}

Ψ(r) = EΨ(r); (6.2.4)

note that for the q̄q system the reduced mass is mred = m/2.
The form of the potential may be found using the following trick. In the

NR limit, V (r) is given by the Fourier transform of the transition amplitude
evaluated in the Born approximation:

TBorn
NR (p → p′) = − 1

4π2

∫
d3r eir(p−p′)V (r), (6.2.5)

4 We neglect spin for the time being.

may be seen in the original papers of Chetyrkin and Steinhauser (2000),
Melnikov
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where p, p′ are the initial and final momenta in the center of mass reference
system. On the other hand, the NR amplitude, TNR may be calculated as
the nonrelativistic limit of the relativistic scattering amplitude, F . With the
normalization used in this text (Appendix G),

TBorn
NR = lim

m large

1
4
√

p10p20p′10p
′
20

F (p1 + p2 → p′1 + p′2); (6.2.6)

formally the NR limit is equivalent to taking the limit of infinite quark masses,
keeping the three-momenta fixed. One can thus calculate the Born approxi-
mation to F , FBorn using the familiar Feynman rules (actually at tree level)
for q̄q scattering, take the NR limit and hence obtain TBorn

NR . From it, by
inverting (6.2.5) one finds V , and solving then (6.2.4) we get the energy
spectrum and wave functions.

An interesting point to clear is that the results that one obtains for
energy levels and wave functions are gauge independent (in the case of the
wave function, for the modulus, which is measurable). It is true that, in
general, F and hence TBorn

NR and a fortiori V are gauge dependent; but the
(time dependent) Schrödinger equation

i
∂

∂t
Ψ(r, t) =

{
2m +

−1
m

∆ + V (r)
}

Ψ(r, t)

is gauge invariant: the alteration of V due to a change of gauge may be
compensated by a change in the phase of the wave function. We fix the gauge
by requiring

V (r) →
r→∞

0, (6.2.7)

and no vector potential for static colour charges.
Note that (6.2.7) is less harmless than it looks at first sight. In fact, and

because of confinement, one can only require

V (r) �
r�R

0,

so we always have a nonperturbative indeterminacy of a constant. One can fix
it so that, as R → ∞, the leading nonperturbative correction to observables
such as energy levels is that given by the condensates, i.e., that there is no
renormalon of order Λ2; see Sect. 10.2ii.

In QED, because one can renormalize on the mass shell for photons as
well as for electrons, the procedure described above to find the potential
would be exact: radiative corrections do indeed vanish in the strict NR limit.
In QCD one can only obtain the static potential in a power series in the
coupling. The way this works is most clearly seen in the second method for
getting static properties, to which we now turn. We will discuss it first in QED
to show clearly the mechanism at hand; then we will extend the results, with
due modifications, to QCD.
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Consider the QED analogue of quarkonium, viz., positronium. The in-
teraction Hamiltonian is now

Hint = e

∫
d3x : ψ̄(x)γµAµ(x)ψ(x) :, (6.2.8)

if we quantize the theory in a covariant gauge. However, in the Coulomb
gauge we have to add to this an extra piece,5

H ′
int =

e2

8π

∫
d3xd3y

ψ†(x)ψ(x)ψ†(y)ψ(y)
|x − y| . (6.2.9)

As is easily seen, this corresponds to an instantaneous Coulomb interaction.
It appears because, in the Coulomb gauge, the scalar potential is not an
independent variable, and it has to be expressed in terms of the ψ:

A0(x) =
e

4π

∫
d3y

ψ†(y)ψ(y)
|x − y| , (6.2.10)

and then (6.2.9) corresponds precisely to the longitudinal piece of the electric
field contribution to the radiation Hamiltonian,

1
2

∫
d3rE2

l ,

with El the longitudinal part of the electric field.
The photon propagator in this gauge is, in p-space,

Dµν
Coul.(k) =

1
k2

{
−gµν − kµkν

k2
+

k0(kνg0µ + kµg0ν)
k2

− k2g0µg0ν

k2

}
.

(6.2.11)
Now, this propagator has the important property of vanishing in the static
limit; formally as the fermion’s mass, m, goes to infinity. To show this, let us
take it between physical electron-positron states with momenta p, p′ so that
k = p−p′; the more general situation can be reduced to this with some effort.
Of the terms in (6.2.11), those proportional to kµ or kν give zero contribution
because of current conservation. The terms with µ or ν different from zero
give, when contracted with the spinors, terms proportional to the velocity of
the particles, thus vanishing in the static limit. Finally, the remaining term
with µ = ν = 0 is equivalent to

D00
Coul.

equiv.� 1
k2

{
−g00 − k2g00g00

k2

}
=

−1
k2

k2
0

k2
, (6.2.12)

and this vanishes in the static limit because

k0 = p0 − p′0 =
√

m2 + p2 −
√

m2 + p′2 � 1
2

p2 − p′2

m
,

5 See, e.g., Bjorken and Drell (1965), Sect. 15.2.
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. . .

Fig. 6.2.2. Ladder giving bound states in the NR approximation.

which indeed goes to zero as m → ∞.
In view of this, we find that the piece of the interaction that involves

Aµ, Eq. (6.2.8), will give a vanishing contribution in the NR limit, and the
whole of the S-matrix for e+e− scattering will be obtained with the static
interaction (6.2.9): in diagrammatic language, by the sum of a ladder like
that in Fig. 6.2.2 with the rungs replaced by the instantaneous interaction
(6.2.9). This may be summed easily, in the NR limit; not surprisingly, we
obtain the familiar nonrelativistic Coulombic amplitude, which is the same
as the result that we could have found by solving the Schrödinger equation
with the Coulomb potential.

An important remark is that we need not go through a Coulomb gauge,
for actual calculations. In fact, in a covariant gauge (say, the Fermi–Feynman
one) the propagator is

Dµν
F (k) = i

−gµν

k2
. (6.2.13)

Apart from “gauge terms” (the terms proportional to kµ, kν that may be
neglected due to gauge invariance) the difference between this and (6.2.11) is

Dµν
F (k) − Dµν

Coul.(k) = +
g0µg0ν

k2
+ gauge terms.

The inverse Fourier transform of this is precisely the Coulomb potential and,
as was to be expected, reproduces the effect of the term (6.2.9) in the Coulomb
gauge. We can therefore calculate in a covariant gauge, which simplifies the
job enormously, especially for QCD.
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p1, λ1, i1 p’1, λ’1, i’1

p2, λ2, i2
p’2, λ’2, i’2

k

Fig. 6.2.3. Tree level (Born) scattering of q̄q.

iii The Static Potential; Radiative Corrections

The calculation of bound states in QCD requires extra refinements for the
following reason. Due to the non-Abelian character of the interaction, the
expressions equivalent to both (6.2.9) and (6.2.10) involve higher order inter-
actions. The separation of the interaction into an instantaneous part equiv-
alent to a simple Coulombic potential, and an interaction that involves a
propagator that vanishes in the static limit is therefore less straightforward:
the potential must include, even in the static limit, radiative corrections.
Nevertheless, the equivalence of sums of ladders and solving the Schrödinger
equation suggests the strategy to follow, which for the moment we only de-
scribe for the static limit, m → ∞. Consider the scattering amplitude for
slowly moving quarks, say a q̄q pair, that we expand in powers of αs:

F = αsF
(0) + α2

sF
(1) + α3

sF
(2) + · · · ; (6.2.14)

the superscript in F (n) indicates the number of loops. So, αsF
(0) is given

by the tree diagram of Fig. 6.2.3, and α2
sF

(1) involves the one loop radiative
corrections, some of which are shown in Fig. 6.2.4.

In the strict nonrelativistic limit, we invert the Fourier transform and
find the static potential,

Vstat(r) = αsU
(0)(r) + α2

sU
(1)(r) + α3

sU
(2)(r) + · · · . (6.2.15)

One then solves the Schrödinger equation to increasing orders with the po-
tential

V N
stat ≡ αs

N∑

0

αn
s U (n).



Hadrons as Bound States of Quarks 257

. . .

Fig. 6.2.4. Some diagrams for one loop corrections to q̄q scattering.

FN

Fig. 6.2.5. Infinite ladders at both sides of the kernel F in q̄q scattering.

At each order, and to avoid double counting, one has to subtract the iteration
of the lowest orders. This is equivalent to a rearrangement of the (infinite)
perturbative series in which one evaluates a kernel for q̄q scattering, given by
(6.2.14) to a fixed order,

FN = αs

N∑

0

αn
s F (n),

and then adds to it infinite ladders at both ends of the external legs, as
in Fig. 6.2.5. Note that this is valid in the nonrelativistic limit; otherwise,
crossed diagrams have to be included in the ladder to ensure gauge invariance.
Fortunately, we do not have this problem, as only lowest order relativistic
corrections, to tree level, will be considered.

A totally equivalent method for calculating bound states based on the
Bethe–Salpeter equation may be found in Itzykson and Zuber (1980); but by
far the simplest and more powerful method is that devised by Pineda and
Soto (1998), to which we now turn.



258 Chapter 6

iv The pNRQCD Method

A systematic study of bound states of heavy quarks can be made using a
variant of the effective, nonrelativistic QCD theory (NRQCD) that we have
developed in Sect. 3.10. As shown there, we obtain this theory by integrating
the heavy degrees of freedom, associated with the mass of the heavy quark,
which we denote by m. However, in quarkonium systems we have two other
large mass scales: mv, where v is the average velocity of the quarks, v ∼ CF αs,
and mv2, associated to the energy splitting. If we integrate not only the scale
m, but also mv, we get potential NRQCD, or pNRQCD for short. When
this second integration is made, the effective Lagrangian will contain soft
gluon fields in a multipole expansion, and the potential, or quasi-potential,
interactions between quarks arise as matching coefficients. pNRQCD provides
an interpretation of the potentials that appear in a Schrödinger-like equation
in terms of effective field theories. But not only this, pNRQCD still has
ultrasoft gluons as dynamical degrees of freedom, and so it can also describe
nonpotential effects. In spite of the interest of the method we will not develop
it here, but refer to the very readable original papers: Pineda and Soto (1998)
and, especially, Brambilla, Pineda, Soto and Vairo (2000).

6.3 Relativistic, Radiative and Nonperturbative
Corrections to Heavy Quarkonium.
Evaluation of Lowest Lying c̄c and b̄b States

i Coulomb Potential and Relativistic Corrections

Let us consider for definiteness a state q̄iqj , with i, j colour indices. The
evaluations we are going to make can be extended to states with different
flavours, to quark-quark states or to states of three quarks without excessive
effort; we refer to the pertinent literature for the details.6 At tree level the
scattering amplitude, with the conventions of Fig. 6.2.3, is

F
(
q(p1, λ1, i1) + q̄(p2, λ2, i2) →q(p′1, λ

′
1, i

′
1) + q̄(p′2, λ

′
2, i

′
2)

)

=
∑

a

tai2i′2
tai′1i1

g2

4π2
ū(p′1, λ

′
1)γ

µu(p1, λ1)
gµν

k2
v̄(p2, λ2)γνv(p′2, λ

′
2)

=
∑

a

tai2i′2
tai′1i1

−g2

4π2
ū(p′1, λ

′
1)γ

µu(p1, λ1)
gµν

k2
ū(p′2, λ

′
2)γ

νu(p2, λ2).

(6.3.1)

6 See e.g., Gupta and Radford (1981); Brambilla, Consoli and Prosperi (1994).
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As already remarked, the amplitude with nonrelativistic normalization, TNR,
is connected to F by

TNR =
1

4
√

p10p′10p20p′20
F, (6.3.2a)

and, including spin now, TNR is related to the potential by

TBorn
NR = − 1

4π2

∫
d3r eik·rχ†(λ′

1)χ
†(λ′

2)V (r)χ(λ1)χ(λ2), (6.3.2b)

with the χ two-component Pauli spinors, and the potential V (r) is a matrix
in spin space. In the strict static limit, as we will see, this matrix is diagonal
and V only depends on r = |r|, but already the lowest relativistic corrections
introduce a dependence on spin and angular momentum, and on the angular
components of r.

We will take the nonrelativistic limit, including the lowest order relativis-
tic corrections. For this, we write

p0 =
√

p2 + m2 � m +
p2

2m
+

p4

8m3
,

k2 = (p10 − p20)2 − k2 � −k2 +
p2 − p′2

4m2

(6.3.3a)

and
1√
2p0

u(p, λ) �
(

(1 − p2/4m2)χ(λ)
(1/2m)pσσσσσχ(λ)

)
. (6.3.3b)

In the static limit, we neglect all but the first terms in (6.3.3) and find

TBorn
NR �

stat.

∑

a

tai2i′2
tai′1i1

χ†(λ′
1)χ

†(λ′
2)

−g2

4π2k2
χ(λ1)χ(λ2)

=
∑

a

tai2i′2
tai′1i1

δλ1λ′
1
δλ2λ′

2

−g2

4π2k2
,

so, as announced, the transition amplitude and thus the potential are spin-
independent.

For the colour algebra it is convenient to decompose the colour represen-
tation of the q̄q state, 3̄ ⊗ 3, into a singlet S and an octet, 8 state. After a
simple calculation using formulas from Appendix C, we find

∑

a

tai2i′2
tai′1i1

→
{

CF , singlet, S,

− 1
2Nc

= − 1
6 , octet, 8.

Inverting the Fourier transform we therefore find the Coulombic potentials
in the static limit:

V
(0)
stat(r) = −CF αs

r
(singlet) (6.3.4a)
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and
V

8(0)
stat (r) =

αs

2Ncr
(octet). (6.3.4b)

We will find uses for the octet potential later on; for the moment, we remark
that a physical bound state of q̄q is necessarily singlet, so (6.3.4a) applies.

Let us now pause to solve what will be our zero order approximation,
viz., the Schrödinger equation with the potential (6.3.4a)

H(0)Ψ
(0)
nlM (r) ≡

(
2m +

−1
m

∆ − CF αs

r

)
Ψ

(0)
nlM (r) = E(0)

n Ψ
(0)
nlM (r). (6.3.5)

This is a standard hydrogen-like problem and we have, also with standard
notation,

E(0)
n = 2m − C2

F α2
s

4n2
m; (6.3.6)

Ψ
(0)
nlM (r) =Y l

M (θ, φ)R(0)
nl (r),

R
(0)
nl (r) =

2
n2a3/2

√
(n − l − 1)!

(n + l)!

(
2r

na

)l

e−r/naL
(2l+1)
n−l−1

(
2r

na

)
;

(6.3.7)

L
(2l+1)
n−l−1 are the Laguerre polynomials and a the analogue of the Bohr radius,

a ≡ 2
mCF αs

.

Relativistic corrections of first order are evaluated keeping an extra term
in (6.3.3). They are identical to those for positronium7 and we only give the
result for the singlet states. We write

V (0)(r) � V
(0)
stat(r) + V

(0)
1,rel, (6.3.8)

where the superscript zero indicates that the potential is still obtained from
the tree level (zero loop) amplitude. The relativistic corrections, which are to
be treated as first order perturbations to the unperturbed equation (6.3.5),
are

V
(0)
1,rel = V

(0)
si + V

(0)
tens + V

(0)
LS + V

(0)
hf , (6.3.9a)

7 See standard textbooks on relativistic quantum mechanics: Akhiezer and Berestet-
skii (1963); Berestetskii, Lifshitz and Pitaevskii (1971); Ynduráin (1996).
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where the various pieces, spin-independent (in which we also include the
correction to the kinetic energy), tensor, spin-orbit and hyperfine, are

V
(0)
si = − 1

4m3
∆2 +

CF αs

m2

1
r
∆,

V
(0)
tens =

CF αs

4m2

1
r3

S12,

V
(0)
LS =

3CF αs

2m2

1
r3

LS,

V
(0)
hf =

4πCF αs

3m2
S2δ(r).

(6.3.9b)

Here L is the orbital angular momentum operator, S the total spin operator,
and S12 the tensor operator:

L = −ir ×∇, S =
σσσσσ1 + σσσσσ2

2
, S12 = 2

∑

ij

(
2rirj

r2
− δij

)
SiSj .

The Pauli matrices σσσσσa act on spinor χ(λa), a = 1, 2.
The operator r−1∆ in (6.3.9b) is not well defined, as r−1 and ∆ do not

commute. We refer to the quoted literature for a general treatment of it;
in the present text we will only consider diagonal matrix elements of r−1∆
between states Ψ

(0)
nlM for which the problem does not matter. In fact, one can

write

∆ = −m

{
H(0) − 2m +

CF αs

r

}

and, acting on the right or left on the Ψ
(0)
nlM , one can thus replace

∆ = −m

{
H(0) − 2m +

CF αs

r

}
→ −m

{
E(0)

n − 2m +
CF αs

r

}
,

so r−1∆ and ∆r−1 will produce the same result.
Another peculiarity of (6.3.9b), for whose detailed explanation we again

refer to the quoted literature, is that one has to take the expectation values
of the terms containing LS and S12 to be zero between states with angular
momentum equal to zero, because their angular average vanishes, and this in
spite of the singularity of the factor 1/r3 at the origin.

It is important to be aware of the size of the relativistic corrections.
They are proportional to the squared velocities of the quarks, k2/m2. In the
Coulombic approximation, the average value of this quantity is

〈k2/m2〉nl =
(

CF αs

2n

)2

. (6.3.10)
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Therefore, relativistic corrections are of relative order α2
s. In fact, for e.g. the

spin-independent energy levels, one gets the shifts

E(0)
n → E(0)

n + δrelEnl, (6.3.11)

where

δrelEnl = 〈V (0)
si 〉nl

=
CF αs

m2a3

2l + 1 − 4n

(2l + 1)n4
− 2

m3a4

[
1

(2l + 1)n4
− 3

8n5

]
.

(6.3.12)

Besides this, relativistic corrections induce LS, tensor and hyperfine split-
tings, obtained taking expectation values between unperturbed states. For
example, the hyperfine splittings are obtained evaluating 〈V (0)

hf 〉n0. In the
particularly important case n = 1, we get the mass difference between states
Υ , ηb (or J/ψ, ηc):

MΥ − Mηb
= δhfE10 = 〈V (0)

hf 〉10 =
8CF αs

3m2a3
. (6.3.13)

ii One and Two Loop Radiative Corrections to the Coulombic

Potential. Mixed Radiative-Relativistic Corrections

Before embarking on the discussion of the radiative corrections, we have to
consider the matter of the renormalization scheme. Because we want to use
the Schrödinger equation, and we are for the moment neglecting confinement,
we will renormalize the mass in the on-shell scheme; that is to say, throughout
the following equations m will represent the pole mass. However, we renor-
malize the coupling constant, the wave function and so on, in the MS scheme.
We can recover the MS mass using the formulas of Sect. 6.2.

We consider first the spin-independent corrections, that is to say, correc-
tions for states where the spins of the quarks compose to total spin s = 0. To
one loop we have the radiative corrections to the static potential that can be
written, in p-space

V (r) = (2π)−3

∫
d3k eikrV̂ (k),

and to one loop as (Fischler, 1977; Billoire, 1980)

V̂
(1)
si (k) = − 4CF α2

s(µ
2)

k2

[
−β0

2
log

|k|
µ

+ a1

]
,

a1 =
31CA − 20TF nf

36
.

(6.3.14a)
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Here and in what follows, nf will denote the number of flavours lighter than
m. µ is the renormalization point. If we now add the two loop correction we
find

V̂
(1)
si (k)+V̂

(2)
si (k) = −4CF α2

s(µ
2)

k2

{ (
a1 + a2

αs

π

)

−
[
β0

2
+

(
a1β0 +

β1

8

)
αs

π

]
log

k

µ
+ β2

0

αs

4π
log2 k

µ

}
,

a2 = 1
16

{ [
4343
162 + 4π2 − 1

4π4 + 22
3 ζ(3)

]
C2

A

−
[
1798
81 + 56

3 ζ(3)
]
CATF nf

−
[
55
3 − 16ζ(3)

]
CF TF nf + 400

81 T 2
F n2

f

}

� 13.20.

(6.3.14b)

The coefficient a2 was evaluated by Peter (1997). This calculation was then
repeated by Schröder (1999), who in particular checked the value of all the
pieces in Peter’s evaluation, correcting an error in one of them (the term
1
164π2C2

A). Schröder’s result is given in (6.3.14b), and it has later been verified
by Kniehl et al. (2005), who also calculated the two loop corrections to the
octet potential.

For the same order of accuracy as two loop static corrections, we have to
consider one loop, semi-relativistic O(|k|) corrections. They are (Titard and
Ynduráin, 1994)

V̂s.rel(k) =
b1π

2CF αs

m|k| ,

b1 =
CF − 2CA

2
.

(6.3.14c)

We have to add (6.3.14), transform to x-space and include the spin indepen-
dent part of the relativistic corrections given in (6.3.9).8 When adding the
Fourier transforms of (6.3.14) it is convenient to separate the pieces propor-
tional to 1/r: these can be combined with the Coulombic potential (6.3.4a)
to form a Hamiltonian that can be solved exactly, and which can be taken as
the basis for perturbation theory. We thus write

H = H̃(0) + H1, (6.3.15)

8 The Fourier transforms of the various terms may be easily evaluated with the
help of the table in the Appendix of Titard and Ynduráin (1994). Note that there
are misprints in this Appendix in the Fourier transform of some spin-dependent
terms; they are corrected in Brambilla and Vairo (2005).
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where H̃(0) is given by

H̃(0) = 2m +
−1
m

∆ − CF α̃s(µ2)
r

, (6.3.16a)

α̃s(µ2) = αs(µ2)

{
1 +

(
a1 +

γEβ0

2

)
αs(µ2)

π

+
[
γE

(
a1β0 +

β1

8

)
+

(
π2

12
+ γ2

E

)
β2

0

4
+ a2

]
α2

s

π2

} (6.3.16b)

and will be solved exactly. H1 may be split as

H1 = Vtree + V
(L)
1 + V

(L)
2 + V (LL) + Vs.rel + V

(0)
hf (6.3.17a)

and
Vtree =

−1
4m3

∆2 +
CF αs

m2r
∆,

V
(L)
1 =

−CF β0αs(µ2)2

2π

log rµ

r
,

V
(L)
2 =

−CF α3
s

π2

(
a1β0 +

β1

8
+

γEβ2
0

2

)
log rµ

r
,

V (LL) =
−CF β2

0α3
s

4π2

log2 rµ

r
,

Vs.rel =
CF b1α

2
s

2mr2
,

V
(0)
hf =

4πCF αs

3m2
s(s + 1)δ(r).

(6.3.17b)

Here the running coupling constant has to be taken to three loops. Note
that, to the present level of accuracy, we have to include the (lowest order)
hyperfine interaction that produces energy splittings of order α4

s; s is the
combined spin of the q̄q pair, s = 0, 1. Because we solve H̃(0) exactly, we
redefine the analogue of the Bohr radius as

a =
2

mCF α̃s(µ2)
.

The solution of the unperturbed Schrödinger equation,

H̃(0)ΨnlM = E(0)
n ΨnlM , (6.3.18)

is identical to (6.3.6) and (6.3.7) replacing αs → α̃s. The remaining terms in
(6.3.17) are to be treated as first order perturbations to this, except for V

(L)
1

for which second order corrections should be included. We find

EP
nl = 2m − m

C2
F α̃2

s

4n2
+

∑

V

δ
(1)
V Enl + δ

(2)

V
(L)
1

Enl. (6.3.19)
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The superscript “P” in EP
nl is a reminder that we have only taken into account

effects generated by perturbation theory, and we have

δ
(1)
Vtree

Enl = − 2
n4 m3 a4

[
1

2l + 1
− 3

8n

]
+

CF αs

m2

2l + 1 − 4n

n4(2l + 1)a3
, (6.3.20a)

δ
(1)

V
(L)
1

Enl = −β0CF α2
s(µ

2)
2πn2a

[
log

naµ

2
+ ψ(n + l + 1)

]
, (6.3.20b)

δ
(1)

V
(L)
2

Enl = − CF c
(L)
2 α3

s

π2n2a

[
log

naµ

2
+ ψ(n + l + 1)

]
;

c
(L)
2 =a1β0 +

β1

8
+

γEβ2
0

2
,

(6.3.20c)

δ
(1)

V (LL)Enl = −CF β2
0α3

s

4π2n2a

{
log2 naµ

2
+ 2ψ(n + l + 1) log

naµ

2
+ψ(n + l + 1)2 + ψ′(n + l + 1)

+ θ(n − l − 2)
2Γ (n − l)

Γ (n + l + 1)

n−l−2∑

j=0

Γ (2l + 2 + j)
j!(n − l − j − 1)2

}
,

(6.3.20d)

δ
(1)
Vs.rel

Enl =
CF a2α

2
s

m

1
n3(2l + 1)a2

. (6.3.20e)

The calculation of the second order contribution of V
(L)
1 , denoted by δ

(2)

V
(L)
1

Enl,

is nontrivial. We define

δ
(2)

V
(L)
1

Enl ≡ −m
C2

F β2
0α4

s

4n2π2

{
N

(n,l)
0 + N

(n,l)
1 log

naµ

2
+ 1

4 log2 naµ

2

}
(6.3.20f)

and one has, for the lowest states,

N
(1,0)
1 = − γE

2
� −0.288608,

N
(2,0)
1 =

1 − 2γE

4
� −0.0386078,

N
(2,1)
1 =

5 − 6γE

12
� 0.128059,

N
(1,0)
0 =

3 + 3γ2
E − π2 + 6ζ(3)

12
� 0.111856,

N
(2,0)
0 = − 5

16 − γE

4
+

γ2
E

4
− π2

12
+ ζ(3) � 0.00608043,

N
(2,1)
0 = − 865

432 − 5γE

12
+

γ2
E

4
− 11π2

36
+ ζ(3) � 0.0314472.

The values of the coefficients N
(n,l)
i for i = 0, 1, and arbitrary n, l, may be

found, together with the details of the calculation, in Pineda and Ynduráin
(1998).
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These formulas give the masses of the pseudoscalar states. To obtain
the masses of the vector states (Υ, Υ ′, Υ ′′; J/ψ, ψ′, . . .) one has to add the
hyperfine shift, at tree level,

δ
(1)
Vspin

Enl = δs1δl0
8CF αs

3n3m2a3
. (6.3.20g)

Substituting the expression for a one can verify that these formulas produce
the energy spectrum correct up to and including order α4

s effects.
The leading order α5

s log αs corrections are also known (cf. Brambilla,
Pineda, Soto and Vairo, 1999), and the same is true of the corrections due to
finite mass of the light quarks (that of the c quark is the only nonnegligible
one for bottomium); see Hoang (2000) and Brambilla, Sumino and Vairo
(2002). For the 10 state these effects produce the energy shifts

δα5
s log αs

E10 = − m
[
CF + 3

2CA

]
C4

F

α5
s log αs

π
;

δc massE10 =
3TF αs

π

m2
c

m2
b

mb

(6.3.20h)

(for the first, we have renormalized at µ = 2/a).
For the spin-dependent potential and energy shifts, the radiative correc-

tions have been evaluated by Buchmüller, Ng and Tye (1981) and, especially,
by Gupta and Radford (1981); see also Titard and Ynduráin (1994), where
the formulas are checked and collected in detail. For e.g. the hyperfine split-
ting, we have the potential

V
(0)
hf + V

(1)
hf =

4πCF α2
s(µ

2)
3m2

S2

×
{

δ(r) +

[
β0

2

(
1
4π

reg
1
r3

+ (log µ)δ(r)
)

+ bhfδ(r) − 21
4

(
1
4π

reg
1
r3

+ (log m)δ(r)
) ]

αs

π

}
,

(6.3.21)

bhf = 3
2 (1 − 2 log 2)TF − 5

9TF nf =
11CA − 9CF

18
.

The function reg r−3 is defined by its integral with any ϕ. In n dimensions,
∫

dnrϕ(r) reg
1
rn

≡ lim
ε→0

{∫
dnrϕ(r)

rε

rn
− A(n, ε)ϕ(0)

}
,

A(n, ε) =
2πn/2

Γ(n/2)

{
1
ε

+ log 2 +
ψ(n/2) − γE

2

}
.
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iii Nonperturbative Corrections

In all the preceding evaluations we have neglected nonperturbative correc-
tions which, we believe, are responsible, among other effects, for the confine-
ment of quarks. We will now take them into account, to lowest order. These
nonperturbative corrections, to be denoted by NP from now on, are relativis-
tic in that they are proportional to inverse powers of m. Nevertheless, the
coefficients are large and they turn out to be important even for lowest lying
b̄b states; indeed, it is (mainly) the size of nonperturbative corrections that
limits the validity of the present approach to quarkonium bound states.

We may understand the NP effects as being due to the complicated struc-
ture of the QCD vacuum, full of soft gluons and light quark-antiquark pairs.
It is not difficult to become convinced, following the methods to be described,
that for heavy quark bound states the contribution of quark condensates is
subleading, leading effects being provided by the gluon condensates.

A first approach to the effects of gluon condensates may be obtained by
considering the NP gluon propagator corrections to the scattering of a q̄q pair;
this is shown diagrammatically in Fig. 6.3.1. Among those diagrams there,
and because to leading order in relativistic corrections we have to take k → 0
(k being the momentum of the exchanged gluon) we will obtain contributions
that diverge every time a nonperturbative gluon is attached to a quark. In
fact, the quark propagator becomes, in the limit k → 0,

i
p/ + m

p2 − m2
.

The denominator here is different from zero only because, being bound, the
quarks are off-shell, so that this denominator is proportional to the binding
energy:

p2 − m2 ∼ m2α2
s.

Therefore, the dominating diagrams will be those in which both nonpertur-
bative gluons are attached to the quarks.9

Under these circumstances, we may view the NP interactions as being
due to interactions of the quarks with a gluonic medium (the NP vacuum).
We will evaluate this following Leutwyler (1981) and Voloshin (1979, 1982).

For heavy quarks the region where they move, of order 〈k2〉1/2 ∼ a ∼
2/mCF α̃s, is much smaller than 1/Λ. Therefore, we can assume that fluc-
tuations of the field strengths Gµν

a , proportional to ∂Gµν
a , can be neglected,

as they will produce extra powers of m in the denominator (we will consider
size corrections in Sect. 6.4). So we may imagine that the quarks move in
a medium filled with nonzero, constant colour fields. Because of rotational
invariance we can take these fields to be random, i.e., we average over their

9 We will show this later in an explicit calculation of the diagram where both non-
perturbative gluons are attached to the exchanged one. A more rigorous discussion
will be presented in Sect. 6.4, following the methods of Dosch and Simonov.



268 Chapter 6

Fig. 6.3.1. Diagrams for gluon condensate nonperturbative contributions to

q̄q scattering. The dots represent the vacuum

orientations. It is convenient to split Gµν
a into a chromomagnetic piece, Ba,

and a chromoelectric one, E i
a = G0i

a . Since the interaction of Ba is propor-
tional to the velocity of the quarks, we can neglect it for the spin-independent
spectrum in the NR limit. Relativistic corrections, however, are important for
the spin-dependent splittings, which will involve Ba; we will take them into
account later in Eq. (6.3.27).

The interaction Hamiltonian can now be written at once by analogy with
the usual electromagnetic case: we have

HE = −gr
∑

a

taEa. (6.3.22)

Since we consider the fields Ea to be oriented at random, only the second
order perturbation in HE will be different from zero: apart from colour com-
plications, the problem is like the familiar one of the second order Stark effect.
To solve it we take the second order expectation value in the functions we
obtained solving the NR Coulombic Schrödinger equation (6.3.5), or, if we
want to be more precise, (6.3.18). We then find

δNPEnl = −
〈

ΨnlM ,HE
1

H(8) − E
(0)
n

HEΨnlM

〉
. (6.3.23)

There are a few points that we have to clarify regarding this equation. First
of all, since we average over directions, we may simplify the calculation by
taking the magnetic quantum number to vanish, M = 0. Secondly, we have
used in the denominator of (6.3.23) the octet Hamiltonian, H(8) which, from
(6.3.4), is

H(8) = − 1
m

∆ +
1

2Nc

αs

r
.
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This happens because the perturbed state,

HE |Ψ〉 = −gr
∑

a

taEa|Ψ〉,

is manifestly an octet one, as Ea creates a gluon on top of the singlet |Ψ〉.
Next, we write the gluon radiation Hamiltonian as

Hrad =
1
8π

∫
d3r : E2 + B2 :,

with sums over omitted colour indices understood. Its expectation value in
the physical vacuum should vanish, so we conclude

〈vac|
∫

d3r : E2 : |vac〉 = −〈vac|
∫

d3r : B2 : |vac〉.

Because we assume the field intensities to be constant, we may replace the
integrals by the volume times the integrands at x = 0. Canceling then the
volume and recalling that G2 = −2(E2 − B2), we find

〈vac| : E2 : |vac〉 = − 1
4 〈vac| : G2(0) : |vac〉.

Finally, using Lorentz and colour invariance of the physical vacuum,

g2〈: Ei
a(0)Ej

b (0) :〉 =
4παsδijδab

(D − 1)(N2
c − 1)

〈: EE :〉 = −πδijδab

24
〈αsG

2〉.

With this, we return to (6.2.23) and get

δNPEnl =

〈
Ψnl,

(
r
∑

a

taEa(0)

)
1

H(8) − E
(0)
n

HE

(
r
∑

b

tbEb(0)

)
Ψnl

〉

=
π〈αsG

2〉
18

∑

i

〈
Ψnl, ri

(
− 1

m
∆ +

αs

6r
− E(0)

n

)−1

riΨnl

〉
.

(6.3.24)
To finish the calculation, we need to invert the operator

(
−m−1∆ + αs/6r

)
.

For the simple case above, the method may be found in Schiff (1968); in more
complicated situations, see Titard and Ynduráin (1994). We may write the
final result as (Voloshin, 1979, 1982; Leutwyler, 1981)

δNPEnl = m
πεnln

6〈αsG
2〉

(mCF α̃s)4
. (6.3.25a)

The (complicated) explicit expression for the numbers εnl, of order unity,
may be found in Leutwyler (1981); for the lowest states,

ε10 = 624
425 , ε20 = 1 051

663 , ε21 = 9 929
9 945 . (6.3.25b)



270 Chapter 6

As anticipated, the correction is relativistic in that it is of order 1/m4;
but the coefficient is very large. The powers of αs and n can be understood
intuitively. Two come from the energy denominators, and four from the ex-
pectation value 〈rirj〉nl ∼ n4/(mCF αs)2. The extra powers of α−1

s are due
to the energy denominator in the quark propagators (cf. Fig. 6.3.1). In this,
they are similar to the Bethe logarithm in the ordinary Lamb shift. The right
hand side of (6.3.25) thus grows as the sixth power of the radial quantum
number, n. It is in fact this very fast growth with n that leads to the break-
down of the method as soon as n exceeds, or in some cases even equals, the
value 2.

The NP corrections to the wave function may be obtained with the same
methods. For n = 1, l = 0, we have

Ψ10(r) → [1 + δNP(r)] Ψ10(r), (6.3.26a)

where the correction is

δNP(r) =
{

2968
425 − 104

425ρ2 − 52
1275ρ3 − 1

225ρ4
} π〈αsG

2〉
m4(CF αs)6

, ρ =
2r

a
.

(6.3.26b)
In obtaining this, one has to take into account a subtle point concerning a
change in normalization, because the perturbed state contains a gluon. We
refer to Voloshin (1982) for the details. It turns out that the coefficient of the
correction is larger than for the energy shifts, both in powers of α−1

s and of
n: the effects of confinement are more important for the wave function than
for the energy levels.

In the leading relativistic order, new nonperturbative interactions are
generated. They add to the dipole interaction (6.3.22) two terms:

g

2m2
(S × p)

∑

a

Eata, − g

m
(S1 − S2)

∑

a

Bata, (6.3.27)

where the Si are the spin operators of each quark, and p = −i∇ acts on the
relative coordinate r. They introduce spin dependent nonperturbative shifts;
their effects may be found in Titard and Ynduráin (1994).10

The effects of higher order condensates, or the radiative corrections to
the contribution of the gluon condensate, are not known. Some of the first,
nominally the more important (but renormalization may alter this), are eval-
uated in Pineda (1997b) to where we send for details. Among the second we
have the contribution of the diagrams where one (or two) nonperturbative
gluon is (are) attached to the exchanged gluon. For example, the diagram

10With correction for one case by Pineda (1997a).
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in which both nonperturbative gluons are attached to the exchanged gluon
modify the propagator of the latter (in the Fermi–Feynman gauge) by

igµν

k2
→ igµν

k2
+

igµν

k2

11π〈αsG
2〉

6k4
,

plus terms proportional to kµ, kν . The corresponding alteration of the
Coulombic potential is, for q̄q systems,

−CF αs

r
→− CF αs

r
− 11CF αs〈αsG

2〉
12π

∫
d3k

eikr

|k|6

= − CF αs

r
− 11π〈αsG

2〉
144

CF αsr
3.

This produces energy shifts

δpropEnl = −11π〈αsG
2〉

144
CF αs〈r3〉nl ∼

π〈αsG
2〉

(mCF αs)4
(CF αs)2,

as stated of higher order (α2
s) than the piece δNPEnl of Eq. (6.3.25).

The shape of this piece raises two questions. First, would it also be pos-
sible to represent the NP corrections (6.3.25) by a potential? Secondly, what
is the connection with the confining potential?

As to the first, the answer is no. As shown by Leutwyler (1981), one
cannot obtain the shifts δNPEnl from a local potential; although one can
get them (but only approximately) with a cubic potential proportional to
〈αsG

2〉r3. With regard to the second question, the NP corrections we have
discussed can be described as the short distance part of the confining forces,
very different from the long distance piece which, as we will see, grows as r.

iv QCD Analysis of Lowest Lying c̄c and b̄b States

When comparing the ab initio calculations of quarkonium states of the pre-
vious subsections with experiment, we have two different situations. For the
energy of the b̄b states with n = 1, radiative corrections are small and so are
nonperturbative corrections. Thus we have reasonably accurate theoretical
calculations, which do not depend excessively on the renormalization point
µ provided that it is not too far from its natural value, µ ∼ 2/a (see be-
low). The second type of situation occurs for the wave functions of states
other than toponium, for the energy levels of bottomium with n = 2, and for
the energy of the ground state of c̄c. Here radiative corrections and/or NP
corrections, while still smaller than the leading term, are not so by a wide
margin. The calculations are thus less reliable and depend much more on the
renormalization point µ. The errors of the calculations are now large; but it
is still possible to get global agreement with experiment for the n = 2 system,
including tensor and LS splittings, at the price of taking the renormalization
point µ as a free parameter, and fitting it.
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Let us first consider b̄b states with n = 1. Here one could take Λ, 〈αsG
2〉

and mb from other sources and then predict the mass of the Υ resonance; but
it is preferable to take MΥ from experiment and then obtain a determination
of mb: in principle at least, this should be the more precise approach because
it will be accurate including O(α4

s) corrections. Of course, we still have to
take Λ and 〈αsG

2〉 from other sources. Specifically, we will use the values

Λ(nf = 4, three loops) = 0.283 ± 0.035 GeV, 〈αsG
2〉 = 0.06 ± 0.02 GeV2 .

The central value of Λ corresponds to αs(M2
Z) = 0.117. We next choose

the renormalization point. From our calculations of radiative corrections we
see that in the argument of the logarithms the combination naµ/2 appears
systematically, as is clear from Eqs. (6.3.20). So we choose µ = 2/na; for
n = 1 this gives µ2 ∼ 7 GeV2. Specializing (6.3.19) for n = 1, l = 0, adding
(6.3.20g) for the Υ state and also including the corrections (6.3.20h) as well
as the NP contribution (6.3.25), we find

mb = 5022 ± 58 MeV, m̄b(m̄2
b) = 4 286 ± 36 MeV . (6.3.28)

To get an idea of the dependence of the result on µ, we remark that even
varying µ2 by a factor of two only produces a shift of less than a hundred MeV
in mb: the resulting value of mb is thus reasonably stable against variations
of the renormalization point.

The hyperfine splitting is obtained by adding to the tree level value
(6.3.13), with n = 1, the radiative correction stemming from the correction
(6.3.21) to the hyperfine potential and the NP correction given in (6.3.26).
Likewise, to obtain the rate for Υ → e+e− we should include radiative (δwf)
and NP (δNP) corrections to the wave function, as well as the one loop “hard”
radiative corrections already considered in Sect. 5.1, δrad, calculated by Bar-
bieri, Gatto, Kögerler and Kunszt (1975).

For the hyperfine splitting we obtain the result

MΥ − Mηb
= m

C4
F αs(µ2)α̃s(µ2)3

3
[1 + δwf + δNP]2

×
{

1 +
[
β0

2

(
log

aµ

2
− 1

)
+ 21

4 (log CF α̃s + 1) + bhf

]
αs

π
+ 1 161

8 704

π〈αsG
2〉

m4α̃6
s

}
.

(6.3.29)
So, the hyperfine splitting for bottomium is predicted to be

M(Υ ) − M(η) = 50 ± 15 MeV .

This result has been improved using the renormalization group by Kniehl et
al. (2004) to M(Υ ) − M(η) = 39 ± 10 MeV .

The situation is less satisfactory for the decay into e+e− of quarkonia.
Here the two loop corrections are so large (Czarnecki and Melnikov, 1998)
that only for toponium is the calculation believable.
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As for the states with n = 2, the energy levels can be evaluated using
the values found for mb and taking now µ = 1/a. However, since (as stated)
radiative and nonperturbative corrections are large, the results are very sen-
sitive to the value of µ chosen. For this reason it is more profitable to fit µ.
This is the procedure followed in Titard and Ynduráin (1994), from where
the following table for the mass splittings of the shown states is taken (see
also Brambilla and Vairo, 2005):

States Theory Experiment

23P2 − 23P1 21 ± 7 21 ± 1 MeV

23P1 − 23P0 29 ± 9 32 ± 2 MeV

23S1 − 23P 181 ± 60 123 ± 1 MeV

23S1 − 13S1 428 ± 105 563 ± 0.4 MeV

23P − 21P1 1.5 ± 1 –

Here we use standard spectroscopic notation; the common, fitted value of µ
is µ ∼ 1 GeV, and the errors are those generated by the errors in Λ, 〈αsG

2〉
given above.

For the c̄c state, only the calculation of the mass of the J/ψ particle, or
equivalently mc, is reliable. One finds

mc = 1866+215
−133 MeV, m̄c(m̄2

c) = 1 542+163
−104 MeV .

The calculation of bound states bc̄ can be made along lines similar to the
ones used here (Brambilla and Vairo, 2000).

6.4 Higher Excited c̄c and b̄b States. Confinement Forces.
Effective Potentials

As we have shown in the previous section, the nonperturbative corrections
to the energy levels and wave functions grow very quickly for large n, thus
making the approach followed there useless for excited states; certainly when
n > 2 for b̄b, and for all observables except the ground state energy for
c̄c. As noted by, for example, Campostrini, Di Giacomo and Olejnik (1986)
this growth can be traced to the fact that we have taken the correlators
〈Gµν(x)Gαβ(y)〉 as being independent of x − y, while (as we will see in
Chap. 9), they should decrease exponentially for large spacelike x − y.

In the nonrelativistic limit, which is the only case we will treat explicitly
in this section, we expect nonperturbative correlators to involve the chromo-
electric fields,

〈g2Ei(x)Ej(0)〉vac,
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with sum over omitted colour indices understood. On invariance grounds,
this quantity can be written with all generality as

〈g2Ei(x)Ej(0)〉vac = 1
12

{
δij∆(x) + xixj D1(x2)

}
,

∆(x) ≡D(x2) + D1(x2) + x2 D1(x2).
(6.4.1)

In the approximation of neglecting the x-dependence of the correlator, only
the piece 1

12δij∆(0) survives and it can be related to the gluon condensate,

∆(0) = 2π〈αsG
2〉. (6.4.2)

This suggests that one could rederive both the Leutwyler–Voloshin approxi-
mation for small n as well as a potential valid for large n, taking into account
in particular (6.4.1), keeping the x-dependence. This forms the basis of the so-
called stochastic vacuum model, developed by Dosch and Simonov,11 which
we will review briefly in this section.

Before starting with the discusson, however, we want to remark that the
Dosch–Simonov approach is not the only one available. In some other papers
the method used is to input a long distance potential (namely, the linear
potential that, as we will see in Sect. 9.4 is suggested by lattice QCD) and
derive from it the effective potential, including relativistic and spin correc-
tions. This method can be found in Eichten and Feinberg (1981) and, more
recently, Brambilla, Consoli and Prosperi (1994), from where the relevant
literature may be traced. We prefer however the Dosch–Simonov approach
because here the linear potential at long distances is deduced and, moreover,
the ensuing short distance nonperturbative potential agrees qualitatively with
what one would expect from renormalon considerations.

Let us start by considering the Green’s function G for a quark and an
antiquark to move from x1, ȳ1 respectively, at time t = 0, to x2, ȳ2 after the
long period of time, T . We will consider the static limit and hence take

|x1 − ȳ1| � |x2 − ȳ2| � R,

with R � T . The quarks will be treated nonrelativistically and in first quan-
tization so that, in particular, we will neglect quark loops; but the gluons
will be second-quantized. In the path integral formalism we may write G as
(recall Sect. 1.3)

G(x1, ȳ1;x2, ȳ2) = 〈x2, ȳ2|e−iTH |x1, ȳ1〉 = N

∫
dzdz̄

∫
DB ei

∫ T

0
dt L

,

(6.4.3)
where we integrate over the trajectories z, z̄ of quark and antiquark. N is a
normalization constant, and the (integrated) Lagrangian L is the sum of the

11Dosch (1987); Simonov (1988, 1989b); Dosch and Simonov (1988); Bertmann,
Dosch and Krämer (1989). See also Simonov, Titard and Ynduráin (1995).
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nonrelativistic kinetic energies for the quarks, the nonrelativistic quark-gluon
interaction and the gluon radiation integrated Lagrangians:

L = Lkin + Lint + Lrad;

Lkin = 1
2mż2 + 1

2m ˙̄z2
,

Lint =
∫

d3w gjµ(w)Bµ(w) = g (B0(z) − B0(z̄)) ,

Lrad =
1
4

∫
d3w G2(w).

(6.4.4)

We assume the q̄q to be in a singlet state, and do not write colour factors
explicitly. The second expression for Lint in Eq. (6.4.4) above was obtained
using the expression of the current for static quarks,

jµ(w) = gµ0 [δ(w − z) − δ(w − z̄)] .

The stochastic vacuum model may be formulated as follows. We work in
the background field formalism and thus write

Bµ = Aµ + φµ, (6.4.5)

where the background field φ is fixed so that it reproduces the nonperturba-
tive gluon correlator. Specifically, we require

〈: GAµν(x)Gφαβ(0) :〉vac = 0,

〈: Gµν(x)Gαβ(0) :〉vac = 〈Gφµν(x)Gφαβ(0)〉vac,
(6.4.6)

where GA is constructed with A, and Gφ with φ. Because of these equalities
it follows that the VEV constructed with the field A vanishes:

〈: GAµν(x)GAαβ(0) :〉vac = 0. (6.4.7)

Let us consider the so-called Wilson loop, defined as

W (C(R, T )) ≡
∫

DBei
∫ T

0
dt {Lint+Lrad}, (6.4.8)

with C(R, T ) the contour limited by the trajectories of the quarks. It can be
shown that the (static) potential V (R) is related to the Wilson loop by the
equation12

W (C(R, T )) = (Constant) × exp (iTV (R)) . (6.4.9)

We now expand W in powers of the background field φµ. Odd powers
vanish, so that we have

W = W0 + W2 + · · · . (6.4.10)

12Both the Wilson loop and its connection with the potential are described in more
detail later in this text, in Sect. 9.5.
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In the first term only Aµ appears, and its VEV is zero. We can than apply
ordinary perturbation theory to it, so that

W0 =
∫

DA
{

1+
(ig)2

2!

∫ T

0

dt

∫ T

0

dt′
(
A0(z) − A0(z̄)

) (
A0(z′) − A0(z̄′)

)

+ · · ·
}
× exp

∫ T

0

dτ L0
rad + · · · .

After a simple evaluation it is seen that we can identify this with the expan-
sion of the 00 component of the gluon propagator and thus, to order g2, we
find the Coulombic potential, −CF αs/r.

The interesting piece is W2 in (6.4.10). At very short distances it provides
the leading nonperturbative corrections because, on dimensional grounds, it
is clear that higher order terms W4, . . . would involve higher dimensional
condensates, which are thus suppressed by inverse powers of the quark mass.
In the stochastic vacuum model one assumes that this dominance also holds at
long distances. That is to say, in this model we approximate W by W0 +W2.
The form of the potential that W2 implies may be found by the trick of
considering it as a perturbation on the Coulombic potential, and calculating
the energy shifts δEnl that this induces. Note that this does not mean that
we suppose W2 to be small; the expansion is purely formal. The details of
the calculation, which is somewhat involved technically, in particular because
of the non-Abelian character of the interaction, may be found in the quoted
paper of Simonov, Titard and Ynduráin (1995). One finds

δEnl = 1
36

∫
d3pdp0

(2π)4

∫
dβ

∫
dβ′ ∆̃(p)

∫
d3k

∑

j

〈nl|rjeip(β− 1
2 )r|8;k〉

× 1

E
(8)
k − E

(0)
n + p0

〈8;k|r′jeip(β− 1
2 )r′ |n, l〉

(6.4.11)
where the |nl〉 are the states which are solution of the singlet Coulombic
Hamiltonian,

{
− 1

m
∆ − CF αs

r

}
|nl〉 = E(0)

n |nl〉, E(0)
n = −m

(CF αs)2

4n2
,

and the |8;k〉 those of the octet one:
{
− 1

m
∆ +

αs

6r

}
|8;k〉 = E

(8)
k |8;k〉.

∆̃(p) is the Fourier transform of ∆(x),

∆̃(p) =
∫

d4x eip·x∆(x). (6.4.12)
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Equation (6.4.11) is our basic equation. The function ∆(x) can, on di-
mensional grounds, be written as

∆(x) = f

(
x2

T 2
g

)
,

where the quantity Tg has dimensions of time (or length) and may be inter-
preted as a correlation time/length. We now have two well-defined regimes.13

For very heavy quarks and small n, we have

T−1
g � |E(0)

n |.

We may then approximate ∆(x) by ∆(0); hence ∆̃(p) = 2πδ4(p)〈αsG
2〉 and

(6.4.11) becomes

δEnl =
π〈αs G2〉

18

∫
d3k

∑

i

〈nl|ri|8;k〉 〈8;k|ri|nl〉
E

(8)
k − E

(S)
n

=
π〈αs G2〉

18

∑

i

〈nl|ri
1

H(8) − E
(S)
n

ri|nl〉.
(6.4.13)

This is identical to the expression (6.3.24) that we found with the Leutwyler–
Voloshin model which is thus rigorously justified.

The opposite regime holds when, even for heavy quarks (so that the
nonrelativistic approximation is still justified) we have

T−1
g � |E(0)

n |.

In this case the velocity tends to zero, the nonlocality of the interaction tends
to zero as compared to the quark rotation period, which in the Coulombic
approximation would be Tq = 1/|E(0)

n |, and the interaction may therefore
be described by a local potential. In fact, considering Eq. (6.4.11), it now
turns out that we can neglect both E

(S)
n and the kinetic energy term in E

(8)
k

(indeed, all of it) as compared to p0. Then one gets

δEnl = 1
36

∫ ∫
d3pdp0

(2π)4

∫
dβ

∫
dβ′ ∆̃(p)

∑

i

〈nl|rieip(β− 1
2 )rr′ie

ip(β− 1
2 )r′ |nl〉

= 〈nl|U(r)|nl〉,

13In actual quarkonium states, none of the regimes to be described is fully operative;
the first regime would be certainly applicable with very good approximation only
for toponium with n up to n = 4.
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where the local potential U is14

U(r) = 1
36

{
2r

∫ r

0

dλ

∫ ∞

0

dν D(ν2 − λ2)

+
∫ r

0

dλλ

∫ ∞

0

dν
[
−2D(ν2 − λ2) + D1(ν2 − λ2)

] }
.

(6.4.14)

This is the nonperturbative potential that follows from the stochastic vacuum
model, so that the full effective nonrelativistic potential is

V (r) = −CF αs

r
+ U(r).

Radiative corrections can be included for the Coulombic piece.
U(r) has a number of desirable properties. As Eq. (6.4.14) shows, one

has

U(r) �
r→∞

Kr + constant, K = 2
∫ ∞

0

dλ

∫ ∞

0

dν D(ν2 − λ2). (6.4.15)

Therefore a linear potential at long distances is a consequence of the model.
For small distances, (6.4.14) gives

U(r) �
r→0

r2

∫ ∞

0

dν
{
D(ν2) + 1

2D1(ν2)
}

+ constant. (6.4.16)

This is the behaviour also suggested on the basis of renormalon calculations,
as we will discuss in Sect. 10.2ii. To be precise, however, we should add a
few extra words specifying further the region of validity of the last equation.
Eq. (6.4.16) is only valid in the regime T−1

g � |E(0)
n |. That is to say, strictly

speaking, (6.4.16) is only valid in an intermediate region in which r is small,
but the state is located, on the average, at a large distance of the center of
mass.

An equation such as (6.4.14) still does not fix the potential; to obtain
it further approximations have to be made. In particular, one has to assume
a functional form for ∆(x). An exponential one is usually chosen, mostly
because of its simplicity. Thus Campostrini, Di Giacomo and Olejnik (1986)
take

∆̃(p) =
3(2π)3T−1

g

p2 + T−2
g

〈αsG
2〉.

A fit to the b̄b and c̄c with the ensuing potential, including spin and relativis-
tic corrections, but not radiative ones, has been carried out successfully by

14Our derivation of these formulas is not rigorous. A rigorous derivation would
require us to make the calculations in Euclidean QCD, to be described in detail
in Sects. 9.1 ff, and go back to Minkowski space at the end.
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Badalian and Yurov (1990), who were able in particular to predict correctly
the P -wave hyperfine splitting in quarkonium δhfE(P ) as

−1.76 ≤ δhfE(P ) ≤ 0.32 MeV

(the allowed range here is induced by variation of the parameters inside their
accepted domains), against the experimental figure of

δhfE(P ) = −0.9 ± 0.23 MeV

(Armstrong et al., 1992).
An alternative method of calculation is based on postulating a specific

long distance behaviour for the confining forces and evaluating the relativistic,
and at least partially, short distance corrections, by various methods. For
example, we may write the propagator for a fictitious scalar particle such
that its NR limit agrees with Kr. The inverse Fourier transform of this will
be ∼ 1/(k2)2, so we may postulate the relativistic propagator 1/(k2)2. Then,
the standard analysis of retardation effects (Akhiezer and Berestetskii, 1963)
applied to this propagator produces the potential15

UW (r) = Krγ0
1γ0

2 +
K

2

{
3rγ0

1γγγγγ1γ
0
2γγγγγ2 +

1
r
(rγ0

1γγγγγ1)(rγ0
2γγγγγ2)

}
. (6.4.17)

This potential is to be used in a two-particle Dirac equation acting on wave
functions ΨA1A2 with two Dirac indices A1, A2; the gamma matrices γµ

a act on
the index Aa. The last terms in (6.4.17) are relativistic corrections; they will
produce fine and hyperfine splittings (in addition to the Coulombic ones)
and even an alteration of the Coulomb static interaction. For example, to
lowest order in the relativistic corrections the term 3

2Krγ0
1γγγγγ1γ

0
2γγγγγ2 gives a

perturbation, to be used with nonrelativistic wave functions, of

3K

2
rγ0

1γγγγγ1γ
0
2γγγγγ2 → K

4m2

{
4r∆ + 4

∂

∂r
+

2
r

− 4
r

SL − 4r

3
σσσσσ1σσσσσ2 −

1
r3

(
(rσσσσσ1)(rσσσσσ2) −

r3

3
σσσσσ1σσσσσ2

)}
.

(6.4.18)

In some of the analyses, radiative corrections are included (Gupta, Rad-
ford and Repko, 1982; Pantaleone, Tye and Ng, 1986; Halzen, Olson, Ols-
son and Stong, 1993). Generally speaking, the agreement between theory
and experiment is good for the spin-independent splittings, and less so for
the spin-dependent ones, particularly tensor splittings. This probably implies
that the models include genuine features of the nonperturbative potentials,
but the fact that approximations are made shows up more in quantities that
are sensitive to relativistic effects.
15Buchmüller (1982). See also Eichten and Feinberg (1981) and Brambilla, Consoli

and Prosperi (1994) for more refined derivations.
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6.5 The Constituent Quark Model

In the previous sections we have shown how one can use QCD to obtain
reliable calculations of static hadronic quantities. In some cases (particularly
in the last section) reasonable, but unproven assumptions were needed to
obtain results; but even in these cases, rigorous QCD formed the backbone of
the methods. In this and the following section, the situation will be somewhat
reversed. We will make assumptions, some of which are actually incompatible
with some features of QCD (notably chiral invariance) but which may, under
certain circumstances, imitate a real situation, and we will supplement these
assumptions with features borrowed from QCD. The ensuing models, the
bag models to be discussed in next section, and the constituent quark model
which is the object of the present one, although not tremendously reliable,
allow us to get a handle on otherwise intractable areas of hadron physics,
providing an understanding of some of its features.

We first discuss the constituent quark model. Here, we assume that the
fact that quarks inside hadrons move through a medium made up of gluons
and quark-antiquark pairs can, under certain circumstances, be represented
by adscribing an effective mass, called the constituent mass, even to light
quarks; a qualitative way to implement this will be discussed in Sect. 9.5iii.
As stated, this mass represents the inertia acquired by quarks due to their
having to drag in their motion the gluon-quark soup; so we expect it to be
universal, and to add to the mechanical mass, which is the one that appears
in the Lagrangian. Concentrating on light quarks, we then assume masses

mu(const) = mu + µ0, md(const) = md + µ0, ms(const) = ms + µ0,
(6.5.1)

where
µ0 ∼

(
Λ, 〈q̄q〉1/3, 〈αsG

2〉1/4
)

∼ 330 MeV . (6.5.2)

In these formulas we take the mechanical masses mq renormalized at 1 GeV.
Equations (6.5.1) break chiral invariance, and therefore pions and kaons

(in particular) will be very poorly described by the constituent quark model:
for these particles we have to use other methods (see Chap. 7). But one can
use the constituent quark model to describe with success other hadrons (ρ,
K∗, Σ, Λ, nucleons, ∆,. . .). In fact, and as already noted, most of the evidence
in favour of the quark picture of hadrons was gathered by considerations of
such models and the extension to include QCD features ranks among the first
successes of the theory (Appelquist and Politzer, 1975; De Rújula, Georgi and
Glashow, 1975; see Hey and Kelly, 1983, for a review and references).

To implement the interactions among quarks, we introduce two poten-
tials: a confining potential, linear in r,

Uconf(r) = λr, λ ∼ K, (6.5.3)
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and a Coulombic-type interaction,

UCoul(r) =
−κ2

r
, (6.5.4a)

together with corresponding QCD-type hyperfine interactions. For quarks
with indices i, j, we take

Uhyp(r) = −κ2
∑

i�=j

1
mimj

∑

a

tai tajσσσσσiσσσσσj , (6.5.4b)

and ti, σσσσσi act on the wave function of quark i. κ2 may be connected with the
running coupling at, say, the reference momentum of 1 GeV:

κ2 ∼ CF αs(1 GeV2).

Because the model is in any case not terribly precise, one at times replaces
the linear potential by a quadratic potential, which can be solved explicitly.

The model provides quantitatively correct predictions, to within some
20%, for the bulk of the masses of the particles, the magnetic moments of
the baryons and –a triumph of the QCD inspired interaction (6.5.4b)– an
explanation of the sign and size of the mass splittings of the nucleons and
∆ resonance, and even of that between Λ and Σ. The wave functions at the
origin, as measured experimentally in, for example, the e+e− decays of ρ, ω
and φ, are also well reproduced.

These successes should not hide the shortcomings. As already stated,
pions and kaons are very poorly described. Worse, for some particles the
velocities of the quarks are above the velocity of light. Finally, the status
of the tensor and L-S couplings is unclear. We leave the model here; the
interested reader may consult, besides the articles already quoted, the papers
of Isgur and Karl (1979), Close and Dalitz (1981) and the monographs of
Flamm and Schoberl (1981) and Alvarez-Estrada et al. (1986).

6.6 Bag Models

i Introduction. Bogoliubov’s Model

As we know, the strength of the interaction among quarks and gluons de-
creases at short distance, while at long distance it will grow to the point that
confinement is produced. These features are reproduced, albeit in a gross
manner, by bag models.16

16Chodos et al. (1974); Chodos, Jaffe, Johnson and Thorn (1974). See Johnson
(1975), Hasenfratz and Kuti (1978) and Alvarez-Estrada et al. (1986) for reviews.
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In these models the hadron is envisaged as a bag, i.e., a spherical well
of radius R ∼ Λ−1 with infinitely high walls, assumed to contain the quarks
(and gluons) that make up the hadron. The model is certainly crude, but it
has the important property of being solvable and it thus affords a method to
obtain, without great difficulty, estimates of quantities such as bound state
energies or wave functions of light quarks, that cannot be easily obtained by
other methods. By comparison with the constituent model of the previous
section, the bag model wins in that it allows us to consider states made up
of massless quarks: it is surely worth devoting some time to it.

It should, however, be borne in mind that the bag model presents serious
drawbacks. An important one is that the introduction of a fixed hadron radius
R violates chiral invariance; thus we expect, and it so happens, that the bag
model will poorly describe pions and kaons. Another drawback is that the
vacuum inside the bag is empty, in which it differs radically from the real
vacuum inside hadrons, chock full of gluons and the light quark-antiquark sea.
Thus, one can perform a bag model calculation of, say, nonsinglet structure
functions, as in the work of Jaffe and Ross (1980); but singlet ones are beyond
the reach of the model.

We start by considering what may be called a quantum mechanical bag
(as opposed to a field-theoretic, or MIT, bag), first discussed by Bogoliubov
(1967). In this approach we consider a fermion in a potential, U(r),

U(r) =
{

0, r < R,
v0, r ≥ R.

(6.6.1)

Later, we will let v0 → ∞. We will assume the potential to be scalar, because
of indications from lattice evaluations, as well as from the potential calcu-
lations of previous sections, and also to avoid the Klein paradox. The Dirac
equation in this potential is solved as follows.17 The Dirac equation may be
written as

i
∂

∂t
Ψ(r, t) = (−iγ0γγγγγ∇ + mγ0) Ψ(r, t) = EΨ(r, t). (6.6.2)

We then form the spherical harmonics with spin, Y, by composing ordinary
spherical harmonics Y l

M (θ, φ) with Pauli spinors χ(s3) corresponding to the
third component of spin s3. If (l,M ; 1

2 , s3|j) are the Clebsch–Gordan coeffi-
cients corresponding to coupling of angular momentum l and spin 1/2 to total
angular momentum j, then

Y l±
λ (θ, φ) =

∑

λ=M+s3

(l,M ; 1
2 , s3|l ± 1

2 )Y l
M (θ, φ)χ(s3). (6.6.3a)

17More details of this solution may be found in standard textbooks: Greiner, Müller
and Rafelski (1985); Ynduráin (1996).
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We then form the wave functions, in the Pauli realization of the gamma
matrices (with γ0 = diag(1, 1,−1,−1))

Ψ j+
λ (r) =

(
fl+(r)Y l+

λ (θ, φ)
gl+(r)Y l+1,−

λ (θ, φ)

)
, Ψ j−

λ (r) =
(

fl−(r)Y l+1,−
λ (θ, φ)

gl−(r)Y l+
λ (θ, φ)

)
.

(6.6.3b)
In both cases j = l + 1/2 and f, g are scalar functions. Substituting into the
time independent Dirac equation, and after simple manipulations, we obtain
two coupled scalar equations for the f , g:

i
(

∂

∂r
gκ +

1
r
gκ +

κ

r
gκ

)
+ mfκ + U(r)fκ = Efκ,

i
(

∂

∂r
fκ +

1
r
fκ − κ

r
fκ

)
− mgκ + U(r)gκ = Egκ.

(6.6.4)

Here m is the mass of the quark, κ = ω(j + 1/2), ω = ± and we have
introduced the notations, to be used interchangeably,

f+(j+1/2) ↔ fl+, l = j − 1/2,

f−(j+1/2) ↔ fl−, l = j − 1/2,

and identical ones for the g. In terms of the f , g, the normalization is given
by

〈Ψ jω
λ |Ψ j′ω′

λ′ 〉 = δjj′δλλ′δωω′

∫ ∞

0

dr r2 (f∗f ′ + g∗g′) . (6.6.5)

The bound state solutions to (6.6.4) are easily found. Because the po-
tential is constant they are like free waves. We distinguish two regions. For
r < R, we have exactly free waves,

gl+(r) =
−ik

m + E
fl+1,+(r), fl+(r) = N+jl(kr);

gl−(r) =
ik

mc2 + E
fl−1,−(r), fl−(r) = N−jl+1(kr),

(6.6.6)

where
k =

√
E2 − m2, l = j − 1/2, κ = ±(j + 1/2);

the N± are normalization constants and the jl spherical Bessel functions:

jl(x) =
√

π

2x
Jl+1/2(x) = (−x)l

(
d

xdx

)l sin x

x
.
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For r > R, we define k =
√

(m + v0)2 − E2. Equations (6.6.4) with
U ≡ v0 are formally equal to the free ones if we replace m by m + v0, but
now we have to impose the condition of decrease at infinity. Thus,

gl+(r) =
−ik

mc2 + v0 + E
fl+1,+(r),

gl−(r) =
ik

mc2 + v0 + E
fl−1,−(r),

(6.6.7)

with

fl+(r) = C

√
π

2rk̄
Kl+1/2(kr),

fl−(r) = C ′
√

π

2rk̄
Kl+3/2(k̄r).

Here K is the Bessel function of the second kind, given by

Kn+1/2(x) =
( π

2x

)1/2

xn+1

(
− 1

x

d
dx

)n e−x

x
.

Explicit formulas for the gl± can be found by using the differentiation prop-
erties for kn(x) ≡ (π/2x)1/2Kn+1/2(x),

k′
n(x) =

n

x
kn(x) − kn+1(x).

Matching f(r), ∂f(r)/∂r at r = R, one finds the constants N±, C, C ′ and
the energy values. For the simple case of the S wave, l = 0, the quantization
condition is

tan kR = −k/k̄, (6.6.8)

quite analogous to the nonrelativistic one. In the limit v0 → ∞, and if we
neglect the mass of the particles (a case of practical interest for bound states
of light quarks, u, d), the quantization condition becomes knR = nπ, n =
1, 2, . . ., so we find the energies

En = nπR−1. (6.6.9)

This reproduces qualitatively the corresponding hadronic spectrum, with the
already noted exception of the π, K. Quantitatively, we have to take R �
1.7 fm to get E1 � 370 GeV and then the correct masses for a two quark
system such as the ρ, or a three quark one (the p, n). The model as it stands
does not, of course, feature fine or hyperfine splittings which have to be
introduced with extra interactions like (6.5.4b). The value of R is of the right
order of magnitude, albeit on the largish side. The mean radius of a hadron
would be 〈r〉 � 3R/4 � 1.28 fm, to be compared with the size of nucleons
from e.g. nuclear physics, RN ∼ 0.6 fm.
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ii The MIT Bag

We will only give the briefest of descriptions; the interested reader may find
details in the reviews of Johnson (1975) and Alvarez-Estrada et al. (1986).

The MIT bag may be described as ordinary QCD plus the boundary
condition that no quark current or energy-momentum may leave a prescribed
bag, which simulates nonperturbative (confinement) effects. Let nµ(x) be a
spacelike vector orthogonal to the sphere |x| = R (the bag). We cannot
postulate the condition q(x) = 0 for |x| = R for the quark fields, as this
is incompatible with the Dirac equation for free quarks, i∂/ q(x) = mq(x). A
condition which is compatible is

in/ qj(x) = qj(x), |x| = R, all j, (6.6.10)

where j is a colour index and (6.6.10) is assumed to be valid for all flavours,
q. This is sufficient to ensure that the flow of any current q̄jγ

µq′j′ vanishes on
the sphere |x| = R, and hence no colour or flavour leaves the bag. The proof
is elementary: on one hand, on the surface of the bag, nµq̄jγµq′j′ = q̄jn/ q′j′ =
−iq̄jq

′
j′ ; on the other, and in the same region,

nµq̄jγµq′j′ = (n/ q)†γ0q
′
j′ = (−iqj)

†
γ0q

′
j′ = iq̄jq

′
j′ ;

hence nµq̄jγµq′j′ = 0 on the bag surface, as desired. A similar condition,
involving an adjustable parameter (the bag pressure) ensures no energy-
momentum flow.

The condition (6.6.10) is incompatible with chiral invariance, even for
massless quarks.18 Moreover, introduction of ordinary QCD interactions and
a bag confinement certainly leads to double counting, as QCD is supposed
to be confining by itself. One should not neglect the insights gained by the
study of the field-theoretic (MIT) bag, but the the above problems justify
our leaving its detailed study to specialized articles.

18It has been proposed to at least partially repair this by introducing an elementary
pion field outside the bag, and defined to be zero inside the bag. This is the so-
called “little bag”, which has enjoyed some success, particularly in the realm of
nuclear physics. We refer the reader to the original papers: Brown, Rho and Vento
(1979); Vento et al., (1980).



7 Light Quarks; PCAC;
Chiral Dynamics;
the QCD Vacuum

“If the Lord Almighty had consulted me before embarking upon creation,

I should have recommended something simpler”

alphonse x “The Wise” (1211–1284), King of Castile and León,

on having the Ptolemaic system of epicycles explained to him

7.1 Mass Terms and Invariances: Chiral Invariance

In this section we will consider quarks with masses m � Λ, to be referred to
as light quarks. Because the only dimensional parameter intrinsic to QCD is,
we believe, Λ, we may expect that to some approximation we may neglect the
masses of such quarks, which will yield only contributions1 of order m2/Λ2.

To study this system, we retake the discussion of Sect. 2.8. Consider the
QCD Lagrangian,

L = −
n∑

l=1

mlq̄lql + i
n∑

l=1

q̄lD/ql − 1
4 (D × B)2 + gauge fixing + ghost terms.

(7.1.1)
The sum runs only over light quarks; the presence of heavy quarks will be
essentially irrelevant for what follows and consequently we neglect them. We
may then split the quark fields into left-handed and right-handed components:

ql = qL,l + qR,l; qL,l ≡ q−,l =
1 − γ5

2
ql, qR,l ≡ q+,l =

1 + γ5

2
ql.

In terms of these, the quark part of the Lagrangian may be written as

L = −
n∑

l=1

ml (q̄R,lqL,l + q̄L,lqR,l) + i
n∑

l=1

(q̄L,lD/qL,l + q̄R,lD/qR,l) + · · · .

1 It is, of course, unclear which is the meaningful parameter in this respect. One
could take Λ or Λ0 defined by αs(Λ0) ≈ 1. From considerations of chiral dynamics
(see later), it would appear that the scale for smallness of quark masses is 4πfπ ∼
1 GeV, where fπ is the pion decay constant; but even if we accept this, it is
not obvious at which scale the mass m has to be computed. We will see that
mu, md ∼ 4 to 10 MeV so there is little doubt that u, d quarks should be classed
as “light” with any reasonable definition; but the situation is less definite for the
s quark, with a mass ms ∼ 150 MeV.
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We then consider the set of transformations W± in UL(n)×UR(n) (left-
handed times right-handed, or chiral transformations) given by the indepen-
dent transformations of the qR,l, qL,l:

qR,l →
∑

l′

W+
ll′qR,l′ , qL,l →

∑

l′

W−
ll′qL,l′ ; W± unitary. (7.1.2)

Clearly, the only term in L that is not invariant under all the transformations
(7.1.2) is the mass term,

M =
n∑

l=1

mlq̄lql =
n∑

l=1

ml (q̄R,lqL,l + q̄L,lqR,l) . (7.1.3)

When written in this form, the mass term is invariant under the set of
transformations [U(1)]n,

ql → eiθlql, (7.1.4)

but this would not have been the case if we had allowed for nondiagonal
terms in the mass matrix. To resolve this question of which are the general
invariance properties of a mass term, we will prove two theorems.2

Theorem 1. Any general mass matrix can be written in the form (7.1.3)
by appropriate redefinition of the quark fields. Moreover, we may assume
that m ≥ 0. Thus, (7.1.3) is actually the most general mass term possible.

For the proof we consider that the most general mass term compatible
with hermiticity is

M′ =
∑

ll′

{q̄L,lMll′qR,l′ + q̄R,lM
∗
ll′qL,l′} . (7.1.5)

Let us temporarily denote matrices in flavour space by putting a tilde under
them. If M

˜
is the matrix with components Mll′ , then the well-known polar

decomposition, valid for any matrix, allows us to write

M
˜

= m
˜

U
˜

,

where m
˜

is positive-semidefinite, so all its eigenvalues are ≥ 0, and U
˜

is
unitary. Eq. (7.1.5) may then be cast in the form

M′ =
∑

ll′

{
q̄L,lmll′q

′
R,l′ + q̄′R,lmll′qL,l′

}
, q′R,l =

∑

l′

Ull′qR,l′ , (7.1.6)

and we have used the fact that m
˜

is Hermitian. Define q′ = qL + q′R; because
q̄RqR = q̄LqL = 0, (7.1.6) becomes, in terms of q′,

M′ =
∑

q̄′lmll′q
′
l′ .

2 The theorems are valid for any quark mass matrix, i.e., also including heavy
flavours.
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It then suffices to transform q′ by the matrix that diagonalizes m
˜

to obtain
(7.1.3) with positive ml. The term q̄D/ q in the Lagrangian is left invariant by
all these transformations, so the theorem is proved.

Theorem 2. If all the ml are nonzero and different, then the only invari-
ance left is the [U(1)]n of (7.1.4).

Let us consider the W
˜

± of (7.1.2), and assume that W
˜

+ = W
˜

− ≡ W
˜

; to
show that this must actually be the case is left as an exercise. The condition
of invariance of M yields the relation

W
˜
†m
˜

W
˜

= m
˜

, i.e., [m
˜

,W
˜

] = 0. (7.1.7)

It is known that any n × n diagonal matrix can be written as
∑n−1

k=0 ckm
˜

k

if, as occurs in our case, all the eigenvalues of m
˜

are different and nonzero.
Because of (7.1.7), it then follows that W

˜
commutes with all diagonal matri-

ces, and hence it must itself be diagonal: because it is also unitary, it consists
of diagonal phases, i.e., it may be written as a product of transformations
(7.1.4), as was to be proved. We leave it to the reader to check that the
conserved quantity corresponding to the U(1) that acts on flavour qf is the
corresponding flavour number.

In the preceding theorems, we have not worried whether the masses m
were bare, running or invariant masses. This is because, for QCD in the MS
scheme, the mass matrix becomes renormalized as a whole:

M
˜

= Z−1
m M

˜
u,

where Zm is a number. The proof of this last property is easy: all we have to
do is to repeat the analysis of Sects. 3.1, 2, 3 and 3.7, allowing for the matrix
character of M, Zm. We find, for the divergent part and in an arbitrary
covariant gauge,

S
˜

ξ
R(p) =

i
p/ − M

˜
+

1
p/ − M

˜

{
− [∆

˜
F (p/ − M

˜
) + (p/ − M

˜
)∆
˜
†
F ] − δM

˜

− (1 − ξ)(p/ − M
˜

)NεCF
g2

16π2
+ 3NεCF

g2

16π2
M
˜

}
i

p/ − M
˜

,

and we have defined

M
˜

= M
˜

u + δM
˜

, Z
˜

F = 1 − ∆
˜

F .

The renormalization conditions then yield the relations

∆
˜

F
† + ∆

˜
F = − (1 − ξ)NεCF

g2

16π2
= diagonal,

[∆
˜

F ,M
˜

] = 0, [M
˜

, δM
˜

] = 0,

δM
˜

= 3NεCF
g2

16π2
M
˜

.
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Thus, the set of fermion fields and the mass matrix get renormalized as a
whole:

Z
˜

−1
F = 1 + (1 − ξ)NεCF

g2

16π2
, Z

˜
m = 1 − 3NεCF

g2

16π2
, (7.1.8a)

i.e.,
Z
˜

F = ZF 1, Z
˜

m = Zm 1. (7.1.8b)

We have proved this to lowest order, but the renormalization group equations
guarantee the result to leading order in αs.

This result can be understood in yet another way. The invariance of L
under the transformations (7.1.4) implies that we may choose the countert-
erms to satisfy the same invariance, so the mass matrix will remain diagonal
after renormalization. In fact, this proof shows that in mass independent
renormalization schemes (such as the MS), Eqs. (7.1.8b) actually hold to all
orders.

The results we have derived show that, if all the mi are different and
nonvanishing,3 the only global symmetries of the Lagrangian are those as-
sociated with flavour conservation, (7.1.4). As stated above, however, under
certain conditions it may be a good approximation to neglect the ml. In
this case, all the transformations of Eq. (7.1.2) become symmetries of the
Lagrangian. The measure of the accuracy of the symmetry is given, for ex-
ample, by the divergences of the corresponding currents or, equivalently, the
conservation of the charges. This has been discussed in Sect. 2.8, and we now
present some extra details.

Let us parametrize the W as exp{(i/2)
∑

θaλa}, where the λ are the
Gell-Mann matrices. (We consider the case n = 3; for n = 2, replace the λ
by the σ of Pauli.) We may denote by U±(θ) the operators that implement
(7.1.2):

U±(θ)
1 ± γ5

2
qlU

−1
± (θ) =

∑

l′

(
e(i/2)

∑
θaλa

)

ll′

1 ± γ5

2
ql′ . (7.1.9)

For infinitesimal θ, we write the U±(θ) in terms of the chiral generators (or
charges) La

±,

U±(θ) � 1 − i
2

∑
θaLa

±, (La
±)† = La

±,

so that (7.1.9) yields

[La
±, q±,l(x)] = −

∑

l′

λa
ll′q±,l′(x), q±,l ≡

1 ± γ5

2
ql. (7.1.10)

3 As seems to be the case in nature. As we will see, one finds m̂d/m̂u ∼ 2, m̂s/m̂d ∼
20, m̂u ∼ 5 MeV.
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Because the U leave the interaction part of the Lagrangian invariant, and
since QCD is a free field theory at zero distance, we may solve (7.1.10) using
free-field commutation relations. The result is

La
±(t) =:

∫
d3x

∑

ll′

q̄±,l(x)γ0λa
ll′q±,l′(x) :, t = x0. (7.1.11)

These will be recognized as the charges corresponding to the currents

Jaµ
± (x) =:

∑

ll′

q̄l(x)λa
ll′γ

µ 1 ± γ5

2
ql′(x) : . (7.1.12)

If the symmetry is exact, we will have ∂µJaµ
± = 0, and a standard calculation

shows that the La
±(t) are actually independent of t. Otherwise, we have to

define equal time transformations and modify (7.1.9, 10) writing, for example,
equal time commutation relations,

[La
±(t), q±,l(x)] = −

∑

l′

λa
ll′q±,l′(x), t = x0. (7.1.13)

The set of transformations

U±(θ, t) = exp
{
− i

2

∑
La
±(t)θa

}
,

builds up the group of chiral transformations generated by the currents
(7.1.12). In our case we find the chiral SU+

F (3) × SU−
F (3) group. Its gen-

erators may be rearranged in terms of the set of vector and axial currents
V µ

ll′(x), Aµ
ll′(x) introduced in Sect. 2.8. (Actually, not all diagonal elements

are in SU+
F (3) × SU−

F (3), but they are in the group U+
F (3) × U−

F (3).) An
important subgroup of SU+

F (3) × SU−
F (3) is that generated by the vector

currents, which is simply the flavour SU(3) of Gell-Mann and Ne’eman.
The exactness of the symmetries is related to the time independence of

the charges L±, which in turn is linked to the divergence of the currents.
These divergences are proportional to differences of masses, ml −ml′ for the
vector, and sums ml + ml′ for the axial currents4 (cf. Eq. (2.8.5)). Thus, we
conjecture that SUF (3) will be good to the extent that |ml − ml′ |2 � Λ2

and chiral SU+
F (3)×SU−

F (3) to the extent that ml � Λ. In the real world, it
appears that mass differences are of the same order as the masses themselves,
so we expect chiral symmetries to be almost as good as flavour symmetries.
This seems to be the case experimentally.5

4 The diagonal axial currents have peculiar extra terms in the divergence that we
will discuss in detail in coming sections.

5 Chiral dynamics is a subject in itself, to which we will return at the end of
the present Chapter. Here we only touch upon some of its aspects, which omits
many important applications. The interested reader may consult, for classical
applications, the review of Pagels (1975) and the excellent text of Georgi (1984);
for a more modern treatment, the basic paper of Gasser and Leutwyler (1984)
and the reviews of Pich (1995) and Ecker (1995).
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7.2 Wigner–Weyl and Nambu–Goldstone Realizations
of Symmetries

The fact that flavour and chiral SU(3) (or SU(2)) appear to be valid to similar
orders of approximation does not mean that these symmetries are realized
in the same manner. In fact, we will see that there are good theoretical and
experimental reasons why they are very different.

Let us begin by introducing the charges with definite parity,

Qa = La
+ + La

−, Qa
5 = La

+ − La
−. (7.2.1)

Their equal time commutation relations are

[Qa(t), Qb(t)] = 2i
∑

fabcQc(t),

[Qa(t), Qb
5(t)] = 2i

∑
fabcQc

5(t),

[Qa
5(t), Qb

5(t)] = 2i
∑

fabcQc(t).

(7.2.2)

The set Qa builds the group SUF (3). In the limit ml → 0, all Q, Q5 are
t-independent and

[Qa,L] = [Qa
5 ,L] = 0. (7.2.3)

The difference between Qa, Qa
5 , however, lies in the vacuum. In general,

given a set of generators Lj of symmetry transformations of L, we have two
possibilities:

Lj |0〉 = 0, (7.2.4)

which is called a Wigner–Weyl symmetry, or

Lj |0〉 �= 0, (7.2.5)

or Nambu–Goldstone symmetry. Obviously, we will in general have a mixture
of the two symmetries, with some Li, i = 1, . . . , r, verifying (7.2.4) and the
rest, Lk, k = r + 1, . . . , n, satisfying (7.2.5). Since the commutator of two
operators that annihilate the vacuum also annihilates the vacuum, it follows
that the subset of Wigner–Weyl symmetries forms a subgroup.

Two theorems are especially relevant with respect to these questions. The
first, due to Coleman (1966), asserts that “the invariance of the vacuum is
the invariance of the world”, or, in more transparent terms, that the physical
states (including bound states) are invariant under the transformations of a
Wigner–Weyl group of symmetries. It follows that, if we assumed that chiral
symmetry was all of it realized in the Wigner–Weyl mode, we could conclude
that the masses of all mesons in a flavour multiplet would be degenerate, up
to corrections of order m2

q/M
2
h , with Mh the (average) hadron mass. This is

true of the ω, ρ, K∗, φ, but if we include parity doublets this is no longer the
case. Thus, for example, there is no scalar meson with a mass anywhere near
that of the pion, and the axial vector meson masses are half a GeV larger
than the masses of ω or ρ. Thus it is strongly suggested that SUF (3) is a
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Wigner–Weyl symmetry, but chiral SU+
F (3)×SU−

F (3) contains generators of
the Goldstone–Nambu type. We assume, therefore,

Qa(t)|0〉 = 0, Qa
5(t)|0〉 �= 0. (7.2.6)

The second relevant theorem is Goldstone’s (1961). It states that, for
each generator that fails to annihilate the vacuum, there must exist a mass-
less boson with the quantum numbers of that generator. Therefore, we “un-
derstand” the smallness of the masses of the pion or kaon6 because, in the
limit mu, md, ms → 0, we would also have mπ → 0, mK → 0. Indeed, we
will later show that

m2
π ∼ mu + md, m2

K ∼ mu,d + ms. (7.2.7)

We will not prove either theorem here, but we note that (7.2.7) affords
a quantitative criterion for the validity of chiral symmetries. Since pions or
kaons become massless in the chiral limit, while particles like the ρ or K∗

do not, we expect chiral symmetry to hold up to to corrections of order
m2

π/m2
ρ ∼ 4% for SU(2) and of m2

K/m2
K∗ ∼ 20% for SU(3).

We also note that a Nambu–Goldstone realization (Nambu, 1960; Nambu
and Jona–Lasinio, 1961a, b) is never possible in perturbation theory. Since the
symmetry generators are Wick-ordered products of field operators, it is clear
that to all orders of perturbation theory Qa

5(t)|0〉 = 0. This means that the
physical vacuum is different from the vacuum of perturbation theory in the
limit m → 0. We emphasize this by writing |0〉 for the perturbation-theoretic
vacuum and |vac〉 for the physical one when there is danger of confusion, a
practice that we have already followed. So we rewrite (7.2.6) as

Qa(t)|vac〉 = 0, Qa
5(t)|vac〉 �= 0. (7.2.8)

It is not difficult to see how this may come about even in a simple model

with free particles. Let a
†
P (k) be the creation operator for a particle P with

three-momentum k. The states

a
†
P (0)

n︷︸︸︷
. . . a

†
P (0)|0〉 = |n〉

are all degenerate in the limit mP → 0. Therefore, the physical vacuum will
be, in this limit,

|vac〉 =
∑

n

cn|n〉,

i.e., it will contain zero-frequency massless particles. In QCD we have the
gluons which are massless, and so will the light quarks be, to a good approx-
imation, in the chiral limit; the QCD interactions appear to be such that the
situation we have described is not much altered.
6 The particles with zero flavour quantum numbers present problems of their own

(the so-called U(1) problem) that will be discussed later.
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7.3 PCAC and Light Quark Mass Ratios

We are now in a position to obtain quantitative results on the masses of the
light quarks.7 To do so, consider the current

Aµ
ud(x) = ūγµγ5d(x),

and its divergence

∂µAµ
ud(x) = i(mu + md)ūγ5d(x).

The latter has the quantum numbers of the π+, so we can use it as a composite
pion field operator. We thus write

∂µAµ
ud(x) =

√
2fπm2

πφπ(x). (7.3.1a)

The factors in (7.3.1a) are chosen for historical reasons.8 φπ(x) is the pion
field normalized to

〈0|φπ(x)|π(p)〉 =
1

(2π)3/2
e−ip·x, (7.3.1b)

with |π(p)〉 the state of a pion with momentum p. The constant fπ (pion decay
constant) may be obtained from experiment as follows. Consider the weak
decay π+ → µ+ν. With the effective Fermi Lagrangian for weak interactions
(see, e.g., Marshak, Riazzudin and Ryan, 1969)

LFermi
int =

GF√
2

µ̄γλ(1 − γ5)νµūγλ(1 − γ5)d + · · · ,

we find

F (π → µν) =
2πGF√

2
ū(ν)(p2)γλ(1 − γ5)v(µ)(p1, σ)〈0|Aλ

ud(0)|π(p)〉. (7.3.2a)

Now, on invariance grounds,

〈0|Aλ
ud(0)|π(p)〉 = ipλCπ; (7.3.2b)

7 The method originates in the work of Glashow and Weinberg (1968) and Gell-
Mann, Oakes and Renner (1968). In QCD, see Weinberg (1978a), Domı́nguez
(1978) and Zepeda (1978). Estimates of the quark masses essentially agreeing
with (7.3.6), (7.3.7) below had been obtained even before QCD by e.g. Okubo
(1969), but nobody knew what to do with them. The first evaluation in the context
of QCD is due to Leutwyler (1974).

8 This convention is not universal. Some authors write Fπ for fπ, and others define
Fπ =

√
2 fπ.
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contracting with pµ we find Cπ = fπ

√
2/(2π)3/2 and hence

m2
πCπ = 〈0|∂λAλ

ud(0)|π(p)〉 =
√

2fπm2
π

1
(2π)3/2

. (7.3.2c)

Therefore
τ(π → µν) =

4π

(1 − m2
µ/m2

π)2G2
F f2

πmπm2
µ

,

and we obtain fπ from the decay rate. Experimentally, one has fπ = 93.3 ±
0.3 MeV. A remarkable fact is that, if we repeat the analysis for kaons,

∂µAµ
us(x) =

√
2fKm2

KφK(x), (7.3.3)

we find that, experimentally, the kaon decay constant is fK = 114±1.1 MeV:
it agrees with fπ to 20%. Actually, this is to be expected because, in the limit
mu,d,s → 0, there is no difference between pions and kaons, and we would
find strict equality. That fπ, fK are similar in the real world is a good point
in favour of SUF (3) chiral ideas.

The relations (7.3.1) and (7.3.3) are at times called PCAC9 but this is
not very meaningful, for these equations are really identities. One may use
any pion field operator one wishes, in particular (7.3.1), provided that it has
the right quantum numbers and its vacuum-one pion matrix element is not
zero (although, of course, the operator ∂ · Aud has the advantage that its
normalization may be obtained from the decay π → µν). The nontrivial part
of PCAC will be described below.

The next step is to consider the two-point function

Fµν(q) = i
∫

d4x eiq·x〈TAµ(x)Aν(0)†〉vac;

we drop the ud index from Aud and |vac〉 is the physical vacuum. Then we
contract with qµ, qν :

qνqµFµν(q) = − qν

∫
d4x eiq·x∂µ〈TAµ(x)Aν(0)†〉vac

= − qν

∫
d4x eiq·xδ(x0)〈[A0(x), Aν(0)†]〉vac

− qν

∫
d4x eiq·x〈T ∂ · A(x)Aν(0)†〉vac

= 2i
∫

d4x eiq·xδ(x0)〈[A0(x), ∂ · A(0)†]〉vac

+ i
∫

d4x eiq·x〈T ∂ · A(x)∂ · A(0)†〉vac.

9 Partially conserved axial current. In fact, in the limit m2
π → 0, the right hand

side of (7.3.1a) vanishes.
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Using Eqs. (7.3.1, 2) and evaluating the commutator, we find

qνqµFµν(q) = 2(mu + md)
∫

d4x eiq·xδ(x)〈ū(x)u(x) + d̄(x)d(x)〉vac

+ 2if2
πm4

π

∫
d4x eiq·x〈Tφπ(x)φπ(0)†〉vac,

or, in the limit q → 0, known as the soft pion limit,

2(mu + md)〈: ū(0)u(0) + d̄(0)d(0) :〉vac

= −2if2
πm4

π

∫
d4x eiq·x〈Tφπ(x)φπ(0)†〉vac

∣∣
q→0

,

and we have reinstated explicitly the colons of normal ordering. The right
hand side of this equality has contributions from the pion pole and from the
continuum; by writing a dispersion relation (Cauchy representation) for Π(t),
they can be expressed as

i
∫

d4x eiq·x〈Tφπ(x)φπ(0)†〉vac
∣∣
q→0

=
{

1
m2

π − q2
+

1
π

∫
dt

Im Π(t)
t − q2

}

q→0

=
1

m2
π

+
1
π

∫
dt

Im Π(t)
t

;

Π(q2) = i
∫

d4x eiq·x〈Tφπ(x)φπ(0)†〉vac.

The equation should have been written with subtractions, to compensate for
the growth of Π(q2) for large q2; but we do not write them since they do not
alter the conclusions.

The order of the limits is essential; we first must take q → 0 and the
chiral limit afterwards. In the limit m2

π → 0, the first term on the right hand
side above diverges, and the second remains finite. Properly speaking, this is
the PCAC limit, for in this limit the axial current is conserved. We then get

(mu + md)〈ūu + d̄d〉 = −2f2
πm2

π

{
1 + O(m2

π)
}

,

〈q̄q〉 ≡ 〈: q̄(0)q(0) :〉vac, q = u, d, s, . . . .
(7.3.4)

This is a strong indication that 〈q̄q〉 �= 0 because, in order to ensure that it
vanishes, we would require fπ = 0, or an unlikely cancellation of the unity
and O(m2

π) terms in the right hand side of (7.3.4). Moreover, there are other
indications (e.g. from SVZ sum rules or lattice calculations) that 〈q̄q〉 �= 0.

We also note that we have not distinguished in e.g. (7.3.4), between bare
or renormalized quark masses and operators; the distinction is not necessary
because, as we know, mq and 〈q̄q〉 acquire opposite renormalization, so that
mbare〈q̄q〉bare = mren.〈q̄q〉ren..
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We may repeat the derivation of (7.3.4) for kaons. We find, to leading
order in m2

K ,
(ms + mu)〈s̄s + ūu〉 � − 2f2

K+m2
K+ ,

(ms + md)〈s̄s + d̄d〉 � − 2f2
K0m2

K0 .
(7.3.5)

We may assume fK+ = fK0 since, in the limit m2
u,d � Λ2 they should be

strictly equal. In the limit of exact SU(3), i.e., to a ∼ 25% error, one can
take it that the VEVs 〈q̄q〉 are equal for all three light quarks. Under these
circumstances, we may eliminate the VEVs and obtain

ms + mu

md + mu
� f2

Km2
K+

f2
πm2

π

,
md − mu

md + mu
� f2

K(m2
K0 − m2

K+)
f2

πm2
π

.

A more careful evaluation requires consideration of SU(3) breaking and of the
electromagnetic contributions to the observed π, K masses (Bijnens, 1993;
Donoghue, Holstein and Wyler, 1993) and higher order chiral corrections
(see Sects. 7.10 ff. here and Kaplan and Manohar, 1986; Bijnens, Prades and
de Rafael, 1995). In this way we find

ms

md
= 18 ± 5,

md

mu
= 2.0 ± 0.4. (7.3.6)

If we couple this with the phenomenological estimate (from meson and baryon
spectroscopy) ms −md ≈ 100 to 200 MeV, md −mu ≈ 4 MeV, we obtain the
masses (in MeV)

m̄u(Q2 ∼ 1 GeV2) ≈ 5, m̄d(Q2 ∼ 1 GeV2) ≈ 9, m̄s(Q2 ∼ 1 GeV2) ≈ 190,
(7.3.7)

where the symbol ≈ here means that a 50% error would not be very surprising.
This method for obtaining light quark masses is admittedly very rough;

in the next section we will describe more sophisticated ones.
To conclude this section we make a few comments concerning light quark

condensates, 〈q̄q〉. The fact that these do not vanish implies spontaneous
breaking of chiral symmetry because, under q → γ5q, 〈q̄q〉 → −〈q̄q〉. One
may thus wonder whether chiral symmetry would not be restored in the limit
mq → 0, which would imply

〈q̄q〉 →
mq→0

0. (7.3.8)

This possibility is discussed for example by Gasser and Leutwyler (1982). The
equation (7.3.8) is highly unlikely. If it held, one would expect in particular
the ratios,

〈s̄s〉 : 〈d̄d〉 : 〈ūu〉 ∼ ms : md : mu ∼ 190 : 9 : 5,

which runs contrary to all evidence, from hadron spectroscopy to SVZ sum
rules which suggest

〈s̄s〉 ∼ 〈d̄d〉 ∼ 〈ūu〉
to a few percent. Thus we obtain an extra indication that chiral symmetry
is indeed spontaneously broken in QCD.
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7.4 Bounds and Estimates of Light Quark Masses

In this section we describe a method for obtaining bounds and estimates of
light quark masses. The method was first used (to get rough estimates) by
Vainshtein et al. (1978) and further refined by Becchi, Narison, de Rafael
and Ynduráin (1981), Hubschmid and Mallik (1981), etc. One starts with
the correlator,

Ψ5
ij(q

2) = i
∫

d4x eiq·x〈T∂ · Aij(x)∂ · Aij(0)†〉vac

= i(mi + mj)2
∫

d4x eiq·x〈TJ5
ij(x)J5

ij(0)†〉vac,
(7.4.1)

where Aµ
ij = q̄iγ

µγ5qj , J5
ij = q̄iγ5qj , i, j = u, d, s.

To all orders of perturbation theory, the function

Fij(Q2) =
∂2

∂(q2)2
Ψ5

ij(q
2), Q2 = −q2,

vanishes as Q2 → ∞. Hence, we may write a dispersion relation of the form

Fij(Q2) =
2
π

∫ ∞

m2
P

dt
Im Ψ5

ij(t)
(t + Q2)3

, P = π, K. (7.4.2)

For large values of Q2, t we may calculate Fij(Q2), Im Ψ5
ij(t). The calcu-

lation has been improved along the years due to increasing precision of the
QCD evaluations of these quantities.10 Here, however, we will consider only
leading effects and first order subleading corrections. We then have,

Fij(Q2) =
3

8π2

[m̄i(Q2) + m̄j(Q2)]2

Q2

×
{

1 + 11
3

αs(Q2)
π

+
m2

i + m2
j + (mi − mj)2

Q2
+

2π

3
〈αsG

2〉
Q4

− 16π2

3Q4

[(
mj −

mi

2

)
〈q̄iqi〉 +

(
mi −

mj

2

)
〈q̄jqj〉

] }

(7.4.3a)
and

Im Ψ5
ij(t) =

3[m̄i(t) + m̄j(t)]2

8π

{[
1 + 17

3

αs(t)
π

]
t − (mi − mj)2

}
. (7.4.3b)

10Broadhurst (1981) and Chetyrkin, Domı́nguez, Pirjol and Schilcher (1995) for
subleading mass corrections; Becchi, Narison, de Rafael and Ynduráin (1981),
Generalis (1990), Sugurladze and Tkachov (1990), Chetyrkin, Gorishnii and Tka-
chov (1982), Gorishnii, Kataev, Larin and Sugurladze (1991) and Pascual and
de Rafael (1982) for radiative corrections to various terms.



Light Quarks; PCAC; Chiral Dynamics; the QCD Vacuum 299

The contributions containing the condensates are easily evaluated taking
into account the nonperturbative parts of the quark and gluon propagators
(Sect. 3.9). The quantities mi〈q̄jqj〉 may be reexpressed in terms of experi-
mentally known quantities, fK,π, mK,π as in (7.3.4, 5). For the case ij = ud,
which is the one we will consider in more detail, their contribution is negligi-
ble, and so are the terms of order m2/Q2 in Eqs. (7.4.3). We will henceforth
neglect these quantities. The imaginary part of the spectral function is

Im Ψ5
ij(t) = 1

2

∑

Γ

∣∣〈vac|∂µAij
µ (0)|Γ 〉

∣∣2 (2π)4δ(q − pΓ ) :

it follows that ImΨ5
ij(t) ≥ 0. It is this positivity that will allow us to derive

quite general bounds. To obtain tight ones it is important to use the infor-
mation contained in both Eqs. (7.4.3a b); to this end, we define the function

ϕij(Q2) = F 5
ij(Q

2) −
∫ ∞

Q2
dt

1
(t + Q2)3

2 Im Ψ5
ij(t)

π

=
∫ Q2

m2
P

dt
1

(t + Q2)3
2 Im Ψ5

ij(t)
π

.

(7.4.4)

For sufficiently large Q2 we may use (7.4.3) and integrate the imaginary part
to obtain, for ij = ud,

ϕud(Q2) =
3

8π2

{
[m̄u(Q2) + m̄d(Q2)]2

Q2

[
1
4 +

(
5
12 + 2 log 2

) αs

π

]

+
1

3Q6

[
8π2f2

πm2
π + 2π〈αsG

2〉
]}

,

(7.4.5a)

and to this accuracy the two loop expression (3.7.5c) for the running masses
is to be used. For ij = us, ds, neglecting mu,d/ms but keeping the leading
m2

s/Q2 term,

ϕus,ds(Q2) =
3

8π2

{
m̄2

s

Q2

[
1
4 +

(
5
12 + 2 log 2

) αs

π

]

− 2m̄4
s

Q4

[
3
4 + (6 + 4 log 2)

αs

π

]
+

1
3Q6

[
8π2f2

Km2
K + 2π〈αsG

2〉
]
}

.

(7.4.5b)
We can extract the pion (or kaon, as the case may be) pole explicitly from
the low energy dispersive integral in (7.4.4) thus getting for e.g., ϕud

ϕud(Q2) =
4f2

πm4
π

(m2
π + Q2)3

+
∫ Q2

t0

dt
1

(t + Q2)3
2 Im Ψ5

ij(t)
π

; (7.4.6)

the continuum threshold t0 is 3m2
π for ij = ud or (mK + 2mπ)2 for ij =

(u, d)s. Because of the positivity of ImΨ this immediately gives bounds on
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mi(Q2)+mj(Q2) as soon as Q2 ≥ Q2
0, where Q2

0 is a momentum large enough
for the QCD estimates (7.4.5) to be valid: thus, to leading order,

m̄u(Q2
0) + m̄d(Q2

0) ≥
{

27π2f2
πm4

π

3
Q2

0

(Q2
0 + m2

π)3

} 1
2

; (7.4.7a)

for the combination us,

m̄s(Q2
0) ≥

{
27π2f2

Km4
K

3
Q2

0

(Q2
0 + m2

K)3

} 1
2

. (7.4.7b)

The bound depends a lot on the value of Q2
0. We find, for example, the bounds

m̄u(4 GeV2) + m̄d(4 GeV2) ≥ 9.7 MeV, Q2
0 = 1.75 GeV2,

m̄u(4 GeV2) + m̄d(4 GeV2) ≥ 5.3 MeV, Q2
0 = 3.5 GeV2

(7.4.8a)

and
m̄s(4 GeV2) ≥ 181 MeV, Q2

0 = 1.75 GeV2,

m̄s(4 GeV2) ≥ 111 MeV, Q2
0 = 3.5 GeV2 .

(7.4.8b)

As is customary, we have translated the bounds (as we will also do for the
estimates later on) to bounds on the running masses defined at 4 GeV2. The
bounds can be stabilized somewhat by considering derivatives of F 5

ij , but
(7.4.8) do not change much.

To get estimates for the masses, a model is necessary for the low energy
piece of the dispersive integral (7.4.6). At very low energy, one can calculate
Im Ψ5 using chiral perturbation theory (see for example Pagels and Zepeda,
1972; Gasser and Leutwyler, 1982); the contribution is minute. The important
region is that where the quasi-two body channels are open, the ρπ channel for
the ud case. This is expected to be dominated by the π′ resonance, with a mass
of 1.2 GeV. One can take the residue of the resonance as a free parameter,
and fit the QCD expression (7.4.5). This is the procedure followed by Narison
and de Rafael (1981), Hubschmid and Mallik (1981), Gasser and Leutwyler
(1982), Kataev, Krasnikov and Pivovarov (1983), Domı́nguez and de Rafael
(1987), Chetyrkin, Pirjol and Schilcher (1997), etc. The errors one finds in
the literature are many times overoptimistic because they do not take into
account the important matter of the value Q2

0 at which the perturbative
QCD evaluation is supposed to be valid (Ynduráin, 1998). Now, as is clear
from Eq. (7.4.5), the radiative corrections feature a large coefficient, so it is
difficult to estimate reliably a figure for Q2

0. Both bounds (as shown above)
and estimates will depend on this. As reasonably safe estimates we may quote
the values

m̄u(Q2 = 4 GeV2) = 3.1 ± 1.5 MeV,

m̄d(Q2 = 4 GeV2) = 6.6 ± 3.2 MeV,

m̄s(Q2 = 4 GeV2) = 148 ± 37 MeV,

(7.4.9)

and, to reduce the errors a bit, we have taken also into account the chiral
theory estimates of the mass ratios given in the previous section, Eq. (7.3.6).
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7.5 The Decay π0 → γγ; the Axial Anomaly

Historically, one of the first motivations for the colour degree of freedom came
from the study of the decay π0 → γγ, which we now consider in some detail.

The amplitude for the process π0 → γγ may be written, using the reduc-
tion formulas, as

〈γ(k1, λ1), γ(k2, λ2)|S|π0(q)〉 =
−ie2

(2π)9/2
ε∗µ(k1, λ1)ε∗ν(k2, λ2)

×
∫

d4x1 d4x2 d4z ei(x1·k1+x2·k2−z·q)( +m2
π)〈TJµ

em(x1)Jν
em(x2)φπ0(z)〉0,

(7.5.1)
and we have used the relation Aµ

ph(x) = Jµ
em(x), with Aµ

ph the photon field.
We leave it as an exercise for the reader to check this, as well as to verify
that, in our particular case, one can replace

x1 x2T{Aµ
ph(x1)Aν

ph(x2)φπ0(z)} → T{( Aµ
ph(x1))( Aν

ph(x2))φπ0(z)},

i.e., that potential delta function terms that appear when the derivatives in
the d’Alembertians act on the theta functions θ(x1 − z), . . . , implicit in the
T-product, make no contribution. Separating off the delta of four-momentum
conservation, we then find

F
(
π0 → γ(k1, λ1), γ(k2, λ2)

)
=

e2(q2 − m2
π)√

2π
ε∗µ(k1, λ1)ε∗ν(k2, λ2)Fµν(k1, k2),

q = k1 + k2,
(7.5.2a)

where we have defined the VEV

Fµν(k1, k2) =
∫

d4xd4y ei(x·k1+y·k2)〈TJµ(x)Jν(y)φ(0)〉0. (7.5.2b)

We suppress the indices “em” and “π0 in J and φ respectively.
We next use the equation (7.3.1), generalized to include the π0:

∂µAµ
0 (x) =

√
2fπm2

πφ(x), φ ≡ φπ0 ,

Aµ
0 (x) =

1√
2

{
ū(x)γµγ5u(x) − d̄(x)γµγ5d(x)

}
.

(7.5.3a)

It will prove convenient to use here, instead of A0, the current A3, defined as

Aµ
3 (x) =

{
ū(x)γµγ5u(x) − d̄(x)γµγ5d(x)

}
; (7.5.3b)

with it, we write

Fµν(k1, k2) =
1

fπm2
π

Tµν(k1, k2),

Tµν(k1, k2) = 1
2

∫
d4xd4y ei(x·k1+y·k2)〈TJµ(x)Jν(y)∂ · A3(0)〉0.

(7.5.4)
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Up to this point, everything has been exact. The next step involves using
the PCAC hypothesis in the following form: we assume that F (π → γγ) can
be approximated by its leading term in the limit q → 0. On purely kinematic
grounds, this is seen to imply that also k1, k2 → 0. One may write

Tµν(k1, k2) = εµναβk1αk2βΦ + O(k4). (7.5.5)

The PCAC hypothesis means that we retain only the first term in Eq. (7.5.5).
As will be seen presently, this will lead us to a contradiction, the resolution
of which will involve introducing the so-called axial, or triangle anomaly, and
will allow us actually to calculate Tµν exactly to all orders of perturbation
theory (in the PCAC approximation).

The first step is to consider the quantity

Rλµν(k1, k2) = i
∫

d4xd4y ei(x·k1+y·k2)〈TJµ(x)Jν(y)Aλ
3 (0)〉0. (7.5.6)

On invariance grounds, we may write the general decomposition,

Rλµν(k1, k2) = εµνλαk1αΦ1 + εµνλαk2αΦ2 + O(k3), (7.5.7)

where the O(k3) terms are of the form

εµλαβkiαkjβklλΦijl + three permutations of i, j, l = 1, 2, 3,

and, for quarks with nonzero mass, the Φ are regular as ki → 0.
The conservation of the e.m. current, ∂ · J = 0, yields two equations:

k1µRµνλ = k2νRµνλ = 0. (7.5.8)

The first implies
Φ2 = O(k2); (7.5.9a)

the second gives
Φ1 = O(k2). (7.5.9b)

Now we have, from (7.5.4) and (7.5.6),

qλRλµν(k1, k2) = Tµν(k1, k2), i.e., Φ = Φ2 − Φ1, (7.5.10)

and hence we find the result of Veltman (1967) and Sutherland (1967),

Φ = O(k2). (7.5.11)

Because the scale for k is mπ, this means that Φ should be of order m2
π/M2,

where M is a typical hadronic mass. Thus, we expect that Φ would be vanish-
ing in the chiral limit, and hence very small in the real world. Now, this is in
disagreement with experiment, as the decay π0 → 2γ is in no way suppressed;
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γ5, γ λγ5 γ5, γ λγ5

u,d u,d

u,d u,d

Fig. 7.5.1. Diagrams connected with the anomaly (π0 → γγ decay).

but worse still, (7.5.11) contradicts a direct calculation. In fact, we may use
the equations of motion and write

∂µAµ
3 (x) = 2i

{
muū(x)γ5u(x) − mdd̄(x)γ5d(x)

}
. (7.5.12)

We will calculate first neglecting strong interactions; (7.5.11) should certainly
be valid in this approximation. This involves the diagrams of Fig. 7.5.1 with
a γ5 vertex. The result, as first obtained by Steinberger (1949) is, in the limit
k1, k2 → 0, and defining δu = 1, δd = −1,

Tµν(k1, k2) = 2Nc

∑

f=u,d

δfQ2
fmf

×
∫

d4p

(2π)4
Tr γ5(p/ + k/ 1 + mf )γµ(p/ + mf )γν(p/ − k/ 2 + mf )

[(p + k1)2 − m2
f ][(p − k2)2 − m2

f ](p2 − m2
f )

= − 1
4π2

εµναβk1αk2β

{
3(Q2

u − Q2
d)

}
+ O(k4)

= − 1
4π2

εµναβk1αk2β + O(k4).

The factor Nc = 3 comes from the sum over the three colours of the quarks
and the factor 2 from the two diagrams in Fig. 7.5.1 (which in fact contribute
equally to the amplitude). We thus find that

Φ = − 1
4π

: (7.5.13)

Φ is finite for k → 0, which contradicts (7.5.11). This is the triangle anomaly
(Bell and Jackiw, 1969; Adler, 1969).

What is wrong here? Clearly, we cannot maintain (7.5.12), which was
obtained with free-field equations of motion, i∂/ q = mqq; we must admit that
in the presence of interactions with vector fields (the photon field in our case),
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Eq. (7.5.12) is no longer valid. To obtain agreement with (7.5.13) we have to
write (Adler, 1969)

∂µAµ
3 (x) = 2i

{
muū(x)γ5u(x) − mdd̄(x)γ5d(x)

}

+ Nc(Q2
u − Q2

d)
e2

16π2
Fµν(x)F̃µν(x),

(7.5.14)

where the dual F̃ has been defined as

F̃µν = 1
2εµναβFαβ , Fµν = ∂µAν

ph − ∂νAµ
ph.

More generally, for fermion fields interacting with vector fields we find

∂µf̄γµγ5f = 2imf f̄γ5f +
TF h2

8π2
HµνH̃µν ; (7.5.15)

Hµν is the vector field strength tensor, and h the coupling constant.
Let us return to the decay π0 → 2γ. From (7.5.13) we calculate the

amplitude, in the limit mπ ∼ 0,

F (π0 → 2γ) =
α

π

εµναβk1αk2βε∗µ(k1, λ1)ε∗µ(k2, λ2)√
2π

, (7.5.16)

and the decay rate

Γ (π0 → 2γ) =
(α

π

)2 m3
π

64πf2
π

≈ 7.25 × 10−6 MeV,

to be compared with the experimental figure,

Γexp(π0 → 2γ) = 7.95 × 10−6 MeV .

Actually, the sign of the decay amplitude can also be measured (from the
Primakoff effect) and it agrees with the theory. It is important to note that,
if we had no colour, our result would have decreased by a factor 1/N2

c , i.e.,
it would have been off experiment by a full order of magnitude.

One may wonder what credibility to attach to this calculation: after all,
it was made to zero order in αs. In fact, the calculation is exact to all orders
in QCD;11 the only approximation is the PCAC one mπ ≈ 0. To show this
we will give an alternate derivation of the basic result, Eq. (7.5.13). Let us
then return to (7.5.6). To zero order in αs,

Rµνλ =
∑

δfQ2
f

×
∫

d4p

(2π)4
Tr γλγ5(p/ + k/ 1 + mf )γµ(p/ + mf )γν(p/ − k/ 2 + mf )

[(p + k1)2 − m2
f ][(p − k2)2 − m2

f ](p2 − m2
f )

+ crossed term

11The proof is essentially contained in the original paper of Adler and Bardeen
(1969). See also Wilson (1969), Crewther (1972) and Bardeen (1974).
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(Fig. 7.5.1 with the γλγ5 vertices). More generally, we regulate the integral
by working in dimension D, and consider an arbitrary axial triangle with

Rµνλ
ijl = 2

∫
dDp

(2π)D
Tr γλγ5

1
p/ + k/ 1 − mi

γµ 1
p/ − mj

γν 1
p/ − k/ 2 − ml

.

(7.5.17)
We would like to calculate qλRµνλ

ijl . Writing identically

(k/ 1 + k/ 2)γ5 = −(p/ − k/ 2 − ml)γ5 + (p/ + k/ 1 + mi)γ5 − (mi + ml)γ5,

we have

qλRµνλ
ijl = − 2(mi + ml)

×
∫

dDp

(2π)D

Tr γ5(p/ + k/ 1 + mi)γµ(p/ + mj)γν(p/ − k/ 2 + ml)
[(p + k1)2 − m2

i ][(p − k2)2 − m2
l ](p2 − m2

j )

+ aµν
ijl,

(7.5.18a)

aµν
ijl = −2

∫
dDp̂ Tr {(p/ − k/ 2 − ml)γ5 − (p/ + k/ 1 + mi)γ5}

× 1
p/ + k/ 1 − mi

γµ 1
p/ − mj

γν 1
p/ − k/ 2 − ml

.
(7.5.18b)

The first term on the right hand side of (7.5.18a) is what we would have ob-
tained by naive use of the equations of motion, ∂µq̄iγ

µγ5ql = i(mi+ml)q̄iγ5ql;
aµν

ijl is the anomaly. If we accepted the commutation relations {γµ, γ5} = 0
also for dimension D �= 4, we could rewrite it as

aµν
ijl = −2

∫
dDp̂

{
Tr γ5

1
p/ + k/ 1 − mi

γµ 1
p/ − ml

γν

+ Tr γ5γ
µ 1
p/ − mj

γµ 1
p/ − k/ 2 − ml

}
.

(7.5.18c)

Then we could conclude that aµν
ijl vanishes because each of the terms in

(7.5.18c) consists of an antisymmetric tensor that depends on a single vector
(k1 for the first term, k2 for the second) and this is zero. It is thus clear that
the nonvanishing of aµν

ijl is due to the fact that it is given by an ultraviolet
divergent integral: if it was convergent, one could take D → 4 and aµν

ijl would
vanish. Incidentally, this shows that aµν

ijl is actually independent of the masses
because (∂/∂m)aµν

ijl is convergent, and thus the former argument applies. We
may therefore write aµν

ijl = aµν , where aµν is obtained by setting all masses
to zero. A similar argument shows that aµν has to be of the form

aµν(k1, k2) = aεµναβk1αk2β , a = constant, (7.5.19a)
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and thus we may obtain a as

aεµναβ =
∂2

∂k1α∂k2β
aµν(k1, k2)

∣∣∣
ki=0

. (7.5.19b)

If we could write the formula (7.5.18c) for a, we would immediately conclude
from (7.5.19b) that a = 0, in contradiction with the Veltman–Sutherland
theorem. But this is easily seen to be inconsistent: if we would have shifted
variables in (7.5.18c), say p → p − ξk2, we would have found a finite but
nonzero value, actually ξ-dependent for a, a = −ξ/2π2. This shows that the
commutation relations12 {γµ, γ5} = 0 cannot be accepted for D �= 0, for
they lead to an undefined value for the anomaly. If, however, we start from
(7.5.18b) and refrain from commuting γ5 and γµs we find

aεµναβ = −2
∫

dDp̂ Tr γ5

{
1
p/

γα 1
p/

γµ 1
p/

γν 1
p/

γβ − 1
p/

γµ 1
p/

γν 1
p/

γβ 1
p/

γα

}
.

Reinstating the iδ, δ → 0 in the denominators (so that 1/p2 → 1/(p2 + iδ)),
performing symmetric integration (Appendix B) and using only the general
rules of Appendix A for D �= 4, we obtain an unambiguous result:

aεµναβ =
2iΓ (1 + ε/2)

(16π2)D/4(iδ)ε/2Γ (4)(4 − D)
(D + 2)(4 − D) Tr γ5γ

µγνγαγβ

→
D→4

− 1
2π2

εµναβ : a = − 1
2π2

.

In fact, the only rule that we used which involves γ5 is that Tr γ5γµγν = 0.
This is one of the peculiarities of the anomaly: a finite Feynman inte-

gral whose value depends on the regularization prescription. Fortunately, we
may eschew the problem by using the Veltman–Sutherland theorem to con-
clude that, at any rate, there is a unique value of aµν compatible with gauge
invariance for the e.m. current, viz.,

aµν
ijl = aµν = − 1

2π2
εµναβk1αk2β . (7.5.20)

12These commutation relations are actually self-contradictory. For example, using
only the general relations of Appendix A for D �= 4, we have

Tr γ5γ
αγµγνγργαγσ = (6 − D) Tr γ5γ

µγνγργσ,

while, if we allow γ5 anticommutation, we can obtain

Tr γ5γ
αγµγνγργαγσ = −Tr γ5γ

µγνγργαγσγα = (D − 2)Tr γ5γ
µγνγργσ,

which differs from the former by a term O(D−4). These problems, however, only
arise for arrays with an odd number of γ5 and at least four other gammas.
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(a) (b)

Fig. 7.5.2. (a) A nonanomalous diagram. (b) “Opened” diagram

corresponding to (a).

We have explicitly checked that our regularization leads to precisely this
value; to verify that it also respects gauge invariance is left as an exercise.

Before continuing, a few words on the Veltman–Sutherland theorem for
zero quark masses are necessary. In this case, the first term on the right hand
side of (7.5.18a) is absent: it would appear that we could not maintain our
result for the anomaly, Eq. (7.5.20), because this would imply

qλRµνλ
ijl = − 1

2π2
εµναβk1αk2β �= 0,

thus contradicting the Veltman–Sutherland conclusion, qλRµνλ
ijl = 0. This is

not so. The relation qλRµνλ
ijl = aµν and the value of aµν are correct. What

occurs is that, for vanishing masses, the functions Φi in (7.5.7) possess sin-
gularities of the type 1/k1 · k2, singularities coming from the denominators
in, for example, Eq. (7.5.17) when the quark masses are zero. Therefore, the
Veltman–Sutherland theorem is not applicable. This is yet another peculiar-
ity of the anomalous triangle: we have the relation

lim
m→0

qλRµνλ
ijl = 0

but, if we begin with m = 0,

qλRµνλ
m≡0 = aµν �= 0.

Let us return to our original discussion, in particular for m �= 0. The
present method shows how one can prove that the result does not get renor-
malized. The Veltman–Sutherland theorem is exact; so we have actually
shown that it is sufficient to prove that (7.5.20) is not altered by higher
orders in αs. Now, consider a typical higher order contribution (Fig. 7.5.2a).
It may be written as an integral over the gluon momenta and an integral over
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the quark momenta. But for the latter, the triangle has become an hexagon
(Fig. 7.5.2b) for which the quark integral is convergent and here the limit
D → 4 may be taken: it vanishes identically. In addition, the above argu-
ments have shown that the anomaly is in fact related to the large momentum
behaviour of the theory and thus we expect that the exactness of (7.5.13)
will not be spoiled by nonperturbative effects.

We will not make the proof more precise, but refer to the literature.13

However, we will present an alternative derivation (Wilson, 1969) that will
clearly reveal the short-distance character of the anomaly. An axial current
involves products of two fields at the same space-time point, so it should be
properly defined as

Aµ
q (x) = lim

ξ→0
Aµ

q,gn(x, ξ),

Aµ
q,gn(x, ξ) ≡ q̄ (x + ξ/2) γµγ5q (x − ξ/2) .

(7.5.21a)

For ξ �= 0 this is, however, not gauge invariant. To restore gauge invariance
we have to replace Aµ

q,gn in (7.5.21a) by (cf. Appendix I)

Aµ
q,gn → Aµ

q,gi(x, ξ) ≡ q̄ (x + ξ/2) γµγ5e
ie

∫ x+ξ/2

x−ξ/2
dyα Aα

ph(y)
q (x − ξ/2) .

(7.5.21b)
Thus,

∂µAµ
q,gi(x, ξ) = lim

ξ→0

{
2imq q̄(x)γ5q(x) + ieAµ

q,gi(x, ξ)Fµαξα + O(ξ2)
}

.

Because Aµ
q,gi(x, ξ) diverges as 1/ξ for ξ → 0, the second term on the right

hand side does not vanish in this limit. The explicit calculations (Wilson,
1969; Crewther, 1972) show that, as could be expected, Eq. (7.5.14) is repro-
duced.

The axial current is not the only one that possesses anomalies. The trace
of the energy-momentum tensor Θµ

µ is also anomalous, due to the fact that
renormalization breaks scale invariance. This is discussed in some detail by
Callan, Coleman and Jackiw (1970) and, in the context of QCD, by Collins,
Duncan and Joglekar (1977). This anomaly is rather harmless; indeed, its
analysis is closely related to that of the renormalization group.

13For a detailed discussion, see the reviews of Adler (1971) and Ellis (1976). The
triangle graph is the only one that has primitive anomalies; it does, however,
induce secondary anomalies in square and pentagon graphs for nonabelian inter-
actions. The triangle with three axial currents has an anomaly closely related to
the one we have discussed, cf. the text of Taylor (1976). An elegant discussion
of currents with anomalies for arbitrary interactions may be found in Wess and
Zumino (1971). The derivation of the anomaly in the context of the path inte-
gral formulation of field theory, where it is connected with the divergence of the
measure, may be found in Fujikawa (1980, 1984, 1985).
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7.6 The U(1) Problem. The Gluon Anomaly

In the previous section, we discussed the triangle anomaly in connection
with the decay π0 → γγ. As remarked there, the anomaly is not restricted
to photons; in particular, we have a gluon anomaly. Defining the current

Aµ
0 =

n∑

f=1

q̄fγµγ5qf , (7.6.1)

we find that it has an anomaly

∂µAµ
0 = i

n∑

f=1

2mf q̄fγ5qf +
ng2

16π2
G̃G, (7.6.2)

where the dual G̃µν
a is defined as F̃µν in Sect. 7.5:

G̃µν
a ≡ 1

2εµναβGaαβ ; G̃G =
∑

a

G̃µν
a Gaµν .

The current (7.6.1) is the so-called U(1) current (pure flavour singlet) and
is atypical in more respects than one. In particular, it is associated with the
U(1) problem, to which we now turn.

Assume that we have n light quarks; we only consider these and will
neglect (as irrelevant to the problem at hand) the existence of heavy flavours.
We may take n = 2 (u, d) and then we speak of the U(1) problem of SU(2) or
n = 3 (u, d, s), and then we have the U(1) problem of SU(3). Consider now
the n2 − 1 matrices in flavour space λ1, . . . , λn2−1; for SU(3) they coincide
with the Gell-Mann matrices, and for SU(2) with the Pauli matrices. Define
further λ0 ≡ 1. Any n × n Hermitian matrix may be written as a linear
combination of the n2 matrices λα, α = 0, 1, . . . , n2 − 1. Because of this
completeness, it is sufficient to consider the currents

Aµ
α =

∑

ff ′

q̄fγµγ5λ
α
ff ′qf ′ ; α = 0, 1, . . . , n2 − 1.

Of course, only A0 has an anomaly. We will consistently let the indices a, b, . . .
for the currents run from 1 to n2 − 1, and we will let Greek indices α, β, . . .
also include the value 0.

Now let N1(x), . . . , Nk(x) denote local operators (simple or composite)
and consider the quantity

〈vac|TAµ
α(x)

∏

j

Nj(xj)|vac〉. (7.6.3)

For α = a �= 0, the Goldstone theorem implies that the masses of the pseu-
doscalar particles Pa with the quantum numbers of the Aa vanish in the
chiral limit; introducing a common parameter ε for all the quark masses by
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letting mf = εrf , f = 1, . . . , n, where the rf remain fixed in the chiral limit,
we have

m2
Pa

≈ ε. (7.6.4)

This was shown in Sect. 7.3, Eqs. 7.3.4, 5. Therefore, in this limit, the quantity
(7.6.3) develops a pole at q2 = 0, for α = a �= 0. To be precise, what this
means is that in the chiral limit (zero quark masses),

lim
q→0

∫
d4x eiq·x〈vac|TAµ

α(x)
∏

j

Nj(xj)|vac〉 ≈ (const.) × qµ 1
q2

. (7.6.5)

If we neglect anomalies, the derivation of (7.6.4) can be repeated for the
case α = 0 and we would thus find that the U(1) (flavour singlet) particle
P0 would also have vanishing mass in the chiral limit (Glashow, 1968). This
statement was made more precise by Weinberg (1975) who proved the bound
mP0 ≤ √

n × (average mPa
). Now, this is a catastrophe since, for the SU(2)

case, mη �
√

2 mπ and, for SU(3), the mass of the η′ particle also violates
the bound. This is the U(1) problem. In addition, Brandt and Preparata
(1970) proved that under these conditions the decay η → 3π is forbidden,
which is also in contradiction with experiment. We are thus led to conjecture
that (7.6.3) remains regular as ε → 0 for α = 0. If we could prove that this
is so, we would have solved the U(1) problem. This will be discussed later
on; for the moment we shall assume that there are no massless U(1) bosons,
without asking for a proof. It is quite clear that, if there was no anomaly,
this assumption would be inconsistent, so it looks a good strategy to see what
we can obtain from the interplay of the absence of P0 Goldstone bosons and
the existence of an anomaly for the A0 current. We will proceed to do this,
following the excellent review of Crewther (1979b).

The current A0, as defined in (7.6.1), is gauge invariant but not U(1)
invariant: its divergence does not vanish due to the anomaly, Eq. (7.6.2). We
may construct another current which is U(1) invariant in the chiral limit (but
is not gauge invariant), as shown by Adler (1969) for the Abelian case and
by Bardeen (1974) in general. We define

Âµ
0 = Aµ

0 − 2nKµ, (7.6.6)

where Kµ is the purely gluonic current,

Kµ(x) =
g2

16π2
εµνρσ

∑
Baν(x)

{
∂ρBaσ(x) + 1

3fabcBbρ(x)Bcσ(x)
}

. (7.6.7)

That this is a correct construction may be easily checked by noting that

∂µKµ =
g2

32π2
G̃G, (7.6.8)

so that using (7.6.2) we obtain, in the chiral limit,

∂µÂµ
0 = 0. (7.6.9)
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It should be remarked that K is not unique, even requiring (7.6.8): in-
deed, it is gauge dependent. Another useful remark is that, in principle,
Eq. (7.6.6) is defined for the bare quantities; but we may always renormal-
ize in such a way that it remains valid after renormalization. The reason, of
course, is that the anomaly does not get renormalized.

The generator of U(1) transformations must be the current that is con-
served, viz., Â0. We therefore define the chiralities χ, quantum numbers as-
sociated with the U(1) symmetry,

δ(x0 − y0)[Â0
0(x), Nj(y)] = −χjδ(x − y)Nj(y), (7.6.10a)

or, in integrated form,
[Q̂0, Nj ] = −χjNj , (7.6.10b)

where we have defined the U(1) chiral charge operator

Q̂0 =
∫

d3x Â0
0(x). (7.6.11)

Since Â is divergenceless in the chiral limit, Q̂0 is time independent and hence
we will expect not only that (7.6.10) makes sense, but that the numbers χj

will not become renormalized. To prove this more formally, consider the VEV

〈vac|TÂµ
0 (x)

∏

j

Nj(xj)|vac〉,

and apply ∂µ to it. We obtain the Ward identity,

∂µ〈vac|TÂµ
0 (x)

∏

j

Nj(xj)|vac〉

= −
{

∑

l

χlδ(x − y)

}
〈vac|T

∏

j

Nj(xj)|vac〉;
(7.6.12)

we have used (7.6.9) and (7.6.10a). Since Â is (partially) conserved, we know
that it is not renormalized, and so the χ must share this property. In the
following section we will see that (7.6.12), plus the absence of massless U(1)
bosons, leads to peculiar properties of the QCD vacuum.
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7.7 The θ Parameter; the QCD Vacuum; the Effect
of Massless Quarks; Solution to the U(1) Problem

So far, we have been working with the QCD Lagrangian (omitting gauge
fixing and ghost terms)

L =
∑

q

q̄(iD/ − mq)q − 1
4GG; (7.7.1)

we now ask what would be the modifications introduced by adding a term

L1θ = − θg2

32π2
G̃G, (7.7.2a)

obtaining
Lθ = L + L1θ. (7.7.2b)

In fact, L1θ is the only extra term that can be added to L and which is
allowed by gauge invariance and renormalizability. Moreover, as shown in
the previous section, Eq. (7.6.8), it is a four-divergence and thus leaves the
equations of motion unchanged. Certainly we can dispose of it by setting
θ = 0; but, although there are indications that θ is very small indeed, there
are also reasons why it may be nonzero. At any rate, it is of interest to find
the implications of choosing the more general form (7.7.2).

First, because we are adding a new interaction, we expect the physical
vacuum to depend on it, so we write |θ〉 for it. Our next task is to explore the
θ dependence of the Green’s functions. To do this, consider the topological
charge operator14

QK =
g2

32π2

∫
d4x G̃G; (7.7.3)

we may use (7.6.8) and Gauss’s theorem to write it as a surface integral:

QK =
∫

dsµKµ.

We will choose as the surface of integration that of a cylinder oriented along
the time axis, with bases at t+ → +∞ and t− → −∞ (Fig. 7.7.1). When the
sides approach infinity, we find

QK =
∫

d3xK0(t+ → +∞,x) −
∫

d3xK0(t− → −∞,x) ≡ K+ − K−.

(7.7.4)

14More about the θ-vacua and the topics of this section will be found in Sect. 8.4
where, in particular, the reasons for some seemingly peculiar names will become
apparent.
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t− t+

t

X

Y

O

Fig. 7.7.1. The region of integration for the topological charge.

The operators K± are Hermitian and related one to another by time reversal,
so their spectra coincide. We label their eigenstates as |n±〉 ≡ |n, t± → ±∞〉,
such that

K±|n±〉 = n|n±〉. (7.7.5)

Because of the hermiticity of the K±, the |n±〉 form complete bases: we may
expand the physical vacuum as

|θ〉 =
∑

cn(θ)|n+〉 =
∑

cn(θ)|n−〉; (7.7.6)

the cn are the same in both bases. Indeed, the vacuum is invariant under
time translations and hence we may take it at any time, in particular t = 0:
applying time reversal, we find (7.7.6) with equal cn (up to phases that can
be absorbed into the definition of the |n±〉).

We then have to determine the cn. To do so, apply the operation i∂/∂θ
to a Green’s function. Recalling the formalism of Sect. 1.2,

i
∂

∂θ
〈θ|T

∏
Nj(xj)|θ〉

= i
∂

∂θ
〈0|T

∏
N0

j (xj)e
i
∫

d4x {L0
int(x)+L0

1θ(x)}|0〉

=
g2

32π2

∫
d4x 〈0|TG̃0(x)G0(x)

∏
N0

j (xj)e
i
∫

d4x {L0
int(x)+L0

1θ(x)}|0〉

=
g2

32π2

∫
d4x 〈θ|TG̃(x)G(x)

∏
Nj(xj)|θ〉 :

(7.7.7)
we find that the operation i∂/∂θ is equivalent to the insertion of QK . Using
(7.7.3) and (7.7.4) and because +∞ is later, and −∞ earlier than any time,
(7.7.7) becomes

i
∂

∂θ
〈θ|T

∏
Nj(xj)|θ〉 = 〈θ|K+T

∏
Nj(xj)|θ〉 − 〈θ|T

∏
Nj(xj)K−|θ〉.
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Expanding as in (7.7.6), we obtain the equation

i
∂

∂θ

∑

n,k

c∗n(θ)ck(θ) =
∑

n,k

(n − k)c∗n(θ)ck(θ)

with solution
cn(θ) = Ceinθ. (7.7.8)

The constant C is arbitrary, and may be taken to be unity.
A more rigorous proof may be found in the review of Crewther (1979a);

later, in Sect. 8.4, we will present an alternative derivation of these results.
A first consequence of (7.7.8) is that different θ-vacua are orthogonal:

〈θ|θ′〉 = δ(θ − θ′), (7.7.9)

so each value of θ (up to periodicity) characterizes a different world.
Until now we have not taken into account the existence of fermions. We

will now describe how the analysis is modified if we introduce n fermions of
vanishing mass. We begin by rewriting our familiar Ward identity (7.6.12) as

∂µ〈θ|TÂµ
0 (x)

∏

j

Nj(xj)|θ〉 = −
{

∑

l

χlδ(x − y)

}
〈θ|T

∏

j

Nj(xj)|θ〉,

and integrate it with d4x:
∫

d4x ∂µ〈θ|TÂµ
0 (x)

∏

j

Nj(xj)|θ〉 = −
(∑

χl

)
〈θ|T

∏

j

Nj(xj)|θ〉.

Using (7.6.6) and (7.6.8), we find
∫

d4x ∂µ〈θ|T
∑

f

q̄f (x)γµγ5qf (x)
∏

j

Nj(xj)|θ〉

= 2n
g2

32π2

∫
d4x 〈θ|TG̃(x)G(x)

∏

j

Nj(xj)|θ〉 −
(∑

χl

)
〈θ|T

∏

j

Nj(xj)|θ〉.

(7.7.10)
Two remarks are in order. Clearly,

∫
d4x ∂µ〈θ|T

∑

f

q̄f (x)γµγ5qf (x)
∏

j

Nj(xj)|θ〉

= − lim
q→0

iqµ

∫
d4x eiq·x〈θ|T

∑

f

q̄f (x)γµγ5qf (x)
∏

j

Nj(xj)|θ〉.
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Now, if there is no massless U(1) boson, this VEV above has no pole at
q2 = 0, so the limit as q → 0 vanishes. But, as we saw earlier, insertion of
QK is equivalent to i∂/∂θ: so (7.7.10) becomes

2ni
∂

∂θ
〈θ|T

∏
Nj(xj)|θ〉 =

(∑
χl

)
〈θ|T

∏
Nj(xj)|θ〉. (7.7.11)

For massless quarks, the vacuum is invariant under chiral rotations:

|θ〉 = Uϕ|θ〉, Uϕ = e−iϕQ̂0 ; (7.7.12)

Q̂0 is given in (7.6.11). Using (7.6.10b), on the other hand, we have

i
∂

∂ϕ
U−1

ϕ

∏
NjUϕ =

(∑
χl

)
U−1

ϕ

∏
NjUϕ, (7.7.13)

so the right hand side of (7.7.11) may be rewritten as

i
∂

∂ϕ
〈θ|T

∏

j

Nj(xj)|θ〉 :

we find that the operation

2ni
∂

∂θ
− i

∂

∂ϕ

annihilates all Green’s functions. This means that a charge in θ may be
compensated for by a change in ϕ. Therefore, the theory is equivalent to one
with θ = 0, because it is certainly chiral invariant. Thus it follows that, in
the special case where the quarks are massless, the θ parameter may be taken
to be zero, and the old QCD Lagrangian L of (7.7.1) is actually the most
general one. In fact, a more detailed analysis shows that it is enough that one
quark is massless. This result was first obtained by Peccei and Quinn (1977).

One may argue that the quark masses are of weak origin, generated
in the manner discussed by Weinberg so, for pure QCD, quarks should be
assumed to be massless. However, we are interested in the real world, and
thus the effects of perturbing QCD by weak and electromagnetic interactions
(at least to first order) cannot be eschewed.15 It would also seem that, since
L1θ violates time reversal and parity invariance, we could put it to zero by
requiring invariance under P , T . Again, this view cannot be maintained.
Weak interactions violate P and T , and some of this may seep into strong
interactions. If this is the origin of θ, however, there are reasonable arguments

15Another possibility to obtain θ = 0 is to use a system of Higgs fields which is
nonminimal (Peccei and Quinn, 1977). This can be shown to lead to the existence
of a new pseudoscalar boson, the “axion” (Weinberg, 1978b; Wilczek, 1978). There
is not enough experimental evidence to rule out completely the existence of this
particle.
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(Ellis and Gaillard, 1979) that the effect is small, provided that θQCD is
originally zero.

Perhaps it is more profitable to discuss experimental bounds on θ. As
will be argued later (Sect. 8.4), the effects of L1θ on processes such as deep
inelastic scattering are quite negligible; the only place where one can obtain a
substantial effect is in T and P violating observables. The best such quantity
is the neutron dipole moment, dn. This was noted first by Baluni (1979) and
the calculation was refined by Crewther, Di Vecchia, Veneziano and Witten
(1980). One finds

dn ≈ 4 × 10−16|θ| (in e-cm).

Experimentally (Smith et al., 1990; Harris et al., 1999) |dexp
n | ≤ 6× 10−26, so

we obtain |θ| < 10−9, a very small value indeed.
Let us return to the vacuum problem. We have discussed the effect of

massless quarks; now we need to study the influence of chiral symmetry break-
ing by “small” mass terms. That is to say, what happens after introducing
the perturbation

M =
∑

mf q̄fqf

at least to first order in ε; recall that we take mf = εrf , rf fixed. We will not
enter into the details here; the interested reader is referred to the lectures of
Crewther (1979b). We merely summarize the results. Consider the inequality

m−1
u >

n∑

f=2

m−1
f ; (7.7.14)

note that the results of Sects. 7.3, 4 imply that it is probably satisfied in the
real world. Then we have the following situation. (i) If (7.7.14) holds, the
topological charge is quantized in integer units; that is to say, the difference
ν between two eigenvalues of the K± is an integer. (ii) If (7.7.14) does not
hold, then there are at least fractional values of ν. In fact, for some particular
values of the masses, ν must take irrational values.

We end this section with two comments. First, we have obtained con-
straints on the spectrum of the K±, and the expression of the vacuum in
terms of the eigenvectors |n±〉; but we have not proved that the spectrum is
nontrivial. One could imagine that all the n coincided, and thus the contents
of the last sections would be much ado about nothing. Luckily (or unluckily,
according one’s the point of view), the existence of instantons implies that at
least there exists a denumerable infinity, . . . ,−1, 0, 1, 2, . . . of different values
of n. This will be shown in Chap. 8 (see particularly Sect. 8.4).

Secondly, we have assumed that massless U(1) bosons do not exist. The
mass of a pseudoscalar meson may be evaluated as in Sect. 7.3. If we re-
peat the calculation for the singlet current Aµ

0 , we find that, because of the
anomaly, Eq. (7.3.5) is modified by the appearance of a term

n2
f

(
g2

32π2

)2 ∫
d4x 〈TG(x)G̃(x)G(0)G̃(0)〉vac. (7.7.15)
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This would vanish to all orders in perturbation theory because GG̃ is a four-
divergence; but the existence of instantons (see the next chapter) shows that,
at least in the semiclassical approximation, (7.7.15) remains nonzero in the
chiral limit (’t Hooft, 1976a, b). One may question the validity of this ap-
proximation. Alternatively, the same result is obtained in the large Nc (=
number of colours) limit (Witten, 1979a). Thus, and although we do not
have a totally rigorous proof, it appears extremely likely that the structure
of the vacuum solves the U(1) problem.

7.8 Chiral Lagrangians

In this and the following sections, we will describe a method that has been
devised to explore systematically the consequences of the chiral symmetry of
QCD, in the limit of small momenta and neglecting the light quark masses (or
to leading order in the ratios of these over a typical QCD mass parameter,
say Λ). The method consists in writing Lagrangians consistent with chiral
symmetry. These Lagrangians are not unique but, on the mass shell and for
momenta p2 much smaller than Λ2, all produce the same results. This is
because, since they all possess the same symmetry, they lead to the same
Ward identities that govern low-energy behaviour; for details of the proof,
see Weinberg (1967), Coleman, Wess and Zumino (1969), Callan, Coleman,
Wess and Zumino (1969). The Lagrangians are not renormalizable, but this
is not important as they are to be used only at tree level.

Actually, it turns out to be possible to go beyond tree level, building
what is called chiral perturbation theory, at the cost of introducing a num-
ber of phenomenological constants (whose number, unfortunately, increases
with the number of loops taken into account), as we will discuss later. One
can then use these Lagrangians to calculate low-energy quantities involving
pions, if the symmetry we consider is chiral SU(2), reproducing the results
obtained in a more artisanal way with the help of current algebra and soft
pion (PCAC) techniques and, indeed, going well beyond the old results. This
general formulation of chiral dynamics was first proposed by Weinberg (1979)
and later worked out, in great detail, by Gasser and Leutwyler (1984, 1985),
including corrections to one loop. Later on some processes and observables
were evaluated to two-loop accuracy (see below).

We will begin in this section with a few examples of the techniques at
tree level, to proceed in next section to contact with PCAC and discuss a
first application. The general formulation of chiral perturbation theory will
be left for Sect. 7.10. In our presentation we will consider explicitly only chiral
SU(2); the extension to chiral SU(3), that is to say, to processes involving
also kaons and the η, is straightforward.
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i The σ Model

The starting point to formulate the effective chiral Lagrangian theories is to
write the chiral transformation properties of pions, whose field we denote by
�ϕ, with the the vector representing an isospin index, and a fictitious scalar
particle that we will denote by σ. We here treat the pions as elementary,
which should be a good approximation at low energy. The model is the so-
called sigma model, devised by Gell-Mann and Lévy (1960). For infinitesimal
chiral (i.e., allowing parity changing) transformations, we write

σ →σ + δσ, δσ = −�α�ϕ

�ϕ →�ϕ + δ�ϕ, δ�ϕ = �ασ + θ × �ϕ.
(7.8.1a)

The �α, �θ are the infinitesimal parameters of the chiral transformations in
SU+(2) × SU−(2), as defined in Sect. 7.1, relating particles with different
parities, which would correspond, in a quark formulation, to the transforma-
tions also involving multiplication by γ5.

Ordinary isospin transformations correspond to �α = 0, and then

δσ = 0, δ�ϕ = �θ × �ϕ. (7.8.1b)

The transformations (7.8.1) can be considered as transformations of an Eu-
clidean four vector, ϕA, ϕ0 = σ, by taking into account the well-known iso-
morphism of (the Lee algebra of) SU+(2)×SU−(2) with the rotation group
in four dimensions, O(4). This will be useful later on.

Because we suppose invariance under the full SU+(2)×SU−(2) transfor-
mations, it follows that the σ and �ϕ fields should have the same mass which,
in a first approximation, we take to be zero.

We now assume that the interaction is such that the field σ acquires
a vacuum expectation value, 〈σ〉 = k �= 0: as in QCD, chiral symmetry is
broken dynamically. This will provide a large (i.e., of order Λ) mass for the
sigma field, which will then disappear from the low-energy effective theory.
To formulate the last, we want to redefine fields which do no more mix under
parity changing chiral transformations. It happens that this is not possible
if using linear transformations, but can be achieved if nonlinear ones are
allowed (nonlinear sigma models). A simple choice is to set σ′ = σ − k (so
the VEV of σ′ vanishes) and then define

S =
√

(σ′ + k)2 + �ϕ 2 − k,

�π =
k√

(σ′ + k)2 + �ϕ 2
�ϕ.

(7.8.2)

For small energies we can expand the new fields in terms of the old. In
effect, this is an expansion in powers of k−1,

S � σ′ + O(k−1), �π � �ϕ + O(k−1)
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and the S, �π coincide, at leading order, with the σ, �ϕ fields respectively.
However, the new fields do not mix under chiral transformations: we find

δS = 0, δ�π = �α
kσ√

σ2 + �ϕ 2
= �α

√
k2 − �π 2, (7.8.3a)

while under ordinary isospin, we still have

δS = 0, δ�π = �θ × �π. (7.8.3b)

Because of these properties we can write a Lagrangian, invariant under
chiral transformations, using only the field �π: we have succeeded in decoupling
the sigma field. The Lagrangian is highly nonunique; a choice, suggested by
Coleman, Wess and Zumino (1969) is to take

L = 1
2

1

(1 + a2 �Π2)2

(
∂ �Π

)2

, (∂ �Π)2 ≡ (∂µ
�Π)(∂µ �Π); a = 1/2k,

(7.8.4a)
with �Π a reparametrization of �π:

�Π =
2�π

1 +
√

1 − �π2/k2
.

It transforms chirally as

δ �Π =
1
a

[
�α

(
1 − a2 �Π2

)
+ 2a2 �Π(�α − �Π)

]
.

We may expand L in powers of a finding

L = 1
2

(
∂ �Π

)2

− a2

2
�Π2

(
∂ �Π

)2

+
a4

2
�Π4

(
∂ �Π

)2

+ · · · (7.8.5)

To show the usefulness of the effective Lagrangian formulation, we cal-
culate ππ scattering to lowest order in a. Denote by i, j, k, l to the isospin
indices, varying from 1 to 3. The Feynman rule corresponding to the first
two terms in (7.8.5) is, for a four-pion vertex with momenta p1, p2, p3, p4,
all incoming as in Fig. 7.8.1,

ia2gµν

[
δijδkl (pµ

3pν
4 + pµ

1pν
2)

+δikδjl (pµ
2pν

4 + pµ
1pν

3)

+δilδjk (pµ
2pν

3 + pµ
1pν

4)
]
.

(7.8.6)

If we define the Mandelstam variables

s = (p1 + p2)2, t = (p2 + p4)2, u = (p2 + p3)2,
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p1, i p2, j

p3, kp4, l

Fig. 7.8.1. The graph corresponding to (7.8.6).

then we can write the scattering amplitude that follows from (7.8.6) to lowest
order as

F (i + j → k + l) =
a2

(2π)2
{δijδkls + δikδjlt + δilδjku} . (7.8.7)

We will later identify a = 1/fπ, the inverse of the pion decay constant,
which in QCD is of order Λ. Thus, (7.8.7) gives the more general low-energy
(s, t, u � Λ2) pion–pion collision amplitude consistent with chiral invariance.

ii Exponential Formulation

A more elegant, but equivalent, formulation uses a matrix representation of
the pion field. Letting �τ be the Pauli matrices for isospin space, we construct
the 2 × 2 matrix16

π = �τ �ϕπ, (7.8.8a)

with �ϕπ the pion field. We then exponentiate π and set the matrix

Π = exp(2iπ/F ). (7.8.8b)

The chiral SU+(2)×SU−(2) transformations are defined in terms of the
unitary matrices UL, UR:

Π → Π ′ ≡ ULΠU
†
R. (7.8.8c)

16A further advantage of this matrix formulation is that it is easier to generalize
to SU(3) than the σ model; it is sufficient to replace Pauli’s τ by Gell-Mann’s λ
matrices, and the pion field by an octet.
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The symmetry breaking condition is implemented by assuming a nonzero
VEV for Π:

〈Π〉 =
(

F 0
0 F

)
.

The advantage of the present method is that we work only with the pion field
from the beginning.

It is convenient to parametrize the UR,L as

UL = e�α�τe�θ�τ ,

UR = e−�α�τe�θ�τ .
(7.8.9)

For ordinary isospin transformations, we simply set �α = 0 so that UL and UR

coincide and (7.8.8c) is equivalent to π′ = U(�θ )πU−1(�θ ). Then, for the pion
field itself we have �ϕ′

π = R(�θ )�ϕπ with R(�θ ), the three-dimensional rotation
corresponding to the SU(2) matrix U(�θ ) given by the relation

U(�θ )τiU
−1(�θ ) =

∑

j

R−1
ij (�θ )τj .

Next we construct a Lagrangian invariant under (7.8.8). The one which
contains less derivatives is

L =
F 2

4
Tr

{(
∂µΠ†) ∂µΠ

}
, (7.8.10)

and the overall constant is chosen so that, after expanding, the kinetic term
is 1

2 (∂µ�ϕ)∂µ�ϕ. This shows clearly the nonuniqueness of the method: we can
add extra terms with higher derivatives to (7.8.10). However, they will, on
dimensional grounds, contribute to higher orders in the momenta and will,
therefore, be negligible for small values of s, t, u. But it is important to realize
that the effective Lagrangian methods are valid to give only the first order
in the expansion in powers of the momenta, p2/Λ2. Chiral invariance does
not give the higher corrections, which (as we will see) involve more and more
parameters not fixed by the theory, and which have to be obtained by fitting
experimental data.

In the present formalism we can introduce, in a natural manner, leading
order symmetry breaking by considering that it is due to a quark mass matrix,

M =
(

mu 0
0 md

)
.

This is not invariant under chiral (or even ordinary isospin) transformations.
We may couple M and Π; the lowest dimensionality scalar that can be formed
is the function Tr(Π†M + MΠ), and thus we write the corresponding piece
in the Lagrangian as

v3 Tr(Π†M + MΠ).
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v is a constant with dimensions of mass, which we will identify later. Ex-
panding in powers of π, we find that the first nonzero term is the quadratic
one,

−4v3

F 2
Tr M �ϕ 2

π = −4v3

F 2
(mu + md)�ϕ 2

π , (7.8.11)

and we have used that (�λ�τ)2 = �λ2 for any �λ. Eq. (7.8.11) provides the lowest
order mass term for the pions; it has the nice feature that it reproduces (as
it should) the result we had obtained with the help of PCAC and current
algebra in (7.3.4). This allows us to identify v3 as proportional to the quark
condensate. Applications of this to calculate some hadronic corrections to
low-energy weak interactions may be found in the book of Georgi (1984).

Another alternate to the formulations presented here will be given in
Sect. 7.10.

7.9 Connection with PCAC, and a First Application

Before starting to calculate with the chiral Lagrangians described in the pre-
vious section, we have to interpret the constant (F or a) that appears there.
For this we have to introduce the axial current in the present formalism,
which we choose to do in the original Coleman–Wess–Zumino version.17 To
do so we use a method which is a variant of Noether’s method, due to Adler;
for details on it, see Adler (1971) or Georgi (1984).

Consider a general Lagrangian L(φ) depending on fields, which we denote
collectively by φ, and make an infinitesimal transformation on the fields,
characterized by the infinitesimal parameters εi:

δφ =
∑

i

εiξi(φ).

The corresponding variation of the Lagrangian is

δL = Ki(φ)εi + Lµ
i (φ)∂µεi + Mµν

i (φ)∂µ∂νεi + higher derivatives

(sum over repeated indices understood). The variation of the action can then
be written, after integrating by parts, as

δA =
∫

d4x {Ki + ∂µJµ
i } εi

and we have defined the current by

Jµ
i = −Lµ

i + ∂νMµν
i + · · · .

17For the derivation in the exponential version, somewhat messier, see the text of
Georgi (1984).
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For a symmetry of the system, the change must leave the action un-
changed, and hence ∂µJµ

i = −Ki. In the special case where ε is constant,
L will be invariant only if Ki vanishes. Setting thus Ki = 0, we find that
Jµ

i is obtained simply as the coefficient of ∂µεi in the variation of L. It is
interesting to note that, if L contains only first-order derivatives of the field
φ, then all the terms M, etc. above vanish, so Jµ

i coincides with −Lµ
i .

This can be immediately applied to the Lagrangian (7.8.4a). Working to
lowest order in Π, we find immediately the axial current to be

�Aµ = −1
a
∂µ

�Π + higher orders = −1
a
∂µ�ϕ + higher orders.

Taking derivatives of both sides and using the equations of motion this gives,
up to higher orders that we neglect, the PCAC relation

∂µ �Aµ =
1
a
m2

π �ϕ.

On comparing with the definitions in Sect. 7.3, we identify

1
a

= fπ,

fπ the pion decay constant, fπ � 93.3 MeV. (The factor
√

2 in the definitions
of Sect. 7.3 has disappeared because the physical pion states are related to
the ones used now by π+ = −2−1/2(π1 + iπ2), etc.)

With this identification we get the pion–pion scattering amplitude, given
in Eq. (7.8.7), as

F (i + j → k + l) =
1

4π2f2
π

{δijδkls + δikδjlt + δilδjku} . (7.9.1)

From this one can evaluate the low-energy parameters for ππ scattering. For
example, the isospin 1, P -wave scattering length is calculated as follows:
First, identify the physical pion states in terms of the i, j, . . . = 1, 2, 3 ones
as

|π0〉 = |3〉, |π±〉 = ∓2−1/2
{
|1〉 ± i|2〉

}
.

Moreover, we have the partial wave expansion, for states with well-defined
isospin I in the s-channel,

F (I)(s, t) = 2
∑

l

(2l + 1)Pl(cos θ)f (I)
l (s);

f
(I)
l =

2s1/2

πk
sin δ

(I)
l eiδI

l ,

(7.9.2a)

with δ
(I)
l the phase shifts; the factor 2 in the partial wave expansion is due

to the identity of the particles, in states with well-defined isospin.
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At small energy we write the real part of the partial wave amplitudes,
f

(I)
l , in terms of the scattering lengths, a

(I)
l , and effective range parameters,18

b
(I)
l :

Re f
(I)
l (s) �

s→4m2
π

4mπk2l

π

{
a
(I)
l + k2b

(I)
l

}
. (7.9.2b)

k is the center of mass momentum; for massless pions, we can take k2 = s/4.
With all this we find

a
(1)
1 =

1
24πf2

πMπ
� 29.7 × 10−3 M−3

π ; (7.9.3)

as is customary in the field of chiral perturbation theory, we evaluate the
various parameters in terms of the charged pion mass, Mπ � 139.57 MeV (see
below). Experimentally, the best determination of a

(1)
1 comes from fits to the

electromagnetic form factor of the pion (de Trocóniz and Ynduráin, 2005),
which give

a
(1)
1 (exp.) = (38.4 ± 0.8) × 10−3 M−3

π .

The simplicity of the evaluation contrasts with that based on “old-fashioned”
PCAC, current algebra and soft pion techniques (Weinberg, 1966).

The S-wave scattering lengths are similarly calculated, and we find

a
(0)
0 =

7Mπ

32πf2
π

� 0.155 M−1
π ;

a
(2)
0 = − Mπ

16πf2
π

� −0.0445 M−1
π .

Experiment gives (Peláez and Ynduráin, 2005)

a
(0)
0 (exp.) =(0.230 ± 0.010) M−1

π ;

a
(2)
0 (exp.) =(−0.052 ± 0.012) M−1

π .

The agreement with experiment is not very good for a
(1)
1 and is even worse

for a
(0)
0 . However, as we will see, agreement between theory and experiment

improves substantially when including higher order chiral corrections.

18We here use the standard effective range expansion definition of the scattering
length:

q2l+1 cot δI
l (s) �

q→0

1

a
(I)
l

+ 1
2
r0q

2 + O(q4);

the effective range parameters b
(I)
l are, as in Gasser and Leutwyler (1984), up to

a power of mπ. The connection among the parameters aI
l |G.&L., b

(I)
l , a

(I)
l , r0 is

aI
l |G.&L. = mπa

(I)
l , b

(I)
1 = a

(I)
l

1 − m2
πa

(I)
l r0

2mπ
.
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7.10 Chiral Perturbation Theory: General Formulation

There is a large number of further applications of chiral perturbation theory
(at times also denoted by the name of χPT) to leading order, which the in-
terested reader may find in the text of Georgi (1984). But one may ask if it
is possible to go beyond. In fact, a fair amount of work has been devoted to
the matter, following the basic paper of Weinberg (1979) and, especially, the
elaboration by Gasser and Leutwyler (1984, 1985). In the present section we
will describe the general formalism of chiral perturbation theory, following,
precisely, the excellent exposé of these last authors.19 We will restrict our-
selves to chiral isospin; the extension to chiral SU(3) may be found in Gasser
and Leutwyler (1985).

The idea is the following: because pions are much lighter than other
particles, indeed massless in the chiral limit, one should be able to describe
the dynamics of pion systems in terms of pions alone. To do so, we assume
that the dynamics can be described in terms of local, effective Lagrangians
– a very reasonable assumption, although, to the author’s knowledge, never
proved. The form of these Lagrangians is restricted by chiral invariance.

To construct these Lagrangians, we first show how one can extend the
chiral symmetry in QCD to a gauge symmetry. Then we will write the more
general Lagrangians involving only pions, for chiral SU(2), first to leading
order in the external momenta, and then to higher orders, consistent with
the PCAC definition ∂ · A =

√
2fπmπφπ, and consistent also with the gauge

chiral symmetry, including its breaking by u, d quark masses. Because these
Lagrangians are the more general ones, and exhibit the same symmetry as
QCD, it will follow that the Green’s functions constructed with such La-
grangians will have low-energy properties identical to those of QCD. In this
way, one is able to construct an effective theory agreeing with QCD at higher
and higher order in the momenta.

The price to pay for this is that more and more Lagrangians intervene
at higher orders in the momenta. Unfortunately, the coefficients of the La-
grangians are not given by chiral symmetry; therefore, the number of un-
known constants (which have to be obtained fitting experimental data) in-
creases rapidly with the order in chiral perturbation theory. For example, for
ππ scattering we have only one unknown constant at lowest order (the decay
constant, fπ); at next order we require four more constants, and at one order
more, six.

19We will not be able to give an amount of information comparable to that presented
in these papers; we urge the reader to consult Gasser and Leutwyler (1984, 1985)
for more detailed treatment and further information. A pedagogical introduction
to the subject may also be found in the article of Weinberg (1979).
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i. Gauge Extension of Chiral Invariance

As stated, we start by extending the SU+(2)×SU−(2) symmetry to a gauge
symmetry. We do so by introducing sources in the QCD Lagrangian. We
denote by LQCD0 to the QCD Lagrangian for massless u, d quarks,

LQCD0 =
∑

l=u,d

q̄liD/ql − 1
4G2. (7.10.1a)

Then we consider L(vµ, aµ, s, p) where vµ, aµ, s, p are, respectively, vector,
axial, scalar and pseudoscalar sources, and we define

L(vµ, aµ, s, p) =LQCD0

+
∑

l,l′

q̄lγµ (vµ
ll′ + aµ

ll′γ5) ql′ +
∑

l,l′

q̄l (−sll′ + ipll′γ5) ql′ .

(7.10.1b)
We include the mass matrix in sll′ , so that

sll′ = mlδll′ + s̃ll′ . (7.10.1c)

l, l′ are flavour indices that run over the values u, d, in our case.
The Lagrangian (7.10.1b) is invariant under independent local chiral

gauge transformations of the left and right components of the q, provided
we transform the sources at the same time:

q → q′ =
{

1
2 (1 + γ5)VR(x) + 1

2 (1 − γ5)VL(x)
}

q;

vµ ± aµ → v′µ ± a′µ = VR,L (vµ ± aµ) V
†
R,L + iVR,L∂µV

†
R,L,

s + ip → s′ + ip′ = VR(s + ip)V †
L .

(7.10.2)

Here the VR,L are independent SU(2) matrices. The symmetry may be ex-
tended to a U+(2) × U−(2) symmetry; however, the current associated with
the diagonal piece presents an anomaly, as we know. We will not study this
piece here, but refer to Gasser and Leutwyler (1985). To avoid it we will
restrict the vµ, aµ to be traceless. This is automatic if we parametrize them
in terms of the 3-vectors vµ

i , aµ
i , writing

vµ = 1
2

∑

i

vµ
i τi, aµ = 1

2

∑

i

aµ
i τi , (7.10.3)

and the τi are the Pauli matrices in flavour (isospin) space. The s, p may
likewise be parametrized in terms of the (Euclidean) four-dimensional vectors
sA, pA, A = 0, 1, 2, 3, with

s =
3∑

A=0

sAτA, p =
3∑

A=0

pAτA; τ0 = 1. (7.10.4)
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At low energy the only degrees of freedom are those associated with the
pions; moreover, we have to also take into account that, in QCD, the scalar
densities have a nonzero expectation value in the ground state (the physical
vacuum). We will use the quantity B defined as

B = −〈q̄q〉
f2

. (7.10.5)

We write f for the pion decay constant in the chiral limit (mu,d → 0) and we
assume that 〈q̄q〉 is also defined in this limit. In Subsect. 7.11 we will see the
connection with the physical decay constant, fπ � 93.3 MeV . In the chiral
limit, B is independent of which q (u or d) we take. Comparing with (7.3.4),
we have

B = m2
π/(mu + md).

ii Effective Lagrangians in the Chiral Limit

We will start by working in the chiral limit, mu,d = 0. At low energies an
effective Lagrangian should include only pion fields20 and, apart from the
nonzero value of the condensate and the nonzero quark masses, should respect
chiral gauge invariance. To construct this Lagrangian we proceed as for the
nonlinear σ-model of Sect. 7.8. We define a chiral four-dimensional vector
ϕA, A = 0, 1, 2, 3, such that �ϕ = �π (the pion field) and ϕ0 = σ (the σ field).
We get rid of the last by imposing the invariant constraint

∑

A

ϕAϕA = f2. (7.10.6a)

We could include this into the Lagrangian, using a multiplier, or simply by
admitting that ϕ0 is not an independent field but one has

ϕ0 =
√

f2 − �ϕ 2. (7.10.6b)

The transformation properties of ϕ under SU+(2) × SU−(2) imply the
following values for the chiral covariant derivative, which we denote by ∇µ:

∇µϕ0 = ∂µϕ0 + �aµ(x)�ϕ,

∇µ�ϕ = ∂µ�ϕ + �vµ(x) × �ϕ − �aµ(x)ϕ0;
(7.10.7)

compare with (7.8.1a). We then construct the more general Lagrangians that
are compatible with Eq. (7.10.7), and involve only ϕA, for pure strong in-
teractions. (If we want to include weak or electromagnetic interactions, we

20This is, of course, a limitation of the chiral dynamics approach; it must fail at
distances where the composite character of the pions becomes relevant; thus,
certainly at energies of the order of the ρ mass, this particle is a quark–antiquark
bound state, and decays into two pions.
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replace the ∂µ in the ∇µ by the corresponding weak or electromagnetic co-
variant derivatives.) We start at lowest order in the momenta, O(p2). If we
allow only two powers of the momenta at tree level, then only two derivatives
can occur and the more general form of this first-order Lagrangian is, simply,

Lch.1 = 1
2

∑

A

(∇µϕA)∇µϕA. (7.10.8)

The index “ch.” reminds us that this is valid in the chiral limit, and the factor
1/2 is included so that the kinetic energy term agrees with that for three real,
(pseudo-)scalar fields. One can evaluate the axial current from (7.10.8) and
identify f with the value of the pion decay constant, fπ, in the chiral limit.
In this case the identification of the axial current is simpler than before, as
it is the current coupled to the axial source, �aµ.

In particular, to lowest order, replacing ϕ0 in terms of �ϕ, and expanding
in 1/f , this provides our first-order approximation

Lch.1 = 1
2 (∂µ�ϕ)∂µ�ϕ +

1
2f2

(�ϕ∂µ�ϕ) (�ϕ∂µ�ϕ) + source terms, (7.10.9)

and we have dropped higher order terms. To order p2, (7.10.9) is equivalent
to (7.8.5), as it should.

Let us next consider O(p4). Momentum power counting in the corre-
sponding Feynman diagrams21 shows that the loop corrections generated by
(7.10.8) are of relative order p2 for each new loop; hence, one-loop corrections
induced by Lch.1 will be of order p4. These corrections, which are necessary
in order to respect perturbative unitarity of the effective theory, are, gen-
erally speaking, divergent. However, if we use a regularization that respects
gauge invariance, such as dimensional regularization in the absence of anoma-
lies, these divergences will multiply polynomials of degree p4, invariant under
chiral gauge transformations. They can thus be absorbed into suitable coun-
terterms, generated by new polynomial Lagrangians.

This leads us to construct all possible chiral invariant terms of order p4

that will build the second-order effective Lagrangian, Lch.2; this will contain
the counterterms. After use of the equations of motion, it can be seen (Gasser
and Leutwyler, 1984) that its most general form will be (sum over repeated
indices A, B, C understood)

Lch.2 =
1
f4

{
l1 (∇µϕA∇µϕA)2 + l2 (∇µϕA∇µϕA) (∇µϕB∇µϕB)

+ l5ϕAFµν
ABFBC,µν + l6∇µϕAFµν

AB∇νϕB

+ h2 Tr FµνFµν
}

.

(7.10.10a)

21The (simple) details of this power counting may be found in Weinberg (1979).
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Here F is defined by

(∇µ∇ν −∇ν∇µ) ϕA = Fµν
ABϕB , (7.10.10b)

and we borrow the notation for the one-loop chiral coupling constants
l1, . . . , h2 from Gasser and Leutwyler (1984). An instructive exercise is
to compare (7.10.10) with the corresponding Lagrangians in the Weinberg
(1979) formulation.

The constants l1, . . . , h2 will be divergent: their divergence is to be ad-
justed so that it cancels the one-loop divergences generated by Lch.1. The
theory will, therefore, predict the coefficients of terms of type p4 log p2/ν2

where ν is a renormalization scale, and, when we take into account leading
symmetry breaking by the pion mass, also terms in p4, m4

π or p2m2
π multiplied

by either log p2/ν2 or log m2
π/ν2 (all these terms are known as chiral loga-

rithms). However, the finite parts of the constants l1, . . . , h2 are not given
by the theory. In fact, one fixes these constants by requiring agreement of the
predictions, obtained using Lch.1, Lch.2, with experiment. Chiral dynamics
does not allow an evaluation from first principles of corrections of order p4,
or higher. It correlates these corrections to all processes in terms of a finite
number of constants, the l1, . . . , h2 to one loop.

In principle one can extend this procedure to higher orders and, indeed,
the O(p6) corrections have been considered in the literature.22 However, the
situation is not clear in this case. Not only the number of constants to be
fitted to experiment grows out of hand, but it is in practice very difficult to
separate the O(p4) and O(p6) pieces of the various observables. We will leave
this here, and turn to consider the corrections due to the nonzero masses of
the u, d quarks (or, equivalently, of the pions).

iii Finite Pion Mass Corrections

Because the mass of the pion will appear in pion propagator denominators,
1/(p2−m2

π), a consistent way to treat the finiteness of the pion mass requires
that we consider p2 and m2

π to be of the same order of magnitude, and
calculate to all orders in their ratio; otherwise, we would be replacing

1
p2 − m2

π

by
−1
m2

π

{
1 +

p2

m2
π

+
p4

m4
π

+ · · ·
}

,

not a very accurate procedure.

22Akhoury and Alfakih (1991), Fearing and Scherer (1996), Bijnens, Colangelo and
Ecker (2000). For ππ scattering, cf. Knecht et al. (1995), Bijnens et al. (1997) and
Amorós, Bijnens and Talavera (2000). The corrections to some quantities will be
given later.
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To leading order, we have to find the lowest order terms that can be
added to Lch.1 and which contain s0; we recall that s0 included the quark
masses.

A technical point arises here. In principle, we have two pion masses, mπ0

and mπ± . To first order in md − mu, the difference between these two van-
ishes: the difference mπ± −mπ0 is, in this approximation, of electromagnetic
origin (Das, Mathur and Okubo, 1967; Gasser and Leutwyler, 1984). We will
work in the approximation of neglecting electromagnetic interactions, and to
first order in md − mu, hence we may take a single pion mass. When nec-
essary to specify it, we will follow the custom in chiral perturbation theory
calculations and identify this mass with the charged pion mass which in the
present context, and also following the custom in chiral perturbation theory,
we denote by Mπ.

In the present approximation, there is only one mass term that preserves
parity, Constant × (s0ϕ0 + �p �ϕ). The constant may be identified requiring
that the new term reproduce the equality (7.3.4). We then have the full L1,
correct to O(p2), O(m2

π),

L1 = Lch.1 + 2Bf (s0ϕ0 + �p �ϕ) , (7.10.11a)

which corresponds to the pion mass

m2
π = (mu + md)B. (7.10.11b)

To next order,

L2 = Lch.2+
1
f4

{
l3(ξAϕA)2+l4∇µξA∇µϕA+l7(ηAϕA)2+h1ξAξA+h3ηAηA

}
.

(7.10.12a)
We have defined

ξ0 = 2Bs0, �ξ = 2B�p; η0 = 2Bp0, �η = −2B�s , (7.10.12b)

and Lch.1, Lch.2 are as in (7.10.8), (7.10.10).
For reference, we note the correspondence between our definitions and

those of Gasser and Leutwyler (1984):

UA =
1
f

ϕA, χA =
1
f

ξA, χ̃A =
1
f

ηA. (7.10.13)
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iv Renormalized Effective Theory

Renormalization for the one-loop graphs generated by L1 proceeds in the
usual manner. As stated in the previous subsection, the divergences generated
by the loop integrals can be canceled by divergent pieces in the li, hj . One
finds (Gasser and Leutwyler, 1984)

ldiv.
i = − γi

32π2

{
2

D − 4
+ log ν2 − (log 4π − γE + 1)

}
,

hdiv.
j = − δj

32π2

{
2

D − 4
+ log ν2 − (log 4π − γE + 1)

}
;

(7.10.14a)

ν is the renormalization point and

γ1 = 1
3 , γ2 = 2

3 , γ3 = − 1
2 , γ4 = 2, γ5 = − 1

6 , γ6 = 1
3 , γ7 = 0;

δ1 = 2, δ2 = 1
12 , δ3 = 0.

(7.10.14b)
We have followed Gasser and Leutwyler in adding the unity in the right-hand
sides of (7.10.14a); this simply means a slight departure of the renormalization
from the standard MS scheme.

The renormalized constants lren.
i → li − ldiv.

i may be obtained by com-
paring with experimental quantities.23 They depend on the renormalization
point, ν. Alternatively, one may replace them by the quantities l̄i, defined as
(proportional to) the lren.

i (ν) with ν = mπ,ch.. Here we denote by mπ,ch. to
the pion mass in the leading order in chiral symmetry breaking, that is to
say, using (7.10.11b) but evaluating B = −〈q̄q〉/f in the chiral limit. Then,

lren.
i (ν) =

γi

32π2

{
l̄i + log

mπ,ch.

ν2

}
. (7.10.14c)

We remark that this implies that the l̄i are divergent in the exact chiral limit,
as we are renormalizing at ν = mπ,ch., which vanishes in this limit:

l̄i ∼
mu,d→0

− log mπ,ch..

Because of this divergence, some authors prefer to work with the lren.
i (ν),

selecting a “natural” value for ν, popular choices being the rho mass or 1 GeV.
In the present text we will work with the l̄i; if desired, the connection with
the lren.

i (ν) can be established with Eq. (7.10.14c).

23The hj depend on the renormalization scheme and, in fact, do not intervene in
any physical observable. This is discussed in Gasser and Leutwyler (1984).
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7.11 Comparison of Chiral Perturbation Theory
with Experiment

We can now compare the results of chiral perturbation theory calculations
with experiment. We will mostly discuss the one-loop approximation, al-
though a few words will also be said on two-loop results. We first consider
ππ scattering amplitude which, using isospin invariance, we write as

F (i + j → k + l) =
1

4π2
{δijδklA(s, t, u) + δikδjlA(t, s, u) + δilδjkA(u, t, s)} ,

(7.11.1a)
or, in terms of scattering amplitudes with well-defined isospin I in the s-
channel,

F (I=0)(s, t) = 3A(s, t, u) + A(t, u, s) + A(u, s, t)

F (I=2)(s, t) =A(t, u, s) + A(u, s, t)

F (I=1)(s, t) =A(t, u, s) − A(u, s, t).

(7.11.1b)

If we now use the full L1 and L2, we obtain, after a straightforward but
tedious calculation (Weinberg, 1979; Gasser and Leutwyler, 1984),

A(s, t, u) =
s − m2

π,ch.

f2
+ B(s, t, u) + C(s, t, u). (7.11.2a)

Here B, C are, respectively, the logarithmic and polynomial fourth-order
corrections:

B(s, t, u) =
1

96π2f4
π

{
3(s2 − M2

π)I(s)

+
[
t(t − u) − 2M2

πt + 4M2
πu − 2M4

π

]
I(t)

+
[
u(u − t) − 2M2

πu + 4M2
πt − 2M4

π

]
I(u)

}
;

Ī(s) =β log
β − 1
β + 1

+ 2, β =
√

1 − 4M2
π/s;

(7.11.2b)

C(s, t, u) =
1

96π2f4
π

{
2
(
l̄1 − 4

3

)
(s − 2M2

π)2

+
(
l̄2 − 5

6

) [
s2 + (t − u)2

]
− 12M2

πs + 15M4
π

}
.

(7.11.2c)

We remind the reader that we have identified the pion mass with the
charged pion mass, Mπ = mπ± . The expression for A in certain approxima-
tions had been known for a long time (see e.g. Lehmann, 1972). To leading
order B, C → 0, Mπ → 0, (7.11.2) reproduces (7.9.1).
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This scattering amplitude depends explicitly on the two new unknown
constants l̄1, l̄2. A technical point to be cleared is that, in A(s, t, u), we have
the quantities f and mπ,ch. which we have to relate to the physical ones. The
details may be found again in the paper of Gasser and Leutwyler (1984); we
have

M2
π = m2

π,ch.

{
1 − M2

π

32π2f2
π

l̄3

}
, fπ = f

{
1 +

M2
π

16π2f2
π

l̄4

}
. (7.11.3)

Thus, the scattering amplitude F also depends indirectly on the constants
l̄3, l̄4. We can, however, obtain directly l̄1, l̄2 by selecting observables that
vanish at first order (tree level). Such observables are the scattering lengths
of the D-waves, or the P-wave effective range parameter. From (7.11.1, 2),

a
(0)
2 =

1
1440π3Mπf4

π

{
l̄1 + 4l̄2 − 53

8

}
,

a
(2)
2 =

1
1440π3Mπf4

π

{
l̄1 + l̄2 − 103

40

}
;

b
(1)
1 =

1
288π3Mπf4

π

{
−l̄1 + l̄2 − 97

120

}
.

(7.11.4a)

As already remarked by Weinberg (1979), in (7.11.4a) there are only two l̄i’s
for three observables, so even at this level chiral perturbation theory to one
loop provides nontrivial results. We can, for example, get an expression for
b
(1)
1 in terms of the a

(I)
2 . If we use the combinations

a0+ = 2
3

[
a
(0)
2 − a

(2)
2

]
, a00 = 2

3

[
a
(0)
2 + 2a

(2)
2

]
,

then, from (7.11.4a) we obtain the relation

b
(1)
1 = 5

2 [3a0+ − a00] +
(

97
120 + 1

8

) 1
288π3f4

πMπ
.

Substituting in the right-hand side the very precise values that follow from
the energy-dependent phase shift analysis of Peláez and Ynduráin (2005) for
the a00, a0+, we find b

(1)
1 = (4.4 ± 0.2) × 10−3 M−5

π , in excellent agreement
with the experimental value, b

(1)
1 = (4.73±0.26)×10−3 M−5

π , obtained fitting
the pion form factor by de Trocóniz and Ynduráin (2005); the difference may
easily be attributed to higher order effects.

For the S- and P-wave scattering lengths we find, projecting (7.11.2),

a
(0)
0 =

7Mπ

32πf2
π

{
1 +

5M2
π

84π2f2
π

[
l̄1 + 2l̄2 − 3

8 l̄3 + 21
10 l̄4 + 21

8

]}
,

a
(2)
0 =

Mπ

16πf2
π

{
1 − M2

π

12π2f2
π

[
l̄1 + 2l̄2 + 3

8

]
+

M2
π

32π2f2
π

[
l̄3 + 4l̄4

]}
,

a
(1)
1 =

1
24πMπf2

π

{
1 − M2

π

12π2f2
π

[
l̄1 − l̄2 + 65

48

]
+

M2
π

8π2f2
π

l̄4

}
.

(7.11.4b)
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Figure 7.11.1. The P-wave phase shift, as obtained from fits to the pion

vector form factor below 1 GeV (continuous line), from which a
(1)
1 and b

(1)
1

are extracted, and from fit to ππ scattering data above 1 GeV (dashed line),

compared with the experimental data from ππ scattering of Protopopescu et

al. (1973), Hyams et al. (1973) and Estabrooks and Martin (1974), much less

precise at low energy. The error in the fit below 1 GeV is like the thickness

of the line; above 1 GeV, the error is given by the shaded area.

Likewise, for the effective range parameters of the S-waves, defined in (7.9.2b),
one has

b
(0)
0 =

1
4πMπf2

π

{
1 +

M2
π

12π2f2
π

[
2l̄1 + 3l̄2 − 13

16

]
+

M2
π

8π2f2
π

l̄4

}
,

b
(2)
0 =

1
8πMπf2

π

{
1 − M2

π

12π2f2
π

[
l̄1 + 3l̄2 − 5

16

]
+

M2
π

8π2f2
π

l̄4

}
.

(7.11.4c)

The experimental values of these quantities are at present known with
much more accuracy than in the past, thanks, for the P-wave, to the new
data on the pion form factor24 (Fig. 7.11.1) and, for the S wave with I = 0

24Akhmetsin et al. (2002) for e+e− → ππ, Amendolia et al. (1986) for eπ scattering,
and Barate et al. (1997), Ackerstaff et al. (1999) and Anderson et al. (2000) for
τ → νππ decays.
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Figure 7.11.2 The fit of the I = 0, S-wave phase shift to the Kl4, K2π ex-

perimental points.

(shown in Fig. 7.11.2), to the Kl4 decay data and the K → 2π data.25 For the
S-wave with isospin 2, cf. Sect. 9.6. These data, together with the older ones,
allow a reliable determination of low-energy parameters from experiment.
The numbers that follow (Peláez and Ynduráin, 2005) are

a
(0)
0 = (0.230 ± 0.010) M−1

π , a
(2)
0 = (−0.052 ± 0.012) M−1

π ,

b
(0)
0 = (0.268 ± 0.011) M−3

π , b
(2)
0 = (−0.085 ± 0.006) M−3

π ,

a
(1)
1 = (38.4 ± 0.8) × 10−3 M−3

π , b
(1)
1 = (4.73 ± 0.16) × 10−3 M−5

π ,

a
(0)
2 = (18.6 ± 0.4) × 10−4 M−5

π , a
(2)
2 = (2.8 ± 0.4) × 10−4 M−5

π .
(7.11.5)

Besides scattering lengths and effective range parameters, related to ππ
scattering, we have other observables that involve the constants l̄3, l̄4. We
will here consider the scalar form factor of the pion, FS , given by

〈π(p1)|muū(0)u(0) + mdd̄(0)d(0)|π(p2)〉 = FS(t), t = (p1 − p2)2;

FS(t) �
t→0

FS(0){1 + 1
6 〈r

2
S,π〉t}.

25Rosselet et al. (1977) and Pislak et al. (2001) for K → eνeππ decays, and Aloisio
et al. (2002) for K → 2π decays.
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〈r2
S,π〉 is the (quadratic) scalar radius of the pion. Chiral perturbation theory

to one loop gives (Gasser and Leutwyler, 1984)

FS(0) =M2
π

{
1 − M2

π

32π2f2
π

(l̄3 − 1)
}

,

〈r2
S,π〉 =

3
8π2f2

π

{
l̄4 − 13

12

}
.

(7.11.6)

For FS(0), we take the estimate of Gasser and Leutwyler (1984), which gives
l̄3 = 3 ± 2.5, and turn next to the determination of l̄4.

The scalar radius, 〈r2
S,π〉, can be evaluated in terms of the ππ phase shift

δ
(0)
0 and of the expected asymptotic behaviour of the scalar form factor, as

we did for the e.m. one at the end of Sect. 5.7. There is, unfortunately, no
consensus on the resulting value for 〈r2

S,π〉, and this for two reasons. First of
all, the data for ππ scattering in the important region 2mK ≤ s1/2 ≤ 2 GeV
are ambiguous: different analyses produce incompatible results, and the value
for 〈r2

S,π〉 depends on which data one uses. Choosing the central value in
the energy-dependent fit of Hyams et al. (1973), one gets 〈r2

S,π〉 = 0.61 ±
0.04 fm2 and hence l̄4 = 4.4 ± 0.3 (Donoghue, Gasser and Leutwyler, 1990;
Ananthanarayan et al., 2004). However, and as discussed in Ynduráin (2005),
if one uses different sets of data (notably, taking into account information
from ππ → K̄K scattering), one finds a larger value, 〈r2

S,π〉 = 0.75±0.07 fm2,
leading to l̄4 = 5.4 ± 0.6.

It could be possible, in principle, to discriminate between both solutions
by using the asymptotic value for the phase of FS(t) that follows from pertur-
bative QCD. The result, however, is infrared divergent and thus, as happens
for the twist three contribution to the electromagnetic form factor of the pion
(cf. Sect. 5.7), a cut-off becomes necessary and the result is not fully reliable.
Therefore, we here choose a conservative estimate, covering both evaluations,
l̄4 = 5 ± 1. Thus we have

l̄3 = 3 ± 2.5, l̄4 = 5 ± 1. (7.11.7)

Fitting (7.11.7) as well as the experimental numbers for as and bs given
in (7.11.5), we get a χ2 /d.o.f. = 8.8/(10 − 4) and the numbers

l̄1 = −1.30 ± 0.23, l̄2 = 6.04 ± 0.07,
l̄3 = 2.2 ± 2.5, l̄4 = 6.32 ± 0.61.

(7.11.8a)

The clear excess of the χ2/d.o.f. over unity indicates that, at the level of
accuracy of (7.11.5, 7), the two-loop effects are not negligible. This is more
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evident for other observables. In particular, for the effective range parameters
for the D-wave, and for the F-wave we have, to one-loop accuracy (Amorós,
Bijnens and Talavera, 2000),

b
(0)
2 =

−481
203200π3f4

πM3
π

� −3.9 × 10−5 M−7
π ,

b
(2)
2 =

−277
201600π3f4

πM3
π

� −2.25 × 10−5 M−7
π ,

a
(1)
3 =

11
95080π3f4

πM3
π

� 1.91 × 10−4 M−7
π ,

b
(1)
3 =

−47
529200π3f4

πM5
π

� −1.45 × 10−4 M−9
π .

The last three are in strong disagreement with the experimental numbers

b
(0)
2 = (−4.1 ± 0.3) × 10−4 M−7

π , b
(2)
2 = (−3.9 ± 0.3) × 10−4 M−7

π ;

a
(1)
3 = (6.3 ± 0.4) × 10−4 M−7

π , b
(1)
3 = (−4.6 ± 0.4) × 10−4 M−9

π .

A remark that has to be made is that the errors in (7.11.8a) are purely
nominal, as the fit depends on the way we have treated the higher order
corrections. For example, if in the expressions for a

(I)
2 , b

(1)
1 we replace the

physical fπ by f as given in (7.11.3), which is allowed since the difference is
of higher order, we find a χ2 /d.o.f. = 9.7/(10 − 4) and the central values

l̄1 = −0.33, l̄2 = 4.56, l̄1 = 2.1, l̄1 = 6.93 . (7.11.8b)

l̄1 and l̄2 are well outside the error bars given in (7.11.8a).
We can get more realistic error estimates, which take into account at

least some of the uncertainty due to higher order effects, with the following
procedure. We average (7.11.8a) and (7.11.8b), weighted with the respective
χ2/d.o.f., and enlarging the error including as an extra error the difference
between the result of this operation and (7.11.8a). In this way we find what
is probably the more reliable estimate26

l̄1 = −0.84 ± 0.51, l̄2 = 5.34 ± 0.70,
l̄3 = 2.2 ± 2.5, l̄4 = 6.61 ± 0.68.

(7.11.8c)

26It may be remarked that the numbers that follow for l̄4 from all the fits (7.11.8)
support the estimate, following from the scalar pion form factor, in Ynduráin
(2005) (as quoted above), l̄4 = 5.4 ± 0.6, against that of Donoghue, Gasser and
Leutwyler (1990) and Ananthanarayan et al. (2004) who get l̄4 = 4.4 ± 0.3.
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The improvement in the comparison with experiment gained when in-
cluding loop corrections is manifest in the following Table, where we have
calculated as and bs with the l̄i from Eq. (7.11.8c), and included the values
obtained from experiment in Peláez and Ynduráin (2005) (in units of Mπ):

Tree level One loop Experiment

a
(0)
0 0.155 0.211 ± 0.005 0.230 ± 0.010

a
(2)
0 −0.0445 −0.0453 ± 0.002 −0.052 ± 0.012

b
(0)
0 0.179 0.259 ± 0.009 0.268 ± 0.011

b
(2)
0 −0.090 −0.081 ± 0.004 −0.085 ± 0.006

103 × a
(1)
1 29.7 38.2 ± 0.8 38.4 ± 0.8

103 × b
(1)
1 0 4.0 ± 0.5 4.75 ± 0.16

104 × a
(0)
2 0 15.8 ± 3.2 18.70 ± 0.41

104 × a
(2)
2 0 2.2 ± 1.0 2.78 ± 0.37

The nontrivial quality of the improvement is more clear if we remark that
l̄3, l̄4 can be considered to be given by (7.11.7), so the as and bs in the Table
depend essentially only on two adjustable parameters, l̄1 and l̄2.

The two-loop corrections to ππ scattering have also been calculated
(Knecht et al., 1995; Bijnens et al., 1997; Amorós, Bijnens and Talavera,
2000). It turns out that the scattering amplitude depends on six combina-
tions of one- and two-loop coupling constants. It is possible to give a virtually
perfect fit to experimental ππ scattering, but the agreement, although bet-
ter, is less impressive than before. The reason is that to O(p6) the number
of free chiral couplings has increased to six, while to order p4 we had only
two free l̄s (since l̄3, l̄4 could be obtained from other sources). The interested
reader may consult the papers of Bijnens et al. (1997), Amorós, Bijnens and
Talavera (2000) and Colangelo, Gasser and Leutwyler27 (2001).

Another, related matter has to do with taking fully into account two-
loop corrections for the l̄i, with the complete two-loop formulas. This is not
a well-defined procedure: one finds that at two-loops the l̄i become entangled
with new, unknown two-loop coupling constants, so the values for the l̄i can

27Note, however, that the results of Colangelo, Gasser and Leutwyler have been
contested, in central value and, especially, in accuracy. See, for example, Peláez
and Ynduráin (2005) and references therein for discussions that have a bearing on
some phenomenological aspects, in particular of the input used, of the calculations
in the article by Colangelo, Gasser and Leutwyler (2001) and related papers.
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only be obtained using models or assuming that two-loop effects are small
relatively to one-loop ones (and that three loop effects are negligible). This
ambiguity is clearly apparent in the following Table, where we present three
determinations of the l̄i, using different methods to include two-loop effects.

B et alii CGL Exp.

l̄1 −1.5 ± 0.1 −0.4 ± 0.6 −0.80 ± 0.19 ± 0.09

l̄2 5.3 ± 0.8 6.0 ± 1.3 5.49 ± 0.06 ± 0.34

l̄3 2.9 ± 0.2 2.9 ± 2.5 1.9 ± 2.4 ± 0.1

l̄4 4.3 ± 0.2 4.4 ± 0.3 6.59 ± 0.43 ± 0.04

In this Table “B et alii” refers to the results obtained in the papers of
Bijnens, Colangelo and Gasser (1994), Binens et al. (1997), Bijnens, Colangelo
and Talavera (1998) and, especially, Amorós, Bijnens and Talavera (2000),
who use models and chiral SU(3), and “CGL” refers to Colangelo, Gasser and
Leutwyler (2001), who apply dispersion relations together with experimental
information at high energy.

The numbers in the column “Exp.” have been obtained as follows: one fits
the two-loop expressions for scattering lengths and effective range parameters,
evaluated by Knecht et al. (1995), Bijnens et al. (1997) and Amorós, Bijnens
and Talavera (2000) to experiment, for all waves up to the F-wave. One also
includes in the fit the constraint given by Eq. (7.11.8c) for the l̄i. We then
find a χ2 /d.o.f. = 3.8/(14 − 10), if not including the F-wave in the fit, and
a χ2 /d.o.f. = 7.9/(16− 10) if including a

(1)
3 and b

(1)
3 in the fit. The values of

the l̄i are, in these fits,

l̄1 = − 0.89 ± 0.19 [−0.65], l̄2 = 5.15 ± 0.06 [6.03],
l̄3 = 2.0 ± 2.4 [1.7], l̄4 = 6.55 ± 0.43 [6.66],

where the numbers outside brackets are obtained not including the F-wave
parameters in the fit, and the numbers in square brackets are the central
values including a

(1)
3 , b

(1)
3 in the fit. The numbers for the l̄i given in the Table

given correspond to the average, weighted with the corresponding χ2/d.o.f.,
of the two fits, with or without the F-wave. In the Table, the first error is
that of the fit (without F-wave), and the second error is the difference of the
weighted average of the two fits, with what one gets in the fit not including
the F-wave. This second error is a measure of the stability of the procedure.

A consequence one can draw from this calculation is that three-loop
effects are not negligible, at least for some quantities. Indeed, if we consider
the fit including the F-wave, the corresponding χ2 /d.o.f. = 7.9/(16 − 10)
is above unity. If we take the numbers obtained in the fit at two loops not
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including a
(1)
3 , b

(1)
3 in the fit, the χ2/d.o.f. is less than unity, but if now we

evaluate a
(1)
3 , b

(1)
3 , we find (in units of Mπ)

a
(1)
3 = (5.76 ± 0.40) × 10−5, b

(1)
3 = (−3.46 ± 0.10) × 10−5,

which clearly improves what we had at leading order, but produces numbers
still more than one standard deviation away from the experimental quantities,
as quoted before: a

(1)
3 = (6.3 ± 0.4) × 10−4 and b

(1)
3 = (−4.6 ± 0.4) × 10−4.

The parameters l̄5, l̄6 and l̄7 are not involved in ππ scattering. The pa-
rameter l̄6 may be found in terms of the electromagnetic form factor of the
pion, Fπ. We write

F 2
π (t) �

t→0
1 + 1

6 〈r
2
π〉t + cπt2 ,

where 〈r2
π〉 is the (quadratic) electromagnetic radius of the pion. Chiral per-

turbation theory to two loops then gives28

〈r2
π〉 =

1
16π2f2

π

{
l̄6 − 1 +

M2
π

16π2f2
π

f̄1

}
;

cπ =
1

16π2f2
π

{
1

60M2
π

+
1

16π2f2
π

f̄2

}
.

(7.11.9)

Here the f̄i are combinations of two loop constants. The values found by
de Trocóniz and Ynduráin (2005) fitting the pion form factor in e+e− → ππ,
πe scattering and τ → νππ decay are

〈r2
π〉 = 0.432 ± 0.001 fm2, cπ = 3.82 ± 0.02 GeV−4. (7.11.10)

This implies
l̄6 = 16.35 ± 0.14, f̄2 = 5.5 ± 0.1. (7.11.11)

We remark that the result for f̄2 is purely formal; indeed, the nominally
leading term (1/60M2

π) is much smaller than the nominally second-order one,
f̄2/16π2f2

π . On the other hand, for 〈r2
π〉 the second-order term is smaller than

the leading one, for reasonable values of f̄1. The value of l̄6 in (7.11.11) was
obtained neglecting f̄1, but a value of this quantity of the order of that of f̄2

would alter l̄6 by 14%.
The parameters l̄3, l̄5, l̄7 intervene in the so-called Weinberg sum rules.29

For example, l̄5 is related to the difference between Π
(V ;1)
u,d (0) and Π

(A;1)
u,d (0),

28Fearing and Scherer, (1996), Colangelo, Finkelmeir and Urech (1996), Gasser and
Meißner (1991), and Frinck, Kubis and Meißner (2002). In the last three, the
two-loop scalar form factor is also considered.

29Weinberg (1967); the QCD analysis is due to Fritzsch and Leutwyler (1974),
Weissberger (1976) and Gasser and Leutwyler (1984).
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with the Π defined in (4.2.6). Using a dispersion relation, this in turn can be
calculated in terms of integrals over the imaginary parts. If we write

1
2

∫
d4x eix·q〈[V µ

ud(x), V ν
ud(0)]〉0 = (−q2gµν + qµqν)ρV

tr.(q
2) + qµqνρV

S (q2),

1
2

∫
d4x eix·q〈[Aµ

ud(x), Aν
ud(0)]〉0 = (−q2gµν + qµqν)ρA

tr.(q
2) + qµqνρA

S (q2),

(7.11.12)
then we have the sum rule

∫ ∞

0

ds
ρV
tr.(s) − ρA

tr.(s)
s

=
1

12π
(l̄5 − 1); (7.11.13)

the integral is convergent since perturbative QCD implies the behaviour at
infinity

ρV
tr.(s) − ρA

tr.(s) ∼ m2/s.

Thus we may evaluate the left-hand side of (7.11.13), saturating the spectral
functions ρtr. with the lightest resonances.

The parameters l̄3, l̄7 are related to other, similar sum rules. We will not
discuss them here but refer to the paper by Gasser and Leutwyler (1984) who
get the value of l̄3 given in (7.11.7) and

l̄5 = 13 ± 1, l̄7 ∼ 5 × 10−3. (7.11.14)

The constants l̄5, l̄6 also intervene in the structure term in the radiative
decay π → eνγ.

To finish this section we collect what we consider the best values of the
constants l̄i, including two-loop effects, the first four l̄i estimated as in the
“Exp” column in the Table above (we have composed the errors quadrati-
cally):

l̄1 = −0.80 ± 0.21, l̄2 = 5.49 ± 0.35, l̄3 = 1.9 ± 2.4,

l̄4 = 6.59 ± 0.43, l̄5 = 13 ± 1.0, l̄6 = 16.35 ± 2.2,

l̄7 ∼ 0.005.

(7.11.15)

For l̄6 we have included as the two-loop error what would contribute f̄1, if it
was equal to f̄2.
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7.12 The Accuracy of Chiral Perturbation Theory
Calculations

Weak and electromagnetic interactions, at tree level, can be introduced by
making the standard minimal replacement in the covariant derivatives, ∇µ,
as we have already mentioned in Sect. 7.10. In this way one can use chiral
dynamics to calculate values of quantities like the pion electromagnetic form
factor, or strong interactions corrections to weak decays.

Another matter are virtual electromagnetic corrections. These break chi-
ral invariance, and in some cases are large. For example, the π+ − π0 mass
difference is of order (md − mu)2 in chiral perturbation theory; the corre-
sponding calculation yields a very small number,

m2
π+ − m2

π0 = (md − mu)2
2B2l7

f2
π

so that, from this source, we would have mπ+−mπ0 ∼ 0.2 MeV . However, the
experimental value is mπ+ −mπ0 = 4.6MeV. In this case one can use current
algebra techniques to estimate the electromagnetic contribution,30 which is
indeed of the right order of magnitude (Das, Mathur and Okubo, 1967),
but in general this is not possible. We then expect the (generally unknown)
electromagnetic corrections to chiral perturbation theory calculations to be
of this order of magnitude, about 3%. Note that electromagnetic corrections
to processes near threshold many times develop factors ∼ πα. In this sense,
the errors given for, e.g., the parameters l̄i may be increased by an unknown
extra uncertainty of a few percent of electromagnetic origin.

Indeed, one should not forget that the l̄i are not given by chiral pertur-
bation theory, but must be obtained fitting experimental data. And the data
for a given quantity may differ in electromagnetic corrections, depending on
the process one uses to extract said quantity. A case in which the uncertainty
caused by this is known is that of l̄6. The value reported in (7.11.11) above is
actually an average of the results obtained fitting the vector pion form factor
for π0π+ and for π+π−. If we use only the last, we find

l̄6 = 16.07 ± 0.18, (7.12.1)

instead of the value reported in (7.11.11), l̄6 = 16.35 ± 0.14: the lack of
definition of electromagnetic origin, 0.28, is twice larger than the nominal
error.

Similar effects must occur for the scattering lengths and effective range
parameters, expected to be different if extracted from π+π− and π−π− scat-
tering, or from π0π0 and π0π+ scattering, thus leading to different values of
other l̄i.

30For more information on electromagnetic effects, especially for kaons, see Dashen
(1969), Bijnens and Prades (1997), Donoghue and Pérez (1997) and Moussallam
(1997).
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A more important question is the (relative) size of higher corrections in
chiral perturbation theory. For the logarithmic corrections we know that this
scale is 1/(4πfπ)2, and so for energies (squared) of the order of M2

π we expect
corrections of relative order O(M2

π/(4πfπ)2) � 1.4%. However, this estimate
forgets the constant contributions coming from the l̄i, and the equivalent
parameters to two and more loops. There is no reason why they should be
suppressed by powers of 1/(4πfπ)2; all we can expect is a suppression of
order O(M2

π/Λ2
0), with Λ2

0 proportional to the QCD parameter Λ ∼ 400 MeV
(for 2 flavours). This, of course, is of the same order of magnitude as terms
l̄i/(4πfπ)2. For the typical l̄i values, one has

l̄iM
2
π

(4πfπ)2
∼ M2

π

Λ2
0

,

up to coefficients of order unity. In some cases these coefficients will be small;
in others they may be large. This last situation occurs, for example, for the
vector form factor of the pion 〈r2

π〉, Eq. (7.11.9), where l̄6 ∼ 16, or in the cases
of the P-wave and the isospin zero S-wave ππ scattering lengths, where the
correction necessary to get agreement between the leading values obtained
from chiral dynamics, a

(1)
1 = 29.7 × 10−3 M−3

π , a
(0)
0 = 0.155M−1

π , with the
experimental values, is of 30% to 50% of the leading value.

For some quantities we know that the size of the corrections has to be
even larger, shedding doubts on the predictive power of chiral perturbation
theory. Indeed, for quantities like a

(1)
3 , b

(1)
3 and cπ, the leading term in chiral

perturbation theory differs by more than a factor of two from the experimen-
tal value, as we have shown in the previous Section.



8 Instantons

8.1 The WKB Approximation
in the Path Integral Formalism; Tunnelling

In ordinary quantum mechanics, the WKB approximation is obtained by
expanding in powers of Planck’s constant, h̄. To zero order we have the clas-
sical trajectory; higher orders yield the quantum fluctuations around this
trajectory. The path integral formulation lends itself particularly well to the
extension of the method to the field-theoretic case. To accomplish this, we
reintroduce h̄ into the expression for the generating functions of a field theory
that, to simplify, we start by taking to be scalar. From (1.3.11) we then have,

Z[η] =
∫ ∏

x

dφ(x) exp
i
h̄
Aη[φ]. (8.1.1)

We next write

φ(x) = φcl(x) + h̄1/2φ̃(x) + · · · , π(x) = ∂0φcl(x) + h̄1/2π̃(x) + · · · (8.1.2)

and match the powers of h̄. The field φcl is the solution of the classical
equation of motion,

φcl + m2φcl =
Lint

∂φ

∣∣∣∣
φ=φcl

, (8.1.3a)

or, equivalently,

φcl(x) = φ0(x) + i
∫

d4y ∆(x − y)
Lint

∂φ

∣∣∣∣
φ=φcl

, (8.1.3b)

where φ0 is the free classical field, ( +m2)φ0 = 0. Because φcl satisfies
the equation of motion, we have that A[φcl] is stationary: we are expanding
(8.1.1) around the stationary phase. The zero order approximation yields the
tree approximation; higher orders correspond to an expansion in the number
of loops. The usefulness of the method lies in the fact that, to each order, the
functional integral is of Gaussian type and can therefore be evaluated.
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Let us show this for the first correction. To order h̄,

A = A[φcl] − 1
2

∫
d4x

{
φ̃(x)( +m2)φ̃(x) − ∂2Lint(φ)

∂φ2

∣∣∣∣
φ=φcl

φ̃(x)φ̃(x)

}
.

Next we perform a change of variables,

φ̃(x) → φ′(x) =
{

+m2 − ∂2Lint(φ)
∂φ2

}1/2

φ̃(x),

and thus find

Z = (const.) exp

{
− 1

2 Tr log

[
1 − ( +m2)−1 ∂2Lint(φ)

∂φ2

∣∣∣∣
φ=φcl

]}
Ztree,

(8.1.4a)
where, using (8.1.1) and the relation i( +m2)∆(x) = δ(x), we can write

Ztree = N exp
i
h̄

{∫
d4xLint(φcl)

− i
2

∫
d4xd4y

∂Lint

∂φ(x)

∣∣∣∣
φ=φcl

∆(x − y)
∂Lint

∂φ(y)

∣∣∣∣
φ=φcl

}
.

(8.1.4b)

The constant in (8.1.4a) contains the term
∫

Dφ′e−(i/2)
∫

d4xφ′(x)2 det( +m2)1/2,

and we have used the identity, valid for any A,

det(A−1/2) = exp
{
− 1

2 Tr log A
}

.

It is known that there are quantum mechanical situations for which no
classical trajectory exists. This occurs when there is tunnelling through a
potential barrier. However, one can still adapt the WKB method to cope
with this situation. We will exemplify this with the typical case of a particle
in one dimension, subject to a potential V (x). To leading order in the WKB
approximation, the wave function is (see, e.g., Landau and Lifshitz, 1958)

ψ(x) = CeiAcl , (8.1.5)

where Acl is now the action calculated along the classical trajectory

1
2mẍ + V (x) = E. (8.1.6)

Take a potential with two minima, both corresponding to V = 0, and located
at x = x0, x1, as in Fig. 8.1.1, a. If E > max V , the motion from x0 to
x1 is possible, and (8.1.5) yields the “transition” or “diffusion” amplitude.
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(a)

(b)

x-1 x0 x1 x2... ...

x0 x1

Fig. 8.1.1. (a) Potential with two minima. (b) Periodic potential.

However, if E < max V , the correct WKB analysis gives a result in which
the transition amplitude

〈x1|x0〉 = CeiAcl(x1,x0), (8.1.7)

is to be replaced by the tunnelling amplitude,

〈x1|x0〉 = Ce−A(x1,x0), (8.1.8)

where the Euclidean action A is not calculated along the solution of (8.1.6),
but for

− 1
2mẍ + V (x) = E. (8.1.9)

We see that to obtain a tunnelling amplitude we can use the same formula
as that for a transition, making only the formal replacement of t by it, both
in the expression for the action,

A =
∫ t(ξ1)

t(ξ0)

dt L → iA,

with ξi the turning points, and in the equations of motion; compare (8.1.6)
and (8.1.9).
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Equations (8.1.5) and (8.1.8) do not give the normalization, which may,
however, be disposed of by dividing by 〈x0|x0〉. We thus infer that, in quantum
field theory, the leading tunnelling amplitude will be

〈Ψ1, t = +∞|Ψ0, t = −∞〉 ≈ C exp
{
−

∫
d4xL(φ

cl
)
}

, (8.1.10)

where φ
cl

is the classical solution to the Euclidean equations of motion, i.e.,
with x0 replaced by ±ix4, x4 real. (The sign ± depends on the boundary con-
ditions; the reason for the name Euclidean is that, under the transformation
x0 → ix4 the Minkowski metric becomes Euclidean, up to a global sign).

According to the discussion at the beginning of this section, we may
consider this to be the leading order of the exact expression,

〈Ψ1, t = +∞|Ψ0, t = −∞〉 = N exp
∫

Dφ

{
−

∫
d4xL(φ)

}
, (8.1.11)

when expanding the field φ in powers of h̄ around φ
cl
.

An important property of the states of a system in a situation when
tunnelling is possible is that the stationary states (in particular, the ground
state, to be identified with the vacuum in quantum field theory) are not
those in which the system is localized in one minimum of the potential, but
is shared by all minima. The situation is familiar in solid state theory, where
the potentials are periodic (like that in Fig. 8.1.1, b). We will see an example
of this in QCD soon.

8.2 Euclidean QCD

Consider the energy-momentum tensor of the pure Yang–Mills QCD, given in
Eq. (2.8.2), leaving quarks aside, as they are irrelevant for the considerations
of this and the next section. We can rewrite it as

Θµν = − 1
2gαβ

∑

a

Gµα
a Gνβ

a − 1
2gαβ

∑

a

G̃µα
a G̃νβ

a , G̃µν = 1
2εµναβGαβ .

(8.2.1)
It follows that Θ00 is positive for real gluon fields:

Θ00 = 1
2

∑

k,a

{
(G0k

a )2 + (G̃0k
a )2

}
. (8.2.2)

Therefore Θµν = 0 requires G ≡ 0, and thus only the zero-field configurations
may be identified with the vacuum. However, (8.2.2) no longer has a definite
sign if we allow for complex Gµν . Particularly important is the case where
a complex Minkowskian Gµν corresponds to a real Gµν in Euclidean space;
for, according to the discussion at the end of Sect. 8.1, this will indicate a
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tunnelling situation. This is the rationale for seeking solutions to the QCD
equations in Euclidean space.1

Another point is that in Minkowski space,

˜̃
Gµν

a = −Gµν
a ,

so only the trivial G = 0 may be dual,

G̃ = ±G. (8.2.3)

(If the sign is (+) we say G is self-dual, if (−) anti-dual.) However, in Eu-
clidean space,

˜̃
Ga

µν = Gµν
a ,

so nontrivial dual values of G may, and indeed do, exist. In addition, Eu-
clidean dual G automatically satisfy the equations of motion.

This last property comes about as follows: the equations of motion for G
read (Eq. (2.1.6))

DµGµν
a ≡ ∂µGµν

a + g
∑

fabcBbµGµν
c = 0; (8.2.4)

the condition
DµG̃a

µν = 0 (8.2.5)

is the Bianchi identity, identically satisfied by any G = D×B whether or not
B solves the equations of motion. However, if G is dual, then (8.2.5) implies
(8.2.4), as was to be shown (Polyakov, 1977).

The connection with the problem of the vacuum occurs because, in the
Euclidean case, (8.2.1) is replaced by

Θµν = − 1
2

∑

λ

{
GµλGνλ − G̃µλG̃νλ

}
, (8.2.6)

so for dual fields Θµν = 0: dual G may represent nontrivial vacuum states.
Another property of dual fields has to do with a condition of minimum

of the Euclidean action. We can write

A = 1
4

∫
d4x

∑
GµνGµν

= 1
4

∑ ∫
d4x

{
1
2

(
Gµν ± G̃µν

)2

∓ GµνG̃µν

}
≥ 1

4

∣∣∣∣
∫

d4x
∑

G G̃

∣∣∣∣ .

(8.2.7)

1 This is usually referred to as Euclidean QCD or, more generally, Euclidean
field theory. We will distinguish Euclidean quantities from the corresponding
Minkowskian ones by underlining the first. Also, sums over repeated space-time
indices will be written explicitly, while sums over implicit colour indices will be
understood.
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Thus the action is positive-definite and reaches its minimum for dual fields,
where one has the equality

A = 1
4

∣∣∣∣
∫

d4x
∑

G G̃

∣∣∣∣ = 1
4

∫
d4x

∑

a,µν

(Gµν
a )2. (8.2.8)

Now, and at least in situations where the semi-classical approximation WKB
holds, we know that the tunnelling amplitude is given by exp(−A), so the
leading tunnelling effect, if it exists, will be provided by dual configurations.

We have been talking about “nontrivial vacuum states”. It is not difficult
to see that nonzero values of B exist for which G = 0. In fact, the general form
of such B is what is called a pure gauge, and may be obtained from B = 0
by a gauge transformation. To see this, write a finite gauge transformation
as

Bµ
a (x) → B′µ

a(x) = 2 Tr taU−1(x)tbU(x)Bµ
b (x) − 2

ig
Tr taU−1(x)∂µU(x),

(8.2.9)
cf. Eq. (2.1.1).2 Here U is any x-dependent matrix with U†(x) = U−1(x),
det U(x) = 1. Now, if B = 0,

B′µ
a(x) = − 2

ig
Tr taU−1(x)∂µU(x) : (8.2.10)

the gauge covariance of G ensures that G′µν = Gµν = 0. Nontrivial solutions
of the equations will be such that G 	= 0.

8.3 Instantons

We now seek Euclidean field configurations that lead to a dual field strength
tensor, G. We are interested in fields with finite action. This means that we
require, in particular,

lim
x→∞

|x|2Gµν(x) = 0, (8.3.1)

where the Euclidean length is

|x| ≡ +

{
4∑

µ=1

(xµ)2
}1/2

.

Note that, to lighten the notation, we still write x for the Euclidean four-
vector which, if we had been strictly consistent, should have been denoted by
x.

2 To check with (2.1.1) we have to identify U(x) = exp(+i
∑

θata), i.e., the U of
(8.2.9) is the inverse of the U defined in Sect. 2.1.
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Let U(x) be a gauge transformation. The condition (8.3.1) will be satis-
fied provided that, at large x, B is the gauge transform of a null field, i.e.,
that it is asymptotically pure gauge. Thus,

Baµ(x) →
x→∞

− 2
ig

Tr taU−1(x)∂µU(x),

Gaµν(x) →
x→∞

0,
(8.3.2)

and we try the ansatz

Ba
µ(x) = ϕ(|x|2)B̂a

µ(x), B̂
a

µ(x) = − 2
ig

Tr taU−1∂µU, ϕ(|x|2) →
x→∞

1.

(8.3.3)
It is instructive to check that G vanishes asymptotically (because the Ĝ
corresponding to B̂ is zero). We define the matrices

Bµ ≡
∑

a

taBa
µ, Gµν ≡

∑

a

taGa
µν . (8.3.4a)

Clearly,
Ba

µ = 2Tr taBµ, Ga
µν = 2Tr taGa

µν , (8.3.4b)

and
Gµν = ∂µBν − ∂νBµ − ig[Bµ,Bν ]. (8.3.4c)

Of course Eqs. (8.3.4) also hold in the Minkowskian case. Now, if B is given
by (8.3.3),

Bµ 

x→∞

B̂µ = − 1
ig

U−1∂µU, (8.3.5)

so that

Ga
µν 


x→∞
− 1

ig
{
∂µ(U−1∂νU) − ∂ν(U−1∂µU)

}

− ig
(
−1
ig

)2

[U−1∂µU,U−1∂νU ]

=
−1
ig

{
− U−1(∂µU)U−1∂νU + U−1(∂νU)U−1∂µU

}

+
−1
ig

[U−1∂µU,U−1∂νU ] = 0.

Note that the terms generated by the trilinear and quadrilinear ones cancel
one another: the factor 1/g is essential because of the nonlinear character of
G. Its appearance heralds the nonperturbative character of the solutions.

If U is a group element that can be continuously connected to the iden-
tity, then G vanishes not only asymptotically, but identically. So we need U
to couple space-time and colour indices. This can be managed because the
dimension of space-time is four. Its group of invariance (in the Euclidean
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version) is SO(4), whose (complex) Lie algebra is isomorphic to the product
of the Lie algebra of SU(2) by itself. Thus, we may couple SO(4) with an
SU(2) subgroup of colour SU(3). In view of this, we try a matrix of the form

U =
(

u 0
0 1

)
,

where u is a 2 × 2 matrix in SU(2).
Let σ4 = 1, and let σi be the Pauli matrices. Any 2× 2 matrix A may be

expanded in the σ4, σi: A =
∑

aµσµ. If we let ãi = −ai, ã4 = a4, then
(

∑

µ

aµσµ

) (
∑

µ

ãµσµ

)
=

∑

µ

aµãµ,

and
det A =

∑

µ

aµãµ;

we find that the most general u may be written as

uf =
1

|f(x)| {σ4f4(x) + iσσσσσf(x)} , f(x) = real. (8.3.6)

The simplest choice is to take fµ(x) = xµ, so that

u(x) =
1
|x| (σ4x4 + iσσσσσx). (8.3.7a)

The space-time and colour indices are coupled in a nontrivial way. One then
tries, as stated,3

Bµ(x) = ϕ(|x|2)B̂µ(x), B̂µ(x) = − 1
ig

U−1(x)∂µU(x),

U(x) =
(

u(x) 0
0 1

)
.

(8.3.7b)

For the subsequent calculation it is useful to remember that, because B̂ is
pure gauge, the corresponding Ĝ vanishes. We have

Gµν = ∂µBν − ∂νBµ − ig[Bµ,Bν ]

= (∂µϕ)B̂ν − (∂νϕ)B̂µ + ϕ(∂µB̂ν − ∂νB̂µ)

− igϕ2[B̂µ, B̂ν ]

= 2ϕ′
{

xµB̂ν − xνB̂µ

}
+ (ϕ − ϕ2)

{
∂µB̂ν − ∂νB̂µ

}
,

ϕ′ =
dϕ(|x|2)

d|x|2 .

3 More general ansätze have been described by Corrigan and Fairlie (1977) and
Wilczek (1977).
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This is most easily calculated by defining ’t Hooft’s mixed colour and space-
time tensor η by

ηa
µν =

{
εaµν4 + δµ4δaν − δν4δaµ, a = 1, 2, 3,
0, a = 4, . . . , 8,

(8.3.8)

so that B̂
a

µ = −(2/g|x|2)
∑

ηa
ρµxρ. We then find

Ga
µν =

4i2

|x|2g

(
ϕ′ − ϕ − ϕ2

|x|2
) ∑

ρ

(ηa
ρνxρxµ − ηa

ρµxρxν) +
4i2

|x|2g (ϕ − ϕ2)ηa
µν .

We note that η is self-dual, ηµν = η̃µν ; therefore, the condition of self-duality
for G is met if ϕ satisfies the equation

ϕ′ − ϕ − ϕ2

|x|2 = 0.

Solving this, we finally have

Bµ(x) =
|x|2

|x|2 + λ2

i
g

U−1(x)∂µU(x), λ arbitrary. (8.3.9)

This can be made more explicit by substituting U so that we have

Ba
µ(x) =

1
g

−2
|x|2 + λ2

∑

ρ

ηa
ρµxρ, (8.3.10)

and the coupling of space-time and colour is obvious from the form of η. This
is the original instanton solution found by Belavin, Polyakov, Schwartz and
Tyupkin (1975). We note that it is concentrated around x ≈ 0, i.e., in space
and time (hence the name instanton). Solutions concentrated around x ≈ y,
any y, are obtained from (8.3.9, 10) by displacing x → x − y; this will be
useful later.

The field strength tensor may be readily calculated from e.g. (8.3.10) to
get

Ga
µν =

1
g

−4λ2ηa
µν

(|x|2 + λ2)2
. (8.3.11)

It turns out that there is perfect symmetry between self-dual and anti-dual
solutions: the anti-dual solutions may be obtained from (8.3.10) by replacing
η by η̄,

η̄a
µν = ηa

µν , µ, ν = 1, 2, 3, η̄a
µν = −ηa

µν for µ or ν = 4. (8.3.12)

They may be called anti-instantons.
A remarkable property of instantons is that, whereas B ∼ 1/|x| for

large x, a sufficient number of cancellations occur when forming G, so that
G ∼ 1/|x|4, well within the requirements of (8.3.1). Also, and as was to be
expected, both B and G become singular (and complex!) when continued to
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Minkowski space, because then |x|2 is replaced by x · x, which is no longer
positive, and hence x2 + λ2 may vanish.

The solution (8.3.9, 10) is all that we will use here; but other solutions
have been found by De Alfaro, Fubini and Furlan (1976, 1977) and by Cerveró,
Jacobs and Nohl (1977) with finite Minkowski action, but infinite Euclidean
action.

Let us next compute the action corresponding to the instanton. Using∑
ηa

µνηa
µν = 12 and the formulas of Appendix B,

A = 1
4

∫
d4x

∑
Ga

µνGa
µν =

48λ2

g2

∫
d4x

1
(|x|2 + λ2)4

=
8π

g2
. (8.3.13)

In the following section we will show that instantons provide tunnelling be-
tween states |n±〉 and |n± + ν〉, where ν is an integer. In this sense, they
provide the “existence proof” for the reality of the complicated vacuum struc-
ture discussed in Sect. 7.7. One may thus wonder about the necessity of the
sophisticated discussion there, since we have found explicit solutions. The
answer lies in the requirement of finite action under which instantons were
found. As discussed in Sect. 8.1, the observable tunnelling amplitude between
two states |a〉 and |b〉 is

〈a|b〉phys. =
〈a|e−A|b〉
〈b|e−A|b〉 , (8.3.14)

so even configurations with infinite action may yield finite tunnelling proba-
bility, provided that the infinities in numerator and denominator of (8.3.14)
cancel. The requirement of finite action may be appealing, but it is not com-
pelling. In fact, we will see in Sect. 8.4 that instantons lead to integer values
of ν, while we know from the work of Crewther (1979b), discussed in Sect. 7.7,
that some patterns of quark masses lead to noninteger4 values of ν. The im-
portance of instantons lies in the fact that they provide explicit tunnelling
effects, and they thus give indications on how to estimate these, but it is
unlikely that they exhaust all the possibilities. With this proviso in mind, we
continue the study of instantons, keeping the requirement of finite action.

4 “Semi-instantons” with finite Euclidean action and half-integer topological charge
seem to have been found by Forgács, Horváth and Palla (1981).
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8.4 Connection with the Topological Quantum Number
and the QCD Vacuum

Consider the quantity

QK =
g2

32π2

∫
d4x

∑
G̃

a

µν Ga
µν (8.4.1)

(cf. Eq. (7.7.3)). The gluon fields that approach zero at infinity are, as we
discussed, of the form

Bµ 

x→∞

−1
ig

T−1
B (x)∂µTB(x), (8.4.2)

where TB is a general matrix in SU(3). Consider x varying on the boundary
of a four-dimensional sphere, ∂S4. The gauge fields map each point x into a
TB(x) in the gauge group: so we have a mapping of ∂S4 into SU(3). We say
that two fields are homotopic, written B ≈ B′, if they can be continuously
deformed one into another. Clearly, this relation is an equivalence relation
and thus we may split the set of gauge fields into homotopy classes. The
number of homotopy classes is a countable infinity,5 so we may label fields
with an integer n according to their homotopy class. Our next task is to show
that n coincides with QK as given in (8.4.1). The quantity QK is called the
topological, winding or Pontryagin quantum number; the second name refers
to the number of times the mapping wraps the sphere around the group.

To see this, we first remark that (8.4.1) is invariant under continuous
gauge transformations, as can be seen by direct computation. Next, we note
that the integrand there is actually a four divergence. In fact, as shown in
Sect. 7.7,

g2

32π2

∑
G̃

a

µνGa
µν =

∑
∂µKµ, (8.4.3a)

where K is the “chiral current”,

Kµ =
g2

16π2

∑
εµνρσ

{
(∂ρB

a
σ)Ba

ν + 1
3gfabcB

a
ρ Bb

σ Bc
ν

}
. (8.4.3b)

Because of Gauss’s theorem,

QK =
g2

32π2

∫
d4x

∑
G̃

a

µν Ga
µν =

∫

∂S4

∑
dsµKµ, (8.4.4)

where ds is the surface element in ∂S4. Using (8.4.3b), we then find

QK =
g3

48π2

∑
εµνρλfabc

∫

∂S4

dsµ Ba
ρ Bb

λ Bc
ν .

5 This holds for any gauge group that is simple and contains an SU(2) subgroup.
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The calculation simplifies if we assume Ba = 0 except for a = 1, 2, 3; this
is possible because the homotopy relation is dependent only on an SU(2)
subgroup. In this case, we let

Bµ = 1
2σkBk

µ,

and (8.4.2) holds with T in SU(2). We thus have

QK =
1

12π2

∑
εµνρλ

∫

∂S4

dsµ Tr
{
(T−1∂ρT )(T−1∂λT )(T−1∂νT )

}
. (8.4.5)

Let us parametrize the elements of SU(2) by the three Euler angles ξi; the
invariant measure over the group is

dµ = Tr
{

T−1 ∂T

∂ξ1
T−1 ∂T

∂ξ2
T−1 ∂T

∂ξ3

}
dξ1dξ2dξ3,

∫

SU(2)

dµ = 12π2.

We see that (8.4.5) indeed gives the number of times the surface of the sphere
is wrapped around SU(2). Our instanton/anti-instanton solution has QK =
±1, as is clear from (8.3.13) using the self-dual/anti-dual property. It is also
not difficult to construct solutions for any ν. Suppose ν positive, and consider
the dilute gas of ν instantons,

Ba(ν)
µ (x) =

ν∑

k=1

Ba
µ(x − yk), (8.4.6a)

with B given by (8.3.10), and let then |yj − yk| → ∞. Clearly, the overlap
between two different terms in (8.4.6a) when building G(ν) tends towards
zero as |yj − yk| → ∞; hence, in this limit,

g2

32π2

∫
d4x G(ν)G̃

(ν) → ν. (8.4.6b)

We have succeeded in finding a representative in each homotopy class. What
is more interesting, the multi-instanton field configurations are dual; hence,
the corresponding energy-momentum tensors vanish, Θ(ν) = 0. This means
that in QCD (at least, in the Euclidean version) there is not a single vacuum,
but an infinity of vacuum configurations, |ν〉, ν = . . . ,−1, 0, 1, 2, . . ., that are
topologically inequivalent: the situation is like that of Fig. 8.1.1, b.

To explore this in greater detail, let us use a different hypersurface for
integration; to be precise, we take a cylinder along the time axis, as in (a) in
Fig. 8.4.1. First, we choose a Coulomb-like gauge so that B4 = 0 for x → ∞.
Thus, only the integrals along the bases of the cylinder remain (Fig. 8.4.1, b),
so that

ν =
{∫

t′′
−

∫

t′

}
dx1 dx2 dx3 K

(ν)
4 .
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(a)

(b)

(c)

t’ t’’ t=x4

t=−∞ t=+∞

Fig. 8.4.1. Regions of integration for the instantons.

Since the field vanishes at infinity, we may identify the points at spatial in-
finity of the bases of the cylinder, so we obtain integrals over large three-
dimensional spheres, one at t = −∞ and the other at t = +∞ as in
Fig. 8.4.1, c.

We can further select the gauge so that
∫

t′→−∞
dx1 dx2 dx3 K

(ν)
4 = n(−∞) = integer.

The proof that these properties may be achieved by a gauge choice, contin-
uously connected to the identity, may be found, for example, in the lectures
of Sciuto (1979). In view of (8.4.6b), we see that this implies

∫

t′′
dx1 dx2 dx3 K

(ν)
4 = n(t′′), n(+∞) − n(−∞) = ν. (8.4.7)
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A multi-instanton B(ν) connects vacua separated by ν units of the topolog-
ical quantum number between −∞ and +∞. So, in the quantum case, and
according to the discussion of Sect. 8.1, we expect that these vacua will be
connected by the tunnel effect, the leading amplitude for tunnelling being

〈n(+∞)|n(−∞)〉 = (const.) × exp(−A).

As we discussed earlier, the minimum of the action is reached for self-
dual/anti-dual solutions, i.e., for the instanton/anti-instanton for the case
where |ν| = 1. Thus, to leading order,

〈n(+∞)|n(−∞)〉 
 (const.) × exp
{
−8π2|ν|

g2

}
. (8.4.8)

The corrections to this may be calculated (’t Hooft, 1976a, b) by expand-
ing the exact action not around Bcl = 0, but around B cl = B

(ν)
cl = B(ν). They

are important in that they yield the constant in (8.4.8). Indeed,

exp
{
−8π2|ν|

g2

(
1 +

g2

16π2
a

)}
= e−a/2 exp

{
−8π2|ν|

g2

}
,

but they do not substantially alter the result. What occurs is that, in order
to believe the calculation (8.4.8), one has to consider situations where g is
small, and then the exponential exp(−2π/αs) overwhelms any constant.

Let us now turn to the vacuum. The generating functional was defined in
Sects. 1.3, 8.1 and 8.2. Neglecting gauge-fixing and ghost terms, and converted
to Euclidean theory,

+〈0|0〉− = Z =
∫

DB exp
{
−

∫
d4xL(B)

}
. (8.4.9a)

Now, however, we have to decide which homotopy classes to integrate. We
may recall (Sect. 1.3) that in the equation (8.4.9a) the left hand side was, re-
ally, 〈0, t = +∞|0, t = −∞〉; so it appears that we should reinterpret (8.4.9a)
as

〈n(+∞)|m(−∞)〉 =
∫

DBn−m exp
{
−

∫
d4xL(B)

}
. (8.4.9b)

In perturbation theory only the vacuum |n = 0〉 is considered; but, be-
cause of tunnelling, it is clear that all the |n〉 are connected (’t Hooft, 1976a, b;
Callan, Dashen and Gross, 1976; Jackiw, Nohl and Rebbi, 1977), so none of
them is the true vacuum state, in that it is not stationary. Stationary states
are formed like the Bloch states in solids, by considering the superpositions

∑

n

einθ|n〉 ≡ |θ〉.
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These states are certainly invariant under changes of topological charge for,
if we let Γk be the operator that changes n by k units,

Γk|θ〉 =
∑

n

einθ|n + k〉 =
∑

m

ei(m−k)θ|m〉 = e−ikθ|θ〉,

i.e., the vacuum only undergoes a change of phase. The generating functional
is now, in terms of the θ-vacua,

〈θ(+∞)|θ′(−∞)〉 = Nδ(θ − θ′)
∑

ν

e−iνθ

∫
DB(ν) e−

∫
d4xL(B(ν)). (8.4.10)

We may drop the δ(θ − θ′), which only expresses the fact that worlds corre-
sponding to different values of θ are unconnected. Moreover, we can extend
the integral over B to all field configurations by introducing a factor of

δ

(
ν − g2

32π2

∫
d4x

∑
G G̃

)
;

then the sum over ν may be carried over trivially and we obtain the result

Z = N

∫
DB e−

∫
d4xL

θ , (8.4.11a)

where

Lθ = − 1
4

∑
G G +

iθg2

32π2

∑
G G̃. (8.4.11b)

Now we can finally return to Minkowski space and conclude that the existence
of instantons suggests that the true QCD Lagrangian is actually

Lθ = −1
4

∑

a

Gµν
a Gaµν − θg2

32π2

∑

a

Gµν
a G̃aµν , (8.4.12)

thereby justifying the necessity of the introduction, in the general case, of
the L1θ term (recall the discussion at the beginning of Sect. 7.7).

One may wonder to what extent the phenomena we have discussed will
modify the results found previous to Sect. 7.6. First, the phenomenological
bounds obtained for the value of θ (Sect. 7.7) force it to be so small that L1θ

by itself should have practically no effect. In addition, instanton and related
effects are long-distance effects; field configurations that vanish sufficiently
rapidly as x → ∞ have QK = 0. Since in this text we have discussed mostly
short distance effects (for π0 → 2γ, deep inelastic scattering, etc.), we would
think that the perturbative regime should continue to be relevant there. This
may be seen clearly if one considers the tunnelling effect due to an instanton:

〈0| ± 1〉 ∼ exp
(
−8π2

g2

)
.
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After renormalization g should be replaced by ḡ so that, up to logarithmic
corrections,

〈0| ± 1〉 ∼
(

Λ2

Q2

)(33−2nf )/6

. (8.4.13)

This shows that at large momenta Q2, tunnelling should be negligible and
we may work with |0〉 as if it were the true vacuum; the error induced by
(8.4.13) is much smaller than, for example, twist four or twist six effects
in deep inelastic scattering. In fact, estimates by Baulieu, Ellis, Gaillard and
Zakrewski (1979) show that the instanton correction for e+e− annihilations or
deep inelastic scattering are utterly negligible for Q2 >∼ 1 GeV2. Thus, when
instanton effects are important, the calculational tools do not work; when
they work, the instanton effects are unobservable. In this, the instantons
resemble that mythical animal, the basilisk, whose sight was supposed to
cause the death of the beholder.
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Alice laughed. “There is no use trying”, she said, “One cannot believe

impossible things”.

“I daresay you haven’t had much practice”, said the Queen. . .,
“Why, sometimes I have believed as many as six impossible things

before breakfast!”

lewis carroll, 1896

9.1 Quarks (and Gluons) on an Euclidean Lattice

The functional formalism apparently fulfills the theorist’s dream: field theory
reduced to quadratures! The present chapter will be devoted to an intro-
duction to field theory (especially, QCD) on a lattice, precisely the tool to
implement such a program.1

The basic equations for the functional formalism, say Eqs. (2.5.11),
present, as they stand, a number of difficulties. First of all, we have there
a continuous infinity of integrals. To evaluate them numerically we have to
replace the spacetime continuum by a finite lattice of points. However, even
with a finite lattice the integrals in (2.5.11) are not suitable for numerical
treatment. The reason is that the exponential exp i

∫
d4xL oscillates vio-

lently: the integrals are not convergent.
The device usually employed to deal with this is to work in Euclidean

space, i.e., continue analytically to imaginary time. Temporarily denoting
Euclidean quantities as in the last chapter by underlining them, we write

x4 ≡ ix0, xj ≡ xj , (9.1.1a)

and, for the gamma matrices,

γ
4
≡ γ0, γ

j
≡ iγj , (9.1.1b)

so that
{γ

µ
, γ

µ
} = δµν .

The scalar product in Euclidean space becomes
∑

µ

xµ y
µ

= −x · y. (9.1.1c)

1 The formulation of field theory, and specifically QCD, on a lattice was given
by Wilson (1975), who first proved confinement in the strong coupling limit.
Application to actual calculations followed the pioneering work of Creutz. In our
presentation we will follow mostly Wilson’s (1975) paper and Creutz’s (1983)
text. Summaries of results of recent calculations may be found in the proceedings
of specialized conferences; some are presented in Sects. 9.5 and 9.6.
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Equations (9.1.1) permit the passage from Euclidean to Minkowski space and
conversely. The free fermion Euclidean Lagrangian is defined as2

Lq ≡ q̄(x)(∂/ + m)q(x), ∂/ ≡
∑

µ

γ
µ
∂µ. (9.1.2a)

and it goes into minus the Lagrangian in Minkowski space: under (9.1.1),

Lq → −Lq.

For the gluon fields we use the matrix notation of Sect. 8.3, so we may
write the Lagrangian as

LYM = 1
2 Tr

∑

µν

G2
µν(x), (9.1.2b)

cf. Eq. (8.3.4). Also in matrix notation, the quark-gluon interaction term is,
for one quark flavour and with q a vertical matrix in colour space,

LqG = −igq̄(x)B/ (x)q(x). (9.1.2c)

In this whole chapter we will work in Euclidean space, and use the matrix
formalism for the gluon fields. We will accordingly simplify the notation by
removing the underlining of Euclidean quantities and representing matrices
by ordinary italics. So we write the full Lagrangian as, simply,

L = q̄(x)(∂/ + m)q(x) + 1
2 Tr

∑

µν

G2
µν(x) − igq̄(x)B/ (x)q(x). (9.1.3)

With this notation, gauge transformations can be written as

Bµ(x) → U−1(x)Bµ(x)U(x) +
i
g
U−1(x)∂µU(x),

Gµν(x) → U−1(x)Gµν(x)U(x),

q(x) → U−1(x)q(x),

(9.1.4)

with U an arbitrary SUc(3) matrix.3

Finally, the action and Euclidean generating functional are defined as

S ≡
∫

d4xL, Z ≡
∫

DqDq̄DB e−S , (9.1.5)

and we do not write for the moment sources or gauge terms explicitly. We
have used the letter S for the Euclidean action to follow the practice in

2 We write the Lagrangian for a single quark flavour. For several flavours, replace
m by mq, and sum over the flavours q.

3 Note that (9.1.4) uses a convention different from that of Sect. 2.1; now we set
U(x) ≡ exp(+i

∑
θa(x)ta). The notation (9.1.4) is forced by the fact that Lq

corresponds to −L (see above).
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current lattice literature. Equation (9.1.5) is further clarified if we return
momentarily to the underlining notation for Euclidean quantities:

A ≡ S =
∫

d4xL =
1
i

∫
d4xL; A = iS,

because d4x = id4x. Thus, the exponential in the generating functional exp iA
becomes exp(−S) in Euclidean space with positive S, hence providing the
desired convergence factor.

We will now define the lattice. We will take a cubic lattice, with peri-
odic boundary conditions. Other types of lattices, and boundary conditions,
have been considered in the literature, but, in the author’s opinion, to little
advantage; the interested reader may find references in Creutz (1983). We
let a be the spacing, so the sites of the lattice are the points na, with n an
(Euclidean) four-vector with components nµ,

nµ = 0,±1,±2, . . . ,±N.

We thus have (2N +1)4 points. Because of the periodic boundary conditions,
quantities defined on the lattice Q(nµ) are extended for arbitrary n by

Q(nµ + 2N + 1) = Q(nµ).

The physical limit is N → ∞, a → 0, in this order: first N → ∞, then a → 0.
Not only does the lattice give a meaning to (9.1.5), so that we have now

a finite number of convergent integrals; but it also provides a regularization.
Because a is finite, ultraviolet divergences do not occur; and as long as N
stays bounded, infrared ones are prevented. With respect to the first, they
will reappear as a → 0 in the form of terms proportional to 1/a and to log a:
the limit of the continuum will have to take this into account.

The lattice formulation does not simply consist of writing (9.1.5) replac-
ing integrals by sums, and derivatives by finite differences. Some elaboration
is necessary both for gluons and quarks. For the first, the naive replacement
would violate gauge invariance, thus rendering the theory meaningless. This
will be discussed in detail in the coming section; here we start by presenting
the formulation for fermions.

We define the quark variables

qn ≡ q(an) →
an→x

q(x).

Colour and flavour indices are implicitly understood. To keep hermiticity of
the i∂ operators we replace derivatives by symmetric finite differences:

1
2a

(qn+µ̂ − qn−µ̂) =
1
2a

[
q(an + aµ̂) − q(an − aµ̂)

]
→

a→0
an→x

∂µq(x).
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Here, and in all that follows, we denote by µ̂ a unit vector along the µth axis.
The action for free quarks may then be written as

Sq = a4
∑

n

{

mq̄nqn +
1
2a

∑

µ

q̄nγµ (qn+µ̂ − qn−µ̂)

}

,

Zq =
∫ ∏

n

dqn

∏

k

dq̄ke−Sq .

(9.1.6)

These harmless-looking expressions reveal their shortcomings when we cal-
culate the quark propagator, to which we now turn. The calculation follows
closely that of Sect. 1.3, with appropriate alterations. We write the action as

Sq =
∑

n,k

q̄nDnkqk, (9.1.7a)

where the matrix D (Dirac operator) has elements

Dnk = a4mδnk +
a3

2

∑

µ

γµ (δk,n+µ̂ − δk,n−µ̂) , (9.1.7b)

and we note that Zq is proportional to the determinant of D (cf. Sect. 2.5ii),

Zq = (det D)
(−1)2N+1

(2N + 1)!
. (9.1.8)

This will be of use later on.
To obtain the propagator we have to invert D. We do this with the help

of a (finite) Fourier transform. We write

(D−1)nk = a−4(2N + 1)−4
∑

j

D̃−1
j exp

{
2πi

2N + 1

∑

µ

jµ(n − k)µ

}

, (9.1.9)

and use the relation

N∑

jµ=−N

exp
2πi

2N + 1
jµ(nµ − kµ) = (2N + 1)δnµkµ

to find
D̃j = m +

i
a

∑

µ

γµ sin
2πjµ

2N + 1
. (9.1.10a)

The p-space propagator is thus

S(j) ≡ D̃−1
j =

(

m +
i
a

∑

µ

γµ sin
2πjµ

2N + 1

)−1

. (9.1.10b)
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This expression becomes more transparent in the limit of a large lattice.
We define new variables pµ by

2πjµ

2N + 1
≡ apµ. (9.1.11)

The p-space propagator then becomes

S(p) =

(

m +
i
a

∑

µ

γµ sin apµ

)−1

; (9.1.12)

in this limit of an infinite lattice, sums over j are replaced by integrals:

1
2N + 1

N∑

jµ=−N

→ a

∫ +π/a

−π/a

dpµ

2π
. (9.1.13)

Therefore, (9.1.9) now reads

(D−1)nk =
∫ +π/a

−π/a

d4p

(2π)4
exp i

∑
µ pµ(an − ak)µ

m + (i/a)
∑

µ γµ sin apµ
. (9.1.14)

Everything would appear to be above board: if we take the limit a → 0, with
an → x, an → y we get that, for example, (9.1.14) becomes

(D−1)nk →
a→0

S(x − y) =
∫ +∞

−∞

d4p

(2π)4
exp i

∑
µ pµ(x − y)µ

m + i
∑

µ γµpµ
:

as one should wish, the Euclidean expression for the propagator.
The problem, however, is that, for finite a, (9.1.12) has too many poles.

To see this, consider for simplicity the case m = 0. Then, the denominator
in (9.1.12) does not only vanish for all pµ = 0, but also for pµ = π/a, or
any combination thereof. In all, there are 24 = 16 poles: each flavour gets
multiplied by sixteen on the lattice.

This is a catastrophe in more respects than one. Asymptotic freedom
is lost. The π0 refuses to decay, and the U(1) anomaly disappears. (This
last phenomenon occurs because the sixteen fermions alternate in sign in
their contribution to the anomalous triangle; cf. Karsten and Smit, 1981).4

In fact, one may doubt the connection between the lattice theory and the
continuum one.

Several solutions have been proposed for this problem of fermion dou-
bling, some of which may be found in Creutz (1983). Here we will first discuss
the one due to Wilson (1977), and then say a few words on other methods.

4 That something like this had to happen is obvious if one realizes that the lattice
regularization preserves dimension and gauge invariance (as will be seen).
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Wilson’s method consists of adding to the Lagrangian a new quadratic term;
we then define Lr

q, with r an arbitrary parameter, and where

Lr
q ≡ mq̄nqn +

4r

a
q̄nqn +

1
2a

∑

µ

{(r + γµ)qn+µ̂ + (r − γµ)qn−µ̂} . (9.1.15)

The corresponding p-space propagator, in the large lattice limit, is now

Sr(p) =

{

m +
1
a

∑

µ

[
iγµ sin apµ +

r

a
(1 − cos apµ)

]
}−1

. (9.1.16)

The extra particles still are present, but their masses are

m + ra−1
∑

µ′

(1 − cos qµ′) = m +
2rnπ

a
,

where the sum over µ′ runs over the qµ′ = π (qµ ≡ apµ), and nπ is the number
of these. Therefore, in the continuum limit, the unwanted particles decouple
as their masses are of order 1/a. However, Eq. (9.1.16) has the great drawback
that it breaks chiral invariance. As shown by Nielsen and Ninomiya (1981),
unwanted fermions must accompany a straightforward lattice formulation
that respects chiral invariance. (A way to see this is to recall the comment
made before on the disappearance of the anomaly). One works with Wilson
fermions and hopes that chiral symmetry will be restored as a → 0.

We now say a few words on other methods for introducing fermions. The
main problem with Wilson’s method is that the presence of the parameter
r in (9.1.16) spoils chiral invariance. It turns out that it is possible to put
massless fermions on the lattice without spoiling chiral invariance. This is
done by using a method first suggested by Hasenfratz (1998) and Neuberger
(1998), and developed by Lüscher (1998) and Hernández, Jensen and Lüscher
(1999); see also Frezzotti, Grassi, Sint and Weisz (2001). The method is based
in the relation, proved by Ginsparg and Wilson (1982) for certain realizations
of massless fermions on the lattice,

γ5 D + Dγ5 = aγ5D, (9.1.17)

where D is the Dirac operator. The proof is far from trivial; it may be found
in the lectures of Lüscher (2001). One can use this to define a new γ5, γ̂5, by

γ̂5 ≡ γ5(1 − aD), (9.1.18a)

which verifies
γ̂5D = −Dγ̂5. (9.1.18b)

The theory is then defined in terms of the two component (Weyl) fields q̂L,R,

q̂L ≡ 1 − γ̂5

2
q, q̂R ≡ 1 + γ̂5

2
q. (9.1.19)

We will not work out the details here but send again to the review of Lüscher
(2001) and references therein.

A related method, using the so-called chiral staggered fermions may be
found in the papers of Aubin and Bernard (2003, 2004).
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9.2 Gluons (and Quarks) on the Lattice.
Paths and Loops. The Wilson Action

i Abelian Gauge Theories

We will start by considering Abelian, Euclidean gauge fields, to be denoted
by Aµ(x). We take them to be interacting with fermion fields ψ(x), with
intensity e: we have in mind the important example of electrodynamics.

The elements of the gauge group may now be parameterized as

U(x) = eief(x), (9.2.1)

f arbitrary. A gauge transformation is

Aµ(x) → U−1(x)Aµ(x)U(x) +
i
e
U−1(x)∂µU(x) (9.2.2a)

(cf. (9.1.4)); because the group is Abelian, this agrees with the usual expres-
sion, Aµ(x) → Aµ(x) − ∂µf(x). The fermion field will transform as

ψ(x) → U−1(x)ψ(x). (9.2.2b)

Consider an expression such as ψ̄(x)ψ(y). It is not gauge invariant. To
obtain a gauge invariant expression we have to consider

ψ̄(x)

{

exp ie
∫

P (y→x)

∑

µ

dzµ Aµ(z)

}

ψ(y), (9.2.3)

where P (y → x) is a path from y to x.
We prove gauge invariance for infinitesimal x − y = δ. Under (9.2.2), we

have

ψ̄(y + δ)

{

exp ie
∫ y+δ

y

∑

µ

dzµ Aµ(z)

}

ψ(y)

→ ψ̄(y + δ)eief(y+δ)

{

exp ie
∫ y+δ

y

∑
dzµ (Aµ(z) − ∂µf(z))

}

e−ief(y)ψ(y)

= ψ̄(y + δ)

{

exp ie
∫ y+δ

y

∑
dzµ Aµ(z)

}

ψ(y),

the last step because

−ie
∫ y+δ

y

∑
dzµ ∂µf(z) = −ief(z)

∣
∣y+δ

y
= ief(y) − ief(y + δ).

Note that in this simple Abelian case the proof does not depend on y−x being
infinitesimal; but we want to give methods that can be easily generalized to
the non-Abelian case.



368 Chapter 9

x x

(a) (b)

y y

1

2

3

4

5

6

7

8

9

Fig. 9.2.1. (a) A polygonal �(x → y) joining x and y. (b) Approximation

of the curved path P by the polygonal.

Let us now put the theory on the lattice, with spacing a, (2N + 1)4

points and periodic boundary conditions. We must, to do so, define the field
variables and the gauge transformations. For this, we start by constructing
matrices associated to an infinitesimal link, from lattice site n to lattice site
n + µ̂, µ̂ being a unit vector along axis µ. Writing Aµ(n) instead of Aµ(an)
when convenient to lighten notation, we define

U(n, µ) ≡ exp
iea
2

{Aµ(n) + Aµ(n + µ̂)} , (9.2.4a)

and we give a meaning to the link in the opposite direction by setting

U(n,−µ) ≡ U−1(n − µ̂, µ). (9.2.4b)

One can then rewrite (9.2.3) as the limit a → 0 of

ψ̄k

∏

�(n→k)

U(j, µj)ψn, (9.2.5)

where the product runs over all the links necessary to join, along a given
polygonal path �(n → k), the points na = x to ka = y; see Fig. 9.2.1, a. Note
that the quantity ∏

�(n→k)

U(j, µj),

depends on the particular polygon chosen to join n and k, as indeed the
integral ∫

P (y→x)

∑

µ

dzµ Aµ(z),

depends on the path P from y to x which is approximated by the polygonal
�(n → k) (Fig. 9.2.1, b).

We assume the product (9.2.5) to be ordered along the path, from right
to left. This is irrelevant for Abelian theories, but basic for non-Abelian ones,
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since there the U will be noncommutative matrices. For example, for the
polygonal and numbering of (a) in Fig. 9.2.1,

∏

�(n→k)

U(j, µj) = U9U8 . . . U2U1,

with Uj associated to link j.
Under a finite gauge transformation, and iterating the method of the

proof given before for the infinitesimal case we obtain, in the continuum
limit, the mapping

lim
a→0

∏

�(n→k)

U(j, µj) → lim
a→0

U−1(k)






∏

�(n→k)

U(j, µj)





U(n) (9.2.6)

(for e.g. the path of Fig. 9.2.1, a). That is to say: the path ordering picks the
transformations given by the group elements associated with the end points.

We will see that it is possible to formulate the theory entirely in terms
of the U(n, µ), without reference to the fields Aµ. To do so, we first define
the gauge transformation for the link matrices by

U(n, µ) → U−1(n + µ̂)U(n, µ)U(n). (9.2.7a)

With this, it follows automatically that
∏

�(n→k)

U(j, µj) → U−1(k)
∏

�(n→k)

U(j, µj)U(n), (9.2.7b)

from which the continuum limit (9.2.6) is straightforward. Reversing the cal-
culation, one easily verifies that the lattice definition (9.2.7a) for the U(n, µ)
becomes the continuum one (9.2.2a) for the Aµ(x) in the limit a → 0. For
fermion fields, the transformation (9.2.2b) is taken over into the lattice, with
only the replacement x → n. This completes the definition of gauge trans-
formations on the lattice. An important property of these transformations is
that, if �(n → n) is a closed line, then

∏

�(n→n)

U(j, µj) = gauge covariant (9.2.8)

(invariant for Abelian fields).
We can now introduce a gauge invariant fermion-vector field Lagrangian,

and a vector field Lagrangian, also gauge invariant. For the first, we write

Lψ + LψA

= mψ̄nψn+
1
2a

ψ̄n

∑

µ

γµ

{
U(n + µ̂,−µ)ψn+µ̂ − U(n − µ̂, µ)ψn−µ̂

}
,

(9.2.9)
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n n+µ∧

n+µ∧+ν∧n+ν∧

Fig. 9.2.2. A plaquette.

clearly gauge invariant using (9.2.7). It is easy to see, by expanding on a,
that this gives the correct continuum limit:

Lψ + LψA →
a→0

mψ̄(x)ψ(x) + ψ̄(x)∂/ψ(x) − ieψ̄(x)A/ (x)ψ(x).

As for the pure gauge field action, we start by considering a plaquette.
This is denoted by the symbol �� and defined as an elementary square in the
lattice with side a (Fig. 9.2.2); the gauge element associated to it is given by
the expression

U�� ≡ U(n + ν̂,−ν)U(n + ν̂ + µ̂,−µ)U(n + µ̂, ν)U(n, µ), (9.2.10a)

the idea being that the circulation around the plaquette will produce a curl
of the field, as indeed does happen in the continuum limit. Note that the
plaquette is characterized uniquely by one of the corners, n, and the vectors
µ̂, ν̂, so we may write (9.2.10a) as

U�� ≡ Uµν(n). (9.2.10b)

Under local gauge transformations, and because the plaquette is closed, we
have

Uµν(n) → U−1(n)Uµν(n)U(n).

Therefore, the trace5 is gauge invariant, and a possible action for the gauge

S′(A) = λ
∑

��
Tr U�� =

λ

2

∑

µν

∑

n

Tr Uµν(n); (9.2.11)

the sum over µν gets a factor 1/2 because µν and νµ define the same plaquette.

5 The trace is of course irrelevant for Abelian fields, but we write it to ease the
transition to the non-Abelian case.

field is the Wilson action
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It turns out that, for an appropriate choice of the constant λ, S′(A)
tends to the continuum action for a → 0; but, because we want the action to
provide a convergence factor, we will modify (9.4.11) slightly and define

S(A) = λ
∑

��
ReTr U��. (9.2.12)

This expression presents the supplementary advantage over (9.2.11) that it
is invariant under CP, which invariance is thus respected on the lattice (and
not merely in the continuum limit). Note that taking the real part is nec-
essary because we consider only plaquettes with a given, counter-clockwise
orientation. Because the U are unitary, and a clockwise oriented plaquette is
the inverse of a counter-clockwise one, we have

Tr U��(clock.) = TrU−1
�� (c. clock.) = Tr U

†
��(c. clock.) = (Tr U��(c. clock.))∗ :

if we summed over both orientations independently we need not take the real
part.

The limit a → 0 is straightforward. We have, using (9.2.4), (9.2.10),

Uµν(n) = exp
iea
2

{
Aµ(n) + Aµ(n + µ̂) + Aν(n + µ̂) + Aν(n + µ̂ + ν̂)

− Aµ(n + µ̂ + ν̂) − Aµ(n + ν̂) − Aν(n + ν̂) − Aν(n)
}

�
a→0

an→x

exp iea2
{
∂µAν(x) − ∂νAµ(x)

}
,

(9.2.13a)
so that

Re Tr Uµν(n) � 1 − e2a4

2!
F 2

µν(x), (9.2.13b)

and, by choosing λ = −1/e2 we find that, up to an irrelevant constant, we
recover the correct continuum limit:

− 1
e2

∑

��
Re Tr U�� �

a→0
− 1

4

∫
d4x

∑

µν

F 2
µν(x) + constant. (9.2.14)

Finally, we have to write the generating functional. Because the fields
Aµ(na) always appear as group elements of the form U(n, µ), the integration
over all Aµ(an) is redundant: we may limit the range of integration to the
interval between ±π/ea or, simpler still, replace integrals over dAµ(an) by
integrals over the group dU(n, µ), one for each lattice link. Therefore, we
obtain the generating functional,

Z =
∫ ∏

k

dψk

∫ ∏

j

dψ̄j

∫

G

∏

n,µ

dU(n, µ)e−S(ψ,A), (9.2.15a)
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S(ψ,A) = − 1
e2

∑

��
ReTr U��

+ a4
∑

n

ψ̄n

{

m +
1
2a

∑

µ

γµ

[
U(n + µ̂,−µ)ψn+µ̂ − U(n − µ̂, µ)ψn−µ̂

]
}

,

(9.2.15b)
and we have used (9.2.9), (9.2.12) with λ = −1/e2. The integral dU in
(9.2.15a) runs over the Abelian U(1) group.

We note that (9.2.15) or, for that matter, (9.2.9), do not take into account
fermion doubling, to cope with which a modification like that of the previous
section would be necessary.

ii QCD. The Wilson Action

The previous discussion was tailored so that it can be carried over, with
obvious replacements, to the case of QCD. We define the group element
associated with a link,

U(n, µ) ≡ exp
iag

2
{
Bµ(n) + Bµ(n + µ̂)

}
; U(n,−µ) ≡ U−1(n − µ̂, µ),

(9.2.16a)
and the product of such elements around a plaquette characterized by n, µ̂, ν̂:

U�� ≡ Uµν(n) ≡ U(n + ν̂,−ν)U(n + ν̂ + µ̂,−µ)U(n + µ̂, ν)U(n, µ). (9.2.16b)

Formally, these equations are like (9.2.4), (9.2.10); but now, and unlike for
(9.2.10) where the ordering was superfluous, the order in (9.2.16b) is essential:
the B and hence the U(n, ν) are noncommuting matrices, the last in SU(3).

We define gauge transformations on the lattice to act directly on the link
elements:

Uµν(n) → U−1(n)Uµν(n)U(n). (9.2.17)

With this we get, for any line ordered product,
∏

�(n→k)

U(j, µj) → U−1(k)
∏

�(n→k)

U(j, µj)U(n), (9.2.18)

(cf. (9.2.7b)) and, for a closed loop,
∏

�(n→n)

U(j, µj) → U−1(n)
∏

�(n→n)

U(j, µj)U(n). (9.2.19a)

In particular, for a plaquette,

Uµν(n) → U−1(n)Uµν(n)U(n). (9.2.19b)

Because of these transformation properties (9.2.19) we find that the quan-
tity

S�� ≡ Sµν(n) ≡ − 1
Nc

β ReTr Uµν(n) (9.2.20a)
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is gauge invariant. S�� is to be identified as the action on a plaquette (the
Wilson action6). The definition (9.2.20a) is the traditional one; as is custom-
ary, we have extracted explicitly a sign and the number of colours, Nc = 3.
The full action is

SG =
∑

��
S�� = 1

2

∑

µν

∑

n

Sµν(n). (9.2.20b)

If we choose β as
β =

2Nc

g2
, (9.2.20c)

then, in the continuum limit a → 0, an → x,

SG → 1
2 Tr

∫
d4x

∑

µν

G2
µν(x) + constant. (9.2.21)

The proof is similar to that of the Abelian case; the only difference is that
an expression such as (9.2.13a) will be modified by commutators according
to the rule (a particular case of the familiar Campbell–Hausdorff relation)

eF1eF2 = exp
(
F1 + F2 + 1

2 [F1, F2]
)

+ O(F 3).

These commutators precisely complete the field tensor Gµν .
The gluon generating functional can be obtained by integrating over the

links (for group integration, cf. Appendix C),

ZG =
∏

n,µ

∫

SUc(3)

dU(n, µ)e−SG . (9.2.22)

Interactions between quarks and gluons may be introduced as in the
Abelian case. Writing the action directly for Wilson fermions, we have

SqG = a4
∑

n

q̄n

{
(
m +

4r

a

)
qn

+
1
2a

∑

µ

[(r + γµ)U(n + µ̂,−µ)qn+µ̂ + (r − γµ)U(n − µ̂, µ)qn−µ̂]

}

,

(9.2.23)
so that the full generating functional is

Z =
∏

n,µ

∫
dU(n, µ)

∫ ∏
dqk

∫ ∏
dq̄j e−(SG+SqG). (9.2.24)

A word of explanation is needed about (9.2.24) in connection with gauge
invariance. To obtain vacuum expectation values, sources and functional dif-
ferentiations have to be introduced just as in the continuum case; but, unless
one wants to find the gluon propagator (for example, in perturbation theory)
or any other similar gauge dependent quantity, a gauge fixing term is not
necessary: (9.2.24) averages over all gauges.

6 Other definitions of action, with the same continuum limit, are possible and have
been used in the literature; see the treatise of Creutz (1983) and references therein.
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9.3 Feynman Rules on the Lattice.
Renormalization Group.
Connection with the Continuum Parameters

i Feynman Rules

To obtain the propagators on the lattice we have to identify the quadratic
terms for the various fields in the action, at zero interaction strength. For
quarks, and from (9.2.23), we write U(n, µ) � 1 and find

a4
∑

n

q̄n

{

(m + 4r/a)qn +
1
2a

∑
[(r + γµ)qn+µ̂ + (r − γµ)qn−µ̂]

}

,

from which we find the propagator in the limit of large lattice size (N → ∞),

Sr
lj(p) =

{

m +
i
a

∑

µ

γµ sin apµ +
r

a

∑

µ

(1 − cos apµ)

}−1

δlj , (9.3.1)

(cf. Eq. (9.1.16)). Here l, j, are colour indices. The graph (a) of Fig. 9.3.1
corresponds to Eq. (9.3.1).

For the gluon propagator we expand the U(n, µ) in terms of the fields
Bµ. As we are only interested in quadratic terms, the commutators may be
neglected. We thus obtain the piece

∑

n,µν

a2

8
Tr
{∑

c

[
Bc

µ(an) + Bc
µ(an + µ̂) + Bc

ν(an + µ̂) + Bc
ν(an + µ̂ + ν̂)

−Bc
µ(an + µ̂ + ν̂) − Bc

µ(an + ν̂) − Bc
ν(an + ν̂) − Bc

ν(an)
]
tc
}2

.

l p q j l p q j

l j c b

p p

c,µ
c,α b,β

(a) (b)

(c) (d)

Fig. 9.3.1. (a) Quark propagator. (b) Gluon propagator.

(c,d) Quark-gluon vertices.
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A propagator defined in the continuum requires introduction of a gauge-
fixing term. For a large lattice, and in the Fermi–Feynman gauge, a calcula-
tion analogous to that of Sect. 9.1 for the quark propagator gives

Dcb
µν(p) = δcb

δµν

2a−2
∑

α(1 − cos apα)
, (9.3.2)

associated with the graph (b) of Fig. 9.3.1.
Vertices are more involved. Because in terms of the fields q, Bµ the in-

teractions are nonpolynomial, we have an infinity of vertices, associated with
higher and higher powers of the lattice spacing, a. Since loop diagrams will
diverge as a → 0, we are not allowed to keep only the lowest ones, even in
the continuum limit.

We will only give the rules necessary for one loop quark self-energy renor-
malization calculations; thus, we only consider here the quark-gluon vertices.
Trilinear and quartic couplings, as well as ghost ones, may be found in Kawai,
Nakayama and Seo (1981).

Expanding in (9.2.23), we obtain the interaction Lagrangian, in the limit
r = 0,

LqG int �− i
2
g
∑

c

∑

µν

q̄nγµ(qn+µ̂ + qn−µ̂)Bc
µ(an)

− ag2

4

∑

cd

∑

µ

q̄nγµtctd(qn+µ̂ − qn−µ̂)Bc
µ(an)Bd

µ(an).

It is necessary to keep the second term: it will produce a seagull vertex (graph
d in Fig. 9.3.1) that will induce quadratic divergences at one loop, and hence
one power of a−1 over other graphs (which only produce log a divergences).
The vertices associated respectively with (c) and (d) in Fig. 9.3.1 are thus,
for Wilson fermions with r = 0,

− igtcjlγµ cos
a

2
(pµ + qµ) (c), (9.3.3)

i
2
δαβg2{tc, tb}jl

∑

µ

γµ sin
a

2
(pµ + qµ) (d). (9.3.4)

The complicated structure of the lattice Feynman rules explains why only
the first orders in perturbation theory are known in this case.
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ii Renormalization, and Renormalization Group

As long as a is kept finite, QCD on the lattice is ultraviolet finite, so we
have not bothered to distinguish between bare or renormalized quantities.
However, as a → 0, loop diagrams (say, in a weak coupling expansion) become
divergent. We may consider the lattice as a regularization procedure, and
investigate what happens when the cut-off, 1/a, is allowed to go to infinity.
In particular, we can consider the cut-off dependence of the coupling g. To do
so we will only have to repeat, with due changes, the analysis of Sects. 3.3,
3.4, 3.7.

We denote the running coupling constant by ḡ; the renormalization group
equation for the coupling in (3.5.6) may be written in terms of a length r
instead of a momentum. So we have

rdḡ

dr
= −β(ḡ(r))ḡ(r). (9.3.5a)

Expanding β as in (3.7.1), we write

β(ḡ) = −β0
ḡ2

16π2
− β1

(
ḡ2

16π2

)2

− · · · , (9.3.5b)

and the values of the βn are given in (3.7.2). Integrating (9.3.5) we find the
equations corresponding to (3.7.4). For example, to leading order,

αs(r) =
4π

−β0 log Λ2r2
; (9.3.6)

Note that we write ḡ(r), αs(r) for simplicity, instead of the more precise
expressions ḡ(r−1), αs(r−2).

All this is valid in the continuum limit, a → 0. To connect with the
lattice formulation, we recall that ḡ(r) is specified so that it equals the renor-
malized coupling defined at a fixed r = r0. This in turn is related to the
unrenormalized, lattice coupling gu by the analogue of (3.4.6), say

gu = Zg(r0, a)ḡ(r0), (9.3.7)

and we have explicitly written the cut-off (a) dependence of the renormal-
ization constant. Because ḡ(r) is cut-off independent, it follows that gu must
depend on a: gu = gu(a). Its dependence can be obtained from simple dimen-
sional considerations. Because Zg is dimensionless, it can only depend on the
ratio r/a. Therefore,

adgu(a)
da

= −β̃(gu)gu(a),

where β̃ is defined as

β̃ = Z−1
g

rd
dr

Zg.
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Comparing with (3.5.4) we see that, to second order, β̃ has the same func-
tional form as β:

β̃ � −β0
ḡ2

u(a)
16π2

− β1

(
ḡ2

u(a)
16π2

)2

,

with the same coefficients as in (9.3.5b). We thus obtain the cut-off depen-
dence of gu(a); to lowest order,

g2
u(a) =

16π2

−β0 log Λ2a2
. (9.3.8)

Up to now, we have not specified the parameter Λ. As remarked before,
and as will be discussed in detail in Sect. 10.2, the value of Λ depends on the
regularization and renormalization scheme used. Thus we should really write
ΛLatt for Λ. One can relate ΛLatt to the MS value of Λ to first order by simply
evaluating one-loop renormalization for αs, including constant terms, and
equating. The calculation was first carried out7 by Hasenfratz and Hasenfratz
(1980). These lattice evaluations are cumbersome because Lorentz invariance
is butchered by the lattice regularization, which only respects the subgroup
of permutations and finite rotations among the four dimensions of spacetime.
In particular, even one loop calculations have to be finished numerically. The
ensuing relation between ΛLatt and µ-renormalized Λ, ΛMOM is

ΛLatt �
1

83.5
ΛMOM, (9.3.9)

or, in terms of the Λ in the MS scheme without fermions (as indeed ΛMOM

was defined when obtaining (9.3.9)),

ΛLatt �
1
39

ΛMS(nf = 0). (9.3.10)

With the currently accepted values of ΛMS(nf = 0) ∼ 400 MeV, obtained
from deep inelastic scattering, τ decays, . . . (see Sect. 10.3 for a summary),
we get the surprisingly small value

ΛLatt � 10 ± 4 MeV, (9.3.11)

and we emphasize that (9.3.11) is obtained from perturbation theory analysis
of short distance phenomena.

7 This was simplified and extended to actions other than Wilson’s by Dashen and
Gross (1981) and González-Arroyo and Korthals Altes (1982), using the back-
ground field formalism. See also Kawai, Nakayama and Seo (1981) for the intro-
duction of fermions. The values of the quark masses also differ between the lattice
and the continuum (González-Arroyo, Martinelli and Ynduráin, 1982).
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For a finite lattice, with a small but nonvanishing, the theory depends on
the two constants a, ΛLatt. It is convenient to work instead in terms of ΛLatt

and gu(a), that we henceforth write simply as g(a), so we convert (9.3.8) into

a2 = Λ−2
Latt exp

−16π2

β0g2(a)
, (9.3.12a)

or, taking into account the second order correction,

a2 = Λ−2
Latte

−16π2/β0g2(a)

(
β0g

2(a)
16π2

)−β1/β2
0

, (9.3.12b)

a highly non-analytic result. We recall that (9.3.12a, b) should hold in the
limit of a small and for weak coupling:

aΛLatt � 1, g2(a) � 1. (9.3.12c)

9.4 The Wilson Loop. Strong Coupling. Confinement

We will start this section by obtaining an expression, in the path integral
formalism and in particular on the lattice, for the potential between slowly
moving particles, by a method similar to that already considered in Sect. 6.4.

In order that the notion of potential be meaningful, we assume the par-
ticles to be very heavy (and of equal mass, m). Thus we may treat them with
first quantized nonrelativistic formalism. The S matrix is then

Ŝ = lim
t′→−∞
t′′→+∞

exp i(t′ − t′′)Ĥ,

where Ĥ is the Hamiltonian (in this section we use carets to denote opera-
tors). The quantity that will correspond to the generating functional in field
theory is the expectation value 〈Ψ0|Ŝ|Ψ0〉, where Φ0 is the ground state of
the quark-antiquark pair. Denoting the position of the particles by x, y, and
using the formalism developed in Sect. 1.3,

〈Ψ0|Ŝ|Ψ0〉 =
∫

DxDy e−
∫

dτ Lcl

=
∫

DxDy e−
∫

dτ (m/2)(ẋ2+ẏ2)e−
∫

dτ V (R).

(9.4.1)

We have written (9.4.1) directly for imaginary time, t → τ = t/i, and have
used the corresponding expression for the classical Lagrangian; V is the po-
tential, and R = |x − y|. Note that, for consistency with the sign choices in
the present sections about lattice QCD, we define the Euclidean Lagrangian
with a sign opposite to the usual one.
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Suppose that we now add a second-quantized vector field, say the elec-
tromagnetic field Âµ. The Lagrangian will thus be

L =
m

2
(ẋ2 + ẏ2) + Lint + Lrad.

Lrad is the pure radiation Lagrangian, Lrad = 1
4

∫
d3r

∑
F 2

µν . The matter-
radiation interaction Lagrangian, Lint, can be written as

Lint =
∫

d3z
∑

µ

jµ(z)Aµ(z) � ieA4(x) − ieA4(y).

This last expression is valid because, for slowly moving particles, we can
neglect j, which is proportional to the velocity, and approximate the fourth
component of the current with the expression, valid for static particles with
charges ±e,

j4(z) � ieδ(z − x) − ieδ(z − y).

This is of course consistent with the nonrelativistic formalism and concepts,
and justifies the approximation of not quantizing the matter field. We thus
have

〈Ψ0|Ŝ|Ψ0〉 =
∫

DxDyDAµ e−
∫

dτ L

�
∫

DxDy e−
∫

dτ (m/2)(ẋ2+ẏ2)
∫

DAµ e−S(A)−ie
∫

dτ (A4(x)−A4(y))

=
∫

DxDy e−
∫

dτ (m/2)(ẋ2+ẏ2)〈e−ie
∫

dτ (A4(x)−A4(y))〉;

(9.4.2)
we have defined the average

〈

exp
{

−ie
∫

dτ
(
A4(x) − A4(y)

)
}〉

≡
∫

DAµ e−S(A) exp
{

−ie
∫

dτ
(
A4(x) − A4(y)

)
}

,

(9.4.3)

and S(A) =
∫

dt Lrad is the pure radiation action.
We consider that, because the quarks move slowly,

R = |x − y| � constant,

and, moreover, we will take the infinite time interval to be replaced by a
finite, but large one,

∫ +∞

−∞
dτ →

∫ T

0

dτ, T � R,
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T T

T

x y

R R

(a) (b)

Fig. 9.4.1. (a) Original integration path. (b) The rectangle, �. (The lines

along which one integrates are shown thicker).

and thus we also replace the S matrix by the finite time evolution operator,
Û(T ) ≡ e−iTĤ . Under these circumstances we may complete a rectangle
(Fig. 9.4.1) for the dτ integration so that

∫ T

0

dτ
(
A4(x, τ) − A4(y, τ)

)
�
∮

�

∑

µ

dxµ Aµ(x),

and the error will be O(R/T ), negligible. Alternatively, we may keep terms
of order R/T by choosing a gauge where the horizontal integrals vanish; for
example, the Coulomb gauge. We then define the Wilson loop by

W (R, T ) ≡
〈
eie
∮ ∑

dxµ Aµ(x)〉, (9.4.4)

so that, in terms of it, (9.4.2) becomes

〈Ψ0|Û(T )|Ψ0〉 =
∫

DxDy e−
∫

dτ (m/2)(ẋ2+ẏ2)W (R, T ). (9.4.5)

On comparing with (9.4.1) we see that we can interpret W in terms of the
potential,

W (R, T ) = e−
∫

dτ V (R) = e−TV (R), (9.4.6)

for R, T → ∞, R � T . (For R/T fixed, we get the potential in the Coulomb
gauge). This completes the discussion for Abelian fields.

In QCD, (9.4.4) is replaced by (cf. (9.2.22))

W (R, T ) ≡
∫

DU e−SG

∏

j∈�(R,T )

U(j, µj), (9.4.7)
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(a) (b)

(c)

Fig. 9.4.2. The tiling of the rectangle �(I, J).

where
∏

U(j, µj) is the path-ordered product of the elements associated with
the links in �(R, T ), 0 → 1 → 2 → 3 → . . ., as in (a) in Fig. 9.4.2. SG is the
gluonic action (9.2.20).

Equation (9.4.7) is written without taking into account the second quan-
tization of the quark fields: in a perturbation-theoretic language, neglecting
quark loops. This approximation, called the quenched approximation, ap-
pears to be reasonable, both from analytical evaluations in the weak coupling
regime (the dependence on nf is usually slight) and in numerical calculations
on the lattice, and we will adopt it here.

In general W (R, T ) can only be evaluated numerically; but there are
two situations when an analytic expression is possible. First, we have a weak
coupling expansion, i.e., ordinary perturbation theory. This will be discussed
in the next section. The second situation is the strong coupling limit, g2 → ∞,
and therefore lowest powers in β. We turn to this now.
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Let R = Ia, T = Ja, i.e., I×J is the size of the rectangle �(R, T ) ≡ �(I, J)
in lattice units. Writing (9.4.3) explicitly we have,

W (I, J) ≡ W (R, T ) =
∫ ∏

n

dU(n)






∏

j∈�(I,J)

U(j, µj)





exp

−β

Nc

∑

��
Tr Re U��.

(9.4.8)
The strong coupling expansion corresponds to the expansion of the exponent
in powers of β = 2Nc/g2; see Eq. (9.2.20c).

Using the formulas of group integration (Appendix C),
∫

dU Uik = 0
∫

dU UikU∗
jl =

1
Nc

δijδkl,

we see that, to get a nonzero result for (9.4.8), we need at least as many
U coming from the expansion of SG as there are in the product

∏
U(j, µj).

However, because SG only contains full plaquettes, every time one U−1(j, µj)
is brought down from SG, a plaquette is added: so we get the perimeter �(I, J)
replaced by a smaller one (graphs a, b in Fig. 9.4.2). This goes on until the
whole interior of �(I, J) is tiled with plaquettes (Fig. 9.4.2, c). In all, we
require I × J plaquettes, so the first nonzero contribution in the expansion
of exp[(−β/Nc)

∑
�� ReTr U��] is the IJth one. Therefore,

W (I, J) �
∫ ∏

n

dU(n)






∏

�(I,J)

U(j, µj)






×
(
−β

Nc

)IJ 1
(IJ)!

{
∑

til.

Re Tr U��

}IJ

+ O(βIJ+1).

(9.4.9)

The sum in (9.4.9),
∑

til., runs over the plaquettes in the tiling.
We will complete the calculation of (9.4.9) for an Abelian theory. The

evaluation for a non-Abelian one requires some extra algebraic machinery,
that the interested reader may find in the text of Creutz (1983), and we will
only indicate the result for it.

For an Abelian theory, we may replace
∏

U(j, µj) by
∏

U��, because the
links traversed in opposite directions cancel one another. Then, since all and
every one of the plaquettes is present in

∏
U��, it follows that the only nonzero

element of (9.4.9) will be that in the expansion of the product
{
∑

til.

Re Tr U��

}IJ

in which each plaquette appears one, and only one, time. As the order is now
irrelevant, it follows that we have (IJ)! of these, a factor that precisely cancels
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the 1/(IJ)! in (9.4.9). Assuming IJ = even, we have found the leading term
in the strong coupling expansion for W :

W (I, J) � eIJ log β . (9.4.10)

In the non-Abelian case (QCD) one finds a similar result:

W (I, J) � eIJ log(β/2Nc) ≡ e−KRT ,

K ≡ 1
a2

log
2Nc

β
=

1
a2

log(Ncg
2).

(9.4.11)

On comparing with (9.4.6) we find the long-distance potential between heavy
sources,

V (R) = KR, K =
1
a2

log(Ncg
2), g2 � 1, (9.4.12)

for QCD. A similar equation with a slightly different value of K holds for an
Abelian theory.

The linear potential in (9.4.12) strongly suggests confinement; but the
situation is not totally clear for the two following reasons. First of all, (9.4.12)
has only been derived in the large coupling limit, and the quenched approxi-
mation. We would like a proof that the result also holds in the unquenched
case, and either an evaluation of the potential for arbitrary g2, or a proof
that long distances really imply an exploding g2. The second snag is that we
have got more than we had bargained for: we find confinement for Abelian
theories, in particular QED. Thus, it might appear that the linear potential
could be an artifact of the lattice, instead of a true feature of the theory.8

There are indications that QED is an inconsistent theory; and numer-
ical evaluations on the lattice seem to indicate that there really is a phase
transition in QED between the weak, e2 � 1, and strong, e2 � 1, coupling
regimes. But then one should worry that the same be not the case for QCD:
we would like that the asymptotically free theory, and the confining one, were
the same in this case. This hope seems to be fulfilled in that numerical eval-
uations indicate that there is no phase transition; or, if there is one, that it
is of high enough order that the passage from g2 � 1 to g2 � 1 is smooth.

8 Of course, for QCD we have other reasons than the strong coupling lattice eval-
uation for believing in a linear potential and/or confinement.
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9.5 Observable Consequences of Lattice QCD
I. General

i Wilson Loop; String Tension; Connection Between Long

and Short Distances

Let us consider the Wilson loop W (I, J). We can extract the quantity K
(string tension) defined by (9.4.11),

K1/2 ≡ − 1
IJa2

log W (I, J), (9.5.1)

from the function

χ(I, J) = − log
W (I, J)W (I − 1, J − 1)
W (I, J − 1)W (I − 1, J)

. (9.5.2)

We then have, using (9.4.11),

χ(I, J) � a2K �
g2→∞
I,J→∞

I�J

log(Ncg
2) � log g2(a). (9.5.3)

The reason one calculates with the quantity χ is that most perimeter effects
cancel out for it (Creutz, 1980).

For g2 → 0, on the other hand, (9.3.12) implies

χ(I, J) � a2K �
g2→0

I,J→∞
I�J

Λ−2
LattK

(
β0g

2(a)
16π2

)−β1/β0

e−16π2/β0g2(a). (9.5.4)

If one evaluates for small Wilson loops, one obtains a result that is very
different from (9.5.4); for example, and after a trivial calculation, we find

χ(1, 1) = g2(a)/3. (9.5.5)

Thus we expect that for finite I, J , χ(I, J) will deviate from the true value
(9.5.4) to which, however, it will tend as we increase I, J . Moreover, if there
is no phase transition, the regions where (9.5.3) and (9.5.4) hold will be joined
by letting g vary, with the transition remaining smooth as I, J increase.

In Fig. 9.5.1 we have plotted typical results of calculations for finite I, J ,
as well as the theoretical expectations both at large and small g2, based on the
review of Moriarty (1983) and work quoted there. We see that there indeed
seems to exist an approach to the theoretical limits both at small and large
coupling, and that the interpolation appears smooth. The best fit is obtained
for

ΛLatt = (6 ± 1) × 10−3K1/2

(Creutz and Moriarty, 1982; using a 64 lattice). This may be compared with
the relation, obtained with an improved 124 lattice by Barkai, Creutz and
Moriarty (cf. Moriarty’s 1983 review),

ΛLatt = (8 ± 1) × 10−3K1/2, (9.5.6a)
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Fig. 9.5.1. Numerical and analytical results for χ(I, J). Continuous line:

weak coupling. Dashed line: strong coupling. Dotted lines: eyeball interpo-

lations of numerical results for various values of I, J . (Actually, this draw-

ing is somewhat optimistic; larger values are necessary to obtain the correct

asymptotic behaviour.)

while Fukugita, Kaneko and Ukawa (1983) found

ΛLatt = (7.9 ± 4) × 10−3K1/2. (9.5.6b)

A review, from which many references may be retrieved, is that of Aoki et al.
(1998).

The string tension K may be obtained from two sources: from Regge
theory (Simonov, 1989a, b; Dubin, Kaidalov and Simonov, 1994) or from fits
to the linear, long distance interquark potential, especially for heavy quarks;
cf. Sect. 6.4. Both estimates agree to a value

K1/2 � 420 MeV . (9.5.7)
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If we now use (9.5.6) we obtain a prediction for ΛLatt, obtained from long
distance phenomena, i.e., from the value of K1/2 in (9.5.7). It is,

ΛLatt � 3.4 MeV (9.5.8)

and we have not taken into account the errors in (9.5.6). After the long chain
of reasoning involved, including unexpectedly large numbers (as in the con-
nection between ΛLatt and ΛMS, Eq. (9.3.10)) the consistency of (9.5.8) with
the short distance value ΛLatt = 10 ± 4 MeV of Eq. (9.3.11) is remarkable.

Another way to see the connection between short and long distances
comes from direct evaluations of the coupling constant, αs, on the lattice.
Using bound states of heavy quarks as input, Davies et al. (2003) find

αs(M2
Z) = 0.121 ± 0.003 [Lattice, long distance],

a number that agrees very well with what we have found in Chap. 4 from
perturbation theory short distance analyses,

αs(M2
Z) = 0.118 ± 0.003 [Pert. theory, short distance].

ii Hadronization of Jets

We will consider the simple case of two jets in e+e− annihilations. Thus, we
start with the production of two quarks at a point 0, which then move to the
spacetime points x, y. The corresponding amplitude will be connected with
the expression

Aµ ∼ 〈0|Tq̄j(x)qj(y)Jµ(0)|0〉,

Jµ =
∑

k

q̄kγµqk, (9.5.9)

where j, k, are colour indices and we consider a single species of quark. (9.5.9)
is not gauge invariant; to get a gauge invariant expression we should introduce
a path ordered line integral,

Pe
ig
∫ x

y
dzµ Bµ(z)

= lim
a→0

x∏

y

U(n, µn),

between y and x. Writing the corresponding expression directly for Euclidean
lattice QCD and recalling (9.2.24), we have that (9.5.9) becomes

Aµ =
∫

DqDq̄DU q̄j(an1)
∏

l(n2→n1)

U(n, µn)qj(n2a)
∑

k

q̄k(0)γµqk(0)e−S ,

S =SG + SqG.
(9.5.10)

Here x = an1, y = an2 and l(n2 → n1) is the straight line from n2 to n1.
We make now two remarks. First, as quarks get separated, we expect the

coupling to increase; so we will work to leading order in the strong coupling
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O

n2n1

l(n2→n1)

t

Fig. 9.5.2. The “triangle” T = (0, n2, n1).

limit. Secondly, the movement occurs in a region that is forbidden classically.
In a potential language, the energy of the quarks is smaller than the potential,
Kr, for large separation |x − y| = r. Therefore the Euclidean formalism is
appropriate here, as it gives the tunnelling probability amplitude (Sect. 8.1).

It is easy to see that the first nonvanishing contribution to (9.5.10) is
obtained by first bringing sufficiently many terms from the exponent contain-
ing SqG to complete a loop around the “triangle” T with vertices 0, n1, n2

(Fig. 9.5.2). The leading order contribution to the WKB approximation will
correspond to the quarks following the “classical” trajectory, i.e., straight
lines from 0 to n1 and n2 (actually, the polygonal more closely approximating
these lines). The introduced new links are sufficient to give the loop product

∏

n∈T

U(n, µn)

so, with loose notation,

Aµ ∼
∫

DU
∏

n∈T

U(n, µn)e−SG ∼ W (T ) ∼ e−
1
2 Ktr ∼ e−Kt2 , (9.5.11)

where t = x4 = y4 is the time elapsed since quarks were created, and we have
taken r/2 = t (quarks traveling with the speed of light; we neglect quark
masses). As expected, (9.5.11) implies that the probability for finding two
isolated quarks decreases exponentially with time and separation.

Consider then processes with four quarks9 in the final state: for exam-
ple, two created by a current, and the other two by materialization at short
distance from O of a gluon radiated by any of the existing quarks. If, for sim-
plicity, we assume the colours to be matched, we will get surfaces such as the

9 More accurately, two quarks and two antiquarks.
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Fig. 9.5.3. World lines of four quarks.

hatched areas Ai in Fig. 9.5.3, where we approximate polygonals by straight
lines. For large t, r, the point where the two extra quarks were created is
irrelevant. The probability amplitude is now

A ∼ e−KA1−KA2 ,

where A1, A2 are the shaded surfaces in Fig. 9.5.3. For large t we find that,
for example, A1 is

A1 = 1
2 |n3 − n2| |n2|.

Now,

|n2| =
√

t2 + 1
4r2, |n3 − n2| = tv2,

with v2 the relative velocity of n3 to n2. In terms of energy, v2 = 2p2⊥/s1/2,
with s the total energy of the original q̄q pair and p2⊥ the transverse mo-
mentum of n3 with respect to n2. Thus, A1 ∼ 2t1/2p2⊥/s1/2, and

A ∼ exp
−Kt2(p1⊥ + p2⊥)

s1/2
:

the probability decreases as the exponential of the transverse momentum.
We can iterate the short distance production of quarks, until all the

transverse momenta are as small as the momenta of quarks in hadrons, at
which time one may consider the hadronization process to be complete. This
yields a picture qualitatively similar to that of the Lund model10 which, as
explained in Sects. 5.3, 4, provides a good description of hadronization of
jets.

10Anderson, Gustafson and Peterson (1977, 1979).
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iii Locality of the QCD Vacuum. Long Distance Behaviour

of Invariant Propagators. Constituent Quark Mass

In this subsection we will consider a model for the quark propagator, in
the nonperturbative vacuum. This model will incorporate the short distance
behaviour of the propagator discussed in Sect. 3.9 and the long distance be-
haviour suggested by a strong coupling lattice calculation. As we will see, this
propagator presents features which, particularly at long distances, correspond
to particles with an effective invariant mass of the order of the constituent
mass we discussed in Sect. 6.5; and this, even for quarks with zero “mechan-
ical” mass.

The quark propagator,

Sij(x) = 〈vac|Tqi(x)q̄j(0)|vac〉, (9.5.12)

is a gauge dependent object. We define an invariant propagator by inserting
a line integral. In matrix notation, but working in Minkowski space for now,
we thus write an effective propagator as

Seff
ij (x) = − δij

Nc
〈vac|Tq̄(0)P exp−ig

∫ 0

x
dyµ Bµ(y)

q(x)|vac〉. (9.5.13)

We can interpret Seff
ij as the propagator describing a quark as it moves in the

gluonic soup inside a hadron. In p-space,

Seff
ij (p) =

∫
d4x eip·xSeff

ij (x).

At short distances we have the familiar expression

Seff
ij (x) �

x→0
δij

{
−1
4π2

∂/
1

x2 − i0
− 1

4Nc
〈q̄q〉

}

; (9.5.14)

we have taken the quark to be massless. At long distances we evaluate Seff
ij (x)

as follows. First, we go to Euclidean space. Then, and because we expect con-
finement (and thus that the interaction grows at long distances), we calculate
for large coupling, g → ∞. Finally, the quenched approximation is used.

Under these circumstances, the evaluation of Seff
ij (x) is identical to that

of the Wilson loop in Sect. 9.4. Underlining Euclidean quantities, we then
find

Seff
ij (x) ∼

x→∞
δije−K1/2|x|;

K is the string tension. The corresponding Minkowski space expression,

Seff
ij (x) ∼

x→∞
δije−K1/2√−x2

, (9.5.15)

is very appealing. According to it, the probability of a quark to propagate
in the vacuum (inside a hadron) at a spacelike distance r =

√
−x2 decreases

exponentially when r � K−1/2; but the quark may move freely along a
timelike or lightlike trajectory, where

√
−x2 is pure imaginary. This makes
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apparent the local character of the QCD vacuum, as opposed, for example,
to the Higgs vacuum, that extends over all spacetime.

A simple ansatz incorporating both (9.5.14) and (9.5.15) is

Seff
ij (x) = δij

{
−1
4π2

∂/
1

x2 − i0
− 1

4Nc
〈q̄q〉

}

e−K1/2√−x2
. (9.5.16)

The corresponding p-space expression is then easily evaluated to be

Seff
ij (p) = δij

{
i
p/

(

1 − K1/2

(K − p2 − i0)1/2

)

− 3π2iK1/2〈q̄q〉
Nc(K − p2 − i0)5/2

}

. (9.5.17)

It is interesting to note that the piece originating in the quark condensate
in (9.5.17), viz.,

−δij
3π2iK1/2〈q̄q〉

Nc(K − p2 − i0)5/2
,

provides a regularization for the delta function in the nonperturbative quark
propagator that we gave in Sect. 3.9ii, Eq. (3.9.12), with m = 0,

−(2π)4
〈q̄q〉
4Nc

δ4(p)δij ,

to which it indeed tends for |p|2 � K (formally, when letting K → 0).
The expression (9.5.17) for the propagator fulfills the Bricmont–Fröhlich

(1983) criterion for confinement and indeed exhibits many of the characteris-
tics of the propagator for a particle with nonzero effective mass. Thus, Seff

ij (p)
presents a cut starting at p2 = K and, what is more interesting, it behaves
for p → 0 like the propagator for a massive particle:

Seff
ij (p) �

p→0
− ip/

2K
+

3π2i〈q̄q〉
NcK2

� − i
µ

, (9.5.18a)

where the effective mass µ is

µ =
NcK

2

−3π2〈q̄q〉 . (9.5.18b)

It is curious that in the last expression the quark condensate appears in
the denominator. This indicates that K1/2 and (−〈q̄q〉)−1/3 are proportional
and appears to link, in ordinary QCD, quark confinement (K 
= 0) with
spontaneous breaking of chiral invariance, 〈q̄q〉 
= 0.

The numerology also works reasonably well. Taking the quark condensate
renormalized at 1 GeV from the PCAC relation (7.3.4, 5) with the light quark
masses of (7.4.9), and the value µ � 320 MeV obtained from phenomenologi-
cal quark models, we can predict K using (9.5.18b) to get K1/2 � 470 MeV.
The excellent (and far from trivial) agreement with previous determinations
for this quantity (e.g., Eq. (9.5.7) that gave 420 MeV) should, however, not
make one forget the shortcomings of our calculation here; (9.5.17) is to be
considered as no more than a phenomenological expression. In fact, not only
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is the interpolation (9.5.16) somewhat arbitrary, but, because the expression
for the propagator only takes account of a certain class of gluon couplings, use
of (9.5.17) tel quel into Feynman diagrams may lead to violations of gauge
invariance.

A treatment of the gluon propagator along these lines is possible, but
much less satisfactory.

9.6 Observable Consequences of Lattice QCD
II. Hadron and Quark Masses; Decay Constants

As stated when we begin to discuss lattice QCD, in principle, this tool allows
us to calculate everything: the masses and decay constants of hadrons made of
light quarks, form factors at finite, even small momentum transfer, scattering
amplitudes, structure functions, etc. Before these calculations make sense,
however, a number of questions have to be understood. In particular, we have
technical problems that now must mention we. Consider first the integrals
over the gauge fields,

∫ ∏
dU . Because each group element depends on eight

parameters, we have an eight-dimensional integral for each lattice point, and
hence 4×8 for each link. Now, putting a hadron in a lattice makes sense only
if a is much smaller than the size of the hadron and, moreover, the hadron is
much smaller than the lattice volume. Even if we understand “much smaller”
to mean only half an order of magnitude, this implies 2N + 1 ∼ 10, and so
we have 4 × 8 × 104 > 105 integrations: not a light task, even with Monte
Carlo methods.

Secondly, we have integrals over the anticommuting fermion fields. The
integral (cf. (9.2.23), (9.2.24))
∫

DqDq̄ exp
∑

nk

q̄nDnkqk,

Dnk(U) =
(

m +
4r

a

)

δnk

+
1
2a

∑

µ

[
(r + γµ)U(n + µ̂,−µ)δk,n+µ̂ + (r − γµ)U(n − µ̂, µ)δk,n−µ̂

]
,

(9.6.1)
can be carried out explicitly because

∫
DqDq̄ exp

∑

nk

q̄nDnkqk = const. × det D.

So we should, to take dynamical quarks into account, evaluate this determi-
nant for every calculation of the integral over gluon fields. This is a formidable
task, and usually the quenched approximation is employed, in which we take
det D → 1. Numerical calculations seem to justify this approximation, but
only to a certain extent, and not for all quantities.
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Besides this, there are problems of principle involving (among others) the
restoration of the Lorentz invariance and chiral invariance in the continuum
limit, or the dependence of the results, at finite a, on the action used for the
gluons, etc. In what respects to chiral invariance, much progress has been
made in the last years (cf. Sect. 9.1), which allowed a reliable treatment of
light pseudoscalar mesons. But we still lack a totally realistic estimate of the
systematic biases inherent to lattice calculations: it is with this in mind that
one should appraise the results to be presented. Also, and as said before,
almost everything has been calculated on the lattice; here we show only a
few sets of results that can be considered representative, starting with lattice
calculations where chiral invariance does not play a relevant role.

i Non-Goldstone Hadrons

We now present a few typical results for (non-Goldstone) hadron masses.
We have, with experimental numbers in brackets,11

mρ = 730 ± 90 MeV [770]
mA1 = 1190 ± 90 MeV [1260]
mp = 920 ± 100 MeV [938]
mπ′ = 1100 ± 150 MeV [1300]

for ΛLatt = 2.4 and β = 5.7. The errors are purely statistical; the numbers
in brackets are the experimental values, in MeV. The agreement is certainly
encouraging, albeit with a value of ΛLatt too much on the small side.

More recent results are given by Aoki et al. (2002), in the quenched
approximation. We just quote a few:

Particle mass, MeV mK input mφ input Experiment
K∗ 858 ± 12 889 ± 7 896
N 878 ± 29 878 ± 29 940
Λ 1019 ± 22 1060 ± 16 1116
Σ 1117 ± 22 1176 ± 22 1193
Ξ 1201 ± 21 1288 ± 12 1315
Ω 1561 ± 26 1647 ± 18 1673
∆ 1257 ± 36 1257 ± 36 1232

(9.6.2)

The results obtained taking mφ as input are clearly better than those ob-
tained with mK as input. This can be understood because, in spite of im-
portant advances in the last years, Goldstone mesons are difficult to treat on
the lattice. It is also typical of lattice calculations that the systematic errors
are larger than the statistical errors. In this case, the difference for strange
particles between the results obtained using kaons and phi as input are much
larger than the nominal errors of each one. However, the improvement with
respect to the older calculations reported above is clear.

11The results are due to J. P. Gilchrist, G. Schierholz and H. Schneider (see Schier-
holz’s (1985) review).
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The decay constants of the ρ and φ resonances have also been calculated.
(We will discuss pion and kaon decay constants later.) We have

Fρ 206 ± 7 [Experiment : 220 ± 5 MeV]
Fφ 229 ± 6 [Experiment : 239 ± 3 MeV]

(Aoki et al., 2002).
We next comment on glueballs, somewhat special objects presumed to

be mostly made of gluons.
There are in the Particle Data Tables (Eidelman et al., 2004) a number

of hadronic resonances, without flavour quantum numbers, which cannot be
fitted into a conventional constituent quark model; that is to say, they can-
not be explained as q̄q states. Various interpretations have been advanced
for these objects. Some can be viewed as states with more than two quarks,
“molecules” q̄qq̄q, but there are a few for which the simplest structure consis-
tent with experiment is to consider them to be glueballs. The experimental
situation is far from clear. There are a number of scalar resonances,

f0(600), f0(980), f0(1380), f0(1500), f0(1710),

all of which cannot be interpreted as excited q̄q states, but none of them is
unambiguously a gluon state. There are also more tensor (spin two) reso-
nances than one would expect on the basis of the q̄q classification, and the
same thing happens for pseudoscalar resonances. For the latter, we have the
state

η(1440) [formerly ι(1440)],

which is a strong candidate for a glueball. Indeed, it is copiously produced in
decays

J/ψ → η(1440) + γ,

which are easily interpreted as

J/ψ → 2G + γ.

Moreover, it decays prominently in channels containing η, η(980) which,
because of the axial anomaly, are known to have a strong gluon component, or
into states containing kaons, also favoured because the mixing of pseudoscalar
glueballs with quarks is thought to be proportional to the mass of the latter.
Even in this case, however, the situation is not totally clear. For example, it
is still doubtful whether the η(1440) is a single wide resonance or two narrow
ones,

η(1410), η(1449).

From the point of view of the theory, it is not easy to treat glueballs
either: constituent quark models for glueballs are mostly arbitrary. One could
try to study these objects in the bag model, or using the SVZ sum rules.
The drawbacks of the first method were discussed in Sect. 6.6. As for the
SVZ sum rules, they are reasonably effective to get QCD parameters from
experimentally known correlation functions; the opposite path is much more
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difficult to follow, as we would require extrapolation of high-energy QCD
expressions to yield low-energy parameters, a notoriously unstable procedure.

There remain lattice calculations. In principle, glueballs are ideally suited
for these: because the glueball operators can be constructed with only gluon
fields, it would seem that we could dispense with quarks altogether. If we let
NGG be (composite) glueball operators, we can consider the correlator

∑

n

〈NGG(n, n4), NGG(0)〉vac.

As x4 grows, this quantity behaves as

exp(−m0x4),

with m0 the mass of the lightest glueball state. Thus, even a rough calculation
should provide a reasonable estimate of m0. In this way one can get an idea
of the spectrum of the lowest-lying glueball states corresponding to different
spin-parity assignments. For example, Ishikawa, Sato, Schierholtz and Teper
(1983) found

m(scalar) = 740 ± 40 MeV
m(tensor) = 1620 ± 100 MeV

m(pseudoscalar) = 1220 ± 200 MeV

(statistical errors only). For a discussion of this, and more details and refer-
ences, see the review of Halliday (1983). An idea of the systematic errors can
be obtained by comparing with the values

m(scalar) = 1370 ± 90 MeV, m(tensor) = 2115 ± 125 MeV,

given in the Kronfeld (1989) compilation, as well as the recent estimates of
Bali et al. (1997) and Luo et al. (1997) that give

m(scalar) = 1710 ± 50 MeV .

The main problem with these calculations relates to mixing. Consider,
for example, pseudoscalar glueballs. Because of the existence of the axial
anomaly, we expect that the quark and gluon operators

mq̄γ5q, G̃G,

should appear together, as in fact they mix under renormalization. The sit-
uation for scalar states (using for example the energy–momentum tensor
anomaly) is similar. Because of this mixing, it is clear that the quenched ap-
proximation cannot be as good as in other situations, and some evaluations
indicate that it is not to be trusted to better than some 50%. Another prob-
lem is that there is no guarantee that two gluon states will be lighter than
multigluon ones. It remains, however, that, as explained above, lattice QCD
is the only method with which to study these elusive entities.
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ii Pion Physics on the Lattice

We can glean the improvement in lattice calculations involving pions and
kaons by comparing evaluations of the π, K decay constants. Before use of
chiral fermions, typical results were

fπ = 99 ± 14 MeV [93.3 ± 0.3]
fK = 112 ± 9 MeV [114 ± 1.1]
fK = 122 ± 59 MeV .

(9.6.3a)

The experimental numbers are in brackets. The results are due to Gavela et
al. (1988), De Grand and Loft (1988) and Bernard et al. (1989). The size
of the systematic errors can be inferred from the difference in the statistical
errors given for both determinations of fK .

In the recent determinations of Aubin et al. (2005), one has, on the other
hand (experimental numbers still in brackets),

fπ = 91 ± 2.5 MeV [93.3]
fK = 111 ± 2.7 MeV [114], (9.6.3b)

and Aoki et al. (2002) give

fπ = 85 ± 4 MeV [93.3]
fK = 98 ± 3 MeV [114]. (9.6.3c)

Early lattice calculations of the light quark masses were not very accu-
rate; in fact, some of them amply violated the positivity bounds given in
Sect. 7.4; cf., for example, the reviews of Aoki et al. (1998) and especially
Bhattacharya and Gupta (1998). However, they have improved with time.
Thus, Aoki et al. (2002) give

m̄d(4 GeV2) + m̄u(4 GeV2) = 8.6 +0.5
−0.8 MeV,

m̄s(4 GeV2) =
{

113.8 +6
−3, MeV (mK as input)

142 +22
−6 MeV (mφ as input).

(9.6.4a)

For ms the determination from the φ is perhaps the more reliable one be-
cause, as already remarked in connection with (9.6.2), light mesons (like the
kaon) are difficult to put on the lattice. The difference between the two de-
terminations of m̄s is larger than their nominal errors which shows that, also
here, there are still substantial uncontrolled uncertainties in lattice evalu-
ations. This can also be seen by comparing with the lattice evaluations of
Aubin et al. (2004, 2005) who calculate individual masses and get

m̄d(4 GeV2)+ m̄u(4 GeV2) = 5.5 ± 0.4, m̄u/m̄d = 0.41 ± 0.04;

m̄d(4 GeV2) = 3.9 ± 0.4, m̄u(4 GeV2) = 1.6 ± 0.3 MeV .
(9.6.4b)



396 Chapter 9

0.2 0.4 0.6 0.8 1.0

s1/2(GeV)

-20o

-10o

0o
δ(2)0

Figure 9.6.1. Continuos line: fit of the I = 2, S-wave phase shift to ex-

perimental data for ππ scattering. Open dots: Losty et al. (1974); black dots:

Hoogland et al. (1977), solution A; black squares: Cohen et al. (1973); solid

line: fit to experimental data in Peláez and Ynduráin (2005). The three hol-

low squares with thick error bars are the lattice results from Aubin et al.

(2004).

The value for the sum m̄u + m̄d differs from that in (9.6.4a) by more than
twice the error estimate. Still, the compatibility at the 2σ level with the
results of other methods is encouraging.

We finish the present section with a brief presentation of results from
lattice calculations of the isospin two S-wave in ππ scattering amplitude,
quite a tour de force. Aubin et al. (2004) find

δ
(2)
0 (s1/2 = 0.4 GeV) = −3.5 ± 0.64◦ [−4.3◦ ],

δ
(2)
0 (s1/2 = 0.6 GeV) = −9.5 ± 3.0◦ [−11.1◦ ],

δ
(2)
0 (s1/2 = 0.8 GeV) = −16.9 ± 6.4◦ [−17.8◦ ].

(9.6.5)

In brackets we have put the numbers found by fit to the experimental data12

by Peláez and Ynduráin (2005); see Fig. 9.6.1. If we fit with the values of δ
(2)
0

from the lattice for s1/2 ≤ 0.8 GeV plus the data coming from ππ scattering

12Cohen et al. (1973), Losty et al. (1974), Hoogland et al. (1977), solution A.
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between 0.8 GeV and 1 GeV, we can extrapolate to threshold and find the
scattering length

a
(2)
0 = (−0.0305 ± 0.010) M−1

π [Exp.: (−0.052 ± 0.012) M−1
π ]. (9.6.6)

This may also be compared with the value found in a lattice calculation of a
(2)
0

itself by Aoki et al. (2005); they get, depending on the method of calculation,

a
(2)
0 = (−0.041 ± 0.002) M−1

π or a
(2)
0 = (−0.025 ± 0.003) M−1

π . (9.6.6)

The preceding sample of results of lattice calculations allows us to draw
some conclusions. It is clear that lattice results are reaching an important
degree of reliability in a wide spectrum of applications. One can calculate
quantities that, not many years ago, appeared to be beyond the reach of lat-
tice estimates. However, and as may be seen by comparing lattice calculations
by different groups of the same observables, and at times even calculations
using different methods by the same group, systematic errors are still large,
at times much larger than the statistical ones. There remain important bi-
ases, as yet not fully understood. These may or may not be related to the
problem of having to use the quenched approximation for evaluations with
large statistics, but it is likely that totally reliable results will be obtained
only when one is able to go beyond this and, indeed, the improvement of
more recent calculations is due to a large extent to (partial) unquenching.



10 The Perturbative QCD Series.
The Parameters of QCD.
Condensates

10.1 The Functions β, γm

A large number of the more reliable results in QCD come from perturba-
tive expansions at large momenta, and are due to the asymptotic freedom
property. This justifies devoting this section to presenting a summary of
our knowledge of the basic functions β and γm; in next one, we will dis-
cuss the character of the perturbative series. In supersymmetric extensions
of QCD, both functions are related and, for some specific supersymmetric
theories, they can be calculated exactly. Actually, and as proved by Man-
delstam (1983), there are renormalization schemes in some supersymmetric
theories in which both β, γm vanish identically, and in others they can be
found to all orders, as remarked first by Shifman, Vainshtein and Zakharov
(1983). We will not discuss these theories here. The interested reader may find
information, and trace the relevant literature, from the monumental papers
of Seiberg and Witten (1994); we turn now to ordinary QCD.

Since the pioneering papers of Gross and Wilczek (1973a) and Politzer
(1973), much progress has been made in pushing the calculations of β, γm

to higher orders. In both cases the coefficients in their expansions are known
to four loops and, for γm (but not for β), the calculation has been checked
by at least two independent groups. We now present the full set of results.
It is convenient to organize the expansions in terms of the parameter as ≡
g2/16π2. Thus we will write the beta function, and its expansion, in the form

β(as) = −
∞∑

n=0

βnan
s ,

as =
αs

4π
=

g2

16π2
; g = g(µ2).

(10.1.1)

Furthermore, we define the numbers ζn = ζ(n), where ζ, given by

ζ(z) =
∞∑

j=1

1
jz

,
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is Riemann’s zeta function. Numerically, ζ2 = π2/6, ζ3 � 1.20206, ζ4 �
1.08232, ζ5 � 1.03693. We then have

β0 = 11
3 CA − 4

3TF nf , β1 = 34
3 C2

A − 4CF TF nf − 20
3 CATF nf ,

β2 = 2857
54 C3

A + 2C2
F TF nf − 205

9 CF CATF nf

− 1415
27 C2

ATF nf + 44
9 CF T 2

F n2
f + 158

27 CAT 2
F n2

f ,

β3 = C4
A

(
150653

486 − 44
9 ζ3

)
+ C3

ATF nf

(
− 39143

81 + 136
3 ζ3

)

+C2
ACF TF nf

(
7073
243 − 656

9 ζ3

)
+ CAC2

F TF nf

(
− 4204

27 + 352
9 ζ3

)

+ 46C3
F TF nf + C2

AT 2
F n2

f

(
7930
81 + 224

9 ζ3

)
+ C2

F T 2
F n2

f

(
1352
27 − 704

9 ζ3

)

+CACF T 2
F n2

f

(
17152
243 + 448

9 ζ3

)
+ 424

243CAT 3
F n3

f + 1232
243 CF T 3

F n3
f

+
dabcd

A dabcd
A

NA

(
− 80

9 + 704
3 ζ3

)
+ nf

dabcd
F dabcd

A

NA

(
512
9 − 1664

3 ζ3

)

+n2
f

dabcd
F dabcd

F

NA

(
− 704

9 + 512
3 ζ3

)

(10.1.2a)
(sum over repeated colour indices understood). Here ([tata])ij = CF δij

and facdf bcd = CAδab are the familiar quadratic Casimir operators of
the fundamental and the adjoint representation of the Lie algebra, and
Tr(tatb) = TF δab is the trace normalization of the fundamental represen-
tation. NA is the number of generators of the group (i.e., the number of
gluons, NA = N2 − 1 = 8) and nf is the number of quark flavours. At four
loops there appear new, higher order group invariants that are expressed in
terms of contractions between the following fully symmetrical tensors:

dabcd
F = 1

6 Tr
[
tatbtctd + tatbtdtc + tatctbtd

+ tatctdtb + tatdtbtc + tatdtctb
]
,

dabcd
A = 1

6 Tr
[
CaCbCcCd + CaCbCdCc + CaCcCbCd

+CaCcCdCb + CaCdCbCc + CaCdCcCb
]
.

For QCD, with Nc = 3,

β0 = 11 − 2
3nf � 11 − 0.66667nf , β1 = 102 − 38

3 nf � 102 − 12.6667nf ,

β2 = 2857
2 − 5033

18 nf + 325
54 n2

f � 1428.50 − 279.611nf + 6.01852n2
f ,

β3 =
(

149753
6 + 3564ζ3

)
−

(
1078361

162 + 6508
27 ζ3

)
nf

+
(

50065
162 + 6472

81 ζ3

)
n2

f + 1093
729 n3

f

� 29243.0 − 6946.30nf + 405.089n2
f + 1.49931n3

f .
(10.1.2b)

The corresponding expression for αs is given in Eq. (3.7.4d).
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For the anomalous dimension of the mass, we write

γm(as) =
∞∑

n=0

γ(n)
m an

s (10.1.3a)

and then

γ(0)
m = 3CF , γ(1)

m = 3
2C2

F + 97
6 CF CA − 10

3 CF TF nf ,

γ(2)
m = 129

2 C3
F − 129

4 C2
F CA + 11413

108 CF C2
A

+C2
F TF nf (−46 + 48ζ3) + CF CATF nf

(
− 556

27 − 48ζ3

)
− 140

27 CF T 2
F n2

f ,

γ(3)
m = C4

F

(
− 1261

8 − 336ζ3

)
+ C3

F CA

(
15349

12 + 316ζ3

)

+C2
F C2

A

(
− 34045

36 − 152ζ3 + 440ζ5

)
+ CF C3

A

(
70055

72 + 1418
9 ζ3 − 440ζ5

)

+C3
F TF nf

(
− 280

3 + 552ζ3 − 480ζ5

)

+C2
F CATF nf

(
− 8819

27 + 368ζ3 − 264ζ4 + 80ζ5

)

+CF C2
ATF nf

(
− 65459

162 − 2684
3 ζ3 + 264ζ4 + 400ζ5

)

+C2
F T 2

F n2
f

(
304
27 − 160ζ3 + 96ζ4

)

+CF CAT 2
F n2

f

(
1342
81 + 160ζ3 − 96ζ4

)
+ CF T 3

F n3
f

(
− 664

81 + 128
9 ζ3

)

+
dabcd

F dabcd
A

NF
(−32 + 240ζ3) + nf

dabcd
F dabcd

F

NF
(64 − 480ζ3) .

(10.1.3b)
This produces the following expression for the running masses:

mq(µ2) = m̃qa
dm
s

[
1 + A1 as +

(
A2

1 + A2

) a2
s

2

+
(

1
2A3

1 + 3
2A1A2 + A3

) a3
s

3
+ O(a4)

]
,

(10.1.4a)

where m̃q = (2β0)dmm̂q (the invariant mass m̂q was defined in Sect. 3.7) and

dm = γ(0)
m /β0, A1 = −β1γ

(0)
m

β2
0

+
γ

(1)
m

β0
,

A2 =
γ

(0)
m

β2
0

(
β2

1

β0
− β2

)
− β1γ

(1)
m

β2
0

+
γ

(2)
m

β0
,

A3 =
γ

(0)
m

β2
0

[
β1β2

β0
− β1

β0

(
β2

1

β0
− β2

)
− β3

]

+
γ

(1)
m

β2
0

(
β2

1

β0
− β2

)
− β1γ

(2)
m

β2
0

+
γ

(3)
m

β0
.

(10.1.4b)

We note that β3 is positive for all positive values of nf . The two loop
coefficient β1 was given by Caswell (1974), Jones (1974) and Egorian and
Tarasov (1979); the three loop one, β2, by Tarasov, Vladimirov and Zharkov
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(1980). Finally, the coefficient β3 was calculated by Larin, van Ritbergen
and Vermaseren (1997a). The various terms in the expansion of γm have
been calculated by Nanopoulos and Ross (1979) and by Tarrach (1981), who
corrected a trivial error in the Nanopoulos–Ross evaluation (two loop, γ

(1)
m );

Tarasov (1982) for γ
(2)
m ; and Larin, van Ritbergen and Vermaseren (1997b)

and Chetyrkin (1997) (four loop γ
(3)
m ).

10.2 The Character of the QCD Perturbative Series.
Renormalization Scheme Dependence of Calculations
and Parameters. Renormalons. Saturation

i Truncation and Renormalization Effects

In QED there is a natural renormalization scheme: one renormalizes with pho-
tons and electrons on their mass shells. This is useful because of Thirring’s
(1950) theorem which states that, at zero photon energy, the Compton am-
plitude (and a number of other processes as well) is given exactly, i.e., to
all orders in α, by the classical approximation: so we may use results from
classical physics to determine the fundamental parameters α, me. In QCD
there is no such preferred scheme, at least not based on physical grounds.
Therefore, a discussion of what happens when we change the scheme is nec-
essary. We will in the discussion neglect quark masses (but we will take into
account the effective value of nf ) and gauge parameters; their introduction
would not pose problems different from the ones we shall consider now.

Take a physical observable, P . Clearly, P must be independent of the
renormalization scheme R we use to calculate it. However, when we write a
series expansion for P ,

P =
∑

n

Cn(R)[αs(R)]n, (10.2.1)

both Cn and αs depend upon the scheme R in which we are calculating. The
relation with a new scheme R′ is found by writing

P =
∑

n

Cn(R′)[αs(R′)]n, (10.2.2)

expanding αs(R′) in terms of αs(R) and equating. This expansion will be of
the form

αs(R′) = αs(R)
{
1 + a1(R′,R)αs(R) + · · ·

}
.

It is clear that the expansion must begin with unity because, to zero order,
αs = g2

u/4π, which is independent of the scheme. This also implies that
C0,1(R′) = C0,1(R). However, the other Cn are expected to vary:

C2(R) = a1(R′,R)C2(R′), etc.
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As a simple example, consider the quantity R describing e+e− hadron
annihilations.1 We will consider two renormalization schemes: the minimal
scheme, to be denoted by m.s. (in which, it will be remembered, one only
cancels the 2/ε divergences instead of the full Nε = 2/ε − γE + log 4π), and
our familiar MS scheme, where the whole Nε is subtracted. We will work only
to order α2

s.
In the m.s. scheme we would have obtained that Eq. (4.1.10) is replaced

by

R(s) = 3
nf∑

f=1

Q2
f

{
1 +

αs,m.s.(s)
π

+ r2,m.s.

(
αs,m.s.(s)

π

)2
}

+ O(α3
s),

r2,m.s. = r2 + (log 4π − γE)
33 − 2nf

12
.

(10.2.3)
The expression for αs also changes. We had, to two loops, and in the MS
scheme (cf. Eqs. (3.7.4)),

αs(µ2) =
12π

(33 − 2nf ) log µ2/Λ2

{
1 − 3

153 − 19nf

(33 − 2nf )2
2 log log µ2/Λ2

log µ2/Λ2

}
,

while in the m.s. we find

αs,m.s.(µ2) =
12π

(33 − 2nf ) log µ2/Λ2

×
{

1 − 3
153 − 19nf

(33 − 2nf )2
2 log log µ2/Λ2

log µ2/Λ2
− log 4π − γE

log µ2/Λ2

}
,

(10.2.4)

as could be expected. We can have the same functional form for both if we
define a new parameter, Λm.s.,

Λ2
m.s. = eγE−log 4πΛ2

MS
, (10.2.5)

and then (10.2.4) becomes

αs,m.s.(µ2) =
12π

(33 − 2nf ) log µ2/Λ2
m.s.

×
{

1 − 3
153 − 19nf

(33 − 2nf )2
2 log log µ2/Λ2

m.s.

log µ2/Λ2
m.s.

}
,

(10.2.6)

up to terms of order α3
s.

The point which this simple example makes is that the parameters of the
theory depend on the renormalization scheme used; this holds for Λ as well
as for the m̂ masses. Another example of this has already been encountered
when we discussed lattice QCD. The MS scheme is preferred in this book, for

1 A discussion in the case of deep inelastic scattering may be found in Bardeen,
Buras, Duke and Muta (1978).
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perturbative calculations, because of its simplicity; no unnecessary transcen-
dentals (like the −γE +log 4π of Eqs. (10.2.3, 4)) appear. Generally speaking,
it also gives reasonably small radiative corrections. For example, in the m.s.
scheme,

r2,m.s. � 7.4 − 0.44nf ,

compared to the MS value r2 = 2.0 − 0.12nf .
Besides the ambiguities caused by the different choices of renormalization

scheme, we have ambiguities due to the fact that the perturbative series are
in practice truncated. It is clear that, for example, the whole series (10.2.1)
and (10.2.2) must be equal; but in general we will not have equality of

N∑

n=0

Cn(R)[αs(R)]n (10.2.7a)

and
N∑

n=0

Cn(R′)[αs(R′)]n (10.2.7b)

for finite N . What is more, for truncated series the expansion parameters are
not well defined, nor is the truncated series unique. To see what this means
in an example, consider that one has the ambiguity of using in (say) (10.2.7a)
the expression of αs to N loops in all the terms; or to N loops in the term
C1αs, to N − 1 in the term C2α

2
s,. . ., and to one loop in the term CNαN

s :
or anything in between. In all cases, the error is of higher order αN+1

s . As a
second example, consider the one loop coupling constant:

αs(µ2) =
12π

(33 − 2nf ) log µ2/Λ2
.

Now change Λ2 → Λ′2 = (1 + δ)Λ2, δ small. We get,

αs(µ2) → α′
s(µ

2) =
12π

(33 − 2nf )[log µ2/Λ2 − log(1 + δ)]

� αs(µ2)
{

1 + δ
33 − 2nf

12
αs(µ2)

π

}
.

The modification of Λ induced by the alteration is only felt at the next order.
Thus, more generally, we can see that in an expression such as (10.2.7a) one
can modify Λ2 → (1 + δ)Λ2 provided only that δ ∼ αN

s .
People have tried to get around these problems by devising “improved”

series. In particular, one may try to optimize the parameter Λ, or the renor-
malization point µ2; popular choices being to adjust them so that the coeffi-
cient of the last term (CN in (10.2.7a)) vanishes, or that the derivative d/dµ
is zero.

It is the author’s opinion that what may be gained by these manipulations
is offset by their disadvantages; notably that one has to use a different Λ
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for each process. Roughly speaking, we have two possibilities. First, it may
happen in a given calculation that the value of αs is small and the last
coefficient is not large, so that

|CNαN
s | � |Ckαk

s |, k < N,

in a given scheme, say the MS one. Then improvements are of little conse-
quence. Or it may be that

|CNαN
s | ∼ |Ckαk

s |, k < N.

In this case what happens is that we are not in the asymptotic regime (for
the given process and calculation) and the inclusion, in particular, of the
last term has only an indicative value. No amount of manipulation will alter
this substantially. Actually, the situation is worse, because the QCD series is
not expected to be convergent, nor to specify uniquely the theory, as will be
discussed in the next subsection.

Note, however, that we object (but only mildly) to formal manipulations;
in some cases physical considerations may suggest resummations (like for the
K factor in Drell–Yan) or choices of scale (as in bound state problems) which
may somewhat improve the calculation.

ii Renormalons

The running coupling constant, on which perturbation theory in QCD is
based, was obtained in Chap. 3 using the renormalization group. The same
equations may be derived summing leading logarithms (in this context, see
also the discussion at the end of Sect. 4.8). Let us work in a lightlike gauge, so
that the whole renormalization of the charge is connected to the gluon prop-
agator, and consider a physical observable P which depends on the squared
momenta q2

i . The observable may be written, to a certain order in perturba-
tion theory and after renormalization at the scale µ0, as2

PR

(
q2
i ,

g2(µ2
0)

4π
, µ0

)
;

for simplicity we neglect quark masses and take the momenta to be spacelike,
and we also assume P to be dimensionless. If all the q2

i are large, and we
write q2

i = Q2u2
i , u2

i = −1, then we find the renormalization group-improved
expression

P = PR

(
u2

i ,
ḡ2(Q2)

4π
,Q2

)
. (10.2.8)

The running coupling constant ḡ2(Q2) was obtained from the renormalization
group before; now we will show how to get it by summing leading logarithms

2 We here write g(µ2) instead of g(µ) as we did in Chap. 3.



406 Chapter 10

+ + +

+ +

Fig. 10.2.1. Chain of iterations leading to a sum of leading loga-

rithms. The dark blob represents a gluon or quark loop.

in the gluon propagator. What one does, for every gluon propagator that
enters the expression for P , is to replace it by what may be called a dressed
propagator in which one has included the sum to all orders of the quark and
gluon bubble corrections. That is, we replace

g2(µ2
0)

4π
D(0)µν(k) =

g2(µ2
0)

4π
i
−gµν + (kµnν + kνnµ)/(k · n)

k2

→ g2(µ2
0)

4π
D(0)µν(k)

+
g2(µ2

0)
4π

D(0)µα(k)
g2(µ2

0)
4π

Π
(2)
αβ (k)

g2(µ2
0)

4π
D(0)βν(k)

+
g2(µ2

0)
4π

D(0)µα(k)
g2(µ2

0)
4π

Π
(2)
αβ (k)

g2(µ2
0)

4π
D(0)βρ(k)

× g2(µ2
0)

4π
Π(2)

ρσ (k)
g2(µ2

0)
4π

D(0)σν(k) + · · · ,

(10.2.9)
where we omit colour indices and Π(2) is the second order gluon vacuum
polarization tensor. The procedure is shown graphically in Fig. 10.2.1.3 If we
substitute the value of Π(2) (see Sect. 3.3) and keep only leading terms in
log k2, we obtain the dressed propagator in the leading log approximation

3 This is similar to the replacement of D by the expression (3.3.22b), with Π to
second order.
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g2(µ2
0)

4π
Dµν

dressed(k) =
ḡ2(k2)

4π
i
−gµν + (kµnν + kνnµ)/(k · n)

k2
,

and

αs(k2) ≡ ḡ2(k2)
4π

=
αs(µ2

0)
1 + αs(µ2

0)β0(log k2/µ2
0)/4π

=
4π

β0 log k2/Λ2
.

(10.2.10)

Equation (10.2.8) is obtained by rescaling the momenta k2 by Q2.
It is clear that the procedure can only be valid for k2 � Λ2 (here, and

to avoid inessential sign complications, we work in Euclidean QCD). When
k2 ∼ Λ2, the quantity αs(k2) presents an unphysical pole. This pole, which
is quite similar to the Landau pole in QED is, in QCD, connected to the
breakdown of perturbation theory: a breakdown that must necessarily occur
for phenomena such as the formation of condensates, spontaneous breaking of
chiral symmetry or confinement to appear. The pole is called the renormalon
pole and the ambiguities that its presence induces were first discussed in QED
by Lautrup (1977) and in QCD by ’t Hooft (1979), in particular in connection
with the question of whether QCD is uniquely defined by the perturbative
expansion. In fact, the renormalon singularities indicate that the answer to
this last question is negative.

To see this, consider again the calculation of P that we discussed before;
and assume to simplify that P depends on a single external momentum, and
has, to the order in which we are working, a single internal gluon propagator,
as occurs, for example, in the case of the second order correlators that enter
the calculation of τ decay, cf. Sect. 4.2. We will then have

P (q2) =
∫

d4k Fµν(q, k)
g2(µ2

0)
4π

D(0)µν(k),

and F embodies the rest of the diagrams that contribute to P , properly
renormalized and integrated. When replacing the gluon propagator by the
dressed propagator, this becomes

Pdressed(q2) =
∫

d4k Fµν(q, k)D(0)µν(k)αs(k2)

=
4π

β0

∫
d4k Fµν(q, k)D(0)µν(k)

1
log k2/Λ2

.

(10.2.11a)

The point is that the d4k integral runs through the pole of αs(k2) at k2 = Λ2.
Now, from the general theory of singular integrals (see, e.g., Gel’fand and
Shilov, 1962) it follows that we can write

1
log k2/Λ2

= P.P.
1

log k2/Λ2
+ cΛ2δ(k2 − Λ2), (10.2.11b)
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where P.P. means the principal part when crossing the singularity, and we
have separated explicitly a factor of Λ2 from the constant c for dimensional
reasons. The constant c is arbitrary in that it is certainly not given by per-
turbation theory. It therefore follows that the value of Pdressed is also unde-
termined:

Pdressed(q2) = P.P.
4π

β0

∫
d4k Fµν(q, k)D(0)µν(k)

1
log k2/Λ2

+
4πcΛ2

β0

∫
dΩkFµν(q, k)i

[
−gµν +

kµnν + kνnµ

k · n

] (10.2.12a)

and the Ωk are the angular variables of k. Suppose that the observable was
dimensionless; then, on dimensional grounds, we have that

4πcΛ2

β0

∫
dΩk Fµν(q, k)i

[
−gµν +

kµnν + kνnµ

k · n

]
�

q2→∞
(constant)

Λ2

q2
,

(10.2.12b)
and thus we find that perturbative QCD only defines the observable P within
the ambiguity given by (10.2.12).

Clearly, this ambiguity becomes negligible at large momenta where the
error committed by neglecting terms O(Λ2/k2) is of higher order than any
perturbative correction, O(1/ logN k2/Λ2); but it persists for any finite k2.
Also, we have given here the proof for a simple case, but it is not difficult
to see how it can be extended to a general situation (Muller, 1985). We
consider an observable, P , to any order in perturbation theory and let ki be
the momenta of the internal gluon lines. We can split the integrals defining
P ,

P =
∫

d4k1 . . .

∫
d4kn Φ(q, k1, . . . , kn),

where q now denotes the set of external momenta, into two pieces: the piece
k2

i < M2
0 with M0 an arbitrary mass larger than Λ; and the region k2

i > M2
0

(we still work in Euclidean QCD). With obvious notation, we write this as

P = P<M2
0

+ P>M2
0
.

In the first piece the integrals in d4ki run over a compact region and thus are
convergent in the ultraviolet. It follows that, as q → ∞, that piece vanishes
relative to the first as powers of M2

0 /q2; it is this piece that contains the
renormalon ambiguity. The second piece avoids the regions where one has
renormalon singularities, and can therefore be evaluated without problems in
perturbation theory.

In some cases the renormalon ambiguity is of higher order (in Λ2/q2)
than one would guess from (10.2.12), because of cancellations. This occurs,
for example, in correlators like the ones entering some of the SVZ sum rules,
or e+e− or τ, Z decays. Here the renormalon contribution is of relative order
Λ4/q4; in other cases it is indeed of second order, as for example in deep
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inelastic scattering. In the first examples the renormalon ambiguity is related
to the vacuum structure: one can fix it by requiring that it be absorbed into
the O(〈αsG

2〉/q4) corrections. This, incidentally, gives a hint as to the nature
of the ambiguities present in QCD: there appear to exist a number of different
theories with the same perturbative expansion. Of these, one will have the
vacuum with minimal energy, which will be the one that one finds in nature.

In deep inelastic scattering the renormalon ambiguities add to the higher
twist corrections. A readable discussion of this case may be found in Mar-
tinelli and Sachrajda (1996). In jet physics renormalons also appear. In some
favourable instances one can even prove a kind of approximate universality of
these corrections, as in the evaluations considered by Akhoury and Zakharov
(1996).

It is unclear to what extent one can use renormalons for phenomeno-
logical purposes. It is true that one can use them to guess nonperturbative
properties from perturbation theory; but there are very few situations where
quantitative results may be obtained from renormalon calculations.

As an example of a qualitative use of renormalons we will consider how a
renormalon estimate suggests the short distance behaviour of the heavy quark
potential that we obtained in Sect. 6.4 from the nonperturbative Dosch–
Simonov model, as remarked by Aglietti and Ligeti (1995). The calculation
is very simple. We consider the potential generated by the exchange of a
renormalon chain. In momentum space this is

Ṽ (k) =
−4πCF

k2

4π

β0 log(k2/Λ2)
,

and we have substituted the one-loop expression for αs(k2). This expression
is undefined for soft gluons, with k2 � Λ2. As follows from the general theory,
and as we have already remarked, the ambiguity is of the form cδ(k2 − Λ2):
upon Fourier transformation this produces an indetermination in the x-space
potential of δV (r) = c[sin Λr]/r. At short distances we may expand this in
powers of r and find

δV (r) ∼ C0 + C1r
2 + . . . ,

which indeed coincides with the short distance behaviour of U(r) as found in
Sect. 6.4, Eq. (6.4.16). This shows the uses, and also the limitations, of renor-
malon calculations: it is true that the short distance behaviour in the regime
|E(0)

n | � Λ (cf. Sect. 6.4) is reproduced correctly; but neither the long dis-
tance behaviour, nor the short distance nonperturbative Leutwyler–Voloshin
corrections in the |E(0)

n | � Λ regime are given by these renormalons.4

4 Moreover, part of the renormalon singularity is spurious. If we consider an ob-
servable quantity, such as the mass of a quarkonium state, we have to add to V
the rest energy, 2m with m the pole mass, which also has a renormalon ambiguity
that partially cancels that in V ; see Beneke (1998) and Hoang, Smith, Stelzer and
Willenbrock (1999) for details. A more modern discussion with references is that
of Pineda (2004).
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Apart from the “ultraviolet” renormalons we have discussed up to now,
other ambiguities exist which are connected with exchanges of ladders of
dressed gluon propagators, and which are effective at low values of the mo-
menta. We refer to the paper of Peris and de Rafael (1997), which contains
a thorough discussion and references to earlier work.

iii Saturation

In the previous subsection we have seen that QCD, when defined by the
perturbative series, has ambiguities. These ambiguities are associated with
small momenta or, equivalently, with long distances. However, at least the
singularities are clearly spurious. Indeed, not only the theory should be well
defined but, because of confinement, long distances are never attained: the
theory possesses an internal infrared cut-off of the order of the confinement
radius, R ∼ Λ−1. To try and implement it we consider again the gluon prop-
agator. To one loop it gets a correction involving the vacuum polarization
tensor. Neglecting quarks this is given in x-space by an expression like

Πaa′

αβ (x, 0) ∼g2fabcfa′de

×〈0|
∫

d4y1 d4y2 TBα
b (y1)∂µBcα(y1)B

β
d (y2)∂νBeβ(y2)|0〉 + · · · .

We can take into account the long distance interactions by introducing a
string between the field products at finite distances, i.e., in the matrix nota-
tion introduced in Sect. 8.3, by replacing

Bα(y1)Bβ(y2) → Bα(y1)P
(

exp i
∫ y1

y2

dzµ Bµ(z)
)
Bβ(y2).

The process may be described as “filling the loop” (see Fig. 10.2.2) by
introducing all exchanges between the gluonic lines there. If we, furthermore,
replace the perturbative vacuum |0〉 by the nonperturbative one |vac〉, then
a calculation similar to that made for the long distance potential for heavy
quarks in Sect. 6.4 yields a dressed propagator

Dµν
dressed(k) = D(0)µν(k)

4π

β0 log(M2 + k2)/Λ2
,

and M2 is related to the gluon condensate at finite distances, 〈G(x)G(0)〉vac.
This may be described as a saturation property of the coupling constant;

the calculation in fact suggests that, at small momenta, the expression for
the running coupling constant should be modified according to

αs(k2) =
4π

β0 log k2/Λ2
→ αsat

s (k2) =
4π

β0 log(k2 + M2)/Λ2
. (10.2.13)

It is certain that an expression such as (10.2.13) incorporates, to some ex-
tent, long distance properties of the QCD interaction. For example, if we
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Fig. 10.2.2. “Filled in” gluon loop.

take (10.2.13) with M = Λ in the tree level potential for heavy quarks, this
becomes

Ṽ (0)(k) = −4πCF αs(k2)
k2

→ Ṽ (0),sat(k) = − 16π2CF

β0k2 log(k2 + Λ2)/Λ2
.

When one has k2 � Λ2, the short distance Coulombic potential is, of
course, recovered. For k2 � Λ2, however,

Ṽ (0),sat(k) �
k2�Λ2

16π2CF Λ2

β0k4
,

whose Fourier transform gives

V (0),sat(r) �
r�Λ−1

(constant) × r,

i.e., a linear potential. Indeed, a reasonably accurate description of spin-
independent splittings in quarkonia states is obtained with such a potential
(Richardson, 1979). Likewise, use of (10.2.13) with M � Λ provides a surpris-
ingly good description of small-x deep inelastic scattering down to Q2 ∼ 0,
as we discussed in Sect. 4.12iii; and these two cases are not unique.5

In spite of these successes, it should nevertheless be obvious that (10.2.13)
can only be of limited applicability. For example, consider the correlator of
two currents in the spacelike region, Π(Q2). We know that in some cases
such as the correlators of vector or axial currents for massless quarks studied
in Sects. 4.1, 2, or that of pseudoscalar ones in Sect. 7.4, one has

Π(Q2) �
Q2→∞

Πperturbative

{
1 + O(〈αsG

2〉)Q−4
}

,

whereas (10.2.13) would give a correction of order M2Q−2. The Richardson
potential is also a good example of the limitations of the uses of saturation,

5 More details and references on saturation can be found in Simonov (1995). Linear
terms in potentials at short distance are further discussed by Pineda (2004).
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in particular in connection with the extent to which saturation really does
(or does not) represent a real, physical improvement, or merely the addition
of a somewhat arbitrary new parameter. Indeed, the linear potential induced
by saturation in the Richardson model is the fourth component of a Lorentz
vector, while we know that the Wilson linear potential, as obtained, e. g., in
the stochastic vacuum model or in lattice calculations, should be a Lorentz
four-scalar: it thus follows that the linear potential obtained from saturation
can be only of phenomenological use in some specific situations, but not for
others; for example, it would give repulsive forces for qq interaction, hence
no qqq baryon states (unless, of course, one adds an extra, scalar potential).

iv The Limit of Accuracy of QCD Calculations

Let us consider a physical observable P which, for simplicity, we take to
depend on a single momentum, Q2; for example, P could be the quantity R
in e+e− annihilations. We write a perturbative series for it, and assume that
we have selected a definite renormalization scheme, say the MS one. We thus
have

P (Q2) =
∞∑

n=0

cnαs(Q2).

There are a number of arguments, in particular the existence of instantons
and renormalons, that indicate that the QCD series are not convergent. What
one expects (and we will assume this for definiteness) is that the series are
asymptotic. These kind of series have the property that they converge to the
exact quantity for αs → 0 in the following sense: the terms in the sum, cnαn

s ,
decrease (in modulus) with increasing n up to a certain, αs-dependent N(αs)
where one has

cN(αs)α
N(αs)
s ∼ cN(αs)±1α

N(αs)±1
s

and then higher terms |cN+kαN+k
s | increase. The best one can do is to con-

sider the approximation

PN(αs) ≡
N(αs)∑

n=0

cnαn
s , (10.2.14)

and then one expects that the error committed by doing so is of the order of
the last term included,

|εN(αs)| = |P − PN(αs)| ∼ |cN(αs)α
N(αs)
s |. (10.2.15)

For some divergent series it is possible to devise summation methods
which produce unique answers for the exact quantity, P ; popular ones being
Borel or Cesaro summation. However, and as the existence of renormalon
ambiguities shows, this is not the case for the QCD perturbative series. It
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thus follows that, for each observable like P , there is, for each value of αs(Q2)
(and hence for each Q2), a maximum possible accuracy.

The statement is at times found in the literature that adding renormalon
contributions one may improve on this. That is, one could imagine replacing
(10.2.14) by

P improv.
N(αs) =

N(αs)∑

n=0

cnαn
s +

M2

Q2
; (10.2.16)

i.e., we add the renormalon that will cancel the singularity of the original,
divergent series. One hopes that the truncated series expansion

∑N(αs)
n=0 cnαn

s

will represent the quantity

P (Q2) − M2

Q2
= P (Q2) − ke−4π/β0αs ,

M2 = kΛ2, better than P itself. In this way one would improve the conver-
gence at the cost of adding a new parameter, M , which could be obtained
from other sources or at least be fitted to experiment.

Except in some favourable cases, this improvement is unlikely to occur.
By hypothesis, the renormalon contribution is of the order of the error in the
series,

M2

Q2
∼ εN ∼ cN(αs)α

N(αs)
s .

However, the series starts to diverge when its terms begin to increase,

cN−1α
N−1
s ∼ cNαN

s ∼ cN+1α
N+1
s ,

and thus the error of the series could just as easily be εN as 2εN or 3εN : in
any event, of the order of the renormalon contribution. We have to admit
that the perturbative QCD series have intrinsic limits to their accuracy. In
the typical case of the observable R(Q2 = s), Eqs. (4.1.11) tell us that (with
nf = 4 for definiteness)

R(s) = 3
∑

f

Q2
f

{
1 + 0.318αs(s) + 0.154α2

s(s) − 0.372α3
s(s) + · · ·

}
,

(10.2.17)
so the series diverges with the terms shown here for αs(s) ∼ 0.41, i.e., when
s1/2 ≤ 1.4 GeV. As a matter of fact, (10.2.17) agrees well with the exper-
imental data for s > 2 GeV2, but not below 2 GeV2. Around s � 2 GeV2

the last term, and hence the expected error error, in (10.2.17) would be of
order 0.372α3

s ∼ 0.026, to be compared with the renormalon, or condensate
contribution, of order

(αs/π)〈αsG
2〉/s2 ∼ 0.0020 :
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no improvement is obtained by including this. For tau decay, the last term
given in (4.2.13) shows that the series, for s = m2

τ , is at the limit of conver-
gence.

Among other consequences, these considerations indicate that, in some
cases, the calculations of higher orders of perturbation theory do not improve
our knowledge of the quantity in question; and, in particular, this suggests
that a truly precise determination of αs requires high momenta (e.g., Z de-
cay) where the smallness of αs allows us to use effectively high terms in the
perturbative expansion.

10.3 Coupling Constants: θ, αs, Λ

i The Parameter θ

QCD is a theory with two coupling constants. We have the coupling g2/4π
that we trade for the running coupling constant αs(µ2) defined at the ref-
erence scale µ; and we have the coupling θ associated with the piece of the
Lagrangian (−g2/32π2)θG̃G discussed in, among other places, Sect. 7.7. We
will start with the second because its status is much simpler: we only have
a bound, coming from the absence of a dipole moment of the neutron (see
Sect. 7.7)

|θ| < 10−9. (10.3.1)

A word on this: because θ is only defined modulo U(1) rotations, the
bound (10.3.1) should really be understood as a bound for the effective pa-
rameter θeff , defined by

θeff ≡ θ − arg detM
˜

where M
˜

is the quark mass matrix of Kobayashi and Maskawa (1973), in-
cluding the weak CP-violating phase.

ii Λ and αs

It has become customary to express fits to the strong interaction coupling
directly in terms of αs(µ2) defined at a convenient reference momentum,
instead of giving it as values of the parameter Λ. To be sure, the two spec-
ifications are equivalent; but the specification in terms of αs(µ2) presents
advantages over the other; for example, αs(µ2) can be determined directly
from experiment. Here we will give values for both αs(µ2) and Λ.
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We will here present little more than a summary of results; more details
may be found in the recent compilations of the Particle Data Tables (Eidel-
man et al., 2004) or of Bethke (2000, 2004).6 The value of µ we will choose
will be MZ . It is, however, a pity that the experimental value of Z → hadrons
still presents large systematic errors, because this process is the one that is
potentially more appropriate for extracting an accurate value of αs.

Let us turn to the results. We define αs and Λ in the MS scheme, with
an effective number of flavours; the relation between this and two other def-
initions, the µ-scheme (also called the momentum renormalization scheme)
and the lattice renormalization are (Hasenfratz and Hasenfratz, 1980; Buras,
1981):

ΛMOM(nf = 4) � (2.16)ΛMS,

ΛLatt(nf = 0) � 1
38.6

ΛMS(nf = 0),

ΛLatt(nf = 4) � 1
55

ΛMS(nf = 4);

these relations are valid to one loop.
The results are summarized in the following Table, where only evaluations

made to NNLO are reported. There, DIS means deep inelastic scattering, Bj
stands for the Bjorken, and GLS for the Gross–Llewellyn Smith sum rules; the
values given here are adapted from the review of Bethke (2004). For τ decays
we have taken an average of the results obtained renormalizing at µ = mτ

and µ = 1.1 GeV. The results for e/µp and νN DIS are taken from Santiago
and Ynduráin (2001). Finally, the values given for Z → hadrons are adapted
from Strom (2000) and assume the Higgs mass constrained by 100 ≤ MH ≤
200 GeV, with the central value for MH = 115 GeV (Tournefier, 1998). As
is seen there, the more precise evaluations follow from DIS for ep scattering,
but all determination are compatible with one another, within errors.

The corresponding weighted average is

αs(M2
Z) = 0.1185 ± 0.0013 (10.3.2)

and we have added a minimum theoretical error of 0.0011.

6 It is not easy to connect directly some of our results as given here with those
presented in the editions of the Particle Data Group tables. The reason is that
these authors chose to employ definitions both for βn and of Λ(3 loop) which are
at variance with the ones used here. Of course, we have verified that the figures
given there for αs agree with ours.
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Process
Average Q2

or Q2 range [GeV]2
αs(M

2
Z)

DIS; ν, Bj 1.58 0.121 ± 0.007

DIS; ν, GLS 3 0.112 ± 0.010

τ decays (1.777)2 0.119 ± 0.0031

τ decays (1.100)2 0.116 ± 0.0031

e+e− → hadrons 102 − 2002 0.130 ± 0.025

Z → hadrons; ΓZ (91.2)2 0.1226 ± 0.0050

Z → hadrons;GrandLEP (91.2)2 0.1185 ± 0.0030

Υ decays (9.46)2 0.118 ± 0.006

DIS(ν N ; xF3) 8 − 120 0.1153 ± 0.0041

DIS (ep, µp) 3.5 − 230 0.1166 ± 0.0014

The values of the effective parameter Λ(nf ) that reproduce (10.3.2) are,
in MeV,

Λ(4 loop, nf = 5) = 214 ± 16 MeV,

Λ(4 loop, nf = 4) = 303 ± 21 MeV,

Λ(4 loop, nf = 3) = 358 ± 22 MeV .

(10.3.3)

We have made the matching between nf = 5 and 4 at µ = 5 GeV, and
between nf = 4 and 3 at µ = 1.777 GeV. The value to three loops differ from
these four loop ones by about 1 MeV. To two loops, the value of αs given in
(10.3.2) corresponds to

Λ(2 loop, nf = 4) � 380. (10.3.4)

This is compatible (within errors) but slightly larger than the average values
used in the eighties, dominated by Υ decays at NLO (no NNLO evaluation
existed then) which gave αNLO Υ decay

s (M2
Z) = 0.112 or Λ(2 loop, nf = 4) �

230 ± 130.
(10.3.2) is almost identical to the best average of Bethke (2004) whose

error, however, is more conservative:

αs(M2
Z) = 0.1182 ± 0.0027. (10.3.5)
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Lattice calculations have not yet reached a level of reliability compara-
ble to the other determinations, although they have improved substantially.
Recent values are given by Aoki et al. (2002) who obtain

Λ(zero flavours) = 219.5 ± 5.4 MeV,

certainly too low, and Davies et al. (2003) who find

αs(M2
Z) = 0.121 ± 0.003 (10.3.6)

a bit high, but compatible with continuum evaluations. These lattice results
are incompatible one with another, which is why we refrain from using them
to get our preferred averages.

10.4 Quark Masses

Let us start by considering the light quarks. We will give the values of the
running masses, in the MS scheme, renormalized at Q2 = 2 GeV2. The er-
rors given for the values of the masses in certain calculations (Gasser and
Leutwyler, 1982; Domı́nguez and de Rafael, 1987; Chetyrkin, Domı́nguez,
Pirjol and Schilcher, 1995; Jamin and Müntz, 1995; Chetyrkin, Pirjol and
Schilcher, 1997) have been shown to be somewhat optimistic, both for the
values of the combination mu + md and of ms from sum rules, and for the
ratios from PCAC and chiral dynamics. It would seem that safe bounds and
estimates (Bijnens, Prades and de Rafael, 1995; Ynduráin, 1998) would be
as follows. First, one has the model independent ratio

m̄u

m̄d
= 0.44 ± 0.22, (10.4.1a)

and positivity bounds

m̄d(4 GeV2) + m̄u(4 GeV2) ≥ 6.7 MeV,

m̄d(4 GeV2) − m̄u(4 GeV2) ≥ 2.2 MeV; m̄s(4 GeV2) ≥ 111 MeV .
(10.4.1b)

Then, with reasonable models for the low energy discontinuity of the corre-
lators, (Bijnens, Prades and de Rafael, 1995; Chetyrkin, Domı́nguez, Pirjol
and Schilcher, 1995; Chetyrkin, Pirjol and Schilcher, 1997) one obtains the
estimates

m̄d(4 GeV2) + m̄u(4 GeV2) = 8.8 ± 3.0 MeV,

m̄d(4 GeV2) = 6.6 ± 3.2 MeV, m̄u(4 GeV2) = 3.1 ± 1.5 MeV;

m̄s(4 GeV2) = 148 ± 37 MeV .

(10.4.2)
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For the s quark one can obtain independent evaluations from τ decay
into strange particles, or from e+e− annihilations. The results that one finds
are, from the first method (Chen et al., 2001),

m̄s(4 GeV2) = 119 +21
−26. (10.4.3a)

Although somewhat lower, this value is compatible (within errors) with the
former results. It has the advantage over them that it does not require the
use of models. On the other hand, it lies partially in the region forbidden
by the positivity bounds, and, moreover, the error estimate of (10.4.3a) is
certainly overoptimistic; the momenta involved in τ decay are too small for
such a precise QCD evaluation.

From e+e− annihilations and τ decay Narison (1999) gives

ms(4 GeV2) = 129 ± 24 MeV (10.4.3b)

and systematic errors are only partially included. Because of all all this, one
can probably conclude that a reasonable world average value of ms would be

m̄s(4 GeV2) = 130 ± 23 MeV . (10.4.4)

This rather precise (and reliable) value of ms suggests another way to
evaluate the u, d quark masses, namely, to use the current algebra relations
(7.3.6). We can improve them by including one loop chiral perturbation the-
ory effects, as in (7.11.3), and electromagnetic corrections. In this way we
find the ratios of (7.3.6) and hence, from (10.4.4), the numbers

m̄d(4 GeV2) + m̄u(4 GeV2) = 7.2 ± 2.0 MeV,

m̄d(4 GeV2) = 4.8 ± 1.5 MeV, m̄u(4 GeV2) = 2.4 ± 0.8 MeV .
(10.4.5)

Lattice calculations of the light quark masses give numbers systematically
(if slightly) smaller than continuum evaluations. Thus, Aoki et al. (2002) give

m̄d(4 GeV2) + m̄u(4 GeV2) = 8.6 +0.5
−0.8 MeV,

m̄s(4 GeV2) =
{

114 +6
−3, MeV (with mK as input)

142 +22
−6 MeV (with mφ as input).

(10.4.6a)
For ms the determination from the φ is the more reliable one because, as
already remarked in Sect. 9.6ii, light mesons (like the kaon) are difficult to
put on the lattice.

Aubin et al (2004, 2005) calculate individual masses and find

m̄d(4 GeV2) = 3.9 ± 0.4, m̄u(4 GeV2) = 1.6 ± 0.3 MeV;

m̄d(4 GeV2)+m̄u(4 GeV2) = 5.5 ± 0.5; m̄u/m̄d =, 0.41 ± 0.04.
(10.4.6b)
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The ratio m̄u/m̄d agrees well with the result of the evaluation in the contin-
uum, Eq. (10.4.1a), but the individual masses are too small; not only com-
pared to the values obtained from the continuum, but also with the lattice
evaluation of Aoki et al. (2002) quoted above.

Next, we consider the masses of the heavy quarks. The t quark mass had
been predicted from consistency of the radiative electroweak corrections well
before this quark had been produced experimentally. For example, in the 2nd
edition of this book, the value quoted (corresponding to the 1992 analyses)
was

100 GeV ≤ mt ≤ 170 GeV,

an the precision increased substantially in the following years. The value of
this mass, as well as that of the c quark, were remarkably successful predic-
tions of the standard theory of electroweak (and strong) interactions.

Presently, we have two evaluations of the mass of the quark t. The mass
deduced from observables other than the t quark itself is, for the pole mass,

mt = 168.2 +9.6
−7.4 GeV [Radiative corrections] (10.4.7a)

while the direct experimental value, obtained after seven years of measure-
ments, is7

mt = 174.3 ± 5.1GeV [Tevatron]. (10.4.7b)

The agreement is more impressive if we realize that part of the theoretical
error in (10.4.7a) is due to the uncertainty in the mass of the Higgs particle.

Note that the mass obtained with the direct measurement can only be
identified with the pole mass if one neglects the decay of the t, so (10.4.6b)
should have an extra error, likely small, of order mtαsαW ∼ 0.6 GeV.8

For the c, b quarks we have two main sources of values: sum rules, and
fits to quarkonium spectra. Besides this, the c quark mass can be obtained
from GIM-violating decays, of historical interest because they gave the first
estimate of the mass prior to discovery, but not very precise as they suggested

1.2 GeV ≤ mc ≤ 1.8 GeV .

Lattice determinations of the c quark mass have improved over the years; we
had

m̄c(m̄2
c) = 1.5 ± 0.3 GeV and m̄c(m̄2

c) = 1.22 ± 0.5 GeV

(Allton et al., 1994; Bochkarev and de Forcrand, 1997, respectively). More
recently, Rolf and Sint (2002) find

m̄c(m̄2
c) = 1.30 ± 0.03 ± 0.04 GeV

7 Particle Data Tables (Eidelman et al., 2004). A more precise value has been
presented at the 2005 Europhysics Lisbon Conference: mt = 174.3 ± 3.4 GeV.

8 I am grateful to P. Langacker and J. F. de Trocóniz for discussions and information
on this.
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and the second error comes from quenching. Lattice evaluations of mb are less
reliable due to its large value, compared to inverse lattice spacing. However,
a recent calculation in unquenched lattice QCD by Mc Neile, Michel and
Thompson (2004) gives a value,

m̄b(m̄2
b) = 4.25 ± 0.11 GeV,

that compares very well with results in the continuum (see below).
The b quark mass can also be found from Z decays (Rodrigo, Santa-

maŕıa and Bilenkii, 1997), but this is as yet less precise than the two other
methods. The Z-decay determination, however, is of interest in that it checks
experimentally the running of the mass, since it yields m̄b(M2

Z) directly. The
experimental analysis, as performed by the DELPHI group at LEP, gives

m̄b(M2
Z) = 2.67 ± 0.50 GeV,

which translates into

m̄b(m̄2
b) = 4.0 ± 0.7 GeV .

Sum rule and quarkonium spectroscopy determinations are compatible
among themselves, within errors. The sum rule values are, in general, slightly
lower than the spectroscopic ones. There may be a number of reasons for
this, of which we mention three. First of all, SVZ sum rules are based on the
assumption of local duality. While it is true that local duality permits reason-
able fits, it is also true that it cannot be exact, so sum rule determinations
have a built-in source of systematic error. Secondly, sum rule determina-
tions only go to an accuracy O(α3

s), while quarkonium ones reach to O(α4
s),

O(α5
s log αs) for the pole mass. A possible third reason could be connected

to the fact that in sum rule determinations one obtains the MS masses di-
rectly, while in quarkonium calculations one goes through the pole masses
as an intermediate step. Still, most of the discrepancy between sum rule and
quarkonium determinations of mb disappeared when O(α3

s) corrections were
taken into account.

We have the results given in the following Table, where we present three
determinations based on sum rules, three ab initio calculations from spec-
troscopy and a third based on spectroscopy but with a phenomenological
potential to enforce confinement. We may remark that, for the b quark, the
determinations based on spectroscopy and on sum rules show very good agree-
ment when O(α3

s) corrections are taken into account.
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Reference mb(pole) m̄b(m̄
2
b) mc(pole) m̄c(m̄

2
c)

PY 5001+104
−66 4303+46

−30 1866+215
−133 1542+163

−104

P — 4210 ± 93 — 1210 ± 106

PTN 4860 — 1480 —

N; GL — 4250 ± 100 — 1270 ± 50

JP 4604 ± 20 4133 ± 60 — —

H; MY — 4200 ± 100 — —

b and c quark masses, in MeV.

PY: Pineda and Ynduráin (1998). [Full O(α4
s) for m(pole)]; for m̄b we have

included the three loop correction of Melnikov and van Ritbergen (2000).
P: Pineda (2001). The c quark mass from the B, D mesons mass difference.
PTN: Pantaleone, Tye and Ng (1986). [O(α3

s), phenomenological Kr potential];
N: Narison (1995); GL: Gasser and Leutwyler (1982);
JP: Jamin and Pich (1997). [O(α2

s), duality assumption];
H: Hoang (1999). [Sum rules]; MY: Melnikov and Yelkhovsky (1999). [O(α3

s),
sum rules].

For the c quark adding two loop corrections shifts the mass beyond the
errors that are obtained for the one loop result, so it is not clear which is the
more reliable result. We take the (unweighted) average as a central value:

mc(pole) = 1640 ± 200, m̄c(m̄c) = 1370 ± 150, (10.4.8)

with rather generous errors.
For the b quark the situation is more favourable. We may include the

O(α5
s log αs) corrections (Brambilla, Pineda, Soto and Vairo, 1999), and the

corrections due to the finiteness of the c quark mass (Hoang, 2000; Brambilla,
Sumino, and Vairo, 2002): the pole mass varies little, well inside the errors
reported in the Table, which makes one trust the results of the evaluation.
In this way we obtain what we believe is the more reliable estimate for the b
quark mass:

mb = 5022 ± 58 MeV; m̄b(m̄2
b) = 4 285 ± 36 MeV . (10.4.9)

We remark that, while mb is exact to O(m2
c/m2

b) and O(α5
s log αs), m̄b(m̄2

b)
is only correct to O(α3

s).
The preferred values of the masses are collected in the following Table:
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Quark m(pole) m̄

u + d – 7.7 ± 1.7 MeV [at 4 GeV2]

u – 2.6 ± 0.7 MeV [at 4 GeV2]

d – 5.1 ± 1.4 MeV [at 4 GeV2]

s – 130 ± 23 MeV [at 4 GeV2]

c 1 640 ± 200 MeV 1 370 ± 150 MeV [at m̄2
c ]

b 5 022 ± 58 MeV 4 285 ± 36 MeV [at m̄2
b ]

t 172.4 ± 3.4 GeV 162.8 ± 3.2 GeV [at m̄2
t ]

The best values for the quark masses, obtained as described in the text.

We have here averaged the determinations of mt, (10.4.7), and the more
recent one, and also the determinations of the u, d quark masses in (10.4.2)
and (10.4.5).

10.5 Condensates

Condensates are derived quantities which, at least in principle, can be ob-
tained from the more fundamental parameters (masses and coupling con-
stant). For this, however, we require a formulation of QCD that does not rely
on perturbation theory: in practice, this means lattice QCD. The evaluations
of the condensates in lattice QCD however, are not very precise,9 so it is of
interest to discuss their values as obtained from experimental information.

Four quark condensates and three gluon condensates are usually obtained
from SVZ sum rules. The calculations are little more than order of magnitude
guesses and indeed, as discussed in previous sections, these quantities are not
even well defined. The two gluon condensate is better defined, and more
reliable estimates exist for it; and the same occurs for q̄q condensates. These
are the quantities whose values we will discuss in the present section.

9 See, for example, Di Giacomo and Rossi (1981).
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i Quark Condensates, 〈q̄q〉

The PCAC relations (7.3.4, 5) plus flavour independence of light quark con-
densates,

〈ūu〉 � 〈d̄d〉 � 〈s̄s〉 ≡ 〈q̄q〉,
relate these to light quark masses. Thus, the value of 〈q̄q〉 can be read off from
the estimates on light quark masses of the previous section: using (7.3.4), we
have, for the average of u, d condensates,

〈q̄q〉(4 GeV2) = − f2
πm2

π

2[m̄d(4 GeV2) + m̄u(4 GeV2)]
� (258 MeV)3. (10.5.1a)

From lattice calculations one finds

〈q̄q〉(4 GeV2) = (259 ± 27 MeV)3; (265 ± 22 MeV)3

(McNeile, 2005; Giménez et al., 2005, respectively).
The differences among the three condensates 〈q̄q〉 are more difficult to

find. According to Domı́nguez and de Rafael (1987), we have

5 × 10−3 ≤ 1 − 〈d̄d〉
〈ūu〉 ≤ 17 × 10−3, (10.5.1b)

but nothing comparable exists for 〈s̄s〉.
Heavy quark condensates are not of much phenomenological interest, at

least at the present time, but we will give them for completeness. Consider
a heavy quark, q with mq � Λ. One would assume that no such quarks are
present “primordially” in the physical vacuum, |vac〉; but, since |vac〉 contains
gluons, there is some probability that the gluon splits (virtually) into a pair
q̄q, so we expect 〈q̄q〉 �= 0 at second order in the QCD coupling. The actual
calculation is rather simple. We write

〈: q̄(0)q(0) :〉 = −
∑

ij

δij〈Tr : qi(0)q̄j(0) :〉 = −
∑

ij

δij

∫
d4p

(2π)4
〈Tr : qiq̄j(p) :〉.

The ij are colour indices, and the trace refers to Dirac indices. The p-space
expression is evaluated, to lowest order, with the help of the diagram of
Fig. 10.5.1. The nonzero value of the result is due to 〈: BB :〉 being nonzero.
We get,

〈: q̄(0)q(0) :〉 = − (ig)2TF

×
∑

ab

δab Tr
∫

dDk̂ Dµν
NPab(k)

∫
dDp̂

i
p/ − m

γµ
i

p/ + k/ − m
γν

i
p/ − m

;



424 Chapter 10

p p

k kp+k

Fig. 10.5.1. Diagram for the calculation of the heavy quark condensate.

substituting the expression (3.9.15) for DNP , and setting D = 4 because the
expression is convergent, this becomes

〈: q̄(0)q(0) :〉 = −iTF
π〈αsG

2〉
72

×Tr
∫

d4p

(2π)4
γν

1
p/ − m

1
p/ − m

γµ(5gµν∂2 − 2∂µ∂ν)
1

p/ + k/ − m

∣∣∣∣
k=0

,

and the derivatives are with respect to k. The rest of the calculation is ele-
mentary. We find,

〈: q̄(0)q(0) :〉 = −TF 〈αsG
2〉

12πm
. (10.5.2a)

If we take 〈q̄q〉 to be normalized at the momentum µ2 = m̄2
q, and we use the

values of the gluon condensates and quark masses given below, this implies
very small values for the heavy quark condensates:

〈c̄c〉 ∼ − 5 × 10−5 GeV3, 〈b̄b〉 ∼ −2 × 10−5 GeV3 . (10.5.2b)

ii The Gluon Condensate, 〈αsG
2〉

The values of the gluon condensate are not directly related to an observable,
so one has to find them by indirect methods, particularly SVZ sum rules.
Because of this, the results are somewhat uncertain. Thus, the value favoured
in the older papers (e.g., Shifman, Vainshtein and Zakharov, 1979a, b; Launer,
Narison and Tarrach, 1984), of the order of

〈αsG
2〉 ∼ 0.04 GeV4,

have been superseded by more recent evaluations: now one tends to obtain
larger values for the condensate, of the order of 0.06GeV4 or more; see, for
example, Narison (1997).
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Let us show in some detail the kind of calculation involved. We will
present an evaluation of the gluon condensate based on spectroscopy and sum
rules, following a method developed in Ynduráin (1999), which improves an
early calculation of Novikov et al. (1978). We consider the correlator for the
vector current of heavy quarks,

Πµν = (p2gµν − pµpν)Π(p2) = i
∫

d4x eip·x〈TJµ(x)Jν(0)〉, Jµ = q̄γµq,

and sum over omitted colour indices is understood. This will give information
on triplet, l = 0 states; information on states with other quantum numbers
would be obtained with other correlators. For definiteness we will assume the
quarks to be b̄b; a similar, but less precise, evaluation would hold for c̄c. The
function Π(t) satisfies a dispersion relation,

Π(t) =
1
π

∫
ds

ρ(s)
s − t

,

where ρ(s) ≡ Im Π(s). Actually, this equation should have been written with
one subtraction. We will not bother to do so, as its contribution drops out
for the quantities of interest for us here.

Let us denote by Πp.t., ρp.t. the corresponding quantities calculated in
perturbation theory, albeit to all orders; but nonperturbative effects are ne-
glected in Πp.t., ρp.t.. In particular, the gluon condensate contribution is not
included here. Of course, we shall not be able to evaluate all orders in pertur-
bation theory. In fact, in the present calculation we we will sum the one-gluon
exchange to all orders (which can be done explicitly in the nonrelativistic
regime) and add one loop corrections to this.

At large t, both spacelike and timelike, the OPE is applicable to Π(t),
and we have the results of Sect. 4.11,

Π(t) � Πp.t.(t) +
〈αsG

2〉
12πt2

, (10.5.3a)

and, for the imaginary part,

ρ(s) � ρp.t.(s) −
NcCF

128
〈αsG

2〉
s2

(1 + v2)(1 − v2)2

v5
, (10.5.3b)

with v = (1−4m2/s)
1
2 the velocity of the quarks. If we then define ΠNP , ρNP

as the results of subtracting the perturbative parts from the whole Π, ρ,

ΠNP ≡ Π − Πp.t. ; ρNP ≡ ρ − ρp.t.,

it follows that ΠNP(t) decreases at infinity as t−2. So it satisfies a supercon-
vergent dispersion relation, and therefore we have the sum rule

∫
ds ρNP(s) = 0. (10.5.4)
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In fact, it would appear that one still has another sum rule because of the
following argument. At large t, ΠNP(t) behaves like

ΠNP(t) � 〈αsG
2〉

12πt2
,

while the contribution from the bound states to the dispersion relation (see
below),

ΠNP;bound states(t) ∼
〈αsG

2〉
t2α3

s

,

dominates over this. Therefore we have the extra relation
∫

ds sρNP(s) = 0.

It turns out that this is actually equivalent to (10.5.4), up to radiative correc-
tions. This is because the region where any of the integrals in both sum rules
are appreciably different from zero is for s � 4m2(1+O(α2

s)), so the integrals
differ only by terms of order α2

s, smaller than the radiative corrections which
none of them take into account.

Let us return to the sum rule (10.5.4). The function ρ(s) consists of a
continuum part, for s above threshold for open bottom production, and a
sum of bound states. Both can be calculated theoretically provided that s
is larger than a certain critical s(v0), and n smaller or equal than a critical
n0. s(v0) and n0 are defined as the points where the perturbation-theoretic
contribution to ρ and the nonperturbative one are of equal magnitude, and
form the limits of the regions where a full theoretical evaluation is possible.

To be precise, for the continuum we use (10.5.3b), so that above the
critical s(v0),

ρcont
NP (s) = −NcCF

128
〈αsG

2〉
s2

(1 + v2)(1 − v2)2

v5
, s > s(v0), (10.5.5a)

and v0 is such that ρcont
NP (s(v0)) � ρcont

p.t. (s(v0)); numerically, and for b̄b, v0 �
0.2. For the bound states, ρ is proportional to the square of the wave function
at the origin:

ρ(s) =
Nc

Mn
|Rn(0)|2δ(s − Mn), Nc = 3.

We may get ρb.s
p.t.(s) and ρb.s.

NP (s) by splitting |Rn(0)|2 into a Coulombic piece,

|RCoul.
n (0)|2 =

m3C3
F α3

s

2n3
,

and the (leading) nonperturbative correction

|Rn(0)|2 � |RCoul.
n (0)|2 + |RNP

n (0)|2,
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the latter being given by the Leutwyler–Voloshin analysis that we described
in Sect. 6.3. So we have

ρb.s.
NP (s) =

3NcC
3
F πm3 〈αsG

2〉
8α3

sm
4

n0∑

n=1

λn

Mn
δ(s − M2

n), n ≤ n0. (10.5.5b)

The numbers λn have been calculated by Leutwyler (1981) and Voloshin
(1982). For n = 1, λ1 was given in Sect. 6.3iii, Eq. (6.3.25). This is all we
really need since, for bottomium, n0 = 1.

The sum rule (10.5.4) can then be written schematically as

∫ ∞

s(v0)

ρNP +
n0∑

n=1

Residue of ρNP = −
{∫ s(v0)

threshold

ρNP +
∑

n=n0+1

Res. of ρNP

}
.

The left hand side is given in terms of 〈αsG
2〉 by Eqs. (10.5.5); the right hand

side can be connected with experiment using the following argument. The
sum over higher bound states, “

∑
n≥n0+1 Residue of ρNP”, may be identified

as the difference between the sum over the experimental residues of the poles
of the bound states, and what we would get by a Coulombic formula, for
all n ≥ n0 + 1. Certainly, this Coulombic formula will not be valid for large
n, since here the radiative corrections will become large; but, because the
residues decrease as 1/n3, the contribution of these states will be negligible.
We write this decomposition as

(bound states with n > n0) = ρb.s.
exp, n>n0

(s) − ρb.s.
Coulombic, n>n0

(s).

As for the continuum piece below s(v0), we may likewise interpret it as the
difference between experiment and a perturbative evaluation, which we write
as

ρcont
NP (s) = ρcont

exp (s) − ρcont
p.t. (s), s < s(v0),

and, because we are close to threshold, we have (Sect. 5.4, just before
Eq. (5.4.5))

ρcont
p.t. (s) =

NcCF αs

8
1

1 − e−πCF αs/v
� NcCF αs

8
.

Taking everything into account, the sum rule (10.5.4) becomes

∑

n=n0+1

1
m2Mn

|Rexp
n (0)|2 + fback(v0)

= 2C3
F

{
α3

s

∞∑

n=n0+1

1
n3

− π〈αsG
2〉

m4α3
s

n0∑

n=1

λnn5

}

+ 2
3

{
8ε2α3

s +
〈αsG

2〉
48ε3α3

sm
4

}
.

(10.5.6)
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We have defined v0 ≡ εαs and the expression (10.5.6) is valid up to correc-
tions of relative order αs. The function fback(v0) is the contribution of the
background which, when added to the resonances above threshold (included
in the sum in the left hand side of (10.5.6)), give the experimental value of∫ s(v0)

threshold
ρNP. The function fback would be obtained by integrating the cross

sections for production of Υ + GG and BB̄, where by GG we mean a “glue-
ball”, and B is any of the states B0, B±, B∗. Because we may assume that
the structure is provided by the resonances, we can take fback to be given by
phase space only. So we have

fback(v0) = f1v
5/2
0 + f2v

3
0 ,

where the first term refers to the channel Υ + GG, and the second to BB̄.
We have in this expression neglected mGG, α2

s. It turns out that, given the
experimental errors, one can approximate fback(v0) � f0v

2.75
0 , with an f0

between 0.04 and 0.09.
In principle, the procedure would appear to be straightforward. One

would fit the resonance and bound state residues and f to the data, and
then, after substituting into (10.5.6), obtain a determination of 〈αsG

2〉. In
practice, however, things do not work out so nicely. The effective dependence
of 〈αsG

2〉 in Eq. (10.5.6) on experiment is proportional to α−6
s : so the re-

sult will depend very strongly on the value of αs that we choose. This is
particularly important because radiative corrections to the nonperturbative
contribution to the bound states have not been calculated, so there is not
even a “natural” renormalization point.

The difficulties may be partially overcome with the following tricks. First,
since we are assuming that the n = 1 bound state is described with the
bound state analysis as discussed in Sect. 6.3, we may fix the value of αs

that produces such agreement. This means that we will take 0.35 ≤ αs ≤
0.4. Secondly, we may alter the treatment of the continuum in the following
manner. We split not from v0, but from v1, arbitrary provided only that
v1 ≥ v0. Thus, for s ≤ s(v1), we use ρcont

NP (s) = ρcont
exp (s) − ρcont

p.t. (s), and for
s ≥ s(v1) we take the theoretical expression (10.5.5a). The sum rule is thus
written as

∑

n=2

1
m2Mn

|Rexp
n (0)|2 + fback(v1) = 2C3

F

{
[ζ(3) − 1]α3

s −
4.9 〈αsG

2〉
m4α3

s

}

+ 2
3

{
8ε21α

3
s +

〈αsG
2〉

48ε31α
3
sm

4

}
, ε1αs = v1.

Then we may profit from the fact that the sum rule should be verified for all
values of v1 ≥ v0 to fix f0 requiring this independence, at least in the mean.
That is to say, that when we increase v1 past a bound state threshold, from
Υ (2) to Υ (6), the variation of the corresponding determinations of 〈αsG

2〉
around their average should be a minimum. The results of the analysis are
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summarized in the following tables, where the column “Res” indicates at
which resonance the cut in v1 occurs. We have taken the extreme values of
f0:

Res. v1 〈αsG
2〉

Υ (2) 0.21 0.014

Υ (3) 0.34 0.034

Υ (4) 0.40 0.048

Υ (5) 0.43 0.039

Υ (6) 0.46 0.046

For αs = 0.35, f0 = 0.04

Res. v1 〈αsG
2〉

Υ (2) 0.21 0.037

Υ (3) 0.34 0.057

Υ (4) 0.40 0.067

Υ (5) 0.43 0.048

Υ (6) 0.46 0.052

For αs = 0.40, f0 = 0.09

This derivation shows very clearly the kind of errors one encounters.10

To the variations that may be called “statistical”, apparent in the different
values found in the tables above,

0.014 ≤ 〈αsG
2〉 ≤ 0.067,

we have to add “systematic” ones, e.g., the influence of the radiative cor-
rections, not calculated, or the influence of the order at which we cut the
perturbative series, easily of some 30%: not to mention our including the
Coulombic wave functions at the origin for large values of n. Given all these
uncertainties it is not surprising that one cannot pin down the gluon conden-
sate with any accuracy. We would suggest an estimate, taking into account
the above figures as well as other determinations, of

〈αsG
2〉 ∼ 0.055 ± 0.030 GeV4 . (10.5.7)

10Besides matters of principle; because the perturbative QCD series is nor conver-
gent, a rigorous definition of the gluon condensate would require that one gives
an unambiguous sense to the difference Π(t) − Πp.t.(t): recall the discussions in
Sect. 10.2.
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Appendix A: γ-Algebra in Dimension D

The gamma matrices are taken to be of dimension 4. We have D matrices
γµ,

γ0, γ1, . . . , γD−1,

and the matrix γ5. They verify the anticommutation relations,

{γµ, γν} = 2gµν , γ2
5 = 1,

with

gµν = 0, µ �= ν; g00 = 1, gii = −1, for i = 1, . . . , D − 1

and gµν = gµν .
A few useful relations are

Tr γµγν = 4gµν , Tr γ5γ
µγν = 0, Tr

odd︷ ︸︸ ︷
γµ . . . γτ = 0, Tr γ5

odd︷ ︸︸ ︷
γµ . . . γτ = 0;

Tr γµγνγαγβ = 4Sµναβ , Sµναβ = gµνgαβ + gµβgαν − gµαgβν ;
SµνραSµνρβ = (3D − 2)gα

β ;

a/ a/ = a2, a/ b/ a/ = −a2b/ + 2(a · b)a/ ;
γµγµ = D, γµγαγµ = (2 − D)γα;

γµγαγβγµ = 4gαβ + (D − 4)γαγβ ;

γµγαγβγδγµ = −2γδγβγα + (4 − D)γαγβγδ.

For γ5 in dimension D we define1

γ5 =
i
4!

εµνρσ
D γµγνγργσ,

where εD coincides with the antisymmetric tensor only for D = 4. We do not
specify it further beyond requiring that it be such that, for arbitrary D,

γ2
5 = 1, Tr γ5γ

µ1 . . . γµ2n+1 = 0, and Tr γ5 = Tr γ5γ
µγν = 0.

1 More about γ5 may be found in the main text in Sects. 3.1 and 7.5.
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It can be shown that this is enough to give a meaning to all calculations
involving γ5. A possible specific choice for εD is that of ’t Hooft and Veltman
(1972),

εµνρσ
D = εµνρσ for µνρσ = 0 to 3;

and εµνρσ
D = 0 if any of the indices is larger than 3. In this realization, γ5

anticommutes with γ0, γ1, γ2, γ3, and commutes with γ4, . . . γD−1. Here
one takes it that D ≥ 4. In this case, γ5 verifies some relations beyond those
assumed above; for example, one has

γµγ5γµ = (D − 8)γ5.

We recall here that, as stated in the main text, there cannot exist a
definition of γ5 that preserves anticommutation {γ5, γµ} for all µ, when D �=
4. For example, using only the general relations above for D �= 4, we have

Tr γ5γ
αγµγνγργαγσ = (6 − D)Tr γ5γ

µγνγργσ,

while, if we accepted {γ5, γµ}, we could obtain

Tr γ5γ
αγµγνγργαγσ = −Tr γ5γ

µγνγργαγσγα = (D − 2)Tr γ5γ
µγνγργσ,

which differs from the former by a term O(D−4). This argument proves also
that one cannot define γ5 = γ0γ1 . . . γD−1. In fact, if doing so we would have
γ5γµ = −(−1)Dγµγ5 and then

Tr γ5γ
αγµγνγργαγσ = (−1)D(D − 2)Tr γ5γ

µγνγργσ,

still different from the correct result.
For D = 4, γ5 = iγ0γ1γ2γ3 and we define the totally antisymmetric

tensor,

εµνρσ =

{ 0, if two indices are equal
−1, if µνρσ = 0123
1, if µνρσ = 1230.

For D = 4 then,

γµγαγν = Sµανβγβ − iεµανβγβγ5, γ5γ
µγν = γ5g

µν +
1
2i

εµναβγαγβ ;

γαγµ1 . . . γµ2n+1γα = −2γµ2n+1 . . . γµ1 ;

Tr γ5γ
µγνγαγβ = 4iεµναβ .

We also have

gαβεαµρσεβντλ = − gµν(gρτgσλ − gρλgστ )

− gµλ(gρνgστ − gρτgσν)

+ gµτ (gρνgσλ − gρλgσν);

gααgββεµναβερσαβ =2(gµσgρν − gµρgσν).
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Moreover, {γ5, γ
µ} = 0.

In the Pauli or Weyl realizations, and for D = 4, γ2γµγ2 = −γ∗
µ, γ0γµγ0 =

γ
†
µ. Finally, if w1, w2 are spinors and Γ1, . . . , Γn any of the matrices γµ, iγ5,

then
(w̄1Γ1 . . . Γnw2)∗ = w̄2Γn . . . Γ1w1.

Appendix B: Some Useful Integrals

Integration in Feynman Amplitudes

In D dimensions,
∫

dDk

(2π)D

(k2)r

(k2 − R2 + i0)m
= i

(−1)r−m

(16π2)D/4

Γ (r + D/2)Γ (m − r − D/2)
Γ (D/2)Γ (m)(R2)m−r−D/2

;
∫

dDk
1

k2 + i0
= 0.

The last formula may be obtained from the general one by replacing i0 by iδ,
calculating for finite δ and taking the limit δ → 0 at the end.

In Euclidean space,
∫

dDk δ(1 − |k|) =
2πD/2

Γ (D/2)
.

Symmetric integration:
∫

dDk kµkνf(k2) =
gµν

D

∫
dDk k2f(k2);

∫
dDk kµkνkρkσf(k2) =

gµνgρσ + gµρgνσ + gµσgνρ

D2 + 2D

∫
dDk k4f(k2);

∫
dDk kµ1 . . . kµ2n+1f(k2) = 0.

Feynman parameters:

1
AαBβ

=
Γ (α + β)
Γ (α)Γ (β)

∫ 1

0

dx
xα−1(1 − x)β−1

[xA + (1 − x)B]α+β
;

1
AαBβCγ

=
Γ (α + β + γ)
Γ (α)Γ (β)Γ (γ)

∫ 1

0

dx x

∫ 1

0

dy
uα−1

1 uβ−1
2 uγ−1

3

[u1A + u2B + u3C]α+β+γ
,

u1 = xy, u2 = x(1 − y), u3 = 1 − x;
1

AαBβCγDδ
=

Γ (α + β + γ + δ)
Γ (α)Γ (β)Γ (γ)Γ (δ)

×
∫ 1

0

dxx2

∫ 1

0

dy y

∫ 1

0

dz
uα−1

1 uβ−1
2 uγ−1

3 uδ−1
4

[u1A + u2B + u3C + u4D]α+β+γ+δ
,

u1 = 1 − x, u2 = xyz, u3 = x(1 − y), u4 = xy(1 − z), etc.
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In general,

1
A1 . . . An

=

(n − 1)!
∫ 1

0

dx1 . . .

∫ 1

0

dxn δ

(
n∑

1

xi − 1

)
1

(x1A1 + · · · + xnAn)n
.

More relations may be found in Narison (1989).
Feynman amplitudes are evaluated with the help of the preceding formu-

las as follows. An amplitude with external momenta p1, . . . , pn is given by an
integral

F (p1, . . . , pn) =
∫

dDk1 . . .

∫
dDkJ

N(p, k)
[q1(p, k)2 − m2

1] · · · [qL(p, k)2 − m2
L]

.

Here N(p, k) is a polynomial in the pi, kj ; the latter are the loop variables and
the momenta ql(p, k) are lineal combinations (given by energy–momentum
conservation at the vertices) of the pi, kj . We assume F to be a scalar to
simplify the discussion; nonscalar amplitudes are treated by straightforward
generalization.

Combining the denominators we may write this as, for example,

F (p1, . . . , pn) = (L − 1)!
∫ 1

0

dx1 . . .

∫ 1

0

dxL δ

(
L∑

1

xi − 1

)

×
∫

dDk1 . . .

∫
dDkJ

N(p, k)

{x1[q1(p, k)2 − m2
1] + · · · + xL[qL(p, k)2 − m2

L]}L
.

The term in curly brackets in the last denominator, which we will call ∆, can
be cast, by replacing the q(p, k) by their explicit expressions in terms of ps
and ks, in the form

∆ ≡x1[q1(p, k)2 − m2
1] + · · · + xL[qL(p, k)2 − m2

L]

=
∑

i,j

aij(x, p)ki · kj +
∑

i

bi(x, p) · ki + A(x, p),

and we will not write explicitly the dependence on the masses, m. This
quadratic form may be diagonalized by an orthogonal transformation S and
a translation. If we add a dilatation, so that we set

ki = λi(x, p)
∑

j

Sij(x, p)lj + ci(x, p),

then, choosing appropriately λ, S and c, ∆ becomes

∆ =
∑

i

l2i + R2(x, p).
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Likewise, the numerator can be written, in the new variables, as

N(p, k) = N0(x, p) +
∑

Nµν
2ij(x, p)liµljν +

∑
Nµνρσ

4ijst (x, p)liµljν lsρltσ + · · · .

We do not write terms that are odd in the l, as they vanish by symmetric
integration. Thus, we have found the expression

F (p1, . . . , pn) = (L − 1)!
∫ 1

0

dx1 . . .

∫ 1

0

dxL δ

(
L∑

1

xi − 1

)

×
∫

dDl1 . . .

∫
dDlJ

N0(x, p) +
∑

Nµν
2ij(x, p)liµljν + · · ·

[
∑

i l2i + R2(x, p)]L
.

Finally, this may be written in terms of a single, (DJ)-dimensional integral by
defining the (DJ)-dimensional vector l with components liµ; the individual
liµ are to be interpreted as the µth component in the ith subspace of the
vector l. In the full space we define of course l2 = l21 + · · · + l2L. We may
further use symmetric integration, which is generalized in (DJ)-dimensional
space to ∫

dDJ l liµljνf(l2) =
δijgµν

DJ

∫
dDJ l l2f(l2), etc.,

and so we finally get

F (p1, . . . , pn) = (L − 1)!
∫ 1

0

dx1 . . .

∫ 1

0

dxL δ

(
L∑

1

xi − 1

)

×
∫

dDJ l
N̄0(x, p) + N̄2(x, p)l2 + N̄4(x, p)l4 + · · ·

[l2 + R2(x, p)]L
,

where

N̄2 =
l2

DJ

∑

i

gµνNµν
2ii , etc.

The integral over dDJ l is carried out with the help of the first formula of the
present appendix, replacing D by DJ , thus reducing the evaluation of the
Feynman amplitude F to that of the finite range integrals over the Feynman
parameters dx1,. . ., dxL.

When evaluating D-dimensional integrals, a useful formula is the Taylor
expansion of the logarithm of Euler’s gamma function (no simple formula
exists for the expansion of Γ itself):

log Γ (1 + ε) = −γEε +
∞∑

n=2

(−ε)n

n
ζ(n).

ζ is Riemann’s function and γE � 0.5772 is the Euler–Mascheroni constant.
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Some Numerical Integrals

∫ 1

0

dx log(1 + x) = 2 log 2 − 1;
∫ 1

0

dx
log(1 + x)

x
=

π2

12
.

Many useful integrals can be obtained from Euler’s formula
∫ 1

0

dxxα(1 − x)β =
Γ(1 + α)Γ(1 + β)

Γ(2 + α + β)
.

For example, by differentiation, we obtain
∫ 1

0

dxxα log x = − 1
(α + 1)2

;

∫ 1

0

dxxα(1 − x)β log x = [S1(α) − S1(1 + α + β)]
Γ(1 + α)Γ(1 + β)

Γ(2 + α + β)
;

∫ 1

0

dx
xα − 1
1 − x

= −S1(α);
∫ 1

0

dx xα log x log(1 − x) =
S1(1 + α)
(1 + α)2

+
S2(1 + α)

1 + α
− π2

6(1 + α)
;

∫ 1

0

dxxα log2 x

1 − x
= 2ζ(3) − 2S3(α),

∫ 1

0

dx
xα

1 − x
log x log(1 − x) =

π2

6
S1(α) − S1(α)S2(α) − S3(α) + ζ(3),

∫ 1

0

dx xα(1 − x)β log x log(1 − x) =
Γ(1 + α)Γ(1 + β)

Γ(2 + α + β)

×
{

S2(1 + α + β) − π2

6
+ [S1(α) − S1(1 + α + β)] [S1(β) − S1(1 + α + β)]

}
;

∫ 1

0

dx xα(1 − x)β log2 x =
Γ(1 + α)Γ(1 + β)

Γ(2 + α + β)

×
{

[S1(α) − S1(1 + α + β)]2 + S2(1 + α + β) − S2(α)
}

,

etc. Here,

Sl(α) =
∞∑

k=1

[
1
kl

− 1
(k + α)l

]
;

Sl(α) =
α∑

j=1

1
jl

for α = positive integer.

Also, S1(α) = ψ(1+α)+γE. For the special functions ψ, Γ, ζ, see Abramowicz
and Stegun (1965).
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Appendix C: Group-theoretic Quantities.
Group Integration

Lie Algebra. Invariants

We let σj be the ordinary Pauli matrices:

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
.

For SU(2), ta = σa/2; for SU(3), ta = λa/2 with

λj =
(

σj 0
0 0

)
, λ4 =




0 0 1
0 0 0
1 0 0



 , λ5 =




0 0 −i
0 0 0
i 0 0



 ,

λ6 =




0 0 0
0 0 1
0 1 0



 , λ7 =




0 0 0
0 0 −i
0 i 0



 , λ8 = 1√
3




1 0 0
0 1 0
0 0 −2



 .

Still for SU(3), we can also introduce the matrices Ca with elements
Ca

bc = −ifabc ≡ −ifabc. The commutation relations of the t, C are
[
ta, tb

]
= i

∑
fabctc,

[
Ca, Cb

]
= i

∑
fabcCc,

and the anticommutation relations of the t are
{
ta, tb

}
=

∑
dabctc + 1

3δab.

The structure constants f are totally antisymmetric, and the dabc ≡ dabc

are totally symmetric. The only nonzero elements, up to permutations, are
as follows:

1 = f123 = 2f147 = 2f246 = 2f257 = 2f345

= −2f156 = −2f367 =
2√
3
f458 =

2√
3
f678;

1√
3

= d118 = d228 = d338 = −d888, − 1
2
√

3
= d448 = d558 = d668 = d778,

1
2 = d146 = d157 = d247 = d256 = d344 = d355 = −d366 = −d377.

For an arbitrary group, we define the invariants CA, CF , TF by

δabCA = Tr CaCb =
∑

cc′

facc′f bcc′ ,

δikCF =

(
∑

a

tata

)

ik

=
∑

a,l

tailt
a
lk,

δabTF = Tr tatb =
∑

k,i

taiktbki.
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Then, for SU(N) ,

CA = N, CF =
N2 − 1

2N
, TF = 1

2 .

Other useful relations are, for SU(3),

Tr tatbtc = 1
4

(
ifabc + dabc

)
,

∑

a

taijt
a
lk = − 1

2N
δilδjk + 1

2δikδlj ;

∑

abc

d2
abc = 40

3 ,
∑

abc

f2
abc = 24,

∑

rka

εirktajrt
a
kl = − 1

6εijl.

Here εijk is the three-dimensional antisymmetric symbol, with ε123 = 1, ε132 =
−1.

A large set of group relations may be found in the paper by Cvitanović
(1976).

Group Integration

Let us consider a group, G. We will assume that the group is topological,
which is the case in the particular instances where G is a discrete group or
a Lie group. Then, there exists a measure, called the Haar measure, positive
definite and left invariant. If we denote the measure by dµL(g), then

∫

G

dµL(g) f(g) =
∫

G

dµL(g)f(hg),

for any smooth function f that decreases sufficiently fast at infinity of the
group, and for any group element h. A right invariant measure also exists:

∫

G

dµR(g) f(g) =
∫

G

dµR(g)f(gh).

For Abelian groups, dµR obviously coincides with dµL, and the same can
be proved to be the case for discrete and compact groups (Abelian or not).
Moreover, dµL = dµR = dµ is unique up to a multiplicative constant. For
discrete groups, the Haar measure is merely the sum over group elements:

∫
dµ(g) f(g) →

∑

all g

f(g).

For Lie groups, which we take as being compact (such as the SU(N))
for simplicity, one can reduce the Haar measure to ordinary integration
as follows. Let α1, . . . , αn be the parameters determining the group ele-
ments, g = g(α1, . . . , αn). If g(α1, . . . , αn) is the product of g(β1, . . . , βn)
and g(γ1, . . . , γn),

g(α1, . . . , αn) = g(β1, . . . , βn)g(γ1, . . . , γn),
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then obviously the α are functions of the β and the γ,

αi = ϕi(β1, . . . , βn; γ1, . . . , γn).
We let the unit of the group have parameters 0, . . . , 0, and define the

Jacobian

J−1(γ1, . . . , γn) = det
(

∂ϕi(β1, . . . , βn; γ1, . . . , γn)
∂βj

)∣∣∣∣
β=0

.

The expression for the invariant measure is then
∫

dµ(g) f(g) ≡
∫

dg f(g) =
∫

dα1 . . . dαn J(α1, . . . , αn)f(g(α1, . . . , αn));

here and henceforth we will simplify the notation by writing dg for dµ(g).
An elementary proof may be found in the book of Creutz (1983). We will
adjust the arbitrary constant in the definition of dg, so that

∫
G

dg = 1.
A basic theorem in group integration is the following:

Theorem (Peter–Weyl). Let D(a)(g) be a unitary, irreducible repre-
sentation of a compact group, and D(b)(g) another one inequivalent to the
first when b �= a. Then

∫

G

dgD
(a)
ij (g)D(b)

kl (g)∗ = δabδikδjl.

Moreover, the set of functions D
(a)
ij (g), where a runs over all the irre-

ducible representations, is complete. That is to say, if the function f(g) is
L2−integrable on the group, it may be expanded on the basis formed by
the D:

f(g) =
∑

aij

ca,ijD
(a)
ij (g).

All integrals over representations of the group can be deduced from the
Peter–Weyl theorem. For example, consider the integral of an arbitrary prod-
uct of representations

∫

G

dg D
(1)
i1j1

(g) . . . D
(ν)
iνjν

(g).

One may decompose this as a sum of irreducible representations, using the
appropriate Clebsch–Gordan coefficients:

D
(1)
i1j1

(g) . . . D
(ν)
iνjν

(g) =C(0)(i1, j1, . . . , iν , jν)D(0)

+
∑

I �=0

C(I)(i1, j1, . . . , iν , jν |kl)D(I)
kl (g),

and D(0) ≡ 1 is the identity representation. Because of the Peter–Weyl the-
orem, all terms in the integral save the first to give zero, so

∫

G

dg D
(1)
i1j1

(g) . . . D
(ν)
iνjν

(g) = C(0)(i1, j1, . . . , iν , jν).

Useful algorithms for calculating these Clebsch–Gordan coefficients may
be found in the quoted text of Creutz (1983).
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Appendix D: Feynman Rules for QCD

Ordinary Formalism

The Feynman rules for the S-matrix are as follows: we have to include an
overall factor (2π)4δ(Pi − Pf ) for energy–momentum conservation, and a
factor (−1) for each closed quark or ghost loop. Each loop integration requires
a factor

ν4−D
0

∫
dDk

(2π)D
≡

∫
dDk̂ .

Diagrams with disconnected bubbles are excluded. A diagram is to be
read against the direction of the oriented lines. External and internal lines
produce the following factors:

p

k

p

a b

a,µ b,ν

j l

k

k

p

p

p

p

−p

−p

ghost propagator: δba i/(p2+i0)

gluon propagator: δba i
−gµν+ξkµkµ/(k2+i0)

(Lorentz gauges)
k2+i0

quark propagator: δlj i/(p.γ−m+i0)

outgoing gluon : (2π)−3/2ε∗µ(k,η)

ingoing gluon : (2π)−3/2εµ(k,η)

outgoing antiquark : (2π)−3/2v(p,λ)

outgoing quark : (2π)−3/2u−(p,λ)

ingoing antiquark: (2π)−3/2v−(p,λ)

ingoing quark: (2π)−3/2u(p,λ)

The spinors and polarization vectors are normalized to
∑

σ

u(p, σ)ū(p, σ) = p/ +m,
∑

λ

εµ(k, λ)∗εν(k, λ) = −gµν (Feynman gauge).
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For the vertices,

b

c,p

µ,a

j

k

µ,a

µ,a,q

ν,b,k

λ,c,p

µ,b
ν,c

σ,d
λ,a

−gfcabpµ

−gf bca [(p − q)νgλµ

+(q − k)λgµν + (k − p)µgλν ]

igγµtakj

ig2
∑

e

{
fabefcde(gλσgµν − gλνgµσ)

+facef bde(gλσgµν − gλµgνσ)

+fadefcbe(gλµgσν − gλνgµσ)
}

Combinatorial factors, due to the identity of the gluons, are to be in-
cluded:

1/2! 1/3!

Our rules differ from the ones in, e.g., Bjorken and Drell (1965) by the
normalization of the spinors,

∑
σ uBD(p, σ)ūBD(p, σ) = (p/ +m)/2m, and the
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factors (2π)−3/2 due to our normalization of T , which differs from TBD by
precisely these factors.

Background Field Formalism

We have to give only the trilinear and quadrilinear couplings; external lines
are identical for quarks and gluons to those already presented, and do not
exist for the background field. Likewise, quark, gluon and ghost propagators
are identical to the ordinary ones. For the couplings, we have, defining 1−a =
ξ and representing the background field (as in the main text) by a gray blob,

b,q c,p

a,λ

b,q c,p

a,λ

µ,b,q ν,c,k

λ,a,p

µ,b,q ν,c,k

λ,a,p −gfabc [(p − q)νgλµ+
(q − k)λgµν + (k − p)µgλν ]

gfabc

{
gνλ

(
p − k − 1

1 − ξ
q
)

µ

+gµν(k − q)λ

+gλµ

(
q − p +

1
1 − ξ

k
)

ν

}

−gfcabpµ

−gfcab(p + q)λ
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and

k j

a,λ

k j

a,λ
igtajkγλ

igtajkγλ

for the trilinear couplings.

a,µ d,ρ

b,ν c,λ

a,µ d,ρ

b,ν c,λ

−ig2
∑

x

[
fabxfxcd (gµλgνρ − gµρgνλ)

+fadxfxbc (gµνgλρ − gµλgνρ) + facxfxbd (gµνgλρ − gµρgνλ)
]

(Both graphs yield the same factor.)

Quadrilinear couplings:
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a b

c,µ d,ν

a b

c,µ d,ν

−ig2
∑

x

(
facxfxdb + fadxfxcb

)
gµν

−ig2
∑

x

facxfxdb gµν

a,µ d,ρ

b,ν c,λ

−ig2
∑

x

[
fabxfxcd

(
gµλgνρ − gµρgνλ

+
1
a
gµνgλρ

)

+ fadxfxbc

(
gµνgλρ − gµλgνρ

− 1
a
gµρgνλ

)

+ facxfxbd (gµνgλρ − gµρgνλ)
]

The combinations of gauge fields and background fields not shown here
vanish. For example, there is no quadrilinear vertex with three or four back-
ground fields.
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Appendix E: Feynman Rules for Composite Operators

We let γ+ = 1, γ− = γ5, and let also ∆ be an arbitrary four-vector with
∆2 = 0. The Feynman rules, for the operators that intervene in deep inelastic
scattering at leading twist are,

p,a,µ q,b,ν

k,c,λ

p1,j p2,l

p3,a,µ

k,µ k,µ

k k

: q̄γµ1 . . . ∂µnγ±q :

∆/ (∆ · k)n−1γ±

: Gµµ1∂µ2 . . . ∂νG :

gµν(∆ · k)n + k2∆µ∆ν(∆ · k)n−2

− (kµ∆ν + kν∆µ)(∆ · k)n−1

: q̄jγ
µ1 . . . gBµ

a talj . . . γµnγ±ql :

gtalj∆
µ∆/

n−2∑

j=0

(∆·p1)j(∆·p2)n−j−2γ±

: Gµν1∂µ2 . . . gBµi . . . G :

ig
3!

fabc

×
{

∆ν

[
∆λkµ(∆ · p) + pλ∆µ(∆ · k)

− gµλ(∆ · p)(∆ · k) − ∆µ∆λ(k · p)
]

+
n−2∑

j=1

(−1)j(∆ · p)j−1(∆ · k)n−j−2

+
[
(gµλ∆ν − gνλ∆µ)(∆ · k)

+∆λ(∆µkν − kν∆µ)
]
(∆ · k)n−2

}

+ permutations

The operators are taken at x = 0 so, for example, : q̄γµ1 . . . ∂µnγ±q : means
: q̄γµ1 . . . ∂µnγ±q : |x=0. See also Floratos, Ross and Sachrajda (1977, 1979).
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Appendix F: Some Singular Functions

We define x-space free field causal functions by

∆(x;m2) = i
∫

d4k

(2π)4
e−ik·x 1

k2 − m2 + i0
,

Dµν
ξ (x) = i

∫
d4k

(2π)4
e−ik·x −gµν + ξkµkν/(k2 + i0)

k2 + i0
,

S(x;m) = i
∫

d4k

(2π)4
e−ik·x k/ + m

k2 − m2 + i0
.

We will at times omit the variable m. In terms of free field VEVs,

〈Tφ(x)φ(0)〉0 = ∆(x;m2), 〈TBµ
a (x)Bν

b (0)〉0 = δabD
µν
ξ (x),

〈Tqj(x)q̄i(0)〉0 = δijS(x,m).

The character of Green’s functions of the propagators is exhibited clearly by
the equations ( x + m2)i∆(x − y) = δ(x − y), etc. We also have

S(x,m) = (i∂/ + m)∆(x;m2), Dµν
ξ (x) = (−gµν + ξ∂µ∂ν/ )∆(x;m2).

The translation invariance of the VEVs follow from the invariance of the
vacuum, and the transformation properties of the fields: for a generic field,

U(a, Λ)Φα(x)U(a, Λ)−1 =
∑

Pαβ(Λ)Φβ(Λx + a).

On the light cone,

∆(x;m2) �
x2→0

− 1
4π2

1
x2 − i0

+
im2θ(x2)

16π
+

m2

8π2
log

m|x2| 12
2

+ · · ·

S(x;m) �
x2→0

1
4π2

2ixµγµ

(x2 − i0)2
+ · · · etc.

Additional relations may be found in Bjorken and Drell (1965).2 Fourier
transforms of distributions, including in particular propagator-type ones, are
given in Gel’fand and Shilov (1962), pp. 277ff, 316ff. The ones used in the
text are ∫

d4x e−ik·x 1
x2 ± i0

= 4π2 i
k2 ∓ i0

,

∫
d4x e−ik·x 1

(x2 ± i0)2
= π2i log(k2 ∓ i0) + constant.

Equal-time and light-cone commutation relations for fermions:

{qi
α(x), qj

β(y)} = 0, δ(x0 − y0){qi
α(x), qj

β(y)†} = δαβδijδ(x − y),

{qi
α(x), q̄j

β(0)} �
x2→0

(i∂/ − im)αβ

{
1
2π

ε(x0)δ(x2) − m

4π
√

x2
θ(x2)ε(x0) + · · ·

}
.

2 Our causal functions differ from those of Bjorken and Drell (1965) by an i: S =
iSBD, D = iDBD, . . ..
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Appendix G: Kinematics, Cross Sections, Decay Rates.
Units

The states of a particle with spin (or helicity) λ and momentum p are nor-
malized throughout this text according to

〈p′, λ′|p, λ〉 = 2p0δλλ′δ(p − p′), Pµ|p, λ〉 = pµ|p, λ〉.

This corresponds to a density of particles per unit volume of

ρ(p) =
2p0

(2π)3
.

We define the scattering amplitude in terms of the S matrix by

S = 1 + iT , 〈f |T |i〉 = δ(Pf − Pi)F (i → f).

For |i〉 a state of two particles A, B with masses mA, mB , the cross-section
is then

dσ(i → f) =
2π2

λ1/2(s,m2
A,m2

B)
|F (i → f)|2δ(Pi − Pf )

d3p′
1

2p′10
. . .

d3p′
n

2p′n0

,

where p′1, . . . , p
′
n are the momenta of the particles in the final state, Pi =

pA + pB , Pf = p′1 + · · · + p′n and

λ(a, b, c) = a2 + b2 + c2 − 2ab − 2ac − 2bc.

The differential cross-section in the center of mass (c.m.) system of reference,
at given solid angle cos θ, φ for quasi-elastic scattering,

A + B → A′ + B′,

with A′ , B′ different or equal to A, B, is

dσ

dΩ

∣∣∣∣
c.m.

=
π2

4s

λ1/2(s,m2
A′ ,m2

B′)
λ1/2(s,m2

A,m2
B)

|F (i → f)|2,

dΩ = dcos θdφ,

and the moduli of initial and final 3-momenta are

|p1,cm| =
λ1/2(s,m2

A,m2
B)

2s1/2
, |p′

1,cm| =
λ1/2(s,m2

A′ ,m2
B′)

2s1/2
.

For fixed momentum transfer, t = (pA − p′A′)2,

dσ

dt
=

π3

λ(s,m2
A,m2

B)
|F (i → f)|2.



448 Appendices

Optical theorem.

σtotal =
4π2

λ1/2(s,m2
A,m2

B)
Im F (i → i).

For decay rates, we have the differential decay rate of a particle |i〉 = |p, λ〉
into a final state

|f〉 = |p′1, λ′; . . . ; p′n, λ′
n〉

in the rest system of the decaying particle:

dΓ(i → f) =
1

4πm
|F (i → f)|2δ(m − P 0

f )δ(Pf )
d3p′

1

2p′10
. . .

d3p′
n

2p′n0

,

where m is the mass of the decaying particle.
All these formulas are valid for distinguishable or indistinguishable par-

ticles. When calculating integrated rates, or cross-sections, we have to divide
by the number of redundant permutations. For example, if we integrate over
the momenta of j gluons, then divide by j!.

A useful and simple formula is that of the phase space integral for mass-
less particles:

∫
d3p1

2p0
1

. . .

∫
d3pn

2p0
n

δ
(
P −

∑
pi

)
= (P 2)n−2 (π/2)n−1

(n − 1)!(n − 2)!
.

Our units are such that h̄ = c = 1. Some useful formulas are the following:

1 MeV−1 = 1.973 × 10−11 cm = 6.582 × 10−22 s.
1 GeV−2 = 3.894 × 10−4 barn.
Classical electron radius: re = α/me = 2.817938 × 10−15 m.
Rydberg (energy): Ry = 1

2meα
2 = 13.6058 eV.

1 J = 6.241 × 1018 eV.
1 eV = 1.60219 × 10−19 J = 2.418 × 1014 cycles s−1.
1 fermi (or femtometer) = 10−15 m.
1 barn = 10−28 m2.
Fine-structure constant: α−1 = 137.0360.
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Appendix H: Functional Derivatives

A functional F is an application of the space of sufficiently smooth functions,
{f(x)}, into the complex numbers:

F : f → F [f ].

Note that F will in general not be linear. We treat functionals of several
variables F [f, g, . . .] in the same way. A functional may be considered a gen-
eralization of an ordinary function in the following sense: divide the space
of the x variable in N cells,3 and let xj lie one on each cell. Then F [f ]
is the limit for vanishing cell size of the ordinary function of N variables
FN (f1, . . . , fj , . . . , fN ), fj ≡ f(xj). The derivative ∂FN/∂fj is obtained by
shifting, fi → fi + εδij :

∂FN (f1, . . . , fN )
∂fj

= lim
ε→0

FN (. . . , fi + εδij , . . .) − FN (f1, . . . , fN )
ε

,

so, in the continuum limit, we define the functional derivative

δF [f ]
δf(y)

= lim
ε→0

F [f + εδy] − F [f ]
ε

,

where δy is the delta function at y: δy(x) = δ(x − y).
An important type of functional consists of those given by integrals:

F [f ] =
∫

dx KF (x)f(x).

In this case, an elementary evaluation yields the formula

δF [f ]
δf(y)

= KF (y).

Taylor series may be generalized to functional series. If the kernel functions
Kn(x1, . . . , xn) are symmetric (antisymmetric for fermionic f), the functional
defined by

F [f ] =
∞∑

n=0

1
n!

∫
dx1 . . . dxn Kn(x1, . . . , xn)f(x1) . . . f(xn)

is such that

Kn(x1, . . . , xn) =
δnF [f ]

δf(xn) . . . δf(x1)
.

3 We assume here the space of finite size, L. Otherwise, an extra limit, L → ∞,
has to be taken.
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Functional derivatives of expressions that do not involve integrals may often
be evaluated by re-expressing them as integrals. For example, the derivative
entering Eq. (2.5.9) in the main text is so evaluated:

δ (∂ · Ba(x))
δBρ

b (y)
=

δ

δBρ
b (y)

∂

∂xµ

∑

c

∫
d4z δ(z − x)δacB

µ
c (z) = δab

∂

∂xρ
δ(x − y).

A concept related to that of functional derivatives is that of functional inte-
gration. We define

∫
Df F [f ] ≡

∫ ∏

x

df(x)F [f ] ≡ lim
N→∞

∫
df1 . . . dfN FN (f1, . . . , fN ).

Functional integration obeys rules similar to those of ordinary integration.
Both for functional differentiation and integration, some modifications are
necessary to accommodate anti-commuting numbers; they are described in
Sect. 1.3.

Appendix I: Gauge Invariant Operator Product

It is intuitively obvious that, in a gauge theory, an expression such as those
appearing in the OPE,

q̄(0)q(x) =
∑ xµ1 . . . xµn

n!
q̄(0)∂µ1 . . . ∂µn

q(0),

should be replaced by another with derivatives substituted by covariant
derivatives, ∂µ → Dµ. Here we sketch a formal proof of how this comes
about.

When the fields are interacting, the propagators are not free propagators.
For example, for a fermion in the presence of the gluon field, the propagator
satisfies the equation, derived directly from the Lagrangian,

(iD/ − m)Sint(x, y) = iδ(x − y).

Retaining only the more singular (lower twist) terms, the solution to this is

Sint(x, y) ≈
{

Pexp i
∫ x

y

dzµ

∑
taBµ

a (z)
}

S(x − y),

where S is the (ordinary) free propagator, and P indicates ordering along
the path from y to x. If we now repeat the OPE taking this into account,
we find that operator products q̄(x)q(y) are replaced by the gauge invariant
combination

q̄(x)
{

Pexp i
∫ x

y

dzµ

∑
taBµ

a (z)
}

q(y),

whose expansion for x � y is precisely that with covariant derivatives. The
same is, of course, true for operators built from gluon fields. Additional details
may be found in the paper of Wilson (1975) and the review of Efremov and
Radyushkin (1980b).
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Blümlein, J., and Vermaseren, J. A. M. (2005). Phys. Letters B606, 130.
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De Rújula, A., Georgi, H., and Glashow, S. L. (1975). Phys. Rev. D12, 147.
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