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PREFACE

It has been almost thirty years since a book was published that was entirely dedi-
cated to the theory, description, characterization and measurement of the thermal
conductivity of solids. For example, the excellent texts by authors such as Berman1,
Tye2 and Carlslaw & Jaeger3 remain as the standards in the ¢eld of thermal con-
ductivity. Tremendous e¡orts were expended in the late 1950’s and 1960’s in rela-
tion to the measurement and characterization of the thermal conductivity of solid-
state materials. These e¡orts were made by a generation of scientists, who for the
most part are no longer active, and this expertise would be lost to us unless we are
aware of the great strides they made during their time.

I became interested in the ¢eld of thermal conductivity in the mid 1990’s in relation
to my own work on the next generation thermoelectric materials, of which the
measurement and understanding of thermal conductivity is an integral part.4 In
my search for information, I found that most of the books on the subject of
thermal conductivity were out of print. Much of the theory previously formulated
by researchers such as Klemens5 and Slack6 contain considerable theoretical insight
into understanding thermal conductivity in solids. However, the discovery of new
materials over the last several years which possess more complicated crystal struc-
tures and thus more complicated phonon scattering mechanisms have brought new
challenges to the theory and experimental understanding of these new materials.
These include: cage structure materials such as skutterudites and clathrates, metal-
lic glasses, quasicrystals as well as many of new nano-materials which exist today.
In addition the development of new materials in the form of thin ¢lm and super-
lattice structures are of great theoretical and technological interest. Subsequently,
new measurement techniques (such as the 3-! technique) and analytical models to
characterize the thermal conductivity in these novel structures were developed.
Thus, with the development of many new and novel solid materials and new mea-
surement techniques, it appeared to be time to produce a more current and readily
available reference book on the subject of thermal conductivity. Hopefully, this
book, Thermal Conductivity-2004: Theory, Properties and Applications, will serve
not only as a testament to those researchers of past generations whose great care in
experimental design and thought still stands today but it will also describe many of
the new developments over the last several years. In addition, this book will serve
as an extensive resource to the next generation researchers in the ¢eld of thermal
conductivity.

First and foremost, I express great thanks to the authors who contributed to this
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book for their hard work and dedication in producing such an excellent collection
of chapters. They were very responsive to the many deadlines and requirements and
they were a great group of people to work with. I want to personally acknowledge
my many conversations with Glen Slack, Julian Goldsmid, George Nolas and
Ctirad Uher, as well as many other colleagues in the ¢eld, as I grasped for the
knowledge necessary to personally advance in this ¢eld of research. I also want to
acknowledge the support and encouragement of my own institution, Clemson Uni-
versity (especially my Chairman: Peter Barnes), during this editorial and manu-
script preparation process. I am truly indebted to all my graduate students, for their
contributions to these volumes, their hard work, for the patience and understanding
they exempli¢ed during the editorial and writing process. A special thanks goes to
the publishers and editors at Kluwar Press for their encouragement and patience in
all stages of development of these manuscripts for publication. I am indebted to my
assistant at Clemson University, Lori McGowan, whose attention to detail and
hard work (copying, reading, ¢ling, corresponding with authors, etc.) helped
make this book possible. I especially wish to acknowledge my wonderful wife,
Penny, and my great kids for their patience and understanding for the many hours
that I spent on this work.

Terry M. Tritt
September 18, 2003
Clemson University
Clemson, SC
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Chapter 1.1

THEORY OF THERMAL CONDUCTIVITY

Jihui Yang

Materials and Processes Laboratory, GM R&D Center, Warren, MI, USA

1. INTRODUCTION

Heat energy can be transmitted through solids via electrical carriers (electrons or
holes), lattice waves (phonons), electromagnetic waves, spin waves, or other excita-
tions. In metals electrical carriers carry the majority of the heat, while in insulators
lattice waves are the dominant heat transporter. Normally, the total thermal con-
ductivity � can be written as a sum of all the components representing various
excitations:

� ¼
X

�

��; ð1Þ

where � denotes an excitation. The thermal conductivities of solids vary dramati-
cally both in magnitude and temperature dependence from one material to another.
This is caused by di¡erences in sample sizes for single crystals or grain sizes for
polycrystalline samples, lattice defects or imperfections, dislocations, anharmonicity
of the lattice forces, carrier concentrations, interactions between the carriers and the
lattice waves, interactions between magnetic ions and the lattice waves, etc. The
great variety of processes makes the thermal conductivity an interesting area of
study both experimentally and theoretically.
Historically thermal conductivity measurement was used as a powerful tool for

investigating lattice defects or imperfections in solids. In addition to opportunities
for investigating exciting, intriguing physical phenomena, thermal conductivity
study is also of great technological interest. Materials with both very high and
very low thermal conductivities are technologically important. High-thermal-con-
ductivity materials like diamond or silicon have been extensively studied in part
because of their potential applications in thermal management of electronics.1�8

Low-thermal-conductivity materials like skutterudites, clathrates, half-heuslers,
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chalcogenides, and novel oxides are the focus of the recent quest for high-e⁄ciency
thermoelectric materials.9�34

The aim of this chapter is to review and explain the main mechanisms and
models that govern heat conduction in solids. More detailed theoretical treatments
can be found elsewhere.35�38 Furthermore, only heat conduction by carriers (elec-
trons) and lattice waves (phonons) at low temperatures will be discussed. It is in
this temperature region that most of the theoretical models can be compared
against experimental results.

2. SIMPLE KINETIC THEORY

Thermal conductivity is de¢ned as

� ¼ � Q
!
~rrT

; ð2Þ

where Q
!

is the heat £ow rate (or heat £ux) vector across a unit cross section
perpendicular to Q

!
and T is the absolute temperature. For the kinetic formulation

of thermal conduction in gases, let us assume that c is the heat capacity of each
particle and n is the concentration of the particles. In the presence of a temperature
gradient r!T , for a particle to travel with velocity ~�� its energy must change at a rate
of

@E

@t
¼ c~�� �~rrT: ð3Þ

The average distance a particle travels before being scattered is �� , where � is the
relaxation time. The average total heat £ow rate per unit area summing over all
particles is therefore

~QQ ¼ �nc�h~�� �~��i~rrT ¼ � 1
3
nc��2~rrT: ð4Þ

The brackets in Eq. (4) represent an average over all particles. Combining Eqs. (2)
and (4), we have

� ¼ 1
3
nc��2 ¼ 1

3
C�l; ð5Þ

where C ¼ nc is the total heat capacity and l ¼ �� is the particle mean free path. In
solids the same derivation can be made for various excitations (electrons, phonons,
photons, etc.). Equation (5) can then be generalized to

� ¼ 1
3

X

�

C���l�; ð6Þ

where the summation is over all excitations, denoted by �. In general, Eq. (6) gives
a good phenomenological description of the thermal conductivity, and it is practi-
cally very useful for order of magnitude estimates.
Like most of the nonequilibrium transport parameters, thermal conductivity

cannot be solved exactly. Calculations are usually based on a combination of per-
turbation theory and the Boltzmann equation, which are the bases for analyzing the
microscopic processes that govern the heat conduction by carriers and lattice waves.

2 Chap. 1.1 � THEORY OF THERMAL CONDUCTIVITY
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3. ELECTRONIC THERMAL CONDUCTION

The free electron theory of electron conduction in solids in the ¢rst instance con-
siders each electron as moving in a periodic potential produced by the ions and
other electrons without disturbance, and then regards the deviation from the per-
iodicity due to the vibrations of the lattice as a perturbation. The possible values of
the electron wave vector ~kk depend on the periodicity and the size of the crystal. The
~kk-space is separated into Brillouin zones. The electron energy E~kk depends on the
form of the potential and is a continuous function of ~kk in each zone, but it is
discontinuous at the zone boundaries. The values of E~kk in a zone trace out a
‘‘band’’ of energy values.
The distribution function that measures the number of electrons in the state ~kk

and at the location ~rr is f~kk. In equilibrium, the distribution function is f0~kk , given by

f0~kk ¼ 1

exp
E~kk�EF

kBT

� �
þ 1

; ð7Þ

where EF and kB are the Fermi energy and Boltzmann’s constant, respectively.
According to the Boltzmann equation, in the presence of an electrical ¢eld ~EE
and a temperature gradient ~rrT , the steady state that represents a balance between
the e¡ects of the scattering processes and the external ¢eld and temperature gra-
dient can be described as

f~kk � f0~kk
�ðkÞ ¼ �~��~kk �

@f0~kk
@T

~rrT þ e
@f0~kk
@E~kk

~EE

 !

; ð8Þ

where �ðkÞ, ~��~kk, and e are the relaxation time, the electron velocity, and the electron
charge, respectively. Taking into account the spatial variation of the Fermi energy
and the explicit expression of f0~kk , Eq. (8) can be written in the form

f~kk � f0
~kk

�ðkÞ ¼ �~��~kk � �E~kk � EF

T

@f0~kk
@E~kk

~rrT þ e
@f0~kk
@E~kk

~EE �
~rrEF

e

 ! !

: ð9Þ

The e¡ective ¢eld acting on the electrons is ~EEeff ¼ ~EE �~rrEF

e . Equation (9) can be
entered into the expressions for the electrical current density ~JJ and the £ux of
energy ~QQ :

~JJ ¼
Z

e~��~kkf~kk d
~kk ð10Þ

and

~QQ ¼
Z

ðE~kk � EF Þ~��~kkf~kk d~kk: ð11Þ

If we de¢ne a general integral Kn as

Kn ¼ � 1
3

Z

ð~��~kkÞ2�ðkÞðE~kk � EF Þn
@f0~kk
@E~kk

d~kk; ð12Þ

then Eqs. (10) and (11) can be written as

Sec. 3 � ELECTRONIC THERMAL CONDUCTION 3
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~JJ ¼ e2K0~EEeff � e

T
K1~rrT ð13Þ

and

~QQ ¼ eK1~EEeff � 1
T
K2~rrT; ð14Þ

respectively. The electronic thermal conductivity can be found with ~JJ ¼ 0 such that

�e ¼ �
~QQ

~rrT

" #

~JJ¼0

¼ 1
T

K2 �K2
1

K0

� �

: ð15Þ

The electrical conductivity � can be derived from Eq. (13) as

� ¼ e2K0: ð16Þ

Since @f0~kk

�

@E~kk
is approximately a delta function at the Fermi surface with width

kBT , Kn can be evaluated by expansion:

Kn ¼ ðE~kk � EF Þn
�ðE~kkÞ
e2

þ �2

6
k2BT

2 @2

@E2 ðE~kk � EF Þn
�ðE~kkÞ
e2

� �

þ ::: E~kk¼EF
:

i�

ð17Þ

Therefore39

K2 ¼ �2

3
k2BT

2

e2
�ðEF Þ þO kBT

�

EF

� �2

; ð18Þ

and

K2
1

K0
� O kBT

�

EF

� �2

: ð19Þ

Equation (15) through (19) lead to the Wiedemann^Franz law with the standard
Lorentz number L0 as

L0 ¼ �e

�T
¼ �2

3
k2B
e2

: ð20Þ

The numerical value of L0 is 2.4453�10�8 W-�/K2. This shows that all metals have
the same electronic thermal conductivity to electrical conductivity ratio, and this
ratio is proportional to the absolute temperature. Furthermore, for strong degen-
erate electron gases, Eq. (20) is independent of the scattering mechanism and the
band structure for the electrons as long as the scatterings are elastic. The Wiede-
mann^Franz law is generally well obeyed at high-temperatures. In the low^ and
intermediate^temperature regions, however, the law fails due to the inelastic scat-
tering of the charge carriers.36; 37; 39

Typically one needs to calculate the relaxation times for the various relevant
electron scattering processes and use Eqs. (15) and (16) to determine the electronic
thermal conductivity and the electrical conductivity. Over a wide temperature
range, scattering of electrons by phonons is a major factor for determining the
electrical and electronic thermal conductivities. The resistance due to this type of
scattering is called the ideal resistance. The ideal electrical and electronic thermal
resistances can be approximately written as36

4 Chap. 1.1 � THEORY OF THERMAL CONDUCTIVITY
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�i ¼ 1
�i

¼ A
T

�D

� �5

J5
�D
T

� �

ð21Þ

and

Wi ¼ 1
�i

¼ A

L0T

T

�D

� �5

J5
�D
T

� �

1þ 3
�2

kF
qD

� �2 �D
T

� �2

� 1
2�2

J7ð�D=T Þ
J5ð�D=T Þ

( )

; ð22Þ

respectively, where

Jn
�D
T

� �

¼
Z �D=T

0

xnex

ðex � 1Þ2 dx; ð23Þ

A ¼ 3��hq6DðG
0 Þ2

4e2ðm�Þ2nckB�Dk
2
F�

2
F

; ð24Þ

�D is the Debye temperature for phonons (to be discussed below), kF is the electron
wave number at the Fermi surface, qD is the phonon Debye wave number, �h is the
Planck constant, G

0
is the constant representing the strength of the electron^pho-

non interaction, m� is the electron e¡ective mass, nc is the number of unit cells per
unit volume, and �F is the electron velocity at the Fermi surface. According to Eqs.
(21) through (24), at high-temperatures (T >> �DÞ

�i ¼ AT

4�D
ð25Þ

and

Wi ¼ A

4�DL0
¼ �i

L0T
: ð26Þ

The Wiedemann^Franz law is obeyed; Wi is a constant. At low temperatures
(T << �DÞ

�i ¼ 124:4Að T
�D

Þ5 ð27Þ

and

Wi ¼ 124:4
A

L0T

T

�D

� �3 3
�2

kF
qD

� �2

/ T 2: ð28Þ

In addition to the electron^phonon interaction, the electron-defect interaction con-
tributes to the electrical resistivity and electronic thermal resistivity. One can ap-
proximately write the resistivity � and electronic thermal resistivity We as (Mat-
thiessen’s Rule)

� ¼ 1
�
¼ �0 þ �i ð29Þ

and

We ¼ 1
�e

¼ W0 þWi: ð30Þ

Sec. 3 � ELECTRONIC THERMAL CONDUCTION 5
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Here; �0 and W0 are the residual electrical resistivity and electronic thermal resis-
tivity, respectively, caused by electron scattering due to impurities and defects, and
�0 is independent of temperature. If we assume that all defects scatter electrons
elastically, �0 and W0 should be related by the Wiedemann^Franz law:

W0 ¼ �0=L0T / 1=T : ð31Þ

At very low temperature, since W0 increases and Wi decreases with decreasing
temperature,

�e � 1
W0

¼ L0

�0
T: ð32Þ

The electronic thermal conductivity increases linearly with increasing temperature.
As temperature increases, Wi becomes relatively more important. If Wi increases to
values comparable to that of W0 at su⁄ciently low temperature, then �e will pass a
maximum, decrease, and eventually attain the high-temperature constant described
by Eq. (26). In alloys or metals with a high concentration of defects, W0 and Wi

only become comparable at high-temperatures. In this case, there is no maximum in
the �e, versus, T curve, and �e will approach the high-temperature constant mono-
tonically as T increases. Both cases are illustrated in Fig. 1, which shows the low-
temperature thermal conductivity of silver measured by White.40 In Fig. 1, sample
(a) is obtained by annealing sample (b). Low, temperature thermal conductivity is
therefore dramatically a¡ected by the residual resistance. By combining Eqs. (27)
through (31), we have

T (K)
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m
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200

a) annealed
b) not annealed

FIGURE 1 Thermal conductivity of two silver samples with (a) very low and (b) moderately high
residual resistivities from Ref. 40, showing the profound in£uence of the residual resistivity on the
low-temperature thermal conductivity. Sample (a) was obtained by annealing sample (b). Reprinted
with permission from IOP Publishing Limited.
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�e=�T

L0
¼

�0
A þ ð T�DÞ

5J5ð�DT Þ
�0
A þ ð T�DÞ

5f½1þ 3
�2
ðkFqDÞ

2ð�DT Þ2�J5ð�DT Þ � 1
2�2 J7ð�DT Þg

: ð33Þ

This quantity versus T=�D is shown in Fig. 2 for various values of �0
A, and for

monovalent metals (ðkF=qDÞ2 ¼
ffiffiffi
23

p
=2Þ. Figure 2 shows that the Wiedemann^Franz

law holds at very high and very low temperatures except for very pure metals, but
�e=�T underestimates L0 at intermediate temperatures in a manner that strongly
depends on the amount of impurity present.
It should be stressed that Eqs. (21) and (22) were derived without electron^

phonon umklapp processes, and the strength of the electron^phonon interaction
was assumed to be a constant. Close agreement between the model and experimen-
tal data should not be expected in most cases. Modi¢cations to the model are
discussed elsewhere.37

The discussion so far has been focused on degenerate electron gases (like those in
metals). In semiconductors, because of the energy gap EG between the top of the
valence band and the bottom of the conduction band and the consequence that the
Fermi level lies in the gap, the electron distribution may no longer be degenerate.
Also, there may exist positively charged particles, the ‘‘holes,’’ that may also con-
tribute to the transport. In this case, the distribution functions for electrons and
holes may be written as

f0e � exp �Ee þ Ee
F

kBT

� �

ð34Þ

and

f0h � exp �Eh þ Eh
F

kBT

� �

; ð35Þ

where f0
e and f0h are the equilibrium distribution functions for electrons and holes,

respectively, Ee and Eh are the electron and hole energies, respectively, and Ee
F and

Eh
F are the distances of the Fermi level below the bottom of the conduction band

T/θD

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

( 
κ e 

/ σ
T

 )
 / 

L 0

0.0

0.2

0.4

0.6

0.8

1.0

ρ0/A = 0

ρ0/A = 0.0038

ρ0/A = 0.0191

ρ0/A = 0.0957

FIGURE 2 Calculated ð�e=�T Þ=L0 versus T=�D curves for various values of �0=A, and for monovalent
metals. The calculations are based on Eq. (33) using ðkF =qDÞ2 ¼

ffiffi½p
3�2=2 for monovalent metals.
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and above the top of the valence band, respectively. If one wishes to use the general
integral de¢ned in Eq. (12), the conductivities can be written similarly to those in
Eqs. (15) and (16):

�e ¼ 1
T

ðK2 þK
0
2Þ �

ðK1 þK
0
1Þ2

K0 þK
0
0

( )

ð36Þ

and

� ¼ e2ðK0 þK
0
0Þ; ð37Þ

where Kn and K
0
n denote integrals for electrons and holes, respectively, and the

distribution functions for the integrals should be those listed in Eqs. (34) and (35).
In general, the ratio �e=�T is rather complicated to work out. For simplicity,
assume that the energy bands are parabolic and the energy dependences of the
carriers’ relaxation times are the same such that

�e;hðEÞ / E�; ð38Þ

where � is a constant, and the subscripts e and h denote the electrons and holes.
With some algebra one ¢nds36

�e

�T
¼ kB

e

� �2 5
2
þ �

� �

þ 5þ 2�þ EG

kBT

� �2 ne�enh�h

ðne�e þ nh�hÞ2
" #

: ð39Þ

In Eq. (39), n and � are the carrier concentration and mobility, and again the
subscripts e and h denote electrons and holes. The ¢rst term in Eq. (39) is the
standard Lorentz number for nondegenerate Fermi distributions. When carrier-
acoustic phonon scattering dominates, � ¼ �1=2; and if ne ¼ nh, Eq. (39) can be
written as

�e ¼ �T
kB
e

� �2

2þ 4þ EG

kBT

� �2 �e=�h

ð1þ �e=�hÞ2
" #

: ð40Þ

The second term in Eq. (39) or (40) is called the bipolar di¡usion term. This type of
energy transport in addition to that carried by the electrons and the holes is due to
the creation of electron^hole pairs that extract an amount of energy EG at the high-
temperature end; on recombination this energy is given up to the cold end. The
bipolar di¡usion may be a noticeable contribution to the electronic thermal con-
ductivity when both the carrier concentration and the mobility are about equal for
electrons and holes, and their mobilities have reasonably high values.41; 42 This
should be the case for intrinsic semiconductors. In the case of doped semiconduc-
tors only one of the carriers has high mobility; the low-mobility carrier will not be
fast enough to accompany the high-mobility carrier for the recombination at the
cold end; therefore, the bipolar contribution may not be noticeable. Anomalously,
high thermal conductivity at high-temperatures for InSb, Ge, Si, and Bi may be
explained by this bipolar di¡usion.43; 44; 45

Figure 3 shows the temperature dependence of ðW �WIÞ=T for pure Ge mea-
sured by Glassbrenner and Slack.44 The thermal resistance due to isotopes WI is
almost independent of temperature and is subtracted from the total thermal resis-
tance W . The term ðW �WIÞ=T increases linearly as a function of T for T < 700
K, reaches a maximum at about 700 K, and decreases with increasing T for T >

8 Chap. 1.1 � THEORY OF THERMAL CONDUCTIVITY
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700 K. The theoretical extrapolation (dashed line) represents T and T 2 components
of the thermal resistivity due to phonon^phonon interactions. The former is due to
three-phonon umklapp processes (to be discussed), and the latter is attributed to
four-phonon processes.46 Deviation from the dashed line at high-temperatures is
ascribed to the electronic thermal resistance. It was found that the contribution to
the total thermal conductivity from the ¢rst term of Eq. (40) is less than 10% up to
the melting point. The majority of the deviation between ðW �WIÞ=T and the
dashed line at high-temperatures is due to dipolar di¡usion. The values of EG

can be estimated by subtracting the lattice component and the ¢rst term of Eq.
(40) from the total thermal conductivity and comparing it against the second term
in Eq. (40). The results are in agreement with the published results.44

3.1. Lattice Thermal Conductivity

Lattice thermal conduction is the dominant thermal conduction mechanism in non-
metals, if not the only one. Even in some semiconductors and alloys, it dominates a
wide temperature range. In solids atoms vibrate about their equilibrium positions
(crystal lattice). The vibrations of atoms are not independent of each other, but are
rather strongly coupled with neighboring atoms. The crystal lattice vibration can be
characterized by the normal modes, or standing waves. The quanta of the crystal
vibrational ¢eld are referred to as ‘‘phonons.’’ In the presence of a temperature
gradient, the thermal energy is considered as propagating by means of wave packets
consisting of various normal modes, or phonons. Derivation of phonon dispersion
curves (!~qq versus q curves, where !~qq and q are the phonon frequency and wave

FIGURE 3 The temperature dependence of ðW �WIÞ=T for pure Ge from Ref. 44. W is the total
measured thermal resistivity, and WI is the calculated thermal resistance due to isotopes. The dashed
line is a theoretical extrapolation for thermal resistivity induced by phonon^phonon interactions.

Sec. 3 � ELECTRONIC THERMAL CONDUCTION 9
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vector, respectively) can be found in a standard solid-state physics book.47 Sche-
matic phonon dispersion curves for monatomic and diatomic lattices are shown in
Fig. 4. Phonon dispersion curves for solids normally consist of acoustic and optical
branches. The low-frequency acoustic branches correspond to atoms in a unit cell
moving in same phase, whereas the high-frequency optical branches represent
atoms in a unit cell moving in opposite phases. Normally optical phonons them-
selves are not e¡ective in transporting heat energy because of their small group
velocity @!~qq=@q, but they may a¡ect the heat conduction by interacting with the
acoustic phonons that are the main heat conductors.
The phonon distribution function, which represents the average number of pho-

nons with wave vector ~qq, is N~qq. In equilibrium, the phonon distribution function
can be written as

N0
~qq ¼ 1

exp �h!~qq=kBT
� �� 1

: ð41Þ

The Boltzmann equation assumes that the scattering processes tend to restore a
phonon distribution N~qq to its equilibrium form N0

~qq at a rate proportional to the
departure of the distribution from equilibrium, such that

N~qq �N0
~qq

�q
¼ �ð~��g �~rrT Þ @N

0
~qq

@T
; ð42Þ

where ~��g is the phonon group velocity and �q is the phonon scattering relaxation
time. The heat £ux due to a phonon mode ~qq is the product of the average phonon
energy and the group velocity. Therefore the total heat £ux carried by all phonon
modes can be written as

~QQ ¼
X

~qq

N~qq�h!~qq~��g: ð43Þ

Substituting Eq. (42) into Eq. (43) yields

~QQ ¼ �
X

~qq

�h!~qq�
2
g hcos2 �i �q

@N0
~qq

@T
~rrT ¼ � 1

3

X

~qq

�h!~qq�
2
g�q

@N0
~qq

@T
~rrT; ð44Þ

where � is the angle between ~��g and ~rrT ; the lattice thermal conductivity is

� π/a0 0 0 π/a0 �

(a) (b) 

acoustic acoustic

optical

�
�ω

�
�ω

FIGURE 4 Schematic phonon dispersion curves for a given direction of ~qq of (a) monatomic lattice and
(b) diatomic lattice. The lattice parameter is denoted a0.
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�L ¼ �
~QQ

~rrT
¼ 1

3

X

~qq

�h!~qq�
2
g�q

@N0
~qq

@T
: ð45Þ

At this point approximations need to be made to Eq. (45) in order to obtain
meaningful results. Furthermore, evaluations of various phonon scattering relaxa-
tion times are usually di⁄cult to make precise. It is not worthwhile to try to
calculate Eq. (45) for the precise phonon frequency spectrum and dispersion curve
of a real solid. Assumptions of Debye theory should be used: an average phonon
velocity � (approximately equal to the velocity of sound in solids) is used to replace
�g, !~qq ¼ ��g for all the phonon branches, and the phonon velocities are the same for
all polarizations. The summation in Eq. (45) can be replaced by the integral

�L ¼ 1
3

Z

�h!~qq�
2
g�q

@N0
~qq

@T
fðqÞd~qq; ð46Þ

where fðqÞd~qq ¼ ð3q2=2�2Þ dq, and therefore fð!Þd! ¼ ð3!2=2�2�3Þ d!. Using the
Debye assumptions and Eqs. (41) and (45) leads to

�L ¼ 1
2�2�

Z !D

0
�h!3�qð!Þ

ð�h!�kBT 2Þ expð�h!=kBT Þ
½expð�h!=kBT Þ � 1�2 d!; ð47Þ

where !D is the Debye frequency such that

3N ¼
Z !D

0
fð!Þd! ð48Þ

is the total number of all distinguishable phonon modes. If we make the substitu-
tion x ¼ �h!=kBT and de¢ne the Debye temperature �D ¼ �h!D=kB, Eq. (47) be-
comes

�L ¼ kB
2�2�

ðkB
�h
Þ3T 3

Z �D=T

0
�qðxÞ x4ex

ðex � 1Þ2 dx: ð49Þ

Within the Debye approximation the di¡erential lattice speci¢c heat is

CðxÞdx ¼ 3kB
2�2�3

ðkB
�h
Þ3T 3 x4ex

ðex � 1Þ2 dx: ð50Þ

If we de¢ne the mean free path of the phonons as lðxÞ ¼ ��qðxÞ, the lattice thermal
conductivity can be written as

�L ¼ 1
3

Z �D=T

0
�2�qðxÞCðxÞdx ¼ 1

3

Z �D=T

0
CðxÞ�lðxÞdx: ð51Þ

This is analogous to the thermal conductivity formula [Eq. (6)] derived from simple
kinetic theory.
Equation (49) is usually called the Debye approximation for the lattice thermal

conductivity. If one can calculate the relaxation times �iðxÞ for various phonon
scattering processes in solids and add the scattering rates such that

��1
q ðxÞ ¼

X

i

��1
i ðxÞ; ð52Þ
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Eq. (49) should be su⁄cient to obtain the lattice thermal conductivity. It is indeed
then adequate for analyzing and predicting a lot of the experimental data especially
when a large concentration of lattice defects prevails in the solid. Sometimes, than
even in the case of some chemically pure crystals, because of the existence of
appreciable amounts of isotopes, the lattice thermal conductivity can be represented
satisfactorily by the Debye approximation.
The phonon scattering processes included in the Debye approximate are resistive

and are called umklapp processes or U-processes. The total crystal momentum is
not conserved for U-processes. Because such processes tend to restore non-equili-
brium phonon distribution to the equilibrium distribution described by Eq. (42),
they give rise to thermal resistance. There exist, however, other nonresistive and
total crystal-momentum-conserving processes that do not contribute to the thermal
resistance but may still have profound in£uence on the lattice thermal conductivity
of solids. Such processes are called normal processes or N-processes. Even though
N-processes themselves do not contribute to thermal resistance directly, they have
the great e¡ect of transferring energy between di¡erent phonon modes, thus pre-
venting large deviations from the equilibrium distribution.
Since the N-processes themselves do not tend to restore the phonon equilibrium

distribution, they cannot be simply added to Eq. (52). The Callaway model is the
most widely used in analyzing the e¡ect of N-processes on the lattice thermal
conductivity.48 Callaway’s model assumes that N-processes tend to restore a non-
equilibrium phonon distribution to a displaced phonon distribution of the form49

N~qqð~��Þ ¼ 1

exp½(�h!�~qq �~��Þ=:kBT � � 1
¼ N0

~qq þ
~qq � ~��
kBT

expð�h! =kBT Þ
½expð�h!=kBT Þ � 1�2 ; ð53Þ

where ~�� is some constant vector (in the direction of the temperature gradient) that
determines the anisotropy of the phonon distribution and the total phonon mo-
mentum. If the relaxation time for the N-processes is �N , Eq. (42) can be modi¢ed
to

N~qq �N0
~qq

�q
þN~qq �N~qqð~��Þ

�N
¼ �ð~�� �~rrT Þ @N

0
~qq

@T
: ð54Þ

If we de¢ne a combined relaxation time �c by

��1
c ¼ ��1

q þ ��1
N ; ð55Þ

and de¢ne

n1 ¼ N~qq �N0
~qq ; ð56Þ

the Boltzmann equation [Eq. (54)] can be written as

� �h!

kBT 2 ð~�� �~rrT Þ expð�h!=kBT Þ
½expð�h !=kBT Þ � 1�2 þ

~qq � ~��
�NkBT

expð�h!=kBTÞ
½expð�h!=kBT Þ � 1�2 �

n1

�c
¼ 0: ð57Þ

If we express n1 as

n1 ¼ ��q
�h!

kBT 2 ð~�� �~rrT Þ expð�h!=kBT Þ
½expð�h!=kBT Þ � 1�2 ; ð58Þ

then Eq. (57) can be simpli¢ed to

12 Chap. 1.1 � THEORY OF THERMAL CONDUCTIVITY



Distiller Server - 67523_BULK.pdf - 000013 of 000290 - February 14, 2005

�h!�q

�cT
~�� �~rrT þ~qq � ~��

�N
¼ �h!

T
~�� �~rrT: ð59Þ

Since ~�� is in the direction of the temperature gradient, it is convenient to de¢ne a
parameter � with the same dimension as the relaxation time:

~�� ¼ � �h

T
��2~rrT: ð60Þ

Because ~qq ¼ ~��!
�
�2, Eq. (59) can be further simpli¢ed to

�q ¼ �cð1þ �=�NÞ: ð61Þ

From Eq. (58) it is straightforward [the same procedure as Eqs. (42) through (49)]
to show that the lattice thermal conductivity can be expressed as

�L ¼ kB
2�2�

ðkB
�h
Þ3T 3

Z �D=T

0
�qðxÞ x4ex

ðex � 1Þ2 dx

¼ kB
2�2�

ðkB
�h
Þ3T 3

Z �D=T

0
�cðxÞð1þ �

�NðxÞÞ
x4ex

ðex � 1Þ2 dx: ð62Þ

The task now is to determine �. Because the total crystal momentum is conserved
for the N-processes, the rate of phonon momentum change is zero. Therefore

Z
N

~��
~qq �N~qq

�N
~qqd~qq ¼ 0: ð63Þ

Substituting Eqs. (53) and (58) into Eq. (63), we have
Z

expð�h!=kBT Þ
½expð�h !=kBT Þ � 1�2 ½

�h!

kBT 2 �qð~�� �~rrT Þ þ~qq � ~��
kBT

� ~qq
�N

d~qq ¼ 0: ð64Þ

This can be further simpli¢ed by using Eqs. (60) and (61), so that
Z

expð�h!=kBT Þ
½expð�h !=kBT Þ � 1�2

�h!

kBT 2 ð~�� �~rrT Þð�q � �Þ ~��!

�N�2
d~qq ¼ 0: ð65Þ

By inserting Eq. (63) into Eq. (65) and using the dimensionless x as de¢ned earlier,
we can solve for � :

� ¼
Z �D=T

0

�c
�N

exx4

ðex � 1Þ2dx
,Z �D=T

0

�c
�N�q

exx4

ðex � 1Þ2dx: ð66Þ

Therefore the lattice thermal conductivity can be written as

�L ¼ �1 þ �2; ð67Þ

where

�1 ¼ kB
2�2�

kB
�h

� �3

T 3
Z �D=T

0
�c

x4ex

ðex � 1Þ2 dx ð67aÞ

and
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�2 ¼ kB
2�2�

kB
�h

� �3

T 3
ðR �D=T

0
�c
�N

x4ex

ðex�1Þ2 dxÞ
2

R �D=T
0

�c
�N�q

x4ex

ðex�1Þ2 dx
: ð67bÞ

When the impurity level is signi¢cant and all phonon modes are strongly scattered
by the resistive processes in a solid, then �N >> �q and �c � �q. Under this circum-
stance �1 >> �2 and �L is given by Eq. (67a), the same as Eq. (49) since the N-
processes do not exist. In the opposite extreme, when N-processes are the only
phonon scattering processes, we have �N << �q and �c � �N . The denominator of
�2 then approaches 0, leading to in¢nite lattice thermal conductivity as expected
because the N-processes do not give rise to thermal resistance.
Now that we have derived the formula for the lattice thermal conductivity, the

problem is to calculate the relaxation times. Phonon scatterings have been treated
by numerous authors. Here we list the main conclusions.
For phonon^phonon normal scattering the relaxation rate

��1
N ¼ B!aTb ð68Þ

is the general form suggested by best ¢ts to experimental thermal conductivity data;
B is a constant independent of ! and T , (a, b) = (1,3) was recommended for LiF
and diamond50;51, and (a, b) = (1, 4) and (2, 3) were used for some group IV and
III^V semiconductors.8

Peierls suggested the form

��1
U / Tn expð�D=mT Þ ð69Þ

for the phonon^phonon umklapp scattering with constants n and m on the order of
1.52 Based on the Leibfried and Schl€oomann model,53 Slack et al. proposed the
following form for the Gr€uuneisen constant � and the average atomic mass of M
in the crystal :54

��1
U � �h�2

M�2�D
!2T expð��D=3T Þ: ð70Þ

Other empirical n and m values were also used,50;55�57 all of which were based again
on best ¢ts to experimental data. At su⁄ciently high-temperatures �L / 1=T if
phonon^phonon umklapp scattering is the dominant process.
Klemens was the ¢rst to calculate the relaxation rate for phonon^point-defect

scattering where the linear dimensions of the defects are much smaller than the
phonon wavelength.58 The corresponding phonon^point-defect scattering rate is

��1
PD ¼ V

4��3
!4

X

i

fið �mm�mi

�mm
Þ2; ð71Þ

where V is the volume per atom, mi is the mass of an atom, fi is the fraction of
atoms with mass mi; and �mm is the average mass of all atoms. A strain ¢eld mod-
i¢cation to Eq. (71) has been described by Abeles.59

The phonon-boundary scattering rate is independent of phonon frequency and
temperature and can be written as

��1
B ¼ �=d;
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where d is the sample size for a single crystal or the grain size for a polycrystalline
sample.
For phonon-dislocation scattering, Nabarro separated the e¡ects of the core

from the surrounding strain ¢eld.60 The corresponding relaxation rates are

��1
Core / ND

r4

�2
!3 ð72Þ

and

��1
Str / ND

�2B2
D!

2�
; ð73Þ

where ND is the number of dislocation lines per unit area, r is the core radius, and
BD is the Burgers vector of the dislocation.
Pohl suggested an empirical nonmagnetic phonon-resonance scattering relaxation

rate of

��1
Res ¼

C!2

ð!2 � !2
0Þ2

; ð74Þ

where C is a constant proportional to the concentration of the resonant defects and
!0 is the resonance frequency.61 This formula accounted well for the observed low-
temperature dip in the thermal conductivity of KNO2-containing KCl crystals. It
has also been used for ¢tting experimental data for clathrates and skutterudites.22;23

According to Ziman, the relaxation time for the scattering of phonons by elec-
trons in the conduction state is given by62

��1
EPC ¼ e2ðm�Þ3�

4��h4d

kBT
1
2m

��2

 !

� �h!

kBT
� ln

1þ exp½ð12m��2 � EFÞ=kBTþ �h2!2=8m��2kBTþ �h!=2kBT�
1þ exp½ð12m��2 � EFÞ=kBTþ �h2!2=8m��2kBT� �h!=2kBT�

( )

; ð75Þ

where " is the electron^phonon interaction constant or deformation potential and d
is the mass density. The relaxation time for scattering of phonons by electrons in a
bound state, as given by Gri⁄n and Carruthers,63 is

��1
EPB ¼ G!4

½!2 � ð4�=�hÞ2�2
1

½1þ r20!
2=4�2�8 ; ð76Þ

where G is a proportionality constant containing the number of scattering centers,
� is the chemical shift related to the splitting of electronic states, and r0 is the mean
radius of the localized state. It should be pointed out that these formulas for
electron^phonon interaction are based on the adiabatic principle and perturbation
theory. As argued by Ziman,36 the theory is only valid if the mean free path of
electrons Le satis¢es the condition

1 < qLe: ð77Þ

Since the phonon wave vector q ¼ 2�=�p, this means that the wavelength of a
phonon �p must not be longer than the mean free path of the electron it scatters.
The model originally developed by Pippard for explaining the ultrasonic attenua-
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tion in metals is, however, applicable over the entire range of qLe.64 Pippard’s
relaxation times are

��1
EP ¼ 4nm��FLe!

2

15d�2
for qLe << 1 ð78Þ

and

��1
EP ¼ �nm��F!

6d�
for qLe >> 1 ð79Þ

where n is the electron concentration and �F is the Fermi velocity. There have been
several cases in which Pippard’s theory was applied to lattice thermal con-
ductivity.21;65;66

Typically it is necessary to use the full Callaway model [Eqs. (67), (67a), and
(67b)] to interpret experimental data on the e¡ect of isotopes when one starts with
an isotopically pure crystal. The addition of a small amount of defects will rapidly
suppress �2, which becomes negligible for an impure sample. The decrease of �1

upon increasing defect concentration is much slower. For samples with an appreci-
able amount of defects (even isotopic defects) it is su⁄cient to use the Debye
approximation [Eq. (49)] for examining the low-temperature lattice thermal con-
ductivity. The measured thermal conductivity versus temperature curve is usually ¢t
by trial and error for one sample, where an appropriate relaxation rate is carefully
chosen for each scattering mechanism believed to be present. The same curves for
samples with additional defects are then ¢t by using suitable relaxation rates to
re£ect scattering by additional defects. Much interesting physics has been revealed
by this method. Di¡erent phonon scattering processes usually dominate in di¡erent
temperature ranges. Figure 5 plots the lattice thermal conductivity of a binary

T (K)

1 10 100 1000

κ L 
(W

/m
-K

)

1

10

100

1000

Boundary

Umklapp

Boundary + Point-defect

FIGURE 5 The lattice thermal conductivity versus temperature of a CoSb3 sample from Ref. 21. The
dots and the solid line represent the experimental data and the theoretical ¢t. The dashed curves are the
theoretical limits imposed on the phonon heat transport by boundary scatterings, by a combination of
boundary plus point-defect scatterings, and by umklapp scatterings.
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skutterudite compound CoSb3.16 The dots and the solid line represent experimental
data and a theoretical ¢t using the Debye approximation, respectively. The possible
phonon scattering mechanisms are phonon-boundary, phonon-point defect, and
phonon^phonon umklapp scatterings. The dashed lines in Fig. 5 correspond to
the theoretical limits on the lattice thermal conductivity set by boundary scattering,
a combination of boundary plus point-defect scattering, and umklapp scattering. At
high-temperatures (close to �D ¼ 300 K), umklapp is the dominant phonon scatter-
ing mechanism, while boundary and point-defect scattering dominate at low and
intermediate temperatures, respectively.
In practice, the dominant phonon method works quite well in predicting the

e¡ect of phonon scattering processes. The dominant phonon method assumes
that at a given temperature all phonons are concentrated about a particular domi-
nant frequency !dom � kBT=�h. An empirical power law can then be deduced as
follows. If one particular defect can be described by 1=� / !a or, equivalently, by
1=� / xaTa, taking C / T 3 (for low T Þ and employing the simple kinetic formula
[Eq. (5)] yields �L / T 3�a. Even though the dominant phonon method is not math-
ematically justi¢ed, the power law is usually valid at low temperatures. For exam-
ple, one should have �L / T 3 at low temperatures if boundary scattering is the
dominant phonon scattering mechanism.

4. SUMMARY

In this chapter theoretical treatments of the electronic and the lattice thermal con-
ductivities at low temperatures have been reviewed. The electronic thermal resis-
tance for degenerate electron gases is the sum of residual and ideal components. At
low temperatures We � AT þB=T 2, where A and B are constants, while at high-
temperatures We approaches a constant. Except for very pure metals, the Wiede-
mann^Franz law holds well at low and high-temperatures with standard Lorenz
number L0. For intermediate temperatures, the Wiedemann^Franz law breaks
down in a way strongly dependent on the amount of the impurity. For intrinsic
semiconductors, the bipolar di¡usion process enhances the electronic thermal con-
ductivity. The N- and U-processes are both important for analyzing and predicting
the lattice thermal conductivity of solids. The lattice thermal conductivity for iso-
topically pure crystals can be well described by the full Callaway model. When
impurity concentrations are appreciable, the Debye approximation is adequate for
modeling experimental data. The di¡erent resistive phonon scattering processes in
the Debye approximation dominate in di¡erent temperature ranges. At low tem-
peratures, the power law predicted by the dominant phonon method is often useful
in identifying the characteristics of the phonon scattering processes.
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Chapter 1.2

THERMAL CONDUCTIVITY OF METALS

Ctirad Uher

Department of Physics, University of Michigan, Ann Arbor, MI 48109, USA

1. INTRODUCTION

Metals represent a vast number of materials that have been the backbone of in-
dustrial development during the past two centuries. The importance of this devel-
opment upon future technological progress is undiminished and unquestionable.
Whether in pure, elemental form or as new lightweight, high-strength alloys, metals
are simply indispensable to modern industrial society. Metals are, of course, known
for their lustrous and shiny appearance, for their malleability and ductility and,
above all, for their ability to conduct electric current. Because of their myriad
applications, it is highly desirable to be able to tailor the properties of metals to
match and optimize their use for speci¢c tasks. Often among the important criteria
is how well a given metal or alloy conducts heat.
The physical parameter that characterizes and quanti¢es the material’s ability to

conduct heat is called thermal conductivity, often designated by �. Understanding
the nature of heat conduction process in metals and being able to predict how well
a particular alloy will conduct heat are issues of scienti¢c and technological interest.
In this section we review the fundamental physical principles that underscore the
phenomenon of heat conduction in metals, develop an understanding of why some
metals are better than others in their ability to conduct heat, and illustrate the
behavior of thermal conductivity on several speci¢c examples encompassing pure
metals and alloys.
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1.1. Carriers of Heat in Metals

Metals are solids* and as such they possess crystalline structure where the ions
(nuclei with their surrounding shells of core electrons) occupy translationally
equivalent positions in the crystal lattice. We know see Chapter (1.1) that crystal-
line lattices support heat £ow when an external thermal gradient is imposed on the
structure. Thus, like every other solid material, metals possess a component of heat
conduction associated with the vibrations of the lattice called lattice (or phonon)
thermal conductivity, �p. The unique feature of metals as far as their structure is
concerned is the presence of charge carriers, speci¢cally electrons. These point
charge entities are responsible not just for the transport of charge (i.e., for the
electric current) but also for the transport of heat. Their contribution to the thermal
conductivity is referred to as the electronic thermal conductivity �e. In fact, in pure
metals such as gold, silver, copper, and aluminum, the heat current associated with
the £ow of electrons by far exceeds a small contribution due to the £ow of pho-
nons, so, for all practical purposes (and essentially for the entire regime of tem-
peratures from sub-Kelvin to the melting point), the thermal conductivity can be
taken as that due to the charge carriers. In other metals (e.g., transition metals and
certainly in alloys) the electronic term is less dominant, and one has to take into
account the phonon contribution in order to properly assess the heat conducting
potential of such materials.
In discussions of the heat transport in metals (and in semiconductors), one makes

an implicit and essential assumption that the charge carriers and lattice vibrations
(phonons) are independent entities. They are described by their respective unper-
turbed wave functions, and any kind of interaction between the charge carriers and
lattice vibrations enters the theory subsequently in the form of transitions between
the unperturbed states. This suggests that one can express the overall thermal
conductivity of metals (and other solids) as consisting of two independent terms,
the phonon contribution and the electronic contribution:

� ¼ �e þ �p: ð1Þ

These two�electrons and phonons�are certainly the main heat carrying entities.
However, there are other possible excitations in the structure of metals, such as spin
waves, that may, under certain circumstances, contribute a small additional term to
the thermal conductivity. For the most part, we shall not consider these small and
often conjectured contributions.
It is important to recognize that the theory of heat conduction, whether in

nonmetallic or metallic systems, represents an exceptionally complex many-body
quantum statistical problem. As such, it is unreasonable to assume that the theory
will be able to describe all the nuances in the heat conduction behavior of any given
material or that it will predict a value for the thermal conductivity that exactly
matches that obtained from experiment�. What one really hopes for is to capture
the general trend in the behavior of the thermal conductivity, be it among the group
of materials or in regard to their temperature dependence, and have some reason-
ably reliable guidelines and perhaps predictive power as to whether a particular

* We consider here metals in their solid form only.
� Measurements of thermal conductivity are among the most di⁄cult of the transport studies, and the
accuracy of the data itself is usually no better than 2%.
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class of solids is likely to be useful in applications where heat carrying ability is an
important concern or consideration.
The theory of heat conduction has been outlined in Chapter 1.1. There are

numerous other monographs and review articles where this topic is treated in detail.
I am particularly fond of the following texts: Berman’s Thermal Conduction in
Solids,1 Ashcroft and Mermin’s Solid State Physics,2 Ziman’s Electrons and
Phonons,3 Smith and Jensen’s Transport Phenomena,4 and Mahan’s Many-Particle
Physics.5 The level of coverage varies from an introductory treatment to a com-
prehensive quantum statistical description. On one hand, a too elementary descrip-
tion is unlikely to provide much more beyond an outline of the phenomenon; on
the other hand, a many-body quantum statistical exposure is likely to overwhelm
most readers and, more often than not, its results are very di⁄cult to apply in
practice or use as a guide. I will therefore settle here on a treatment that captures
the essential physics of the problem, provides the formulas that describe the beha-
vior of thermal conductivity in metallic systems, and has some predictive power
regarding the choice of materials in various applications where heat conduction is
an important issue.
Because of the obvious practical relevance of noble metals such as copper, gold

and silver and of various alloys containing copper, there has always been a strong
interest in comparing the current and heat conducting characteristics of these ma-
terials. It is therefore no surprise that certain important empirical relations were
discovered nearly 50 years before the concept of an electron was ¢rmly established
and some 80 years before the notion of band structure emerged from the quantum
theory of solids. Such is the case of the Wiedemann^Franz law,6 which states that,
at a given temperature, the thermal conductivity of a reasonably pure metal is
directly related to its electrical conductivity; in other words, by making a simple
measurement of electrical resistivity (conductivity � equals inverse resistivity ��1Þ,
we essentially know how good such a metal will be as a heat conductor,

�

�
� �� ¼ LT: ð2Þ

In many respects, the Wiedemann^Franz law and the constant L that relates the
thermal conductivity of pure metals to their electrical conductivity, called the Lor-
enz number,7 are the fundamental tenets in the theory of heat conduction in metals.
Most of our discussion will focus on the conditions under which this law is valid
and on deviations that might arise. Such knowledge is of great interest : on one
hand it allows a fairly accurate estimate of the electronic thermal conductivity
without actually performing the rather tedious thermal conductivity measurements;
on the other hand, deviations from the Wiedemann^Franz law inform on the
presence and strength of particular (inelastic) scattering processes that might in£u-
ence the carrier dynamics.
I wish to stress right here that the Wiedemann^Franz law strictly compares the

electronic thermal conductivity with the electrical conductivity. In metals that have a
substantial phonon contribution to the overall thermal conductivity (impure metals
and alloys), forming the ratio with the measured values of the thermal and electrical
conductivities will naturally lead to a larger magnitude of the constant L because
the overall thermal conductivity will contain a signi¢cant contribution from pho-
nons.
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1.2. The Drude Model

The ¢rst important attempt in the theoretical understanding of transport processes
in metals is due to Paul Drude.8 This comes merely three years after J. J. Thomson9

discovered the electron, an elementary particle that clearly ¢ts the role of a carrier
of charge in metals regardless of the fact that the convention for the positive
current direction would much prefer a positively charged carrier.
The classical free-electron model of metals developed by Drude builds on the

existence of electrons as freely moving noninteracting particles that navigate
through a positively charged background formed by much heavier and immobile
particles. At his time, Drude had no idea of the shell structure of atoms�nowadays
we might be more speci¢c and say that the gas of electrons is formed from the
conduction or valence electrons that are stripped from atoms upon the formation of
a solid while the positively charged ions (nuclei surrounded by the core electrons)
are the immobile particles located at the lattice sites. In any case, the classical
electron gas is then described using the language of kinetic theory. In this picture,
the straight-line thermal motion of electrons is interrupted by collisions with the
lattice ions. Collisions are instantaneous events in which electrons abruptly change
their velocity and completely ‘‘forget’’ what their direction of motion was just prior
to the collision. Moreover, it is assumed that thermalization occurs only in the
process of collisions; i.e., following a collision, although having a completely ran-
dom direction of its velocity, the speed of the electron corresponds to the tempera-
ture of the region where the collision occurred.
In de¢ning conductivities, it is advantageous ¢rst to introduce the respective

current densities. Since electrons carry both charge and energy, their £ow implies
both electric and heat currents. The term electric current density, designated Je, is
understood to represent the mean electric charge crossing a unit area perpendicular
to the direction of £ow per unit time. Let us assume a current £ows in a wire of
cross-sectional area A as a result of voltage applied along the wire. If n is the
number of electrons per unit volume and all move with the same average velocity
v, then in time dt the charge crossing the area A is ^nevAdt. Hence, the current
density is

Je ¼ �ne�vv: ð3Þ

In the absence of driving forces (electric ¢eld or thermal gradient), all directions of
electron velocity are equally likely and the average velocity is zero; hence there is
no £ow of charge or energy.
If an electric ¢eld e is applied to an electron gas, electrons accelerate between the

collisions and acquire a mean (drift) velocity directed opposite to the ¢eld:

a � dv
dt

¼ � ee

m
: ð4Þ

Integrating Eq. (4), one obtains

v tð Þ ¼ � ee

m
tþ v 0ð Þ ð5Þ

where v(0) is the velocity at t=0, i.e., right after the collision at which time the
electric ¢eld has not yet exerted its in£uence. The apparently unlimited rise in the
velocity v(t) with time is checked by a subsequent collision in which the electron is
restored to a local thermal equilibrium. There will be a range of times between
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collisions, so to ¢nd out the mean value of the velocity over all possible times t
between collisions, we need to know how these times are distributed. The prob-
ability that an electron which has not collided with an ion during the time t will
now su¡er a collision in the time interval t + �t is

P ðtÞdt ¼ e�t=�

�
dt: ð6Þ

The mean velocity then follows from

�vv ¼ � ee

m
�tt ¼ � ee

m

Z

t
e-t=�

�
dt ¼ � e�

m
e; ð7Þ

i.e., the mean time �tt between collisions is equal to � , the parameter frequently called
the collision time or relaxation time. After Eq. (7) is substituted into Eq. (3), the
electric current density becomes

Je ¼ ne2e�
m

¼ �e; ð8Þ

from which one obtains the familiar expression for the electrical conductivity:

� ¼ ne2�

m
: ð9Þ

Thus, the Drude Theory predicts the correct functional form for Ohm’s law. By
de¢ning the mean free path between the collisions le as

le ¼ �vv�; ð10Þ

We can write Eq. (9) as

� ¼ ne2le
m�vv

: ð11Þ

In Drude’s time, the mean speed of electrons was calculated by using the equiparti-
tion theorem, namely

1
2
m �vvð Þ2¼ 3

2
kBT : ð12Þ

Thus, with the obtained mean velocity and using the experimental values of the
electrical conductivity, the mean free path of metals at room temperature invariably
came out in the range 1^5A� , seemingly providing an excellent support for Drude’s
model that assumed frequent collisions of electrons with ions on the lattice sites.
Similar to the electric current density, one can de¢ne the thermal current density

JQ as a vector parallel to the direction of heat £ow with a magnitude equal to the
mean thermal energy per unit time that crosses a unit area perpendicular to the
£ow. Because the speed of an electron relates to the temperature of the place where
the electron su¡ered the most recent collision, the hotter the place of collision the
more energetic the electron. Thus, electrons arriving at a given point from the
hotter region of the sample will have higher energy than those arriving at the
same point from the lower-temperature region. Hence, under the in£uence of the
thermal gradient there will develop a net £ux of energy from the higher-temperature
end to the lower-temperature side. If we take n/2 as both the number of electrons
per unit volume arriving from the higher-temperature side and the same density of
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electrons arriving from the lower-temperature region, and assuming that the ther-
mal gradient is small (i.e., the temperature change over a distance equal to the
collision length is negligible), it is easy to show that the kinetic theory yields for
the heat current density the expression

JQ ¼ 1
3
‘e�vvcv �=Tð Þ ¼ ��e=T: ð13Þ

Here le is the mean free path of electrons, cv is their electronic speci¢c heat per unit
volume, and �e is the thermal conductivity of electrons. Equation (13) is a state-
ment of the Fourier law with the electronic thermal conductivity given as

�e ¼ 1
3
‘e�vvcv: ð14Þ

Relying again on the classical description of the electron gas, Drude writes the
speci¢c heat of electrons per unit volume cv in terms of the molar speci¢c heat cm :

cv ¼ cm
n

NA
¼ 3

2
NAkB

n

NA

� �

¼ 3
2
kBn: ð15Þ

Substituting into Eq. (14) yields the classical expression for the thermal conductiv-
ity of electrons

�e ¼ 1
3
‘e�vv

3
2
kBn ¼ nkB‘e�vv

2
: ð16Þ

By forming the ratio �e/�, one arrives at the Wiedemann^Franz law:

�e

�
¼ nkB‘e�vv=2

ne2‘e=m�vv
¼ kBm �vvð Þ2

2e2
¼ 3

2
kB
e

� �2

T: ð17Þ

In the last step in Eq. (17) the mean square velocity is taken in its Maxwell^
Boltzmann form 3kBT=m.
Equation (17) is a crowning achievement of the Drude theory�it accounts for an

empirically-well-established relation between thermal and electrical conductivities of
metals, and the numerical factor 3

2 ðkB=eÞ2 = 1.1�10�8V2=K2 is only a factor of 2 or
so smaller than the experimental data*.
Overall, the success of the Drude theory appears impressive, especially when

viewed from the perspective of the early years of the 1900s, and for the next three
decades it formed the basis of understanding of the transport properties of metals.
In retrospect, the success of this theory is quite fortuitous and stems from a lucky
cancellation of a couple of large and grossly erroneous parameters that have their
origin in the use of classical statistics. The most blatant error comes from the
classically calculated value of the electronic speci¢c heat, which grossly overesti-
mates the actual electronic contribution to the heat capacity of metals. With its
value of 3R/2 per mole, the classical electronic term is comparable to that due to
the lattice and would result in far too large a speci¢c heat of metals. Experimen-
tally, no such classical electronic contribution was ever seen. This outstanding
puzzle in the classical theory of metals lasted until it was recognized that electrons

* In his original paper, Drude makes a mistake in his evaluation of the electrical conductivity, which
comes out only one-half of what Eq. (11) implies. With such an erroneous result his value for the Lorenz
constant is 2.2�10�8 V2/K2 in excellent agreement with experimental values.
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are fermions and their properties must be accounted for with Fermi^Dirac statis-
tics.
In the expression for the Wiedemann^Franz law, Eq. (17), this large error is

compensated by a comparably large error arising from the mean square electronic
speed which, in the classical Maxwell^Boltzmann form, is a factor of 100 smaller
than the actual (Fermi) velocity of electrons. The fortuitous cancellation of these
two large errors leaves the Lorenz constant approximately correct except for its
numerical factor of 3/2. With Fermi^Dirac statistics this numerical factor becomes
equal to �2/3, in which case it is often stated that the Lorenz constant assumes its
Sommerfeld value:

L0 ¼ �2

3
ðkB
e
Þ2 ¼ 2:44� 10�8 V2K�2: ð18Þ

Such fortuitous cancellation does not extend to the electrical conductivity in Eq.
(11) and classical statistics is responsible for underestimating the mean free path by
a factor of 100. In reality, le should be on the order of several hundred angstroms
rather than a few angstroms, as obtained by Drude. Actually there is another
reason why Drude’s viewpoint of very frequent scattering of electrons on ions is
not a good physical picture. With the advent of quantum mechanics it was soon
recognized that, because the electrons have a wave nature (apart from their cor-
puscular character), a perfectly periodic lattice presents no resistance to the current
of electrons and the electrical conductivity in that case should be in¢nite. It is only
because of deviations from perfect periodicity that the electrical conductivity attains
its ¢nite value. Imperfections can be of either dynamic nature and intrinsic to the
structure, such as displacements of ions about the lattice sites due to thermal
vibrations, or they can have a static character, such as impurities, vacancies, inter-
stitials, and other structural defects.
Another less than satisfactory outcome of the Drude theory that is a direct

consequence of the classical treatment concerns the predicted temperature depen-
dence of electrical resistivity. With the Maxwell^Boltzmann mean electron velocity,
v ¼ ð3kBT=mÞ1=2, the temperature dependence of resistivity is expected to be pro-
portional to

� ¼ 1
�
¼ m�vv

ne2‘e
� T 1=2: ð19Þ

Experimentally, the resistivity of metals at temperatures above the liquid nitrogen
temperature is typically a linear function of temperature. Again, the discrepancy
with the classical Drude model is eliminated when quantum mechanics is used,
namely when the mean velocity is taken as the Fermi velocity.
The fact that we talk about the Drude model some 100 years after its inception

indicates that, in spite of its shortcomings, the model provided convenient and
compact expressions for electrical and thermal conductivities of metals and, with
properly calculated parameters, o¡ered a useful measure of comparison between
important transport properties. Table 1 presents thermal and electrical conductiv-
ities of metals together with their Lorenz ratio, all referring to a temperature of 273
K.
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TABLE 1 Thermal Conductivity of Pure Metals at 273 K.a

Metal � (W/m-K) � (10�8 �m) L (10�8 V2/K2) Ref.

Ag 436 1.47 2.34 11
Al 237 2.43 2.10 12
Au 318 2.03 2.39 13
Ba 23.3 29.8 2.55 14
Be 230 2.8 2.36 15
Ca 186 3.08 2.13 16
Cd 100 6.80 2.49 15
Ce 11.2 (291 K) 80.0 � 3.5 17
Co 99 (300 K) 5.99 1.98 (300 K) 18
Cr 95.7 (280 K) 11.8 4.11 19
Cs 37 (295 K) 18.0 2.5 (295 K) 20
Cu 402 (300 K) 1.73 (300 K) 2.31 (300 K) 21
Dy 10.4 (291 K) 93 3.75 (291 K) 22
Er 13.8 (291 K) 79 3.75 (291 K) 22
Fe 80.2 (280 K) 8.64 2.57 (280 K) 23
Ga (jj c) 16.0 50.3 2.95 19
(jj a) 41.0 16.1 2.41 19
(jj b) 88.6 7.5 2.43 24
Gd 9.1 (291 K) 128 4.2 (291 K) 22
Hf 22.4 (293 K) 31.0 (293 K) 2.45 (293 K) 25
Hg (jjÞ 34.1 (197 K) 14.6 (197 K) 2.53 (197 K) 26
(?Þ 25.9 (197 K) 19.3 (197 K) 2.55 (197 K) 26
Ho 11.8 (300 K) 78.0 (300 K) 3.2 (300 K) 27
In 81.0 (280 K) 8.25 (280 K) 2.39 (280 K) 28
Ir 149 (277 K) 4.70 2.57 (277 K) 29
K 98.5 6.20 2.24 30
La 14.0 (291 K) 59 2.9 22
Li 65 8.5 2.05 31
Lu 16.2 (291 K) � 50 3.3 (291 K) 22
Mg 153 (301 K) 4.5 (301 K) 2.29 (301 K) 32
Mn (�Þ 7.8 (291 K) 137 4.0 (291 K) 22
Mo 143 4.88 2.56 33
Na 142 4.29 2.23 34
Nb 51.8 (280 K) 13.3 2.53 (280 K) 35
Nd 16.5 (291 K) 58 3.7 (291 K) 22
Ni 93 (280 K) 6.24 2.19 (280 K) 36
Os 87 (323 K) 8.3 2.7 (323 K) 29
Pb 35.5 19.2 2.50 37
Pd 71.7 9.74 2.57 38
Pr 12.8 65 3.1 (280 K) 39
Pt 71.9 (280 K) 9.82 2.59 (280 K) 23
Pu 5.2 (298 K) � 130 2.48 (298 K) 40
Rb 55.8 11.3 2.30 41
Re 49 16.9 3.05 42
Rh 153 (280 K) 4.35 2.46 (280 K) 43
Ru 110 (280 K) 6.7 2.72 (280 K) 43
Sc 21.8 44 4.3 44
Sm 13.4 (291 K) 90 4.3 (291 K) 22
Sn 64 10.6 2.48 15
Sr 51.9 11.0 2.18 14
Ta 57.7 (280 K) 12.1 2.56 (280 K) 45
Tb 10.4 (291 K) 110 4.25 (291 K) 22
Tc 51 (300 K) 16.7 � 3.4 (300 K) 46
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2. SPECIFIC HEAT OF METALS

One of the major problems and an outstanding puzzle in the Drude picture of
metals was a much too large contribution electrons were supposed to provide
toward the speci¢c heat of metals. While the classical treatment invariably sug-
gested an additional 3R/2 contribution to the molar speci¢c heat of metals (on
top of the 3R term due to the lattice vibrations), the experimental evidence was
unequivocal : the speci¢c heat of simple solids at and above room temperature did
not distinguish between insulators and metals, and the measurements yielded values
compatible with the Dulong^Petit law; i.e., the molar speci¢c heat of 3R = 6 cal
mole�1K�1 = 25 J mole�1K�1. This puzzle was solved when electrons were treated
as quantum mechanical objects and described in terms of Fermi^Dirac statistics.
We brie£y outline here the key steps.
Having half-integral spin, electrons are classi¢ed as Fermi particles (fermions)

and are subject to the Pauli exclusion principle. As intrinsically indistinguishable
particles, symmetry requirements imposed on the wave function of electrons are
such that no two electrons are allowed to share the same quantum state, i.e., to
possess identical sets of quantum numbers. This fundamental restriction has far-
reaching consequences as to how to treat the electrons, how to ‘‘build up’’ a metal,
and, for that matter, how to assemble elements in the periodic table. The statistics
that guarantee that the Pauli principle is obeyed were developed by Fermi and
Dirac, and the distribution of fermions governed by these statistics is referred to
as the Fermi^Dirac distribution fðE; T Þ :

fðE; T Þ ¼ 1
eðE��Þ=kBT þ 1

: ð20Þ

Here � is the chemical potential, often referred to as the Fermi level or Fermi
energy and written as EF instead of �. Equation (20) expresses the probability of
¢nding an electron in a particular energy state E and has a very interesting prop-

Metal � (W/m-K) � (10�8 �m) L (10�8 V2/K2) Ref.

Th 49.3 13.9 2.56 47
Ti 22.3 40 3.25 48
Tl 50.6 15 2.8 49
U 28 (278 K) 24 2.8 (278 K) 50
V 35 (260 K) 18.9 2.4 (260 K) 51
W 183 (280 K) 4.85 3.27 (280 K) 23
Y 15.9 (291 K) � 52 2.9 (291 K) 22
Zn 114.5 (283 K) 5.5 2.31 (283 K) 52
Zr 20.5 (323 K) 39 3.4 (323 K) 53
As (pc) 27 (298 K) 31.7 (298 K) 2.87 (298 K) 54
(? c-axis) 51.0 (300 K) 28.4 (300 K) 4.83 (300 K) 55
(jj c-axis) 29.0 (300 K) 38.6 (300 K) 3.73 (300 K) 55
Bi (pc) 7.8 (298 K) 148 (298 K) 3.87 (298 K) 56
(? c-axis) 9.8 (300 K) 112 (300 K) 3.65 (300 K) 57
(jj c-axis) 6.0 (300 K) 135 (300 K) 2.69 (300 K) 57
Sb 18.2 43 2.87 58

a. The data also include values of electrical resistivity and the Lorenz number. Most of the data are taken
from the entries in the extensive tables in Landolt-Bo«rnstein, New Series10.

Sec. 2 � SPECIFIC HEAT OF METALS 29



Distiller Server - 67523_BULK.pdf - 000030 of 000290 - February 14, 2005

erty. At T=0 K, the function f(E; T ) is a step function that sharply divides the
occupied states from the unoccupied states, with the Fermi energy playing the
demarcation line between the two. At E < EF , all available single-electron states
are fully occupied while for E > EF all states are empty. The Fermi energy is thus
the highest occupied energy state. As the temperature increases, a certain degree of
‘‘smearing’’ takes place at the interface between the occupied and unoccupied
states, with states close to but below EF now having a ¢nite probability of being
unoccupied, while states close to but slightly above EF have a ¢nite chance to be
occupied. The range of energies over which the distribution is smeared out is fairly
narrow and amounts to only about 4kBT around the Fermi level. Since the Fermi
energy of typical metals is several electron^volts (eV) while the value of 4kBT at 300
K is only about 100 meV, the smearing of the distribution is indeed small on the
fundamental energy scale of metals. Nevertheless, this lack of sharpness in the
distribution of electrons is all-important for their physical properties. Because the
deep lying electron states are fully occupied with no empty states in the vicinity,
electrons occupying such states cannot gain energy nor can they respond to external
stimuli such as an electric ¢eld or thermal gradient. Only electrons within the
smeared-out region of the distribution have empty states accessible to them and
can thus absorb the energy. Of the entire number of free electrons constituting a
metal, it is thus only a fraction 4kBT=EF (�0.01) of them that are involved in the
speci¢c heat. This is the reason why one does not detect electronic contribution to
the speci¢c heat of metals at and above ambient temperatures; the contribution of
electrons is simply too small on the scale of the Dulong^Petit law.
To calculate the speci¢c heat due to electrons exactly within the single-electron

approximation, apart from their distribution function, one also needs to know the
number of energy states per unit volume in a unit energy interval, i.e., the density of
states, D(E). This quantity is model dependent. Regardless of the model chosen for
D(E), its product with the distribution function integrated over all energies of the
system must yield the density of electrons per unit volume:

n ¼
Z1

0

DðEÞfðE; T ÞdE: ð21Þ

When electrons are heated from absolute zero temperature to some ¢nite tempera-
ture T, they absorb energy and increase their internal energy by

U Tð Þ ¼
Z1

0

ED Eð Þf E; Tð ÞdE �
ZE

0
F

0

ED Eð ÞdE: ð22Þ

The second integral in Eq. (22) represents the internal energy of electrons U(0) at
T=0 K. Electrons have this non-zero internal energy at absolute zero purely be-
cause they obey the Pauli exclusion principle, and only two electrons out of n
electrons (one with spin up and one with spin down) can occupy the lowest energy
state. All other electrons have to be accommodated on the progressively higher
energy levels, hence a signi¢cant internal energy even at T=0 K. By di¡erentiating
with respect to temperature and employing a trick of subtracting a term the value
of which is zero but the presence of which allows one to express the result in a
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convenient form,* we obtain

cv ¼
Z1

0

ðE � EF ÞDðEÞ @fðE; T Þ
@T

dE: ð23Þ

Assuming that the density of states does not vary much over the narrow tempera-
ture range where the distribution function is smeared out around the Fermi energy,
(i.e., taking the density of states at its value of the Fermi energy EF and carrying
out the partial derivative of the distribution function), one obtains

cv ¼ k2BTD EFð Þ
Zþ1

�1

x2ex

ex þ 1ð Þ2dx ¼ �2

3
k2BTD EFð Þ: ð24Þ

This is a general result for the speci¢c heat per unit volume of electrons, indepen-
dent of a particular form of the density of states. For a free-electron gas, it is easy
to show that the density of states becomes

DðEÞ ¼ ð2mÞ3=2
2�2�h3 E1=2: ð25Þ

In that case, the density of electrons per unit volume can be conveniently expressed
as

n ¼ 2
3
DðEF ÞEF ; ð26Þ

and with the de¢nition of the Fermi temperature TF = EF /kB, the heat capacity per
unit volume becomes

cv ¼ �2

2
nkB

T

TF
: ð27Þ

Comparing with Eq. (15), one sees that the e¡ect of Fermi^Dirac statistics is to
lower the speci¢c heat of electrons by a factor of (�2/3)(T=TF Þ. Because the Fermi
temperature of metals is very high, �104�105 K, this factor is less than 0.01 even at
room temperature.
To get from the speci¢c heat per unit volume into a more practically useful

quantity�speci¢c heat per mole of the substance�Eq. (27) must be multiplied
by the volume per mole, ZNA=n, where ZNA is the number of electrons in a
mole of metal of valence Z and NA stands for Avogadro’s number:

C ¼ �2

2
ZkBNA

T

TF
¼ �2

2
ZR

T

TF
¼ �T : ð28Þ

In Eq. (28), R is the universal gas constant and �, the coe⁄cient of the linear
speci¢c heat of metals, is often called the Sommerfeld constant. Although the
magnitude of the electronic speci¢c heat is small, and certainly at ambient tempera-
ture it is negligible compared to the lattice contribution, it gains importance at low

* Because of the high degeneracy of electrons, the electron density n in Eq. (21) is a constant and by
multiplying it by the value of the Fermi energy, the product EFn remains temperature independent.
Di¡erentiating it with respect to temperature gives 0=

R
EFD(E)(F/T)dE. This term is then subtracted

from the derivative of Eq. (22) with respect to temperature to obtain Eq. (23).
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temperatures. Because the lattice speci¢c heat decreases with a much faster T 3power
law, there will be a crossover temperature (typically a few kelvins) below which a
slower, linear dependence of the electronic contribution will start to be manifested
and eventually will become the dominant contribution.
It is interesting to compare experimental values of the coe⁄cient � of selected

metals with the corresponding free-electron values given by Eq. (28). In essence,
such a comparison (see Table 2) informs how appropriate it is to describe the
electrons of each respective metal as being free electrons. We note that for the
noble metals and the alkaline metals the free-electron description is a reasonable
starting point, while for most of the transition metals the free-electron picture is
grossly inadequate.
The large deviations between the experimental and free-electron �-values ob-

served in the case of transition metals are believed to arise from a very high density
of states of the d-electrons near the Fermi energy. Transition metals are character-
ized by their incomplete d-shells. When transition metals form by bringing together
atoms, the two outer s-electrons split o¡ and go into a wide conduction band. The
more tightly bound d-electrons also form a band, but this is a rather narrow band
because the overlap between the neighboring d-orbitals is small. Nevertheless, this
band must be able to accommodate 10 electrons per atom, hence its large density of
states. On the other hand, semimetals such as Sb and Bi possess very low values of
the � parameter because their carrier density is several orders of magnitude less
than that of a typical metal.

3. THE BOLTZMANN EQUATION

When one talks about transport phenomena, one means processes such as the £ow

TABLE 2 Comparison of Experimental and Calculated (free-electron) Values of the � Coe⁄cient of the
Electronic Speci¢c Heat for Selected Metals.a:

Metal Valence Free-electron � Experimental �
(10�3 J mole�1K�2) (10�3 J mole�1 K�2)

Na 1 1.09 1.7
K 1 1.67 1.7
Ag 1 0.64 0.66
Au 1 0.64 0.67
Cu 1 0.50 0.69
Ba 2 1.95 2.72
Ca 2 1.51 2.72
Sr 2 1.80 3.64
Co 2 0.61 4.98
Fe 2 0.64 5.02
Ni 2 0.61 7.02
Al 3 0.91 1.30
Ga 3 1.02 0.63
Sn 4 1.39 1.84
Pb 4 1.50 2.93
As 5 1.30 ^
Sb 5 1.63 0.628
Bi 5 1.79 0.08

a. Experimental values are taken from Ref. 2.

32 Chap. 1.2 � THERMAL CONDUCTIVITY OF METALS



Distiller Server - 67523_BULK.pdf - 000033 of 000290 - February 14, 2005

of charge or £ow of heat in solids. One is usually concerned about the steady-state
£ow, i.e., the £ow established as a result of the in£uence of external driving forces
(electric ¢eld or thermal gradient in our case) and the internal scattering processes
tending to restore the system to equilibrium. A steady state therefore must be
distinguished from the equilibrium state, and transport theory is thus a special
branch of nonequilibrium statistical mechanics. The deviations from the truly equi-
librium state, however, are usually small. The questions are: how are the driving
forces and the scattering processes interrelated? and how does the population of the
species under investigation evolve as a function of time? The answers are provided
by the Boltzmann equation. Although there are other approaches describing how to
treat the problem and arrive at formulas for the transport parameters, the Boltz-
mann equation has proven itself time and again as the most versatile approach and
the one that is reasonably easy to track. Moreover, it yields a form of the expres-
sions for the transport parameters that are intuitive and that can readily be com-
pared with the experimental results. In this section we show how one uses the
Boltzmann equation to arrive at useful formulas for the transport parameters of
metals.
Metals are crystalline solids. The periodic potential of ions located at the crystal

lattice sites is an essential feature of the system and must be incorporated in a
realistic description of metals. Lattice periodicity has the following consequences:
the momentum of a free electron is replaced by a quantity hk, where k is the Bloch
wave vector of an electron. The wave vector contains information about the trans-
lational symmetry of the lattice. The electron velocity, which in the free-electron
model is simply v = p/m, is replaced by the group velocity (1/h)@E(k)/@k, where E(k)
is the Bloch energy of an electron. Wave functions, which in the free-electron
picture were simply plane waves exp(ik�r), must now re£ect the periodicity of the
lattice. This is accomplished by introducing Bloch waves  k(r) = uk(r)exp(ik�r), i.e.,
plane waves modulated by a function uk(r) that has the periodicity of the lattice.
The fundamental issue concerns the distribution function of electrons in a metal,

i.e., how the occupation number of electrons changes as a result of the in£uence of
an electric ¢eld and thermal gradient, and the e¡ect of various scattering processes
that the electrons undergo. The equilibrium distribution of electrons is governed by
the Fermi^Dirac function [Eq. (20)], which is independent of the spatial coordinate
r because of the assumed homogeneity (in equilibrium, the temperature is the same
everywhere). Away from equilibrium, the distribution may depend on the spatial
coordinate r, since we assume that local equilibrium extends only over the region
larger than the atomic dimensions, and of course on the time t. Moreover, because
the energy of electrons is a function of the wave vector, we also assume that the
distribution function depends on k. We therefore consider explicitly f(r,k,t).
Temporal changes in f(r,k,t) arise because of three in£uences:

1. Electrons may move in or out of the region in the vicinity of point r as a result of
di¡usion.

2. Electrons are acted upon by driving forces such as an electric ¢eld or thermal
gradient.

3. Electrons are de£ected into and out of the region near point r because they
scatter on lattice vibrations or on crystal imperfections. This is the scattering
in£uence on the distribution function, and the respective partial derivative is
called the collision term.
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The ¢rst two in£uences on f(r,k,t) have their origin in the Liouville theorem
concerning the invariance of the volume occupied in phase space. Thus, the number
of electrons in the neighborhood of point r at time t must equal the number of
electrons in the neighborhood of point r ^ v(k)dt at the earlier time t - dt. Since the
electrons are also subjected to an external electric ¢eld E, they accelerate and in
time dt change their momentum hk by (dk/dt)dt = e e dt=h. (We assume that there is
no magnetic ¢eld present.) Therefore, in analogy with the Liouville theorem for the
spatial coordinate r, we consider the same volume invariance but this time for
k-space; i.e., the electrons that are at point k at time t must have been at a location
k ^ (^e) e dt=h at time t ^ dt. In the absence of any kind of collisions, we therefore
can write

f r;k; tð Þ ¼ f r� v kð Þdt;kþ ee
dt

�h
; t� dt

� �

: ð29Þ

However, collisions cannot be neglected since they change the population of elec-
trons. Some electrons will be de£ected away from the stream of electrons during the
time interval dt as the electrons proceed from (r ^ v(t)dt, k + ee dt=h) to (r, k).
However, it is also possible that some electrons that arrive at (r, k) at time t do not
belong to the stream of electrons we considered at (r ^v(t)dt, k + ee dt=h) at time
t - dt because they were de£ected into the stream by collisions in the neighboring
regions during the time dt. It is customary to capture both the ‘‘out-de£ected’’ and
‘‘in-de£ected’’ electrons in a term (@f/@t)coll. Thus, in time dt there will be a change
of population due to scattering of magnitude (@f /@t)colldt. Putting it all together, we
write

f r;k; tð Þ ¼ f r� v kð Þdt;kþ ee
dt

�h
; t� dt

� �

þ df

dt

8
>:

9
>;

coll
dt: ð30Þ

Expanding the equation to terms linear in dt, one obtains the Boltzmann equation:

@f

@t
þ v � rrf � ee

�h
:rkf ¼ @f

@t

8
>:

9
>;

coll
: ð31Þ

Equation (31) describes a steady state, not the equilibrium state. The terms on the
left-hand side are frequently called the streaming terms. In principle, the collision
term on the right-hand side contains all the information about the nature of the
scattering. Using the quantum mechanical probability for transitions between the
Bloch states  k and  k0, speci¢cally Wkk0 / j <k0jH 0jk> j2, where H 0 is the pertur-
bation Hamiltonian, one can write the collision term as

@f kð Þ
@t

8
>:

9
>;

coll
¼ V

ð2�Þ3
Z

dk0 1� f kð Þ½ �Wkk0f k0ð Þ � 1� f k0ð Þ½ �Wk0kf kð Þf g ð32Þ

The two terms in braces represent transitions from the occupied state k0 to an
empty state [1 ^ f(k)] and a corresponding transition from the occupied state k
to an empty state [1 ^ f(k0Þ]. These terms are present to comply with the Pauli
exclusion principle. Substituting Eq. (32) into Eq. (31), one gets a complicated
integrodi¡erential equation for the distribution function f(r,k,t).
One of the most successful approaches for solving the Boltzmann equation relies

on the use of a relaxation time approximation. The essence of this approach is the
assumption that scattering processes can be described by a relaxation time �(k) that
speci¢es how the system returns to equilibrium, i.e., how the distribution function
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f(r,k,t) approaches its equilibrium value fo(k). One therefore writes the collision
term as

@f

@t

8
>:

9
>;

coll
¼ � f kð Þ � fo kð Þ

� kð Þ ¼ � g kð Þ
� kð Þ ; ð33Þ

where g(k) is the deviation of the distribution function f(k) from its equilibrium
value fo(k), and �(k) is the relaxation time. Further considerable simpli¢cation of
the transport problem is achieved by linearization of the Boltzmann equation. This
is done simply by replacing the steady-state electron distribution in the gradients
rrf(r,k,t) and rkf(r,k,t) by the equilibrium distribution function, i.e., by taking
rrf(r,k,t) = rrf

o(r,k) and rkf(r,k,t) = rkf
o(r,k). This seems eminently reasonable

provided that the external ¢elds are not too strong so that the steady-state distribu-
tion is not too far from equilibrium. We can easily evaluate these two respective
gradients (including speci¢cally the dependence of the Fermi energy on tempera-
ture) and rewrite Eq. (31) as

� @fo

@E

8
>:

9
>;v kð Þ E � EF

T
rrT � e e� 1

e
rrEF

� �� �

¼ @f

@t

8
>:

9
>;

coll
ð34Þ

This is the linearized Boltzmann equation. After some algebra, we can write, for the
perturbed distribution function f(r,k,t),

f kð Þ ¼ fo kð Þ þ � @fo

@E

8
>:

9
>;v kð Þ� kð Þ e e� 1

e
rrEF

8
>:

9
>;þ E � EF

T
�rrTð Þ

� �

: ð35Þ

This is a general form of the distribution function describing electron population
perturbed by a weak electric ¢eld and a small temperature gradient. Before we
proceed further it is important to comment on the quantity we call the relaxation
time �(k).
It is a major consideration whether �(k) is a true relaxation time in the sense of

representing something like the time between collisions and, therefore, whether it
faithfully represents the way the equilibrium state is approached. We can, of course,
always formally introduce the parameter �(k) for any process, but if this quantity
turns out to depend on a particular form of the ¢eld that created the out-of-
equilibrium state, then we would need di¡erent functional forms of �(k) for di¡er-
ent external ¢elds and the meaning we associate with the relaxation time would be
lost. Thus, whether the true relaxation time exists (i.e., whether the relaxation time
approximation is valid) is a critical issue, and we shall see that it has a decisive
in£uence on the discourse concerning the thermal conductivity at low temperatures.

3.1. Transport Coef¢cients

Knowing how a weak electric ¢eld and a thermal gradient perturb the population
of electrons, we may now proceed to inquire what currents arise when the system is
allowed to reach steady state. To do that, it is customary to de¢ne current densities.
If we consider a £ow of particles, we know that a volume element dk around point
k in reciprocal space will contribute a £ux of particles of magnitude (1/8�3Þv(k)dk,
where v(k) is the particle velocity. Since we consider electrons, there are two spin
states for every k-state and the electrons are distributed according to the Fermi^
Dirac function. Summing over all available states and assigning a charge e to each
electron, we obtain the current density:
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Je ¼ 2e
8�3

Z

v kð Þf kð Þdk: ð36Þ

Similarly for the heat current density, we write

JQ ¼ 2
8�3

Z

v kð Þ E � �½ �f kð Þdk: ð37Þ

Equation (37) contains a term E � �, where � is the chemical potential (free energy,
which in metals can be taken as the Fermi energy) rather than just energy E. This is
necessary because thermodynamics tells us that heat is internal energy minus free
energy.
Since equilibrium distributions do not generate currents (there is no spontaneous

current £ow), substituting the perturbed distribution function in Eq. (35) into Eq.
(36) causes the integral containing the equilibrium distribution to vanish. The
remaining term is

Je ¼ 2e
8�3

Z

v kð Þv kð Þ� � @fo

@E

8
>:

9
>; ee�r� þ E � �

T
�rTð Þ

� �

dk

¼ e2�

4�3�h

Z

v kð Þv kð Þ � @fo

@E

8
>:

9
>; e� 1

e
r�

� �
dS

vj j dE

þ e�

4�3�h

Z

v kð Þv kð Þ � @fo

@E

8
>:

9
>;

E � �

T

� �

�rTð Þ dS
vj j dE: ð38Þ

Similarly, substituting Eq. (35) into Eq. (37) results in

JQ ¼ 2
8�3

Z

v kð Þv kð Þ� � @fo

@E

8
>:

9
>; ee�r� þ E � �

T
�rTð Þ

� �

E � �ð Þdk

¼ e�

4�3

Z

v kð Þv kð Þ e� 1
e
r�

� �

E � �ð Þ � @fo

@E

8
>:

9
>;

dS

vj j dE

þ �

4�3

Z

v kð Þv kð ÞE � �

T
�rTð Þ � @fo

@E

8
>:

9
>;

dS

vj j dE; ð39Þ

where, with the aid of dk = dSdk? = dSdE=jrkEj, we converted an integral over a
volume in k-space into an integral over surfaces of constant energy. De¢ning now
the integral

Kn ¼ 1
4�3

�

�h

ZZ

v kð Þv kð Þ E � �ð Þn � @fo

@E

8
>:

9
>;

dS

vj j dE; ð40Þ

we can express Eqs. (38) and (39) in terms of Kn :

Je ¼ e2Koeþ eK1

T
�rTð Þ; ð41Þ

JQ ¼ eK1eþK2

T
�rTð Þ: ð42Þ
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Equations (41) and (42) reveal an important point�electric current Je can be
generated not just by an external electric ¢eld but also by a thermal gradient.
Likewise, heat current JQ arises as a result of an electric ¢eld and a thermal
gradient. In essence, there are interactions between the electric and heat currents.
Integrals Kn ; de¢ned in Eq. (40), can be evaluated, using a general theorem for

integrals of the Fermi function over energy that are of the form

Zþ1

�1
� Eð Þf Eð ÞdE ¼

Zþ1

�1
� Eð Þ � @fo

@E

8
>:

9
>;dE; ð43Þ

where  (E) = d�(E)/dE. Because -@fo/@E has an appreciable value only within a
few kBT of �, a smoothly varying function of energy �(E) can be expanded about
E ¼ �, where hopefully only the ¢rst few terms su⁄ce for accuracy:

� Eð Þ ¼ � �ð Þ þ
X1

n¼1

E � �ð Þn
n!

� �
dn� Eð Þ
dEn

� �

E¼�
ð44Þ

The integral in Eq. (43) then becomes
Z

� Eð Þ � @fo

@E

8
>:

9
>;dE ¼ � �ð Þ þ �2 kBTð Þ2

6
@2� Eð Þ
@E2

� �

E¼�
þ:::; ð45Þ

and only terms even in n contribute because @fo/@E is an even function of E � �.
Equations (41) and (42) serve to de¢ne transport coe⁄cients in zero magnetic

¢eld. The usual isothermal electrical conductivity follows from a condition that the
thermal gradient is zero:

Je ¼ e2Koe: ð46Þ

With the explicit form of Ko, this can be written as

Je ¼ e2

4�3
� EFð Þ

�h

Z

E¼EF

v kð Þv kð Þ dSF
v kð Þj je ¼ �� e; ð47Þ

where � is the electrical conductivity. In a general crystal structure the current
density need not be parallel to the electric ¢eld, and the electrical conductivity is
a tensor,

�ij ¼ e2� EFð Þ
4�3�h

Z

E¼EF

vi kð Þvj kð ÞdSE
jv kð Þj : ð48Þ

For cubic metals and for isotropic (i.e., polycrystalline metals), the tensor reduces
to a scalar. Placing now the electric ¢eld e along, say, the x-direction, we obtain,
making use of v2x = (1/3)v2 :

� ¼ e2� EFð Þ
12�3�h

Z

E¼EF

vdSE ¼ e2

12�3�h

Z

E¼EF

‘edSE: ð49Þ

In this equation, we introduced the mean free path of electrons as je = v:� (EF Þ.
Equation (49) is the basic formula for the electrical conductivity. It states clearly

that only electrons near the Fermi level can contribute to the transport process

Sec. 3 � THE BOLTZMANN EQUATION 37



Distiller Server - 67523_BULK.pdf - 000038 of 000290 - February 14, 2005

since the integral is over the Fermi surface E(k) = EF . This, of course, is in full
agreement with the Pauli exclusion principle.
One might think that the thermal conductivity is obtained simply by taking it as

a coe⁄cient of the thermal gradient in Eq. (42), i.e., under the conditions that an
external electric ¢eld is zero. However, this is not how thermal conductivity is
measured. Although it is di⁄cult to control electric ¢elds, it is a straightforward
matter to ensure that no electric current passes through the sample while the
thermal conductivity is measured. We simply leave the sample in open-circuit con-
¢guration. Therefore, to obtain the desired coe⁄cient of thermal conductivity, we
set the current Je = 0 in Eq. (41) and express an electric ¢eld in terms of a thermal
gradient:

e ¼ K�1
o K1

eT
rT: ð50Þ

Substituting Eq. (50) into Eq. (42) yields

JQ ¼ 1
T

K2 �K1K
�1
o K1

� � �rTð Þ ¼ � �rTð Þ: ð51Þ

The coe⁄cient � is the electronic thermal conductivity. The term K1K
�1
o K1 in Eq.

(51) is very small for metals and, for present purposes, can be neglected. The
thermal conductivity is therefore

� ¼ 1
T

K2 �K1K
�1
o K1

� � ffi K2

T
: ð52Þ

If we de¢ne a function �(E) = (E � EF Þ2Ko(E), it can be shown, using Eq. (45) and
noting that the term [�(E)]E¼EF

= 0, that K2 is related to Ko via

K2 ¼ �2 kBTð Þ
6

2

2Ko EFð Þ ¼ �2 kBTð Þ
3

2

Ko EFð Þ ð53Þ

Substituting Eq. (53) into Eq. (52), we obtain the thermal conductivity as

� ¼ K2

T
¼ �2k2BT

3
Ko EFð Þ ¼ �2

3
kB
e

8
>:

9
>;

2

T� ð54Þ

We recognize the ratio �/� as the Lorenz number of the Wiedemann^Franz law.
Equation (54) is to be compared to the Drude result [Eq. (18)], where the only
di¡erence is in the factor �2/3 = 3.29 in place of 3/2, arising because Eq. (54) is
derived with the proper statistical description of the electrons. Eq. (54) is quite a
general result except for the fact that scattering processes must be elastic.
Now that the coe⁄cients governing the £ow of charge, �, and the £ow of heat, �,

have been established, two other coe⁄cients remain to be determined based on Eqs.
(41) and (42). These represent the interference terms between the electric and ther-
mal ¢elds.
Let us assume that we set up a temperature gradient across a sample that is in

open-circuit con¢guration; i.e., there is no electric current Je. This gradient gives
rise to an electric ¢eld " :

" ¼ K�1
o K1

eT
rT ¼ SrT: ð55Þ
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The coe⁄cient S is the Seebeck coe⁄cient, often, but somewhat unfortunately,
called thermoelectric power:

S ¼ K�1
o K1

eT
: ð56Þ

Using a relation between the integrals K1 and Ko,

K1 ¼ �2

3
kBTð Þ2 @Ko Eð Þ

@E

� �

E¼EF

ð57Þ

one can write the Seebeck coe⁄cient in the form

S ¼ �2

3
ek2BT

�

@Ko Eð Þ
@E

� �

E¼EF

¼ �2k2BT

3e
1
�

@� Eð Þ
@E

� �

E¼EF

¼ �2

3
kB
e

8
>:

9
>;kBT

@ ln � Eð Þ
@E

� �

E¼EF

:

ð58Þ

The Seebeck coe⁄cient is an important transport parameter and has a considerable
bearing on technological applications such as thermocouple sensors and thermo-
electric power conversion. The study of thermoelectric phenomena is an interesting
topic but clearly beyond the purview of this chapter. A reader interested in thermo-
electric e¡ects might ¢nd it useful to consult monographs dedicated to this subject,
among them Goldsmid,59 Blatt et al.,60 and Tritt.61

The remaining term in Eqs. (41) and (42) is obtained by setting rT = 0, i.e.,
imposing isothermal conditions and relating the heat current to the electric current:

JQ ¼ K�1
o K1

e
Je ¼ �Je; ð59Þ

where � is called the Peltier coe⁄cient. It relates heat generation or absorption in
junctions of dissimilar metals to the electric current passed through the circuit. The
Peltier e¡ect should not be confused with Joule heating, which is a quadratic
function of current and is always dissipative. The Peltier e¡ect is linear in current
and is at the heart of an important but niche technology of thermoelectric cooling.
The materials of choice are, however, small-gap semiconductors rather than metals.
For completeness, we also mention that it follows from Eqs. (56) and (59) that

the Seebeck and Peltier e¡ects are closely related, namely

� ¼ ST: ð60Þ

Having de¢ned the transport coe⁄cient and having established its form in terms
of the transport integrals, we now address the key issue: the actual mechanism of
transport. We will inquire about the dynamics of electrons and about the processes
that limit both the electric and heat currents. Since the Wiedemann^Franz law plays
such a pivotal role in the theory of transport and in the practical assessment of heat
conducting ability of metals, we also inquire about the validity of this law in
di¡erent regimes of transport. To address these issues, we rely on a quantum-
mechanical description of the electron motion in a crystalline lattice and on the
interactions of electrons with both intrinsic and extrinsic lattice imperfections. We
also consider the in£uence of electrons interacting with each other. We should state
right at the outset that a theoretical description of the transport mechanism is a
di⁄cult and challenging topic. As much as one would like to capture all nuances of
the band structure of various metals and make the computations and analysis truly
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metal speci¢c, one soon ¢nds out that the sheer complexity of the problem neces-
sitates various approximations and simpli¢cations that, in spite of valiant e¡orts,
yield not much more than a qualitative solution. It is, indeed, unrealistic to expect
that the theory will provide perfect agreement with the experimental data. What we
hope for are correct predictions regarding the temperature dependence of various
transport phenomena, capturing the trends among various classes of metals, and
perhaps a factor of 2 consent regarding speci¢c numerical values of the transport
coe⁄cients. Because electrical conductivity of metals is so closely tied to their
electronic thermal conductivity, we consider its behavior ¢rst. This will serve as
an excellent preparation for discussions of heat transport in metals.

3.2. Electrical Conductivity

In Eq. (49) we have a basic formula for electrical conductivity. To solve the integral
in this equation, we must consider speci¢c models. The most amenable one assumes
that electrons are in a band that is strictly parabolic (nearly free electrons). In this
case the velocity of electrons at the Fermi surface is simply vðEF Þ = hkF=m* (m*
being the e¡ective mass), and the integral over the Fermi surface is 4�k2F . Collecting
these results, we obtain the electrical conductivity

� ¼ e2�ðEF Þ
4�3�h

1
3

 
�hkF
m�

! 

4�k2F

!

¼ e2�ðEF Þ
3�2m� k3F ¼ e2�ðEF Þ

3�2m� 3�2n ¼ ne2�ðEF Þ
m� : ð61Þ

In Eq. (61) we have recovered a result formally equivalent to the Drude formula,
Eq. (9). This time, however, we are on a ¢rm footing in terms of the theory. The
relaxation time, which in Eq. (9) was purely a statistical quantity, is now a relaxa-
tion time of the electrons on the Fermi surface. Only electrons that are within a
thermal layer on the order of kBT of the Fermi energy can respond to an external
electric ¢eld because they are the ones that can ¢nd empty states in their vicinity.
Electrons deep down in the distribution have no empty states as neighbors and thus
are una¡ected. Metals have high conductivity because a relatively small number of
them�those in the neighborhood of the Fermi energy�have very high velocities
and not because all electrons drift ‘‘sluggishly’’ in response to the electric ¢eld. This
is also easily understood from the following illustration that depicts how the out-of-
equilibrium electron distribution actually looks. From Eq. (35), taking both gradi-
ents rrT and rrEF equal to zero, we write

f kð Þ ¼ fo kð Þ � e� kð Þ
�h

@fo

@E

@E kð Þ
@k

:e ¼ fo k� e�

�h
e

8
:

9
;; ð62Þ

where we used Taylor’s theorem to arrive at the second equality. Eq. (62) states that
the steady-state distribution f(k) in reciprocal space (k-space) is the same as the
equilibrium distribution that is shifted by ^(e�=h)e. Therefore, depicting the equili-
brium distribution of electrons by a solid curve in Fig. 1(a), we see that the e¡ect of
a constant electric ¢eld applied along the negative x-axis is to shift the entire
distribution in the positive x-direction by (e�=h) e. The displaced electron distribu-
tion is indicated in Fig. 1a by a dashed curve. It is clear from the ¢gure that only
electrons near the Fermi edge are a¡ected by the electric ¢eld; electrons lying deep
inside the distribution are completely ignorant of the presence of the ¢eld. If the
external ¢eld is switched o¡, the steady-state distribution (the dashed curve) will try
to relax back to the equilibrium form. The question is, how does the distribution in

40 Chap. 1.2 � THERMAL CONDUCTIVITY OF METALS



Distiller Server - 67523_BULK.pdf - 000041 of 000290 - February 14, 2005

Fig. 1a relax? Obviously electrons must be taken from the region on the right and
moved to the opposite side of the Fermi surface. Whether this can be achieved in a
single interaction involving a large angular change or whether many smaller steps
are needed to bring electrons back determines how e¡ective is the scattering pro-
cess. The average time needed to reestablish equilibrium is a measure of relaxation
time � . This may turn out to be a di¡erent time than the average time between
successive collisions, �o, and we must carefully distinguish these two times. Clearly,
if the distribution can be relaxed in a single step, then � ¼ �o. However, if several
collisions are needed to relax the distribution, the time � is larger than �o and is
given by

1
�
ffi 1

�o
1� hcos �ið Þ; ð63Þ

where hcos �i stands for an average over the scattering angle. The point is that from
the perspective of electrical resistivity* it is the change in the electron velocity in the
direction of the electric ¢eld which gives rise to resistivity. If each collision changes
the direction by only a small amount, many collisions will be needed to accomplish
the task of relaxing the distribution. Because the factor (1 - hcos �iÞ is sensitive to
temperature, it will ¢gure prominently in the discussion of electrical and thermal
transport processes considered as a function of temperature.
In a strongly degenerate system such as metals the carrier density is essentially

FIGURE 1 Schematic representation of the undisturbed (solid curves) and disturbed (dashed curves)
Fermi distributions produced by (a) an electric ¢eld and (b) a temperature gradient. The overpopulated
and underpopulated energy levels are marked with + and ^ signs, respectively. Solid and open circles in
the upper panels represent the excess and de¢ciency of electrons relative to equilibrium distribution. An
electric ¢eld shifts the entire distribution, whereas a temperature gradient creates asymmetry in the
distribution function. The reader should note the distinction between the large-angle scattering (the
so-called horizontal processes) and small-angle scattering but with a change in the electron’s energy
(the vertical processes).

* Thermally perturbed distributions, in addition to a possibility of being relaxed via the mechanism
shown in Fig. 1a, i.e., using the so-called horizontal processes, have an alternative and often more
e¡ective means of relaxation through very small angle but with a small change in energy, the so-called
vertical processes illustrated in Fig. 1b and discussed later.
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temperature independent. It then follows from Eq. (61) that variations in the elec-
trical resistivity with temperature come from the temperature dependence of the
relaxation time � . With the aid of quantum mechanics, it is, in principle, possible to
calculate all scattering probabilities and, therefore, to determine the relaxation time.
However, Fermi surfaces of real metals are quite complicated. One either does not
have available all the input parameters, or, if one has them, the theory is not
capable of incorporating all the ¢ne nuances of the problem. In short, calculations
of relaxation times are not a trivial task once one ventures beyond the comfort zone
of spherical Fermi surfaces.
We have already mentioned that it is somewhat arbitrary to write the collision

term in the form given in Eq. (33), and that only in situations where �(k) is
independent of the external ¢elds is the relaxation time meaningful. Since in this
chapter we only consider transport processes in zero magnetic ¢eld, we aim for a
relaxation time that is common to both an electric ¢eld and a thermal gradient.
Clearly, we would like to know when this is so; i.e., under what conditions does the
relaxation time approximation yield a result equivalent to a rigorously calculated
collision term in the Boltzmann equation? This is an important question that
touches upon the validity of the Wiedemann^Franz law. It turns out that an
electron population disturbed by an electric ¢eld and a thermal gradient will
have the same relaxation time when electrons scatter elastically. Actually, as shown
in Ref. 2, if the relaxation time approximation returns a solution for the distribu-
tion function of the form

fðkÞ ¼ fo kð Þ þA Eð Þ� k; ð64Þ

where a vector quantity A(E) depends on k only through its magnitude, then this
solution is rigorous in the sense that the same result is obtained by solving the full
Boltzmann equation.
We must not forget that by using the relaxation time approximation we have

merely introduced the relaxation time as a parameter but we have not solved the
scattering problem; this can be done only by having a general solution to the
Boltzmann equation. Tackling such a formidable challenge, one must resort to
more sophisticated techniques. Of these, the variational principle has proved to
be the most successful. Developed by Ko«hler,62 it is based on the linearized Boltz-
mann equation for an electric ¢eld and thermal gradient. It de¢nes a function �(k)
such that

f kð Þ ¼ fo � � kð Þ @fo

@E kð Þ : ð65Þ

The function � is then expressed as a linear combination of appropriately chosen
functions with variable coe⁄cients. The aim is to optimize the coe⁄cients so as to
produce a trial function that most closely approximates the true solution. The
Boltzmann equation is thus reduced to an extremum problem. The better the trial
function, the better is the approximation. An interesting upshot of this treatment is
its thermodynamic interpretation. One can view the e¡ect of an external electric
¢eld as aligning the velocities of electrons and thus decreasing the entropy. On the
other hand, scattering tends to disperse electrons, i.e., decrease the degree of order
in the system and thus increase the entropy. The Boltzmann equation therefore
expresses a relation between the decrease in entropy (by external ¢elds) and the
increase in entropy (by collisions). Since variational calculations test for the max-

42 Chap. 1.2 � THERMAL CONDUCTIVITY OF METALS



Distiller Server - 67523_BULK.pdf - 000043 of 000290 - February 14, 2005

imum, the solution of the Boltzmann equation coincides with the maximum entropy
production in the collision processes. For more information on the variational
principle as applied to the Boltzmann equation readers might wish to consult
Refs. 3 and 63.
For completeness, we mention that the Boltzmann equation is not the only

plausible approach for the formulation of the transport problem. One may, for
instance, use as a starting point linear response theory and derive the conductivity
in terms of time correlation functions of current. This is the approach pioneered by
Kubo64 and by Greenwood:65

� ¼ 1
kBT

Z1

0

hjk tð Þjl 0ð Þidt: ð66Þ

Other correlation functions (e.g., force^force correlations66) have been tried to
arrive at an expression for the conductivity. A di¡erent approach, based on the
density matrix formalism, was developed by Kohn and Luttinger.67 Even the op-
tical theorem was explored to derive an expression for conductivity.68 Although
these approaches capture the a priori microscopic quantum nature of the problem,
none of these delivers a clearly superior solution. Yes, there is considerable comfort
and satisfaction that one can start from the fundamentally atomistic perspective
and use the rigorous ¢eld-theoretical techniques to arrive at a solution. However,
the road to this solution is rather arduous, the treatment is less intuitive, and the
results are often di⁄cult to interpret. In spite of its shortcomings and a somewhat
less than rigorous nature, the Boltzmann transport equation is not a bad starting
point for the theoretical description of transport phenomena.
From Eqs. (33) and (61) it follows that the central problem in transport theory is

a calculation of the relaxation time � . In metals, three main scattering processes
a¡ect the electrical and thermal resistivities. (a) electrons can scatter on lattice
defects such as foreign atoms (impurities) occupying the lattice sites ; (b) electrons
can be de£ected via their interaction with lattice vibrations (phonons); and (c)
electrons may interact with other electrons�after all, there are plenty of them
around in a metal. We brie£y consider key points on how to proceed in calculating
the respective relaxation times for the three scattering scenarios. But ¢rst we men-
tion a remarkable relation known for more than half a century prior to the devel-
opment of quantum mechanics�Matthiessen’s Rule. This empirical rule, described
by Matthiessen in 1862,69 asserts that if several distinct scattering mechanisms are
at play the overall resistivity of metals is simply the sum of the resistivities one
would obtain if each scattering mechanism alone were present. For example, for
two distinct scattering mechanisms�scattering on impurities and on lattice vibra-
tions�the resistivity can be written as

� ¼ 1
�
¼ m�

ne2�
¼ m�

ne2�ð1Þ
þ m�

ne2�ð2Þ
¼ �ð1Þ þ �ð2Þ: ð67Þ

The essential point behind Matthiessen’s Rule is the independence of scattering
mechanisms; i.e., the overall collision rate is the sum of the collision rates of the
participating scattering processes. In the context of the relaxation time approxima-
tion this immediately leads to a reciprocal addition of the relaxation times:
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1
�
¼ 1

�ð1Þ
þ 1
�ð2Þ

: ð68Þ

Extensive studies (for a review see Ref. 70) have been done to test the validity of
Matthiessen’s Rule. Overall the rule seems to be reasonably robust, with deviations
often less than 2%. However, there are situations where the rule breaks down,
indicating that the scattering processes are not mutually independent after all.
This happens when the relaxation time depends on the k vector; i.e., � ¼ �(k).
As discussed in Ref. 2, the resistivity is then proportional to a reciprocal average
of the relaxation time 1/� , and Matthiessen’s Rule implies

1
���
¼ 1

���ð1Þ
þ 1

���ð2Þ
: ð69Þ

On the other hand, averages performed on Eq. (67) require

ð1
�
Þ ¼ ð 1

�ð1Þ
Þ þ ð 1

�ð2Þ
Þ: ð70Þ

The formulas are not equivalent unless �ð1Þ and �ð2Þ are independent of k. Since
there is a small but ¢nite spread of electron wave vectors that can interact with
phonons, �ð1Þ and �ð2Þ are somewhat interdependent and this, in general, leads to an
inequality rather than an equality between the total and two partial resistivities :

� � �ð1Þ þ �ð2Þ: ð71Þ

This inequality implies a positive deviation from Matthiessen’s Rule; i.e., if we
write for the total resistivity �tot ¼ �imp þ �ðT Þ, the temperature-dependent resistiv-
ity always increases with increasing impurity resistivity �imp. This old dogma has
been challenged by measurements of Rowlands and Woods,71 who observed nega-
tive deviations from Matthiessen’s Rule in samples of Al, Ag, and Pd that were
mechanically strained. Thus, it depends on how the resistivity �imp is being in-
creased. If the sample is more ‘‘dirty’’ (by stu⁄ng more impurity into it), the
deviation will always be positive. If, on the other hand, �imp is increased by strain-
ing the sample, then the deviation will be negative. The origin of the negative
deviations is believed to be electron-dislocation scattering. In mechanically de-
formed samples electron-dislocation scattering is dramatically enhanced and be-
cause this interaction process favors small-angle scattering in contrast to large-angle
scattering predominant in the case of electron-impurity scattering, this leads to a
reduction of �ðT Þ with increasing �imp.
Although it is not perfectly obeyed, Matthiessen’s Rule gives us a hope of being

able to discuss electron scattering in metals in terms of more-or-less independent
processes and focus on important characteristics and signatures of each relevant
scattering mechanism. Before we do that, let us consider the form of an electron
distribution function as it is perturbed by a thermal gradient.

3.3. Electronic Thermal Conductivity

An expression for the electronic thermal conductivity is given in Eq. (52). If we do
not neglect the term K1K

�1
o K1 with respect to the term K2, we can write the

thermal conductivity as
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� ¼ 1
T

K2 �K1K
�1
o K1

� � ¼ 1
T

K2 � eSK1T½ � ¼ K2

T
� eSK1; ð72Þ

where we used Eq. (56), that de¢nes the Seebeck coe⁄cient S. Forming now a ratio
�/�T (i.e., de¢ning the Lorenz function L), we obtain

�

�T
� L ¼

K2
T � eSK1

e2KoT
¼ K2

e2T 2Ko
� SK�1

o K1

eT
¼ �2

3
kB
e

8
>:

9
>;

2

�S2 ¼ Lo � S2 ð73Þ

Thus, the Lorenz function L di¡ers from the Sommerfeld value Lo by a term equal
to the square of the Seebeck coe⁄cient. In good metals at ambient temperatures the
Seebeck coe⁄cient is a few �V/K; i.e., the term S2 is � 10�11 V2/K2, which is three
orders of magnitude smaller than Lo and can be omitted in most situations. Never-
theless, this correction term will be important when we discuss the high-temperature
electron^electron contribution to the electronic thermal conductivity of metals.
It is instructive to illustrate the electron distribution that arises as a result of the

presence of a thermal gradient. In particular, by comparing it with the distribution
created by an electric ¢eld, we will be able to highlight the di¡erence between the
two and understand why thermal and electrical processes di¡er at low temperatures.
From Eq. (35), assuming only a thermal gradient is present, we can write for the

distribution function of electrons

f kð Þ ¼ fo kð Þ þ � @fo

@E

8
>:

9
>;

E � �

T

8
>:

9
>;�v kð Þ �rTð Þ ¼ fo T þ �v kð Þ �rTð Þð Þ; ð74Þ

where the second equality follows from the use of Taylor’s theorem and the identity

@fo

@T
¼ E � �

T
� @fo

@E

8
>:

9
>; ð75Þ

The distribution is shown in Fig. 1b. We note the following important points:

For E > � and for v kð Þ� �rTð Þ > 0

v kð Þ� �rTð Þ < 0

we obtain f kð Þ > fo kð Þ
f kð Þ < fo kð Þ

ð76Þ

For E < � and for v kð Þ� �rTð Þ > 0

v kð Þ� �rTð Þ < 0

we obtain f kð Þ < fo kð Þ
f kð Þ > fo kð Þ

Therefore, for E > �, electrons going in the direction of ^rT (i.e., down the ther-
mal gradient) are hotter and tend to spread the distribution, while electrons going
in the direction of rT (i.e., up the thermal gradient) are colder and sharpen the
distribution.
This is clearly a very di¡erent situation compared to that encountered in Fig. 1a,

where the distribution was perturbed by an electric ¢eld with the result that the
entire Fermi sphere shifted in response to the applied ¢eld.
The nature of the thermal distribution in Fig. 1b presents an alternative mechan-

ism for the electron system to relax. While the electrons may achieve equilibrium by
being scattered through large angles across the Fermi surface (the horizontal pro-
cess e¡ective in relaxing the electron population disturbed by an electric ¢eld in Fig.
1a), in Fig. 1b electrons may relax simply by undergoing collisions in which they
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change their energy by a small amount and move through the Fermi level, but with
essentially no change in the wave vector. These types of processes�vertical pro-
cesses�provide a very e¡ective means of relaxing thermally driven distributions
and govern thermal conductivity at low temperatures. At high-temperatures (usual-
ly including a room temperature) electrons scatter through large angles, the average
of cos � is zero, and a single collision may relax the distribution. Because scattering
through large angles (horizontal processes) becomes less and less probable as the
temperature decreases, electrons need many collisions before the direction of their
velocity is changed substantially. However, if they can pick up or give up a bit of
energy, no such limitation exists and they can relax readily. Thus, we are starting to
appreciate that at low temperatures the relaxation time governing electrical con-
ductivity will not be the same as the one governing thermal conductivity. The
relaxation time in thermal processes will be considerably shorter because the elec-
trons have an additional and very e¡ective channel through which they can relax�
the inelastic vertical process. This is the reason why the Wiedemann^Franz law
breaks down at low temperatures�the electrical and thermal processes lack a
common relaxation time.

4. SCATTERING PROCESSES

Electrons in a solid participate in three main interaction processes : they can scatter
on lattice defects, they interact with lattice phonons, and they interact with each
other. We have already noted that because of a small but ¢nite spread of electron
wave vectors, Matthiessen’s Rule is not perfectly obeyed and interference e¡ects,
especially between the impurity and electron^phonon terms, lead to deviations from
the rule. Such a slight nonadditive nature of scattering processes arises from the
energy dependence of the electron^phonon interaction. As one would expect, de-
viations from Matthiessen’s Rule also a¡ect the electronic thermal resistivity and, in
fact, might be more pronounced there than in the case of electrical resistivity. The
reason is that the electrical resistivity is more immune to small changes in the
electron wave vector than is the electronic thermal conductivity. Nevertheless, the
statement must be quali¢ed in the following sense: (a) As pointed out by Berman,1

deviations from Matthiessen’s Rule are usually largest in the regime where the
scattering rates for the electrical and thermal processes di¡er most�at intermediate
to low temperatures. Since in this regime phonons are much less e¡ective in limiting
electrical resistivity than the electronic thermal resistivity, the fractional in£uence of
the same amount of impurity will be larger in the former case. (b) Experimentally, it
is far more di⁄cult to design and implement high^precision measurements of ther-
mal conductivity than to do so for electrical resistivity. Thus, while there is no
shortage of the data in the literature concerning deviations from Matthiessen’s
Rule in electrical resistivity, the corresponding data for the thermal conductivity
are rather sparse.
We now consider how the di¡erent interaction mechanisms give rise to electrical

and thermal resistivities.

4.1. Impurity Scattering

Impurities and lattice imperfections are present to a greater or lesser extent in all
real crystals, and they are an impediment to the £ow of electrons. Scattering of

46 Chap. 1.2 � THERMAL CONDUCTIVITY OF METALS



Distiller Server - 67523_BULK.pdf - 000047 of 000290 - February 14, 2005

electrons on impurities is especially manifested at low temperatures, where the
strength of the competing scattering mechanisms is weaker. In general, impurities
are heavy objects on the scale of the electron mass, and, provided the impurity does
not have an internal energy structure such that its energy levels would be closely
spaced on the scale of kBT , the impurity will not be able to absorb or give energy to
a colliding electron. Consequently, impurity scattering is considered a purely elastic
event. Since there is no change in the energy of an electron between its initial and
¢nal states, the collision probability Wkk0 is zero unless E(k) = E(k0). If U is the
interaction potential, ¢rst-order perturbation theory gives for the collision prob-
ability:

Wkk0 ¼ 2�
�h
� E kð Þ � E k0ð Þ½ �jhkjU jk0ij2: ð77Þ

During linearization of the Boltzmann equation, we invoke the principle of detailed
balance, which requires that Wkk0 = Wk0k. Thus, writing for the number of states of
a particular spin in volume V ; V dk/(2�Þ3, simpli¢es Eq. (32) to

@f

@t

8
>:

9
>;

coll
¼ V

2�ð Þ3
Z

dk0Wkk0 f k0ð Þ � f kð Þ½ �: ð78Þ

The terms [1 ^ f(k)] and [1 ^ f(k0)] fall out and the exclusion principle does not a¡ect
the rate of change due to collisions. In order to relate the transition probability
Wkk0 to the relaxation time � , we must use a formula derived for the modi¢ed
distribution function f(r,k,t). The simplest case is that corresponding to an electric
¢eld, and let us say we take it along the x-axis ; i.e.,

f ¼ fo þ �e e vx
@fo

@E
: ð79Þ

From the de¢nition of (@f=@t)coll we have

@f

@t

8
>:

9
>;

coll
¼ fo � f

�
¼ �e e vx

@fo

@E
: ð80Þ

Substituting for f(k) in Eq. (78), and equating the right-hand side with that of Eq.
(80), we get for the relaxation time

1
�
¼ V

2�ð Þ3
Z

dk0Wkk0 1� v
0
x

vx

8
>>:

9
>>; ¼ Vm�kF

2��h3

Z�

0

jhkjU jk0ij2 1� cos �ð Þ sin �d�: ð81Þ

In deriving the second equality in Eq. (81), we use the scattering geometry in Fig. 2.
Equation (81) indicates that the scattering frequency is weighted with a factor (1-
cos �Þ. This means that not all scattering processes are equally e¡ective in altering
the direction of the electron velocity. Much more weight is given to those processes
that scatter electrons through a large angle.
Let us consider the case of a static charged impurity of valence Z that occupies a

lattice site. The conduction electrons ‘‘feel’’ the presence of this impurity through a
screened Coulomb interaction. This arises because the conduction electrons will try
to respond to the electric ¢eld of the impurity and will distribute themselves so as to
cancel the electric ¢eld at large distances. In the simplest case, modeling the electron
gas as a free-particle system, the screened potential has the form of the Yukawa
potential :
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U rð Þ ¼ � Ze2

4�"or
e�kTF r; ð82Þ

where the parameter kTF is called the Thomas^Fermi screening parameter and its
inverse (kTF Þ�1 is often referred to as the screening length. The Thomas^Fermi
screening parameter is given solely by the electron density and can be written as

kTF ¼ 4kF
�ao

8
>:

9
>;

1=2

; ð83Þ

where kF is the Fermi wave vector (or momentum) [kF = (3�2n)1=3] and ao = h2/me2

= 0.529�10�10 m is the Bohr radius. For the electron densities in metals, the
screening length is on the order of lattice spacing; i.e., electrons in metals are
very e¡ective in screening the electric ¢eld of impurity ions. The matrix element
for this potential, <k0jUimpjk>, representing electron scattering from a state k to a
state k0 is the Fourier transform of the screened potential :

hk0 Uimp

�
�

�
�ki ¼ � Ze2

"o k� k0j j2þ k2TF

� �
V
: ð84Þ

Substituting this matrix element into Eq. (81), working out the integral, and in-
troducing the density of impurities ni = Ni=V , one obtains for the impurity resis-
tivity, �imp :

�imp ¼ m

ne2�
¼ 2�m

3ne2
ni

n

EFZ
2

�h
F

4k2F
k2T F

8
>>:

9
>>;; ð85Þ

φ α 

k

kx 

k′ 

θ 

FIGURE 2 Scattering con¢guration in three dimensions. The electric ¢eld is assumed to be in the x-
direction. Magnitudes of both initial and ¢nal electron wave vectors are kF . A current change results
from changes in the electron velocity with respect to the direction of the electric ¢eld. Assuming free
electrons, the direction of the electron velocity coincides with the direction of its wave vector. Conse-
quently, after averaging over �, the change in the current is given by (kx�k0xÞ/kx = 1 ^ v0x/vx= (1-cos �Þ.
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where the function F is

F xð Þ ¼ 2 ln 1þ xð Þ � x=ð1þ xÞ½ �
x2

: ð86Þ

It is of interest to estimate the impurity resistivity per 1% of impurity. As an
example, we take copper where the Fermi energy is about 7 eV and the electron
density is 8.5�1028 m�3. Equations (83)^(86) then yield the impurity resistivity
contribution of 1.8�10�8 � m per 1% of monovalent (Z = 1) impurity. This result
is in a reasonable agreement with experimental values (see Table 3), although only
two entries (Ag and Au) can be considered monovalent solutes.

The scattering cross section calculated with the Born approximation often tends
to overestimate the cross section. The partial wave method is considered a better
approach. In this scheme a charged impurity represents a spherically symmetric
potential for which the Schro«dinger equation has an asymptotic solution of the
form

 k;l � 1
r
sin kr� l�

2
þ �l

8
>:

9
>;Pl cos �ð Þ: ð87Þ

Here P‘(cos �Þ is a spherical harmonic of order ‘. By matching the functions  k;‘ to
a plane wave (representing the initial state), one can write for the di¡erential
scattering cross section:

� �ð Þ ¼ 1
k2

X1

l¼0

2lþ 1ð Þei�l sin �lPl cos �ð Þ
�
�
�
�
�

�
�
�
�
�

2

: ð88Þ

TABLE 3 Resistivity increase in Cu per 1 at.% of Solute.a

Impurity ��/c Impurity ��/c
(10�8� m/1 at.%) (10�8� m/1 at.%)

Ag 0.14 Mn 4.3
Al 1.25 Ni 1.14
As 6.5 Pd 0.84
Au 0.53 Pt 1.86
B 1.4 Sb 5.4
Be 0.64 Se 10.6
Co 5.8 Si 3.25
Fe 14.5 Sn 2.8
Ge 3.7 V 5.8
In 1.2 Zn 0.25

a Data are taken from extensive tables in Landolt-Bo«rstein, New Series.10
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The phase shifts �f must satisfy the Friedel sum rule,

Z ¼ 2
�

X

l

2lþ 1ð Þ�l kFð Þ; ð89Þ

where Z is the valence di¡erence between the impurity and the solvent metal.
It is important to note that static lattice defects (such as charged impurities)

scatter all electrons with equal e¡ectiveness; consequently no temperature depen-
dence arises in electrical resistivity due to static lattice defects. This contrasts with
phonon transport, where the static defect scattering a¡ects phonons of di¡erent
frequencies di¡erently, leading to a temperature dependence.
We conclude this section by recapitulating the main points: Because the electrons

participating in transport are highly degenerate and are contained within a narrow
band of width �kBT around the Fermi level, as they encounter a static lattice defect
they will scatter elastically. A static lattice defect ‘‘looks’’ the same to all electrons
(a very di¡erent situation from that of phonons), and the relaxation time will be
temperature independent. Of course, di¡erent static crystalline imperfections (either
point imperfections, such as interstitial atoms and vacancies, or extended imperfec-
tions, such as dislocations) scatter with di¡erent strength and e¡ectiveness. Relaxa-
tion times relevant to each speci¢c situation have been worked out and can be
found in the literature.3;72 The essential point concerning all of them is that, in
each case, the relaxation time is independent of temperature. Collisions with static
imperfections result in a large-enough change in the electron wave vector so that
both electrical and thermal processes are a¡ected to the same degree. Electrical
resistivity that is given purely by electron scattering on static imperfections is often
called the residual impurity resistivity. It is the resistivity that a metal would attain
at very low temperatures. The common relaxation time for electrical and thermal
transport when electrons scatter on static imperfections means that the Wiede-
mann^Franz law is valid. From this we glean that the impurity-dominated electro-
nic thermal conductivity will be expected to follow linear temperature dependence
and its inverse�thermal resistivity Wimp�will be inversely proportional to tem-
perature:

Wimp Tð Þ ¼ �imp

LoT
¼ Bimp

T
; ð90Þ

where Bimp ¼ �imp/Lo.

4.2. Electron^Phonon Scattering

The most important process that limits the electrical and thermal currents has its
origin in a particular kind of a crystal lattice imperfection�the disturbance of
perfect periodicity created by a vibrating lattice ion. Just as an electron scatters
when the lattice periodicity is interrupted by the presence of an impurity at a lattice
site, the disturbance arising from vibrating ions (phonons in the language of quan-
tum mechanics) leads to a de£ection of an electron from its original path. The
major di¡erence between impurity scattering and electron^phonon scattering is
that the former represents a purely elastic process, whereas the latter involves
emission or absorption of a phonon, i.e., a small but ¢nite change in the electron
energy. From a practical perspective, one has some control over the impurity
processes because one can, at least in principle, prepare samples of exceptional
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crystalline quality with an exceedingly small amount of impurity in the structure. In
contrast, there is nothing one can do about a perturbation created by a vibrating
lattice�it is there to stay whether we like it or not.
The topic of electron^phonon interaction is one of the pillars of solid^state

physics. It presents a challenge that requires the full power of a quantum mechan-
ical treatment of the problem. Rather than reproducing a lengthy and complex
derivation that can be found in several texts, we will sketch the key steps and
give results that are essential in the discussion of electrical and thermal transport
in metals. Readers interested in a rigorous treatment of the electron^phonon inter-
action may ¢nd it useful to consult, among many others, Refs. 3, 5, 63, and 73.
In electron^phonon scattering we consider two distinct distributions, those of the

electrons and phonons. We know how to treat each one separately^electrons are
Bloch waves and obey Fermi^Dirac statistics, and vibrating metal ions show small
displacements from their equilibrium positions and thus can be modeled as harmo-
nic oscillators obeying Bose^Einstein statistics. In Chapter 1.1, in the discussion of
heat transport by lattice vibrations, it was described how the coupled motions of
atoms are transformed to form normal modes, each speci¢ed by its wave vector q
and a frequency of vibration !q. These normal modes are quantized as harmonic
oscillators, and the energy of a mode with frequency !q is (n + 1/2)�h!q, n being an
integer. Excitations of the lattice are energy quanta �h!q, called phonons. The
equilibrium distribution function, i.e., the mean number of thermally excited quan-
ta �h!q at a temperature T (the average number of phonons), is given by the Planck
distribution function (Bose^Einstein statistics) :

No ¼ 1
e�h!q=kBT � 1

: ð91Þ

If the unit cell contains only one atom, there are only three acoustic modes
(branches) of vibrations: one longitudinal with the atomic displacements parallel
to the wave vector q, and two transverse, with the displacements perpendicular, to q
and to each other. The dependence of the vibrational frequency !q on the wave
vector q, !q(q), is called the dispersion relation. In the long-wavelength limit
(q !0), !q =vsq, where vs is the speed of sound. If more than one atom resides
in the unit cell, more modes arise and they are called optical branches (the number
of optical branches is given by 3(p ^ 1), where p is the number of atoms in the unit
cell). Optical branches have non^zero frequency at q = 0. The group velocity of a
mode, vg = d!q=dq, indicates the speed with which wave packets travel in the crystal
and transport thermal energy. Because the optical branches are rather £at, the
derivative d!q=dq is quite small, which explains why optical branches are substan-
tially ine¡ective as carriers of heat; thus the task of transporting heat is assigned to
acoustic phonon modes. Typical speeds of sound in metals are a few thousand
meters per second compared to the speed of sound in air, 340 m/s. In describing
the vibrational spectrum of solids, one often relies on the Debye model. A crystal is
viewed as consisting of N lattice sites that give rise to 3N acoustic vibrational
modes. Moreover, the vibrational spectrum is truncated so that the highest fre-
quency that can be excited�the Debye frequency !D�is given by

Z!D

0

D !ð Þd! ¼ 3N: ð92Þ
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In Eq. (92) D !ð Þ is the phonon density of states equal to

D !ð Þ ¼ 3Vo!
2

2�2v3s
; ð93Þ

where Vo is the sample volume. The question is how to describe the interaction
between the electrons and phonons.
As pointed out, the feature that distinguishes the electron^phonon interaction

from electron-impurity scattering is the quantum of energy �h!q that an electron
absorbs or emits as it is scattered by a phonon. This is an important constraint
because the electron’s energy is changed in the interaction, i.e., the scattering is
inelastic. We assume that only one quantum of energy (one phonon) is involved in
the scattering process, and therefore the scattering satis¢es the requirement

E kð Þ � �h! ¼ E k0ð Þ: ð94Þ

If the wave vectors of the incoming and outgoing Bloch states are k and k0, and the
phonon wave vector is q, the condition the wave vectors must satisfy (one can view
it as a selection rule) is

k� q ¼ k0 þG ð95Þ

where G is a reciprocal lattice vector. Equation (95) delineates two distinct kinds of
processes: interactions for which G = 0 are called normal or N-processes ; interac-
tions where a nonzero vector G enters are known as umklapp or U-processes. In
essence, Eq. (95) is a statement of the conservation law of momentum (p = hk) ; in
the case of U-processes the vector k + q reaches over the edge of the ¢rst Brillouin
zone, and the role of a reciprocal vector G is to bring it back to the ¢rst zone. As
Fig. 3 illustrates, U-processes are exceptionally e¡ective in generating resistance
because they are capable of nearly reversing the direction of the electron wave
vector. Of course, this necessitates a presence of phonons with a certain minimum
wave vector which are more plentiful at high, rather than low, temperatures. There-
fore, U-processes typically dominate at high-temperatures, and their in£uence
weakens exponentially as the temperature decreases.
Now, because the lattice ions are much heavier than electrons (M=me � 103Þ, it is

assumed that the electrons quickly adjust to changes in the ionic positions. Con-
sequently, within this concept, generally known as the Born^Oppenheimer approx-
imation, the actual electron^phonon interaction is treated as a perturbation on the
Bloch states that are calculated under the assumption that the ions are in equili-
brium positions.
Considering electron^phonon interaction, one might think that the lower^energy

cuto¡ (some kind of minimum electrical resistivity) would be given by the zero-
point motion of the lattice ions, i.e., by the term �h!(q)/2 being emitted or absorbed
by an electron. This, however, would be an incorrect viewpoint. To consider zero-
point motion, we necessarily assume T = 0. But at absolute zero temperature
neither phonon absorption nor phonon emission by electrons is possible. Absorp-
tion does not happen because nq = 0, and phonon emission cannot take place
because an electron would lose energy in such a process. Since at T = 0 the electron
gas is perfectly degenerate, there is no available electron state below EF to accom-
modate the electron.
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In order to describe the interaction between an electron and the lattice ions, let us
assume that g(k,k0,q) is a function that couples the Bloch states k and k0 to the
phonon of wave vector q via Eq. (95). We would like to ¢nd out the form of this
coupling function, assuming a simple model that neglects any role of U-processes.
This is the same simpli¢cation made by Bloch in the derivation of his Bloch^
Gru«neisen formula for the electrical conductivity. Consider an electron situated
at point r that ‘‘senses’’ a lattice ion located at point Ri through a potential
U(r ^ RiÞ. The position of the ion Ri can be speci¢ed with respect to its equilibrium
position Ro

i and the displacement �Ri. The potential energy of an electron in the
¢eld of all ions of the lattice is the interaction Hamiltonian He�ion :

He�ion ¼
X

i

U r� Ro
i þ �Ri

� �� �
; ð96Þ

where the summation runs over all ion sites. The potential U[r ^ (Ro
i+�RiÞ] has an

electrostatic origin except that electrons have an excellent ability to screen the long-
range tail of the Coulomb potential. One of the simplest forms of screening�
Thomas^Fermi theory�assumes a slowly varying potential as a function of r given
in Eq. (82) together with its screening parameter kTF in Eq. (83). The required
smoothness of the potential must be on the scale of a Fermi wavelength, which,
stated equivalently, requires q <<kF , i.e., the calculation using the Thomas^Fermi
screening potential will be reliable only in the long^wavelength limit of lattice
vibrations. Since we assume small displacements from the equilibrium position,
we can expand the potential and, keeping only terms to ¢rst-order in �Ri, we write

He�ion ¼
X

i

U r�Ro
i � �Ri

� � ¼
X

i

U r�Ro
i

� ��
X

i

�RirU r�Ro
i

� �
: ð97Þ

The ¢rst term in the expansion is a constant and represents the potential to which
the electrons are subjected when the ions are in their equilibrium lattice positions.
This leads to the Bloch description of electrons in the crystalline lattice that we
assume anyway. Thus, the electron^phonon interaction is described by the second
term in Eq. (97). At this stage one can introduce the phonon coordinates Qq� via
the displacements �Ri :

��

�� ������

��

�m

B. Z. 

��

��

���

a) b) 

FIGURE 3 (a) Electron^phonon N-process k+q=k0. (b) Electron^phonon U-process k+q=k0+G, where G
is the reciprocal lattice vector. Note a minimum phonon wave vector qm that is necessary for the U-
process to take place. At low temperatures such wave vectors may not be available.

Sec. 4 � SCATTERING PROCESSES 53



Distiller Server - 67523_BULK.pdf - 000054 of 000290 - February 14, 2005

�Ri ¼ N1=2
X

q�

Qq�êeq�e
iq:Ro

i ; ð98Þ

where N is the number of lattice ions in a volume Vo and e“q� are unit polarization
vectors chosen to be parallel or perpendicular to q when q is along a symmetry
direction.
From this point, one would usually resort to using the second quantization

formalism and express the phonon coordinates in terms of creation and annihila-
tion operators. This is an elegant approach and one that keeps the terms easily
tractable. Because not all readers may be familiar with this technique, we shall not
follow this road. We simply recognize that we must calculate matrix elements of the
form <k0j�RirU(r-Ro

i Þjk> and sum them up for all ions i. The actual computation
is given in Ref. 4.
As noted, we only consider N-processes. If we further simplify the problem by

treating electrons as free electrons (i.e., if we use a plane-wave exp(ik:r)/(VoÞ1=2 to
describe an electron in state k), the coupling function for the electron^phonon
interaction becomes a function of q = k0 ^ k only; thus

Cq ¼ ie2z

1þ k2TF =q
2

� �
"oq2Vo

ffiffiffiffiffiffiffiffiffiffiffiffiffi
N�h

2M!q

s

q:êeq
� �

: ð99Þ

Here, z is the charge state of an ion, and the subscript � is dropped because the
polarization is assumed to be either longitudinal or transverse to the wave vector q.
We need the square of the modulus of C, which in the long-wavelength limit is

Cq

�
�

�
�2
q!0¼

2�2

3
zE2

F�h!q

v2sk
3
FVoM

: ð100Þ

Eq. (100) is usually written in the form

Cq

�
�

�
�2
q!0¼ �

�h!q

2N 0ð ÞVo
; ð101Þ

where

N 0ð Þ ¼ mkF

2�2�h2 ; ð102Þ

is the density of states per spin at the Fermi level, and the dimensionless parameter
� is

� ¼ 2z
3

E2
F

kB�sð Þ2
me

M
¼ 2z

3
E2

F

kB�Dð Þ2
qD
kF

8
>:

9
>;

2 c

vs

8
>:

9
>;

2me

M
: ð103Þ

The temperature �s in Eq. (103) is related to the longitudinal sound velocity vs via
the equation

�s ¼ vs�hkF=kB: ð104Þ

The temperature �s de¢ned in Eq. (104) and the Debye temperature �D, in terms of
which most of the asymptotic forms of the transport formuli and their integration
limits are usually stated in the texts, are related by
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�s

�D
¼ vs

c

kF
qD

: ð105Þ

Here c is the speed of sound in the Debye model, which is understood to be the
average of the long-wavelength phase velocities of all three acoustic modes, not just
the longitudinal one vs. Since for free electrons kF = (2/ZÞ1=3 qD, where Z is the
nominal valence and qD is the Debye wave vector, �s could be larger (perhaps as
much as a factor of 2, depending on Z) than the Debye temperature �D (see Table 4.).

Summarizing the approximations made to obtain the result in Eq. (101), we
have:

a. Interaction processes were restricted to involve only N-processes
b. Thomas^Fermi screening theory was used
c. Electrons were treated as free electrons.

Such simpli¢cations, of course, have consequences in terms of the validity of the
calculation. Even in the simplest of metals (alkali and noble metals), U-processes
cannot be completely neglected. Moreover, the coupling constant is appropriate for
the long-wavelength limit only and not for phonons of higher frequency. Finally,
Fermi surfaces of metals are, in general, quite complicated and electrons are not
exactly free electrons. In spite of these limitations, the form of the electron^phonon
coupling constant derived is used rather indiscriminately in most calculations. The
reason is obvious�such a treatment yields a rather simple and compact result, and
alternative approaches lead to very messy calculations, if possible at all.
With the coupling constant given by Eq. (101), one may proceed to calculate the

collision integral (@f(k)/@t)coll and inquire about the form of the relaxation time
describing the electron^phonon interaction:

@f

@t

8
>:

9
>;

coll
¼ � 2�

�h

X

k0�

Cj j2f fk 1� fk0ð Þ 1þN�q

� �� fk0 1� fkð ÞN�q

� �
� Ek0 � Ek þ �h!�q

� �

þ fk 1� fk0ð ÞNq � fk0 1� fkð Þ 1þNq

� �� �
� Ek0 � Ek � �h!q

� �g: ð106Þ

The factors such as fk(1 ^ fk0 Þ enter because of the Pauli exclusion principle, and Nq

and N�q stand for phonon distributions under the processes of phonon emission
and absorption, respectively. Of course, when both electrons and phonons are in

TABLE 4 Temperatures �s and �D Together with the Parameter � of Eq. (103) for Selected Metals.a

Metal �s (K) �D (K) �R (K) � (dimensionless)

Na 220 150 200 0.47
K 150 100 114 0.25
Cu 490 315 330 0.16
Ag 340 215 220 0.12
Al 910 394 395 0.90

a Values of �s and � are from Ref. 4, those of �D are from Ref. 74, and �R is from Ref. 75.
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equilibrium, the collision term must vanish. When the distributions are disturbed by
an electric ¢eld or thermal gradient, the deviations from the equilibrium population
can be expressed with the aid of the deviation functions  k for electrons and �q for
phonons:

fk ¼ fo þ fo 1� foð Þ k0 ; ð107Þ

Nq ¼ No þNo 1þNoð Þ�q: ð108Þ

Computations are considerably simpli¢ed if one makes the following approxima-
tion. Provided the phonon^phonon and phonon-impurity scattering processes are
very frequent so that they relax the population of phonons e¡ectively, the electron
will interact with a phonon that is very close to equilibrium. Hence, one sets the
deviation function of phonons to zero. With the identity equation that relates
equilibrium distribution functions of electrons and phonons,

fo Eð Þ 1� fo E þ �h!ð Þ½ �No !ð Þ ¼ fo E þ �h!ð Þ 1� fo Eð Þ½ � 1þNo !ð Þð Þ; ð109Þ

one can linearize Eq. (106). Introducing a relaxation time �k, one simpli¢es Eq.
(106) to

1
�k

¼ 2�
�h

X

q

Cj j2 � Ek � Ek0 � �h!q
� �

No
q þ 1� fok0

� �
þ � Ek � Ek0 þ �h!q

� �
No
q þ fok0

� �h i
:

ð110Þ

The coupling function depends only on the di¡erence between the wave vectors of
the outgoing and incoming electrons, q = k0 ^ k. Assuming again that the electrons
are described by a free-electron model and converting from summation to integra-
tion, we obtain for the high- and low-temperature limits* the following temperature
dependences for the electron^phonon relaxation rate:

1=�
k

/
/

T

T
3

for

for

T � �
D
;

T << �
D
:

ð111Þ

The high-temperature result�the relaxation rate being a linear function of tem-
perature�could have been anticipated based on a classical argument utilizing equi-
partition of energy, which is valid since we consider high-temperatures. One would
expect the resistance to be proportional to the mean square displacement of an ion
in a given direction. An ion of mass M with acceleration d2x/dt2 is subjected to a
restoring force ^bx so as to satisfy the equation

M €xxþ bx ¼ 0: ð112Þ

Since b=M ¼ !2 = 4�2f2, where f is the frequency, we can write for the mean
potential energy of this oscillator at high-temperatures:

* The Debye temperature qD is the usual upper limit of the summation in Eq. (110) and, thus, the
temperature delineating the asymptotic regions of transport. However, this is applicable only for highly
degenerate systems such as metals. For semimetals a more appropriate criterion is q=2 � kF . Moreover, if
the model assumes that electrons couple only to longitudinal phonons, a somewhat higher temperature,
such as �s in Eq. (104) might be more appropriate.
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1
2
bx2 ¼ 1

2
kBT : ð113Þ

The resistance then becomes

R / x2 ¼ kBT

b
¼ kBT

4�2f2M
¼ h2T

4�2MkB�D
/ T

M�2D
: ð114Þ

In order to appreciate what happens to an electron when it interacts with a
phonon at high-temperatures, it is instructive to consider the largest possible
change in the direction of an electron wave vector in such an electron^phonon
encounter. If we assume a free-electron-like monovalent metal (one free electron
per lattice ion) consisting of N atoms, the Brillouin zone must accommodate N
distinct q-values (modes of vibrations), while the Fermi sphere must be large en-
ough to ¢t (N/2) k-states (N/2 rather than N because each state can have two
electrons, one with spin up and one with spin down). Thus, the volume of the
Brillouin zone will be twice as large as the volume of the Fermi sphere, which
implies that the ratio qD=kF = 21=3 ffi 1.26. Therefore, the maximum change in
the electron wave vector is �k ¼ qD = 1.26kF . From Fig. 4 it follows that the
largest possible angle � is given by sin(�/2) = (q/2)/kF . Inverting this expression,
we obtain the maximum scattering angle �max = 2 sin�1(q/2kF Þ = 78‡. Of course,
this is an idealized case not fully applicable even in alkali metals. Nevertheless, the
estimate shows clearly that high-energy phonons (which are plentiful at high-tem-
peratures) can, in a single collision, produce a large change in the direction of an
electron with very little change in its energy. Because high-temperature phonons can
relax out-of-equilibrium populations of electrons created by either an electric ¢eld
or a thermal gradient in a single scattering event, there is one common relaxation
time for both electrical and thermal processes.
As for the low-temperature limit of Eq. (111), it states that for temperatures well

qD�kF 

��

��� θ 

FIGURE 4 Relationship between the Fermi and Debye spheres for free electrons: qD = 21=3kF ffi 1.26kF .
The maximum scattering angle �max is given by �max = 2 sin�1(qD/2kF Þ ffi 78‡.
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below �D the electron^phonon scattering rate declines as T 3. This must not be
confused with the rate at which the current density diminishes because the two
rates are not the same. What comes into play is the e⁄ciency of scattering. It
expresses the fact that, as the temperature decreases, phonon wave vectors become
smaller and therefore the scattering angle decreases. Thus, more collisions are
needed to make a substantial change in the direction of the electron velocity. We
have seen in Eq. (63) that this is taken care of by introducing the e⁄ciency factor
(1 ^ cos �Þ. From Fig. 4 it follows that

1� cos � ¼ 2 sin2
�

2

8
>:

9
>; ¼ 2

q

2kF

8
>:

9
>;

2

¼ 1
2

q

kF

8
>:

9
>;

2

: ð115Þ

Because q � kBT=�hvs, the factor (1 ^ cos �Þ introduces a temperature factor T 2.
Thus, at low temperatures, the electrical resistivity is proportional to T 5. This result
can be derived rigorously by using Kohler’s variational technique to actually solve
the Boltzmann equation. We will not reproduce the mathematical derivation, but
merely state the ¢nal results.

1
��

¼ 9�h2C2

8
ffiffiffi
2

p
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Inverting Eq. (61) and substituting for the relaxation time from Eq. (116), one
obtains the famous Bloch^Gru«neisen formula for the electrical resistivity :76;77
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We indicate by subscript e-p that the resistivity arises as a result of the electron^
phonon interaction. In most texts such a resistivity is referred to as the ideal
resistivity�ideal in the sense that it would be the resistivity in the absence of
impurities (i.e., the resistivity of an ideal solid). Note that di¡erent authors de¢ne
the coe⁄cient A di¡erently. Apart from the form of Eq. (117), one often comes
across a coe⁄cient that is four times smaller, namely, A0 = A/4. In that case, Eq.
(119) is written with a prefactor of 4A0.
It is of interest to look at the asymptotic solutions for low and high-tempera-

tures:
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�e�p Tð Þ ¼ 124:4A
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In Eq. (120) we used the approximation Jnð�=T ) ffi (�/T Þðn�1Þ=ðn�1Þ, valid for high-
temperatures, and in Eq. (121) we substituted J5ð1Þ = 124.4, applicable at
T << �D. Thus, at high-temperatures the resistivity is a linear function of tempera-
ture, while at low temperatures it should fall very rapidly following a T 5 power law.
Note that the T 5 behavior of the resistivity is rarely observed. Apart from the
obvious experimental challenges to measure resistivity at low temperatures with a
precision high enough to ascertain temperature variations against a now large
impurity contribution and a contribution due to electron^electron scattering (see
the next section), we should keep in mind the simpli¢cations introduced in the
process of calculations, the main ones being spherical Fermi surfaces, N-processes
only, Thomas^Fermi approximation, equilibrium phonon distribution. All of these
do a¡ect the ¢nal result. It is remarkable that with basically the same approach the
theorists are able to calculate an electrical resistivity of even transition metals that
agrees with the experimental data to within a factor of 2 (see Table 5).

We note that by ¢tting the experimental resistivity data to the Bloch-Gru«neisen
formula [Eq. (119)], we can obtain a characteristic temperature �R that plays a
similar role as �D or the characteristic temperature associated with long-wavelength
phonons, �s. The temperature �R is usually much closer to �D (see Table 4) than to
�s, indicating that transverse phonons do play a role in electron scattering.
We now turn our attention to a relaxation time relevant to electronic thermal

conductivity. This is obtained by performing similar variational calculations to
those that led to Eq. (116) except that the trial function is now taken to be propor-
tional to E � EF :
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TABLE 5 Comparison of Calculated and Experimental Room Temperature Electrical Resistivities of
Several Pure Metals.a

Metal Ag Au Cu Fe Mo Nb Ni Pd Ta W

Experiment 1.61 2.2 1.7 9.8 5.3 14.5 7.0 10.5 13.1 5.3
Calculation 1.5 1.9 1.9 11.4 6.1 18.4 5.2 5.2 13.2 7.2

a Calculated values are from Refs. 78 and 79, and the experimental data are from Ref. 80. Resistivities
are in units of 10�8� m.
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Electronic thermal resistivity arising from electron^phonon interaction (called ideal
thermal resistivity) is then

We�p Tð Þ ¼ �e�p
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where Cv = (�2nk2B/2EF ÞT is the electronic speci¢c heat. The ideal thermal resis-
tivity consists of three distinct contributions. The ¢rst contribution is recognized as
having the same functional form as the one in Eq. (119) for electrical conductivity.
This term arises from large-angle scattering and, therefore, satis¢es the Wiede-
mann^Franz law. The second term is due to inelastic small-angle scattering (vertical
processes) and has no counterpart in the electrical resistivity. The third term is a
correction that accounts for situations where large-angle scattering can reverse the
electron direction without actually assisting to restore the distribution back to
equilibrium. This is due to the nature of the thermally perturbed distribution func-
tion, where an electron can be scattered through large angles between regions
having similar deviations (for instance, regions marked + in Fig. 1b).
Frequently, asymptotic forms of Eq. (123) are required for low and high-tem-

peratures, and they are
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Equation (124) is just the ¢rst term of Eq. (123) in the limit of high-temperatures.
The second and third terms in the square brackets of Eq. (123) are both very small
because at high-temperatures J7=J5 !(1/6)(�=T )6/(1/4)(�/T)4 !(2/3)(�=T )2 !0. The
second equality in this equation follows from using Eq. (120). Thus, at high-tem-
peratures, we expect the ideal electronic thermal resistivity to be temperature in-
dependent and, because the relaxation times for the electrical and thermal processes
are essentially identical, the Wiedemann^Franz law is obeyed, as Eq. (124) demon-
strates.
Equation (125) was obtained by considering only the second term in the bracket

of Eq. (123) because this term rises rapidly as temperature decreases, while the ¢rst
and third terms are constant (1 and 5082/124.4, respectively). The second equality
in Eq. (125) is obtained with the aid of Eq. (121). The third equality follows from
approximating J5ð�D=T Þ ffi J5ð1Þ = 124.4. We note an important feature�the
thermal resistivity at low temperatures follows a quadratic function of temperature
and its inverse, the thermal conductivity �e�pðT Þ, should be proportional to T�2.
This is indeed what is most frequently observed. Considering all the approximations
made, the numerical factors should not be expected to be very precise, perhaps to
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within a factor of 2 or 3. We also observe from Eq. (125) that, at low temperatures,
the Wiedemann^Franz law is clearly not obeyed.
Writing for the Lorenz ratio L ¼ �/�T and substituting from Eqs. (119) and

(123), we obtain
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Asymptotic forms of the ratio L=Lo at high and low temperatures are
L
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¼ 1 for T � �D ð127Þ
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Equations (127) and (128) state an important result. At high-temperatures, the
Lorenz ratio attains its Sommerfeld value Lo. In other words, the relaxation times
for electrical conductivity and thermal conductivity are identical, and the Wiede-
mann^Franz law holds. At these temperatures there are plenty of large^momentum
(wave vector) phonons, and they scatter electrons elastically through large angles
regardless of whether electron populations are perturbed by an electric ¢eld or a
thermal gradient. At low temperatures, a very di¡erent scenario emerges. Here the
Lorenz ratio rapidly decreases with decreasing temperatures and the Wiedemann^
Franz law is obviously not obeyed. Phonon wave vectors decrease with temperature
and they are incapable of scattering electrons through large angles. Thus, many
collisions are necessary to change the velocity of electrons and therefore relax the
electron distribution brought out of equilibrium by an electric ¢eld. In contrast, it is
much easier to relax a thermally driven disturbance in the electron population. A
very e⁄cient route opens whereby electrons just slightly change their energy (in-
elastic processes) and pass through the thermal layer of width �kBT about the
Fermi level, and the distribution is relaxed. This means that the relaxation time
for thermal processes is considerably shorter than the one for electrical processes.
The rate with which the two relaxation times depart as a function of temperature is
given by Eq. (126), and a plot of L=Lo as a function of reduced temperature is
shown in Fig. 1.10 in Sec. 6. At low temperatures the ratio attains a quadratic
function of temperature. The decrease in the Lorenz ratio is particularly large in
very pure metals because the temperature range where Eq. (128) is applicable ex-
tends to quite low temperatures before any in£uence of impurities is detected.
Eventually, at some very low temperature, impurity scattering takes over and, since
such processes are essentially elastic, the Lorenz ratio is restored.

4.3. Electron^Electron Scattering

Because of their high electron density, one might naively think that the electron^
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electron interaction is a very important component of the electrical and thermal
conductivities of metals. Just a rough estimate of the Coulomb energy [e2/4�"or] of
two electrons separated by an interatomic distance comes out to be about 10 eV�
an enormous amount of energy that exceeds even the Fermi energy. However, this
is a very misleading and incorrect estimate. The point is that electrons have an
exceptionally good ability to screen charged impurities. We have noted that, in
metals, the screening length is typically on the order of an interatomic spacing.
This fact, together with the constraints imposed by the Pauli exclusion principle,
results in quite a surprising ine¡ectiveness of the electron^electron processes in
metals, especially as far as electrical transport is concerned.
Interactions among electrons involve four electron states: two initial states that

undergo scattering and two states into which the electrons are scattered. It should
be clear that if only N-processes (processes in which the total electron momentum is
conserved) are involved, the electron^electron interaction on its own would not lead
to electrical resistivity because there is no change in the total momentum.* Thus, a
possibility for a resistive process in interactions among electrons is tied to the
presence of U-processes. But such processes are not too frequent because of the
rather stringent conditions imposed by the Pauli exclusion principle. This is readily
understood from an argument given in Ref. 2. Here we consider a metal at T=0
with fully occupied states up to the Fermi level and a single electron excited just
above the Fermi level. Let us label this electron 1; its energy is E1 > EF . In order
for this electron to interact, it must ¢nd a partner from among the electron states
lying just below EF because only these states are occupied. We label one such
electron 2, and its energy is E2 < EF . The Pauli principle demands that after the
interaction the two scattered electrons must go to unoccupied states and these are
only available above the Fermi level ; i.e., E0

1 > EF and E0
2 > EF . Energy in this

scattering process must be conserved,

E1 þ E2 ¼ E
0
1 þ E

0
2; ð129Þ

and the wave vectors must satisfy

k1 þ k2 ¼ k
0
1 þ k

0
2 þG: ð130Þ

If E1 is exactly equal toEF , then E2, E 0
1; and E 0

2 must also equal EF . Thus, all four
states would have to fall on the Fermi surface occupying zero volume in k-space
and therefore yielding in¢nite relaxation time at T=0 K. With E1 slightly larger
than EF (see Fig. 5), there is a very thin shell of k-space of thickness jE1�EF j
around the Fermi level available for ¢nal states E 0

1and E 0
2. Because only two states

(e.g., E2 and E 0
1Þ are independent rather than three [E 0

2 is ¢xed by Eq. (129) once
E1, E2, and E 0

1 are chosen], the scattering rate is proportional to (E1 ^ EF Þ2.
If we now assume a ¢nite temperature, the electron distribution will be slightly

smeared out (by an amount of thermal energy kBT ), and partially occupied levels
will emerge in a shell of width kBT around EF . Since each one of the two inde-
pendent states now has this enlarged range of width kBT of possible values avail-
able, the scattering cross section is reduced by (kBT=EF Þ2 � 10�4 at ambient tem-
perature. Thus, at room temperature, the contribution of the electron^electron
processes to the transport e¡ects in bulk metals is negligible in comparison to other

* This is strictly correct only for isotropic systems. Any source of anisotropy will give rise to a resistivity
contribution associated with N-processes.
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scattering mechanisms. If one takes into account static screening, the collision
frequency for a purely isotropic electron^electron scattering rate has been
evaluated81 and is
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The angular brackets denote an average over a solid angle, which is evaluated
explicitly in Ref. 82.
The important point for our purposes is the T 2 dependence of the scattering rate.

As the temperature decreases, the collision rate diminishes. The T2 variation applies
to bulk, three-dimensional metals. If a metallic structure has lower e¡ective dimen-
sionality, a di¡erent temperature dependence results. For instance, for a one-dimen-
sional wire the electron^electron scattering rate is a linear function of temperature

���

��

ky 

kx 

kF 

k1 
k2 

k2′ 

k1′ 

���

��

FIGURE 5 Schematic of a normal electron^electron interaction. Electrons 1 and 2 with initial wave
vectors k1 and k2 scatter from one another to ¢nal states with wave vectors k1 0 and k2 0. The scattered
electrons must go into unoccupied states (i.e., states above the Fermi energy).
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while for a two-dimensional thin metal ¢lm the electron^electron interaction yields
a contribution proportional to T 2ln(TF=T ). Since our ultimate interest is the elec-
tronic thermal conductivity, and heat conduction measurements on lower-dimen-
sional systems are exceedingly di⁄cult to carry out, we limit our discussion to bulk
metallic systems only.
Equation (132) implies a reduction with decreasing temperature of the already

weak electron^electron scattering rate. This, however, does not mean that we can
completely neglect the in£uence of electron^electron processes. At very low tem-
peratures, where the electron^phonon processes rapidly disappear (�e�p / T 5Þ, and
in very pure metals, where the impurity resistivity contribution is small, the rela-
tively slow T 2 dependence may propel the electron^electron processes into a posi-
tion of the dominant scattering mechanism.

4.3.1. Effect of e-e Processes on Electrical Resistivity

The earliest experimental evidence for a T 2 term in the resistivity due to electron^
electron interaction is in the data on platinum measured in 1934 by de Haas and de

TABLE 6 Calculated Values of the Coe⁄cient Aee (in units of 10�15 � m K�2Þ and the E¡ectivenes
Parameter � (percent), Together with the Available Experimental values of Aee.a

Metal rs/ao Aee (calc) � Aee (calc)/� Aee (exp) Reference b

Li 3.25 2.1 0.054 40 30 94
Na 3.93 1.4 0.035 40 1.9 95
K 4.86 1.7 0.021 80 0.55^4.0 95^98
Rb 5.2 3.5 0.028 130
Cs 5.62 6.7 0.028 240
Cu 2.67 1.2 0.35 3 0.28^1.21 99^102
Ag 3.02 1.1 0.35 3 0.35�0.15 100, 103
Au 3.01 1.9 0.35 5 0.5�0.2 101
Al 2.07 4.1 0.4 10 2.8�0.2 104
Pb 2.3 16 0.4 40
Fe 2.12 310 105
Co 98 106
Ni 340 107
Nb 3.07 23 108
Mo 12.6 109
Ru 27 110
Pd 350 111
W 4.8^6.4 112
Re 45 113
Os 20 113
Pt 140 114
Nb3Sn 70,000 115
Bi 2.25 80,000 135,000 116
Graphite 50,000 117

a Also included is the electronic density normalized to the Bohr radius, rs=ao.
b Values of � for alkali metals are from Ref. 91; those for noble metals are from Ref. 92; those for the
polyvalent metals are from Ref. 82. The calculated values Aee (calc) include a phonon-mediated correc-
tion evaluated in Ref. 91. The theoretical estimate of Aee for Bi and graphite is based on Ref. 93.
References are provided for the experimental values of Aee.
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Boer.83 Shortly afterward, Landau and Pomeranchuk84 and Baber85 drew attention
to the role of electron^electron scattering in the transport properties of metals.
Prior to World War II, it was well established that, among the metals, transition
elements are the ones that display an identi¢able and measurable T 2 term in their
low-temperature resistivity. A textbook explanation why transition metals behave
this way was provided by Mott86 in his model based on the sd scattering process. A
characteristic feature of transition metals is an incomplete d band with high density
of states, in addition to partially ¢lled s and p bands of more or less ordinary (i.e.,
mobile) electrons. As the s electrons try to respond to an external ¢eld, they scatter
preferentially into the high-density d states and acquire the character of the ‘‘slug-
gish’’ d electrons. This leads to a rather dramatic decrease in the electric current
density. Electron^electron scattering of this kind does not even require U-pro-
cesses; the ordinary N-processes perfectly su⁄ce to generate the large resistivity
observed in the transition metals (see Table 1). Because more recent studies indicate
that the density of states in transition metals is not that much larger in comparison
to the density of states in noble metals, an alternative explanation has been put
forward87 to explain the large T 2 term in the resistivity of transition metals. It
stresses the importance of a realistic shape for the energy surfaces and the use of
the t matrix rather than the Born approximation in calculations of the electron^
electron scattering cross section. Nevertheless, the intuitive appeal of Mott’s picture
is hard to deny.
In the mid-1970s, following the development of high-sensitivity, SQUID-based

detection systems that allowed for an unprecedented voltage resolution in resistivity
measurements, major experimental e¡orts con¢rmed that the electron^electron in-
teraction has its unmistakable T 2 imprint on the low-temperature resistivity of most
metals (Table 6). Moreover, the interest in electron^electron processes has been
hastened by the development of localization theories, and throughout the 1980s
much has been learned about electron^electron interaction in lower-dimensional
structures. Readers interested in these topics are referred to Kaveh and Wiser.88

Among the outcomes of the intense theoretical e¡ort were two new perspectives
on electron^electron scattering in metals. The ¢rst concerns situations where a
metal is exceptionally impure, i.e., when the elastic (impurity) mean free path is
reduced to a size comparable to the interatomic spacing. In this regime of transport,
the usual Fermi liquid theory that is at the core of all our arguments breaks down
and must be replaced by a theory that takes into account the e¡ect of disorder on
the electron^electron interaction.89;90 Speci¢cally, under the conditions of strong
disorder, in addition to the Fermi liquid term T 2 of Eq. (131), there appears a
new term

1
�e�e

¼ C ‘eð Þ kBTð Þd=2; ð133Þ

where C depends on the mean free path le and d is the dimensionality of the
metallic system. Thus, the overall scattering rate due to electron^electron processes
in very ‘‘dirty’’ metals is

1
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where in the second equality the constant CðleÞ is written explicitly. For reasonably
pure metals (kF le >>1) the second term in Eq. (134) is negligible in comparison to
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the ¢rst term. However, for a very impure metal for which the product kF le ap-
proaches the Yo¡e^Regel criterion, kF le �1 (near a metal^insulator transition), the
second term in Eq. (134) dominates. We shall not consider such highly disordered
metals. Rather, we focus our attention on systems that can be treated in the spirit
of the Fermi liquid theory�essentially all bulk metals. Therefore, we take it for
granted that the scattering rate for electron^electron processes is simply just the
¢rst term in Eq. (134).
The second important feature emerged from a rigorous many-body calculation of

MacDonald118 and relates to a strong enhancement in the electron^electron colli-
sion rate observed in the low-temperature electrical resistivity of metals, which
ultimately undergo a transition to a superconducting state. This enhancement arises
from the phonon^exchange term in the ‘‘e¡ective’’ electron^electron interaction.
The reader may recall that in a conventional picture of superconductivity (the
BCS theory) the mechanism of electron pairing is an attractive interaction between
electrons via an exchange of virtual phonons. In nonsuperconducting metals (e.g.,
alkali metals and noble metals) this attractive interaction between electrons is
smaller than their Coulomb repulsion. In metals that do superconduct, the attrac-
tive interaction is the dominant interaction. This e¡ect leads to a spectacular en-
hancement (one to two orders of magnitude) in the electron^electron scattering rate
of the polyvalent metals such as aluminum or lead. However, at high-temperatures
this enhancement is substantially washed out. The limited range of temperatures
where the e¡ect shows up implies that one should be cautious when comparing the
in£uence of electron^electron processes on the electrical resistivity to its in£uence
on the electronic thermal conductivity with the latter accessible only at high-tem-
peratures, as we discuss shortly.
With the electron^electron scattering term given by Eq. (131), the electrical re-

sistivity �e�e and the electronic thermal resistivity We�e (the subscript e-e refers to
the electron^electron processes) can be written as

�e�e Tð Þ ¼ AeeT
2 ð135Þ

and

We�e ¼ BeeT : ð136Þ

The form of Eq. (136) is consistent with the Wiedemann^Franz law, in which case
the ratio Aee=Bee plays the role of L. There are indications119 that the value of L for
electron^electron processes is close to 1.1�10�8 V2/K2.
An experimenter faces a daunting task when measuring the coe⁄cients Aee and

Bee. Writing for the overall electrical and thermal resistivities*

� ¼ �imp þ �e�e Tð Þ þ �e�p Tð Þ; ð137Þ

W ¼ Wimp Tð Þ þWe�e Tð Þ þWe�p Tð Þ; ð138Þ

one must be able to resolve the electron^electron terms against the contributions
arising from impurity scattering and from the electron^phonon interaction. Let us

* Depending on what impurities are present in a given metal, there might be additional terms in Eq.
(137) representing Kondo-like resistivity and possibly a T-dependent electron-impurity term, which,
unlike in Eq. (85), arises due to inelastic scattering.
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illustrate how challenging the task is for the easier of the two cases�determination
of the coe⁄cient Aee.
In copper, for example, the impurity resistivity in the purest samples of copper is

on the order of 10�12 � m. Electrical resistivity due to electron^electron processes is
on the order of 10�16 � m at 1 K. Even if one measures the electrical resistivity at
very low temperatures (T < 1 K) in order to eliminate a contribution from the
electron^phonon scattering, the ratio �e�e(1 K)/�imp � 10�4. To resolve this with an
accuracy of 1%, one is called upon to make precision measurements at the level of
one part per million. Such precision was impossible to achieve prior to the devel-
opment of high-sensitivity SQUID-based voltage detectors (e.g., Ref. 120). How-
ever, once these supersensitive devices became available and were incorporated in
dilution refrigerators or helium-3 cryostats, a wealth of data appeared in the lit-
erature ready to be analyzed.
Even in the purest of specimens, one eventually enters a temperature regime

where �imp becomes the dominant resistive process. Because of its presumed tem-
perature independence, one can eliminate the impurity contribution by simply tak-
ing a derivative of Eq. (137) with respect to temperature and isolate the electron^
electron term by writing

1
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þ 1
2T
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2T

d�e�p Tð Þ
dT

: ð139Þ

If one now extends measurements to su⁄ciently low temperatures to suppress the
electron^phonon term, one obtains Aee. This scheme works well regardless of
whether the electron^phonon term is a power law of temperature or, as in the
case of alkali metals, an exponentially decreasing contribution on account of a
phonon drag e¡ect.121

The values of Aee for transition metals (Table 6) are by far the largest, and thus
the data have been collected with relative ease for most transition elements. Inter-
pretation of the data, however, is often complicated by the presence of other
interaction mechanisms, most notably electron-magnon scattering which also man-
ifests its presence by a T 2 temperature dependence. It is interesting to compare the
coe⁄cients Aee (experimental and theoretical values) for alkali metals with those for
noble metals. The data in Table 6 indicate that there is little di¡erence between the
two, at least if one focuses on the lighter alkalis. This is a rather fortuitous result. A
small value of � for alkalis (a few opportunities for U-processes) is compensated by
their quite large value of (�eeÞ�1=n, resulting in Aee’s comparable to those of noble
metals. One should note that, in some cases, speci¢cally that of potassium and
copper, the experimental data are strongly sample dependent. This is indicated
by a wide range of values entered in Table 6. As one goes toward polyvalent metals,
Aee becomes rather large. Polyvalent metals are often superconductors, and this
fact seriously curtails the temperature range where the electron^electron interaction
has a chance to be clearly manifested. Frequently, the data are an admixture of
electron^electron and electron^phonon interactions, and one must try to separate
the two by modeling the behavior of the electron^phonon term. We include in
Table 6 a T 2 term for the resistivity of Nb3Sn, one of the highest Tc conventional
superconductors that, close to its transition temperature Tc � 18 K, displays a
robust quadratic T-dependence of resistivity that extends to about 40 K. While
other scattering mechanisms may be at play, it is nevertheless intriguing to consider
a proposal by Kaveh and Wiser88 that such a giant T2 term is not inconsistent with
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the electron^electron interaction, especially when one takes into account a strong
enhancement in Aee due to phonon mediation. Surely, in this high-transition-tem-
perature conventional superconductor, such an enhancement would be particularly
large even though it must disappear at high-temperatures where the resistivity
becomes sublinear. There are other features in the transport behavior of these so-
called A15 compounds that make Kaveh and Wiser argue that the electron^electron
interaction is a reasonable prospect in spite of the controversy such a proposal
causes.
For completeness we also provide in Table 6 the data on two archetypal semi-

metals, bismuth and graphite. Low and ultralow-temperature measurements show a
quadratic variation of resistivity with temperature. Whether this is a signature of
intervalley electron^electron�or, more precisely, electron^hole�scattering93 or a
footprint of highly elongated (cigarlike) carrier pockets of electrons on the carrier^
phonon scattering116 has been a puzzle and a source of controversy for some time.
If we take a position that electron^hole scattering is important, it cannot be the
usual intrapocket variety but rather the interpocket (or intervalley) mechanism. The
reason is that the carrier pockets in Bi and graphite are very small (carrier densities
are four orders of magnitude lower than in typical metals) and take up only a small
fraction of space in the Brillouin zone. The U-processes, the only processes in the
case of intravalley scattering that can give rise to resistivity, are simply not acces-
sible in the case of Bi and graphite. On the other hand, interpocket scattering, with
or without umklapp processes, is in principle a resistive mechanism, just as the case
of sd scattering in transition metals. In compensated semimetals, i.e., systems with
an equal number of electrons and holes, even with just N-processes, the interpocket
scattering is a highly resistive process.122 This should be evident when one realizes
that, in response to an electric ¢eld, electrons and holes move in opposite direc-
tions, and thus an interchange of momenta slows down both kinds of carriers. If a
semimetal is perfectly compensated, the T 2 dependence of resistivity should be
present at all temperatures. In the case of incomplete compensation, the initial
T 2 dependence at low temperatures gives way to saturation at high-temperatures.
It is important to remember that, within the spirit of the relaxation time approx-

imation, the relaxation time �e�e in Eq. (131) represents an average of the time
between electron^electron collisions over the entire Fermi surface. However, not all
collisions are equally e¡ective in hindering the transport, i.e., contributing to the
resistivity. We mentioned that N-processes cannot give rise to resistivity. One must
therefore somehow capture this notion of ine¡ectiveness of some of the collisions,
and this is accomplished by introducing a parameter � that measures the fraction
of U-processes among all electron^electron processes.82 The parameter � plays a
similar role as the parameter (1 ^ cos �Þ�it measures the e¡ectiveness of scattering
processes in degrading the electrical current.
In alkali metals normal electron^electron processes are far more frequent than

the U-processes, and thus � is very small. In noble metals, and especially in poly-
valent metals, the fraction of U-processes drastically rises and rivals that of N-
processes. This, of course, re£ects the complicated, multisheet Fermi surface pro-
viding many more opportunities for U-processes. Hitherto one has to be careful
when calculating coe⁄cients Aee. One cannot take a position that all Aee should be
roughly the same because all metals have comparable carrier densities and the
strength of the electron^electron interaction is approximately the same. The struc-
ture and the shape of the Fermi surface really matters, and through the parameter
� it has a considerable in£uence on the transport properties. Moreover, it depends
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on whether a metal contains isotropic or anisotropic scatterers. The latter situation
might lead to a considerable enhancement in Aee at low temperatures if N-processes
dominate because the anisotropic electron scattering makes the N-processes re-
sistive.88

4.3.2. Effect of e-e Processes on Thermal Resistivity

In the preceding paragraphs we have described a successful approach to determine
the electron^electron contribution to electrical resistivity. Of course, one might
hope to use the same strategy to evaluate the coe⁄cient Bee of the electron^electron
term in the thermal resistivity, Eqs. (136) and (138). Unfortunately, this is not
possible, at least not by focusing on the low-temperature transport. The di⁄culty
arises not just because now all three terms in Eq. (138) are temperature dependent,

W ¼ BimpT
�1 þ BeeT þBe�pT

2; ð140Þ

but, primarily, because the electron^electron contribution is really small and ther-
mal transport measurements do not have a prayer of achieving the desired precision
of a few parts per million. To measure thermal gradients (or temperature di¡er-
ences) is a far more challenging task than to measure voltage di¡erences, and the
precision one can achieve at low temperatures is at best only about 0.1^1%. So,
experimental attempts to isolate and measure Bee at low temperatures are simply
futile.
However, as shown by Laubitz,123 there is some prospect of accessing and de-

termining Bee via measurements at high-temperatures. Although it is not easy and
the utmost care must be exercised to carry the experiments through to their success-
ful conclusion, there is, nevertheless, a chance. The approach is based on an ob-
servation that for noble metals the experimentally derived Wiedemann^Franz ratio,
Lexp ¼ �expðT Þ=TWexpðT Þ never quite reaches the theoretical Lorenz number Lo =
(�2/3)ðkB=eÞ2, even at temperatures several times the Debye temperature. The es-
sential point here is that Lexp is lower than Lo by a couple of percent as determined
by the electronic thermal resistivity only; i.e., after any, however small, lattice
thermal conductivity contribution is subtracted and does not enter consideration.
Then, because at high-temperatures (well above the Debye temperature) both im-
purities and phonons scatter electrons purely elastically, these two scattering pro-
cesses yield the Sommerfeld value Lo = 2.44�10�8 V2/K2 for the Lorenz number;
i.e.,

Wimp Tð Þ þWe�p Tð Þ ¼ �imp þ �e�p Tð Þ
TLo

: ð141Þ

To isolate a small term We�e against the background of a very large We�p, one
writes, as Laubitz did, the total measured electronic thermal resistivity W exp and
electrical resistivity �exp as

W exp

T
� �exp

LoT 2 ¼
W exp

e�e Tð Þ
T

� �expe�e Tð Þ
LoT 2 ¼ Bee � Aee

Lo
: ð142Þ

In principle, Eq. (142) allows for a determination of Bee via high-temperature
measurements. In reality, because one deals with a very subtle e¡ect, great care
is needed to account for any small contribution that we otherwise would have
completely neglected. For instance, we take for granted that the Lorenz ratio is
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equal to Lo ¼ ��=T , while actually, taking into account second-order e¡ects in the
thermal conductivity [see Eq. (73)], it should be Lo ^ S2, where S is the thermo-
power. Under normal circumstances we would completely neglect S2 because in
noble metals at ambient temperature it is on the order of 10�11^10�12 V2/K2 (three
to four orders of magnitude less than LoÞ: Likewise, because the experiment is run
at high but ¢nite temperatures and not at T ! 1, there is a remaining ‘‘tail’’ of
phonons that scatter electrons inelastically and one should account for it. This is
accomplished by introducing a term C=T 2. Thus, in its practical form, Eq. (142) is
written as

�W exp Tð Þ � W exp � �exp

Lo � S2ð ÞT ¼ C

T 2 þ Bee �Aee

Lo

8
>:

9
>;T: ð143Þ

Using this approach, Laubitz and his colleagues were able to extract the values of
Bee for several alkali, noble, and polyvalent metals. Table 7 lists the experimental
results together with a few calculated values. The unusually large probable errors
included in the entries in Table 7 should not be surprising, as it is truly a proverbial
needle in the haystack type of measurement.
The data in Table 7 indicate good agreement between theoretical and experimen-

tal values for the alkali metals, whereas calculated values are roughly a factor of 4
larger than the experimental values for noble metals. That Aee and Bee share a
common factor (�eeÞ�1=n,

Aee / ��1
ee

n
�

and

Bee / ��1
ee

n
ð144Þ

(the e¡ectiveness parameter � enters only in Aee because for the thermal transport
all scattering processes hinder heat £ow and thus no � is needed) suggests that

TABLE 7 Values of the coe⁄cient Bee (exp) Given in Units of 10�6 mW�1 Obtained from High-
Temperature Measurements of the Thermal Conductivity and Electrical Resistivity of Several metals.a

Metal Bee (calc) Bee (exp) Reference

Na 1.1 1.1�0.6 34
K 3.5 2.8�0.5 30
Rb 4.9 3.5�0.5 41
Cs 9.0 12.4�2 125

Cu 0.22 0.05�0.02 123
Ag 0.23 0.05�0.02 123
Au 0.29 0.09�0.03 123

Pb �0.5 126
Al <0.04 126

a Calculated values of Bee (calc) are from Refs. 115 and 121. The entries for Pb and Al are completely
unreliable because they are only an estimate and upper bound, respectively. References relate to the
experimental data.
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there is a relationship between Aee and Bee. Indeed, Lawrence and Wilkins82 de-
rived the following relation:

Aee ¼ BeeLo
5�

8þ 3�
; ð145Þ

where Lo = (�2/3)(kB/eÞ2. This relation in principle provides a consistency check
between Aee and Bee. However, there is a major complication that stems from the
fact that Aee and Bee are actually temperature dependent, and if a comparison is
being made it must be done in the same temperature regime�either at very high-
temperatures or at very low temperatures (but remember, no experimental data are
available for Bee at low temperatures). The temperature dependence enters because
of two phenomena: phonon mediation in the electron^electron processes, and the
in£uence of anisotropic scattering centers such as dislocations.
Phonon mediation was introduced by MacDonald118 and by MacDonald and

Geldart124 to account for the fact that the overall electron^electron interaction
consists of two mutually opposing contributions�the repulsive Coulomb interac-
tion and the attractive phonon mediated interaction. While the in£uence of phonon
mediation di¡ers in di¡erent classes of metals (a very small, �10%, enhancement in
noble metals ; a factor of 2 decrease in alkali metals ; and a huge, more than an
order of magnitude, enhancement in polyvalent metals), it is e¡ective only at low
temperatures and does not in£uence data at high-temperatures, T > �D. Thus,
following Kaveh and Wiser88, we make a sketch of the behavior of BeeðT Þ as a
function of the reduced temperature, T=�D (Fig. 6).
The electrical resistivity term Aee is subject to the same phonon mediation in£u-

ence. However, because it also depends on the collision e¡ectiveness parameter �,
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FIGURE 6 A plot of the temperature dependence of the coe⁄cient Bee [electron^electron contribution to
the electronic thermal resistivity de¢ned in Eq. (136)] normalized to its high-temperature value Beeð1Þ.
The curves represent schematic behavior for a typical alkali metal (K), a typical noble metal (Cu), and a
polyvalent metal (Al). [After Kaveh and Wiser in Ref. 88]
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the situation is a bit more complicated. It is well known, and we have indicated so
in Table 6, that for some metals (potassium and copper in particular) the literature
data on Aee cover a wide range of values. This has nothing to do with the sensitivity
or precision of the experimental technique but is due to samples with di¡erent
concentration of defects, especially defects such as dislocations that scatter electrons
anisotropically. We have pointed out that N-processes are not an impediment to
electric current. This is strictly true only if electrons do not encounter anisotropic
scattering centers. Since the samples used in the experiments are often annealed at
di¡erent temperatures and for di¡erent durations of time, they contain dislocations
of usually unspeci¢ed, but certainly unequal, concentrations. A problem with dis-
locations is that they tend to scatter electrons anisotropically. So, how does this
give rise to an additional temperature dependence of Aee ?
At low temperatures where impurity scattering dominates, one is de facto in the

anisotropic regime if the sample contains a high density of anisotropic scatterers
such as dislocations. On the other hand, high-temperature transport is dominated
by electron^phonon interactions, and at T � �D the scattering is essentially isotro-
pic. This qualitatively di¡erent nature of scattering at low and high-temperatures
may give rise to an additional (beyond phonon mediation) temperature dependence
of Aee. Whether this actually happens depends on a particular class of metals and
on the relative importance of normal and umklapp scattering in each speci¢c situa-
tion. For instance, in the case of alkali metals, the Fermi surface is essentially
spherical and is contained well within the ¢rst Brillouin zone. In such a case, the
scattering is dominated by N-processes, the e¡ectiveness parameter � is very small,
and if only isotropic scattering centers were present the coe⁄cient Aee would vanish
or be exceedingly small. However, if alkali metals contain high densities of disloca-
tions, N-processes may turn resistive at low temperatures because scattering of
electrons on dislocations is anisotropic. This can lead to a dramatic enhancement
in (AeeÞLT by a few orders of magnitude. On the other hand, if U-processes dom-
inate the scattering events, the e¡ectiveness parameter � is large (close to unity),
and whether the electrons do or do not encounter dislocations is not going to have
an additional substantial in£uence on the already large Aee. Thus, what gives the
anisotropic scattering enhancement is the ratio �anis(0)/�iso(0) taken at low tem-
peratures (marked here as 0 K). The upper bound to the increase in � on account
of electron-dislocation scattering is in essence given by 1/�U , where �U is the
umklapp electron^electron value of the e¡ectiveness parameter �. Large �U , i.e.,
very frequent U-processes, cannot do much for the enhancement, but small �U , i.e.,
the dominance of N-processes, has a great potential for an enhancement if aniso-
tropic scattering centers are present. Kaveh and Wiser127 related the ratio �anis(0)/
�iso( 0 ) t o t h e a n i s o t r o p i c �o ¼ �imp þ �disloc ffi �disloc a n d i s o t r o p i c
�o ¼ �imp þ �disloc ffi �imp limits of scattering. If the preponderance of scattering
events involves U-processes, there is no anisotropy enhancement. If, however, scat-
tering is dominated by N-processes, then as the electrons scatter on dislocations
they make N-processes resistive and an enhancement is realized. Since the para-
meter � contains information on both umklapp electron^electron and electron-
dislocation scattering, it follows that if the former one is weak then the electron-
dislocation scattering can have a great e¡ect on Aee (the case of alkali metals). In
the opposite case when U-processes dominate, essentially no enhancement arising
from the electron-dislocation scattering is possible. Kaveh and Wiser provide ex-
trapolations for various regimes of dislocation density in di¡erent classes of metals.
We conclude this section by sketching in Fig. 7 a possible trend in the temperature
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dependence of AeeðT Þ for representatives of the three main classes of metals we
discussed.

5. LATTICE THERMAL CONDUCTIVITY

Lattice vibrations are an essential feature of all crystalline solids, regardless of
whether they are metals or insulators, and therefore lattice (or phonon) thermal
conductivity is always present in any solid material. The question is, how large a
fraction of the total thermal conductivity does it represent; in other words, does it
dominate the heat conduction process or is it a very small contribution that can be
neglected?
In Chapter 1.1, heat conduction via lattice vibrations was discussed, and it would

seem that we could apply the results found there to the case of metals and have the
answer ready. While it is true that phonons will be governed by the relations
developed in Chapter 1.1, the problem is that the underlying principles refer pri-
marily to dielectric crystals void of any free charge carriers. In contrast, an envir-
onment of metals presents a unique situation�on the order of 1023 electrons per
cubic centimeter�something that phonons do not encounter in dielectric solids. It
is this interaction of phonons with electrons and its in£uence on the phonon ther-
mal conductivity that motivates interest in the study of lattice thermal conductivity
in metals.

5.1. Phonon Thermal Resistivity Limited by Electrons

The ideal thermal resistivity of metals We�p was discussed in Sect. 4.2. In Eq. (106)
we considered the e¡ect of the electron^phonon interaction on the distribution
function of electrons. We are now interested in its in£uence on the phonon dis-
tribution function Nq. The problem was dealt with ¢rst by Bethe and
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FIGURE 7 Temperature dependence of the coe⁄cient Aee [(electron^electron contribution to the elec-
trical resistivity de¢ned in Eq. (135)] normalized to its value at high-temperatures, Aeeð1Þ. (a) The
coe⁄cient Aee includes the e¡ect of phonon mediation for a sample in the ‘‘isotropic limit’’, i.e., when
the residual resistivity is dominated by isotropic scattering centers. (b) The coe⁄cient Aee in the ‘‘aniso-
tropic limit’’ refers to a situation where scattering is dominated by anisotropic scattering centers. [After
Kaveh and Wiser in Ref. 88].
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Sommerfeld.128 In the process of changing its state from k to k+q and vice versa, an
electron emits or absorbs a phonon of energy �h!q with momentum �hq. The collision
term for this process is

@Nq

@t

8
>:

9
>;
coll

¼

� 2�
�h

Cq
�
�

�
�2
X

k;�

1� fkþq
� �

fkNq � 1� fkð Þfkþq Nq þ 1
� �� �

� Ekþq � Ek � �h!q
� �

: ð146Þ

The summation now is done over all possible electron states that ful¢ll the energy
and wave vector conditions of Eqs. (94) and (95). Retracing the steps taken in
deriving Eq. (110), we linearize the collision term using Eqs. (107) and (108) to
obtain

@Nq

@t

8
>:

9
>;
coll

¼

� 2�
�h

Cq
�
�

�
�2
X

k;�

fo Ekð Þ 1� fo Ekþq
� �� �

No !q
� �

� Ekþq�Ek��h!q
� �

 k� kþqþ�q
� �

: ð147Þ

In deriving the relaxation time �k for the ideal electronic thermal conductivity,
Eq. (110), we made an assumption that the phonon system is at equilibrium. In the
present situation of phonons scattering on electrons, we apply a similar condition,
only now we demand that the electron population be at equilibrium, i.e., we set
 =0. With this simpli¢cation and introduction of a relaxation time for this process,
�p�e, Eq. (147) becomes

1
�p�e

¼ 2�
�h

Cq
�
�

�
�2
X

k;�

fo Ekð Þ 1� fo Ekþq
� �� �

� Ekþq � Ek � �h!q
� �

: ð148Þ

Substituting for jCqj2 from Eq. (101), integrating over k, and writing the phonon
thermal resistivity due to scattering on electrons as Wp�e = (�p�eÞ�1 = 3/(Clv2s�p�eÞ,
where Cl is the lattice speci¢c heat and vs is the longitudinal sound velocity, we
obtain

�p�e Tð Þ ¼ G
T

�D

8
>:

9
>;

2

J3
�

T

8
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9
>;; ð149Þ

where the coe⁄cient G is given by

G ¼ k3Bh�
2
DM

2�2m2
ea

3

X3

j¼1

1
C2
j

: ð150Þ

Here M is the mass of an ion, C2
j is a coupling constant that speci¢es the interac-

tion between electrons and phonons, and the index j indicates the three possible
branches, one longitudinal and two transverse. Equation (149) was originally de-
rived by Makinson.129 Although cast in a di¡erent form, Klemens’ coe⁄cient130 G
is identical to Eq. (150). Wilson131 uses a coe⁄cient that is a factor of 3 smaller.
Asymptotic forms of Eq. (149) for high and low temperatures are
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�p�e Tð Þ ffi G

2
; T � �D; ð151Þ

ffi 7:18G
T

�D

� �2

; T << �D: ð152Þ

Thus, while at high-temperatures the phonon thermal conductivity due to scattering
on electrons is temperature independent, it decreases rapidly at low temperatures;
i.e., the electrons are very e¡ective in limiting the heat current due to phonons. At
high-temperatures the phonon^phonon umklapp processes are far more e¡ective
than electrons in scattering phonons, and the total lattice thermal conductivity
never reaches the values indicated in Eq. (151). On the other hand, phonon^elec-
tron scattering is an important limiting process for the lattice thermal conductivity
of metals at low temperatures, and we shall return to this topic when we discuss
thermal conductivity of metals in Sec. 6.
Equations (149)^(152) capture the essence of the phonon^electron interaction

even though they were developed for a highly simpli¢ed model. We can inquire
how the thermal conductivity �p�e (or thermal resistivity Wp�eÞ compares to the
ideal thermal conductivity of metals and thus gain some feel for the magnitude of
the lattice thermal conductivity and in what temperature range it might have its
greatest presence.
Using Eqs. (124), (125), (151), and (152), we form a ratio �p�e/�e�p for the high-

and low-temperature range:

�p�e

�e�p
¼ G=2

4Lo�D=A
¼ 9C2

8�2N2
a

X

j

1
C2

j

¼ 81
8�2N2

a

¼ 1:03
N2

a

for T � �D ð153Þ

¼ 7:18� 37:81� 81
�2N2

a
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2

� �2=3 T

�D

� �4

¼ 1404N �4=3
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T

�D

� �4

for T << �D: ð154Þ

In Eqs. (153) and (154) we used [
P

C2
j ]

�1 = [
P

C�2
j ]/9, assuming that all three

polarization branches (one longitudinal and two transverse) interact with the elec-
trons on an equal footing; i.e., C2

long= C2
trans = C2/3. The same assumption was used

in Ref. 129, except that Makinson apparently took [
P

C2
j ]

�1 = [
P

C�2
j ]/3. The high-

temperature result, Eq. (153), might imply comparable thermal conductivity con-
tributions provided no other scattering processes are present. This, however, is an
erroneous assumption since the dominant scattering process for phonons at high-
temperatures is not the phonon^electron interaction but U-processes. Their strong
presence makes the lattice thermal conductivity in pure metals quite negligible. We
also assumed free electrons; i.e., (qD/kF Þ2 = (2/NaÞ2=3; where Na is the number of
electrons per metal ion.
Turning to the low-temperature ratio, in order for the asymptotic behavior to be

valid the ratio �D=T should be at least 10. From Eq. (154) it follows that the
thermal conductivity �p�e is much smaller than �e�p and progressively so as the
temperature decreases. Thus, the lattice thermal conductivity will be an insigni¢cant
fraction of the total thermal conductivity of pure metals at low temperatures. In
fact, in pure metals, the lattice thermal conductivity can safely be neglected except
at intermediate temperatures (between the high and low asymptotic regimes), and
even there it amounts to no more than about 2%.
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As pointed out, numerical factors in the formulas of transport coe⁄cients re£ect
approximations and simpli¢cations necessary to keep the problem tractable. In Eqs.
(153) and (154) the situation is compounded by the fact that one is never fully
certain exactly how large the contribution of transverse phonons is. The di¡erence
between the Bloch model (C2

long = C2, C2
trans = 0) and the Makinson model (C2

long =
C2

trans = C2/3) is a factor of 3 (actually 9 if properly averaged), and this does not
even address the issue of the actual intrinsic strength of the electron^phonon inter-
action. Thus, one should not be surprised to ¢nd very di¡erent numerical factors
used by di¡erent authors when making comparisons such as in Eq. (154). We shall
return to this issue in Sec. 6.
Although in a cross comparison of the phonon and ideal thermal conductivities

we explored a possibility of equal interactions for di¡erent polarizations, the equa-
tion that governs the lattice thermal conductivity [Eq. (149)] was derived in the
spirit of the Bloch model, assuming that only longitudinal phonons participate in
the phonon-electron interaction. If this were so, a contribution of transverse pho-
nons to the low-temperature lattice thermal conductivity of metals would be un-
checked and �p�e would be increasing with decreasing T in a fashion similar to that
in dielectric solids. In reality, transverse phonons do contribute to the heat trans-
port. Because of frequent N-processes at low temperatures, there is no reason to
assume that a redistribution of the momentum among phonons via three-phonon
N-processes somehow discriminates between transverse and longitudinal modes.
While normal three-phonon processes do not contribute to the thermal resistance
directly, they play an important role in establishing thermal equilibrium because
they tend to equalize the mean-free paths of phonons of the same frequency but
di¡erent polarization. Thus, in practical situations, transverse phonons are an in-
tegral part of the heat transport process and must be considered on equal footing
with that of the longitudinal phonons.
When metals contain a signi¢cant number of impurities or, for that matter, form

alloys, we are presented with a somewhat di¡erent situation than in pure metals.
Even though the electronic thermal conductivity remains the dominant contribu-
tion, the lattice thermal conductivity may represent a signi¢cant fraction of the
overall thermal conductivity and, again, its presence should be most noticeable at
intermediate temperatures. Because the defect and impurity scatterings have a much
stronger e¡ect on the mean free path of electrons than on phonons, it is primarily
the electronic thermal conductivity that decreases. As a result, the lattice thermal
conductivity is less a¡ected and attains a proportionally higher in£uence, although
rarely exceeding 50% of the electronic contribution. It is only in the case of semi-
metals (carrier densities of a couple of orders of magnitude lower than in good
metals) where the lattice thermal conductivity might dominate at all except at sub-
Kelvin temperatures.
Experimentally, one has a couple of options for extracting and assessing the

lattice thermal conductivity. Because the lattice thermal conductivity contribution
in pure metals is very small, it is much easier to work with dilute alloys and
extrapolate back to the environment of a pure metal. This is certainly the most
accurate, but also the most laborious, approach, necessitating preparation of a
series of dilute alloys. The most reliable results are obtained when measuring at
low temperatures, say at a liquid helium temperature range. This is usually a low-
enough temperature for the defect/impurity scattering to dominate, and the scatter-
ing processes are therefore elastic. One can then use the measured electrical resis-
tivity and apply with con¢dence the Wiedemann^Franz law to obtain the electronic
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thermal conductivity. The di¡erence between the measured (total) thermal conduc-
tivity and the electronic thermal conductivity is the lattice contribution. Performing
a series of such measurements on progressively more dilute alloys, one can readily
extrapolate the data to zero-impurity content, i.e., to the phonon thermal conduc-
tivity of a pure metal. This approach, of course, assumes that there are no dramatic
band structure changes within the range of solute concentrations used in the study.
Numerous such investigations were done in the late 1950s and throughout the
1960s, a time of very active studies of the transport properties of metals (e.g.,
Refs. 132^135).
In principle, one should also be able to use the same approach at high-tempera-

tures where the scattering of electrons is expected to be elastic. This might work for
metals with a rather low Debye temperature, but most of the metals have Debye
temperatures (or temperatures �sÞ above room temperature, and the usual long-
itudinal steady-state technique of measuring thermal conductivity is not well suited
to temperatures much in excess of 300 K. Thus, one might not be measuring safely
within the high-temperature regime (T � �DÞ, and the scattering processes might
not be strictly elastic. Consequently, such measurements would not be as reliable as
those performed at low temperatures. What constitutes a safe margin in the context
of the high-temperature limit can be gleaned from Fig. 2 in Chapter 1, where the
Lorenz ratio, normalized to the Sommerfeld value, is plotted as a function of
reduced temperature for di¡erent impurity concentrations in a monovalent metal.
One can also estimate (with the same uncertainty as discussed in the preceding

paragraph) the magnitude of the lattice thermal conductivity by inspecting how
much the Lorenz ratio exceeds the Sommerfeld value Lo. But this is nothing qua-
litatively new because the Lorenz ratio is not a parameter measured directly but is
calculated from the data of the thermal conductivity and electrical resistivity, as
described.
Also note that electronic and phonon thermal conductivities may be separated

with the aid of a transverse magnetic ¢eld. In the context of semiconductors, the
phenomenon is often referred to as the Maggi^Righi^Leduc e¡ect. This technique
requires very high carrier mobilities, so with a magnetic ¢eld readily available in a
laboratory (5^10 T) one can saturate the magnetothermal conductivity and isolate
(or more frequently extrapolate toward) the lattice thermal conductivity, presuming
it is ¢eld independent. In ordinary metals this approach would not work because
the carrier mobility is not high enough and the lattice thermal conductivity is too
small. However, in semimetals such as Bi and its isoelectronic alloys the technique
works quite well.136

5.2. Other Processes Limiting Phonon Thermal Conductivity in Metals

The scattering processes that limit phonon thermal conductivity in metals are pri-
marily U-processes at high-temperatures and phonon^electron scattering at low
temperatures. The in£uence of the latter is seen clearly from Eq. (152), which
implies that as the temperature decreases the lattice thermal resistivity rises as an
inverse square power of temperature. The in£uence of the U-processes can be
gleaned from a formula derived by Slack:137
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where Ma is the average atomic mass, a is the lattice constant, nc is the number of
atoms in a primitive cell, �o is the temperature obtained from low-temperature heat
capacity, and � is the high-temperature Gru«neisen constant. The characteristic 1/T
dependence of the lattice thermal conductivity of metals, as well as its magnitude, is
quite similar to that of dielectric solids possessing comparable density and shear
modulus.
Boundary scattering and impurity scattering are considered less e¡ective in the

phonon thermal resistivity of metals than in dielectric solids because other pro-
cesses, notably the phonon^electron and U-processes, are the mean free path-limit-
ing processes. Moreover, point defects do not scatter low-frequency phonons (Ray-
leigh scattering that governs phonon interaction with point defects has an !4-
frequency dependence), and thus the e¡ect of alloying on the phonon thermal
conductivity of metals is always much smaller (by a factor of 2^5 for solute con-
centrations greater than 2 at.%) than the e¡ect of the same solute concentration on
the electrical resistivity. Of course, solutes may di¡er regarding their valence state
as well as in terms of their mass and size di¡erence vis-a'-vis the solvent atoms.
Appropriate treatments for these attributes of impurities are available in the litera-
ture.138 In general, the environment of metals is not the best choice for the study of
the e¡ect of point defects or boundary scattering on the phonon thermal conduc-
tivity; dielectric crystals are far more appropriate for this task.
By adding more and more impurity, and especially when the impurity is a strong

scatterer of electrons, one may arrive at a situation where the electron mean free
path is very short. What constitutes a very short mean free path is conveniently
judged by a parameter leq, the product of the electron mean free path with the
phonon wave vector. Speci¢cally, electron^phonon interaction as used in transport
theory assumes leq >1, which is often interpreted as a condition for an electron to
be able to sample all phases of phonons with which it interacts. For very short
electron mean free paths, this condition may no longer be satis¢ed. In that case we
enter a troublesome regime addressed in the theory of Pippard139 and described in
Chapter 1.1. Under these circumstances, the lattice thermal conductivity of metals
deviates from T 2 dependence and becomes proportional to a linear function of
temperature.140

Of the extended defects, dislocations have been the topic of several investigations
(see, e.g. Refs. 141^143). For obvious reasons their in£uence on the lattice thermal
conductivity of metals can only be studied in alloys where the lattice thermal
conductivity is large enough and one has a chance to resolve its various contribu-
tions. However, even in this case the task is challenging because the temperature
dependence of phonon-dislocation scattering is proportional to T�2 ; i.e., it has the
same functional dependence as phonon-electron scattering at low temperatures.144

One thus has to unambiguously separate the two contributions in order to get a
meaningful result. This calls for measurements on a mechanically strained sample
that is annealed in stages, taking care that the only e¡ect of annealing is a reduction
in the number of dislocations. Of course, one has to somehow independently estab-
lish the density of dislocations in order to make the study quantitative. The upshot
of such measurements is a seemingly larger number of dislocations (a factor of
about 10) required to produce the observed scattering rate,145
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than what any reasonable and independent estimate of their numbers suggests. In
Eq. (156), Nd is the dislocation density and B is the Burgers vector of the disloca-
tion. One can express the strength of dislocation scattering in terms of the increase
in the phonon thermal resistivity per dislocation, i.e., Wp�dT

2/Nd. Typical experi-
mental values for Cu 143 are 5�10�8 cm3 K3/W, while the improved theory72 yields
�5�10�9 cm3K3/W. Thus, it appears that the scattering power of dislocations is
about a factor of 10 more than what the theory predicts. However, one must be
cautious here because, as pointed out by Ackerman,146 it is not always clear what
kind of dislocations are present and what their orientation is. Di¡erent averaging
factors may strongly alter the outcome of the analysis. It is interesting, however,
that the discrepancy between the actual and implied dislocation densities in metal
alloys is signi¢cantly smaller than the discrepancy observed in defected dielectric
crystals, where it can reach on the order of 102^103. Finally, we mention that
conventional superconductors are perhaps the best system in which to study the
in£uence of dislocations in a metallic matrix. The draw here is the fact that well
below Tc essentially all electrons have condensed into Cooper pairs, and thus the
expected T�2 phonon-dislocation scattering term has no competition from the
phonon^electron scattering, because there is none. In this case even pure metals
are accessible for the study, and the data exist for Nb, Al, Ta, and Pb,147�149 among
others. Invariably, the data indicate exceptionally strong phonon-dislocation scat-
tering that cannot be due to just sessile dislocations but requires a resonant scatter-
ing due to vibrating dislocations.

6. THERMAL CONDUCTIVITY OF REAL METALS

Having described the relevant interaction processes, we now consider how they
in£uence the thermal conductivity of real metals. We should remember that metals
present a wide spectrum of band structures that challenge both experimentalists and
theorists. They include metals with relatively simple, near-spherically-symmetric
Fermi surfaces found in alkali metals and, more or less, noble metals, and extend
to a bewildering array of multipiece carrier pockets in polyvalent metals for which
spherical symmetry represents a big stretch of the imagination. Thus, it would be
very unreasonable to expect that the theoretical predictions developed based on a
highly simpli¢ed and ‘‘¢t for all’’^type physical picture could capture the nuances of
the physical environment of various metals. We should expect to obtain a pretty
good description of transport phenomena in alkalis and noble metals but, for
transition metals, rare-earth metals, and polyvalent metals in general, our expecta-
tions should be tempered since we might establish no more than general trends.

6.1. Pure Metals

Potential problems arise in electrical transport and thermal transport, although in
the latter case they seem to be more severe. We mentioned that the Bloch^Gru«nei-
sen T 5 temperature dependence is rarely seen. Even more puzzling is the low-tem-
perature behavior of electrical resistivity of alkali metals where an exponential term
is observed at temperatures below 2 K.143 This is caused by a phonon drag con-
tribution arising from an exponentially decaying umklapp scattering term. U-pro-
cesses no doubt leave their ¢ngerprints on alkali metals also in the form of a rather
large value of the electron^electron coe⁄cient Aee (Fig. 7). The neglect of umklapp
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scattering indeed seems to be the most serious shortcoming of the theoretical treat-
ment of transport. An excellent example of how the omission of U-processes a¡ects
electronic thermal conductivity is provided in Fig. 8, where the theoretical �e�p [the
inverse of We�p from Eq. (123), which was derived assuming no participation of U-
processes] is plotted against the reduced temperature. The curve shows a minimum
near �D/5 and seems to ‘‘hang’’ at high-temperatures, where it is nearly 60% above
the limiting high-temperature ideal thermal conductivity. The minimum is particu-
larly notable when the theory assumes a monovalent metal. Although the minimum
is not as pronounced in higher-order calculations of ideal thermal conductivity,150 it
takes the participation of U-processes to obliterate it in the theoretical curves. An
experimental fact is that such a minimum has never been seen in the thermal
conductivity data of monovalent metals. With U-processes properly accounted
for, the minimum is a nonissue also in the theoretical description of transport.
As an illustration of the trend among the di¡erent classes of metals, we plot in

Fig. 9 thermal conductivities for an alkali metal (K), a noble metal (Cu), a transi-
tion metal (Ni), and a rare-earth metal (Gd). In each case, the respective curve
represents the behavior of a pure metal. If impurities were added, we would see a
considerably diminished peak and a gradual shift of its position toward higher
temperatures. The curves generally conform to the predictions for thermal conduc-
tivity of metals. We note an essentially constant thermal conductivity at high-tem-
peratures giving way to a rapidly rising thermal conductivity at lower temperatures;
a peak developing at low temperatures near T � �D/15 as a result of the competing
in£uence of electron^phonon and electron-impurity scattering; and, ¢nally, an ap-
proximately linear decrease of thermal conductivity with decreasing temperature as
impurity scattering dominates the transport. As discussed in Sec. 4.3.2, electron^
electron processes are too weak to be detected in the data of thermal conductivity.
The di¡erent magnitudes of thermal conductivity in Fig. 9 are striking, particu-

larly in the case of the transition and rare-earth metals. These two classes of metals
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FIGURE 8 A plot of the theoretical electronic thermal conductivity versus reduced temperature using
the ideal thermal resistivity given in Eq. (123). We assume a monovalent metal, and the parameter
�imp=A determines the in£uence of impurity scattering. A pronounced minimum near T=�D = 0.2 has
never been observed in real metals.
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are clearly poor conductors of heat. The low values of thermal conductivity in
transition metals and even lower values in rare earths are associated with magnetic
interactions and spin disorder. Although not shown here, transition metals and rare
earths usually have much more anisotropic thermal properties, due primarily to
their anisotropic Fermi surfaces.
Because the numerical values of the theoretical transport coe⁄cients serve more

as a guide than as hard and reliable numbers, it is often good practice to cross-
compare asymptotic forms of the transport coe⁄cients for consistency. With ideal
electrical resistivity and ideal electronic thermal resistivity given in Eqs. (120), (121),
(124), and (125), and by selecting two temperatures�one in the low-temperature
domain TL:T: and one in the high-temperature regime TH:T: (some authors designate
this temperature as T = 1Þ�we can derive relationships that are expected to hold
between various transport coe⁄cients. They are

�e�p TL:T:ð Þ ¼ 497:6
�4R

T 5
L:T:

TH:T:
�e�p TH:T:ð Þ; ð157Þ

We�p TL:T:ð Þ ¼ 95:28
�2D
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We have already noted that the domains where the asymptotic forms of the elec-
trical and thermal resistivities (or conductivities) are valid depend on a particular
cuto¡ temperature. As ¢rst pointed out by Blackman,151 Bloch theory considers
electrons interacting with longitudinal phonons only, and thus the appropriate
cuto¡ temperature should be the one related to the longitudinal low-frequency
phonons, �s. On the other hand, most texts use the Debye temperature, �D. Since
�D is related to a mean of 1/v3 over all polarizations,
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�s is considerably larger than �D (typically �s � 1.5�DÞ. The Debye temperature �D
is normally obtained from the low-temperature speci¢c heat data, where transverse
and longitudinal modes, are present. Therefore, the use of �D implies the participa-
tion of transverse modes in the electron^phonon interaction, and �D is the lowest
temperature one can justify as a cuto¡. One also has an option to de¢ne the Debye-
like temperature �R from a ¢t of electrical resistivity by using Eq. (119). In fact, an
estimate of this temperature may also be obtained from Eq. (157). The best ¢ts are
usually obtained with a cuto¡ temperature that is close to the Debye temperature.
This further attests to the importance of transverse phonons to heat transport.
There is indeed no reason to assume that transverse phonons would somehow be
inactive as far as transport properties are concerned.
In principle, the materials that should best conform to a theoretical description

are alkali metals. They are monovalent with very nearly spherical Fermi surfaces
and, thus, best ¢t the assumptions used in the derivation of Bloch’s transport
theory. Consequently, alkali metals had been the center of attention of experimen-
tal studies in spite of their high chemical reactivity that complicates sample pre-

Sec. 6 � THERMAL CONDUCTIVITY OF REAL METALS 81



Distiller Server - 67523_BULK.pdf - 000082 of 000290 - February 14, 2005

paration and mounting. Next in the order of complexity are the noble metals that
likewise are monovalent but with a Fermi surface that crosses the zone boundary.
In these two classes of metals it is reasonable to take the number of electrons per
atom, Na, as equal to unity.
In gathering experimental data to be used in cross comparisons of transport

parameters, it is essential that all transport measurements be made on the same
sample and, preferably, using the same contacts. This requires a dedicated e¡ort,
and although numerous transport studies have been made during the past 50 years,
only a limited set of them conforms to this requirement. Indeed, the most interest-
ing are those related to alkali metals and noble metals.
Relevant experimental data for alkali metals and noble metals together with the

theoretical predictions based on Eqs. (157)^(159) are presented in Table 8. We note
that even for these simplest of metals, signi¢cant disagreements arise between the
theory and measurements�high-temperature (room temperature) experimental
data are generally much larger in relation to the low-temperature data than what
the theory predicts. Discrepancies seem to be larger for thermal resistivities than
electrical resistivities. A part of the problem is no doubt the complexity of calculat-
ing ideal thermal resistivity, which, even to lowest order (thermal conductivity is a
second-order e¡ect), represents quite an involved computation. Sondheimer150 un-
dertook the challenging task of calculating thermal conductivity to third order and
found that the numerical factor in Eq. (158) should be somewhat smaller. Subse-
quently, Klemens155 solved the Boltzmann integral equation numerically in the limit
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FIGURE 9 Thermal conductivity plotted as a function of log T (in order to have a better perspective of
the position of the maxima) for di¡erent classes of metals, including a noble metal (Cu), an alkali metal
(K), a transition metal (Ni), and a rare-earth metal (Gd). The curves are constructed from the data in
Refs. 10, 30, 152, 135, 153, 154, respectively. The position of the peaks is at about �D/15. The same
vertical scale is used for all four metals to emphasize the relative magnitudes of thermal conductivity at
low temperatures. Gadolinium has a perfectly developed peak near 25 K, but its thermal conductivity is
so low (�20 W/m-K at its peak) that on the scale of the ¢gure it looks completely £at.
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T !0 and obtained a further small reduction in the numerical factor. It turns out
that the (Bloch^Wilson) coe⁄cient in Eq. (158), the Sondheimer higher-order solu-
tion, and the Klemens numerical solution are in the ratio 1.49 : 1.11 : 1.00; i.e., the
Klemens solution would yield a factor of 63.95 in place of 95.6 in Eq. (158), and,
likewise, the same factor of 95.6 in Eq. (159) should be replaced by 63.95. But such
changes are more or less ‘‘cosmetic’’ and do not solve the key problem�the high-
temperature theoretical resistivities being too low. Following Klemens,156 the dis-
crepancies are conveniently assessed by using the parameters X and Y which are
obtained from Eqs. (158) and (159) by dividing the equations by We�p(TL:T:Þ, sub-
stituting the Klemens coe⁄cient 63.95 in place of Bloch’s 95.28, and taking Na = 1:
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Obviously, theoretical values of X and Y in these equations are equal to unity and
as such will serve as a benchmark against which we compare the ‘‘experimental’’
values of X and Y when the respective transport parameters are entered in Eqs.
(161) and (162).
Before we proceed, it is useful to draw attention to Eqs. (158) and (159) [or to

Eqs. (161) and (162)] and point out what is being compared in each case. Equations
(158) and (161) relate ideal thermal resistivities at the low- and high-temperature
regimes^the same transport parameter but in two very di¡erent transport domains,
one dominated by high-frequency phonons, the other by low-frequency phonons.
On the other hand, Eqs. (159) or (162) explore a relationship between low-tempera-
ture ideal electrical and thermal resistivities, i.e., di¡erent transport coe⁄cients
subjected to the in£uence of basically the same low-frequency phonons.
The data in Table 8 indicate that for the monovalent metals studied, the values of

X and Y are signi¢cantly (in some cases more than an order of magnitude) greater
than unity. As far as the parameter X is concerned, this implies that the theoretical
ratio We�p(TH:T :Þ/We�p(TL:T:Þ is much smaller than its experimental counterpart.
The question is, what is the cause of such a discrepancy? Since electrons in metals

TABLE 8 Transport Parameters of Monovalent Metals.

Metal [We�p(T)/T2]L:T: We�p(TH:T:Þ [�e�p(T)/T5]L:T: �D X Y Ref.
(W�1mK�1Þ (W�1mK) (�mK�5Þ (K)

Na 3.8�10�6 7.3�10�3 5.4�10�17 150 5.3 1.8 157
K 1.2�10�5 7.0�10�3 3.5�10�15 100 3.7 16 158
Rb 9.2�10�5 1.7�10�2 4.5�10�14 60 3.3 9 158
Cs 2.2�10�4 1.7�10�2 6.5�10�13 25 8 10 158
Cu 2.6�10�7 2.6�10�3 2.6�10�18 315 6.2 5.4 159
Ag 6.4�10�7 2.4�10�3 1.1�10�17 215 5.2 4.2 160
Au 1.3�10�7 6.4�10�3 3.9�10�17 170 5.8 4.5 161

Sec. 6 � THERMAL CONDUCTIVITY OF REAL METALS 83



Distiller Server - 67523_BULK.pdf - 000084 of 000290 - February 14, 2005

are highly degenerate, apart from a slight ‘‘smearing’’ of the Fermi level at high-
temperatures, the electron system itself is substantially temperature independent.
This, however, cannot be said about phonons. Because the dominant phonon fre-
quency is proportional to temperature, phonon transport at low temperatures is
dominated by long-wavelength phonons (small wave vectors) that reach only a
short distance toward the zone boundary. At high temperatures, on the other
hand, plenty of phonons with large wave vectors reach very close to the Brillouin
zone boundary. This has two important consequences for the high-temperature
phonon spectrum that have no counterpart in the low-temperature domain, nor,
for that matter, have they been considered in the Bloch^Wilson theory on which
Eqs. (158) and (159) are based:

a. Phonon dispersion must be taken into account
b. U-processes have high probability of occurrence.

Phonon dispersion decreases the frequency of large wave vector phonons and
increases the high-temperature thermal resistivity. Klemens138 estimates that disper-
sion could account for up to a factor of 2.3 in the underestimate of the theoretical
high-temperature ideal thermal resistivity. Likewise, the participation of U-pro-
cesses in the high-temperature transport could lead to a comparably large factor.
Thus, the bulk of the discrepancy in the parameter X could be eliminated by
including the foregoing two modi¢cations to the Bloch^Wilson theory. From the
experimental point of view, one should also adjust the data to account for the fact
that measurements are carried out under constant pressure whereas the theory
assumes conditions of constant volume; i.e., the dimensions of the sample [and
therefore all parameters entering Eqs. (158) or (161)] may change slightly due to
thermal expansion.
One can avoid the di⁄culties with comparing the ideal thermal resistivity across a

wide temperature range by using Eq. (159) instead, i.e., focusing on the parameter
Y, which relates ideal electrical and thermal resistivities at the same low-tempera-
ture regime. As is clear from Table 8, here too one observes serious discrepancies
between experiment and theory, with the latter markedly underestimating reality. In
this case there is no question of in£uence of dispersion on the phonon spectrum nor
of U-processes on the thermal resistivity which is given by vertical processes that
are more e⁄cient in impeding heat £ow in this temperature range than horizontal
processes. Rather, one must focus on the electrical resistivity and inquire why
horizontal scattering processes are so much more e¡ective than the theory would
predict. One possible reason might be the participation of transverse; as well as
longitudinal, phonons in the electron^phonon interaction. But we have already
taken this into account by using the Debye temperature �D as the cuto¡ tempera-
ture. Klemens162 proposed an explanation based on the assumption that the Fermi
surfaces are not really spherical even in the case of alkali metals. While departures
from sphericity have no e¡ect on thermal resistivity because, as mentioned earlier,
scattering is governed by the vertical processes that change the energy of electrons
but do not substantially alter their direction, nonsphericity may have a strong
in£uence on the electrical resistivity. In Sec. 4.2 we pointed out that the relaxation
times for electrical and thermal processes at low temperatures are not the same
because what matters in relaxing the electron distribution perturbed by an electric
¢eld is the change of the electron momentum (electron wave vector k) away from
the direction of the electric ¢eld. At low temperatures only phonons with small

84 Chap. 1.2 � THERMAL CONDUCTIVITY OF METALS



Distiller Server - 67523_BULK.pdf - 000085 of 000290 - February 14, 2005

wave vectors q are available to scatter electrons, and it takes many collisions to
change the electron momentum by a signi¢cant amount�like taking an electron
and moving it across the Fermi surface. Thus, an electron can be viewed as di¡us-
ing across the Fermi surface (making many small steps) as it encounters low-q
phonons and it interacts with them via N-processes. This is the picture underscoring
the Bloch theory. Departures from sphericity, and especially if some segments of
the Fermi surface come very close and touch the zone boundary, are going to have
a profound e¡ect on the di¡usion process. This creates a great opportunity for U-
processes to partake in the conduction process at temperatures where they would
otherwise have been frozen out had the Fermi surface been spherical. Since such U-
processes very e¡ectively short out the di¡usion motion of an electron on the Fermi
surface, they increase the electrical resistivity. Klemens estimates that the increase
could be as much as four times that of the normal di¡usion process, and thus the
discrepancies between the theoretical and experimental values of the parameter Y
could be explained, at least in the case of noble metals.
Of critical importance in the thermal transport of metals is the behavior of the

Lorenz ratio. Its magnitude and temperature dependence shed light not only on the
nature of scattering of charge carriers, but it also o¡ers a simple and convenient
way of assessing how well a given metal conducts heat. Moreover, because thermal
conductivity measurements are far more challenging, considerably more expensive
to carry out, and much less precise than measurements of electrical resistivity, being
able to make use of the resistivity data in conjunction with the knowledge of how
the Lorenz ratio behaves also has an economic impact.
In Sec. 4.2 we presented a form of the Lorenz ratio that follows from the

electron^phonon interaction, Eq. (126). Including a contribution due to impurity
scattering, we can write the overall Lorenz ratio as
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� � : ð163Þ

At high-temperatures the second and third terms in brackets of Eq. (163) vanish,
and the Lorenz ratio equals Lo. At low temperatures the second term representing
vertical scattering processes becomes very important and will drive the Lorenz ratio
well below Lo (perhaps as much as Lo/2) before the impurity scattering will tend to
restore its value back to the Sommerfeld value at the lowest temperatures. Thus, if
we have a pure metal, it is quite legitimate to estimate its thermal conductivity at
high-temperatures using the high-temperature value of its electrical resistivity in
conjunction with the Wiedemann^Franz law and L ¼ Lo. In the case of noble
metals the thermal conductivity may be marginally overestimated but by no
more than 2%. A similar situation is in the case of alkali metals, except that here
the error could approach 10%. The worst-case scenario is the Group IIA metals, Be
in particular, and alkaline earths Ba and Sr, where the experimental Lorenz ratio
appears anomalously low. Using Lo in place of L might lead to an overestimate of
the electronic thermal conductivity by up to 50% for Be and 25%^30% for Sr and
Ba, respectively. However, lattice thermal conductivity is a large fraction of heat
conduction in Be and alkaline earths, and by neglecting this contribution one
e¡ectively compensates for the overestimate of the electronic term. In the case of
transition metals, except for Fe and perhaps Os, the experimental Lorenz ratio is
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actually larger than unity, especially for Pd and Pt (�25% and 15%, respectively).
Yet it is Fe rather than Pd or Pt where the lattice thermal contribution is signi¢-
cant. Thus, in either case, the calculated value of the thermal conductivity will be
underestimated. Large values of L in the case of Pd and Pt were explained to be due
to Fermi surface smearing,38 i.e., less than full degeneracy of electrons at high-
temperatures. For other pure metals the application of the Wiedemann^Franz
law at high-temperatures will not lead to errors larger than about 5%^7%. Compi-
lations of experimental data on the Lorenz ratio of pure metals can be found in
Klemens and Williams163 and in Ref. 10.
If one is interested in the thermal conductivity of pure metals at temperatures

below ambient, one moves away from a comfort zone of essentially elastic electron
scattering and one has to deal with the fact that the Lorenz ratio will be governed
by Eq. (163). It is instructive to plot the temperature dependence of the Lorenz
ratio and note how large reductions in L are likely to arise and at what tempera-
tures they arise (see Fig. 10). Generally, the purer the metal the more dramatic will
be the reduction in L. Nevertheless, there are no documented cases where the
Lorenz ratio would fall much below about Lo/2 before the impurity scattering at
very low temperatures would take over and return the ratio to its Sommerfeld
value. Thus, the use of the Wiedemann^Franz law, even in this regime where it
is patently invalid, will yield a thermal conductivity that will not be more than a
factor of 2 larger than its real value, and such an estimate may often be su⁄cient
for technological applications.

6.2. Alloys

Depending on what one counts as a metal, there are some 80 metals in the periodic
table from which one can make an essentially unlimited number of alloys. It turns
out that for industrial applications one virtually always uses alloys because of their
mechanical and other advantages over the pure metals. Because it is impossible and
impractical to measure thermal conductivity of every one of the alloys one can
think of, it would be an advantage to have a simple prescription to assess their
thermal conductivities even though the estimates will have a margin of error.
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FIGURE 10 The Lorenz ratio, Eq. (163), plotted as a function of the reduced temperature for progres-
sively higher level of impurity (larger �imp=A).
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In metals with a large concentration of impurities and in alloys, we encounter a
situation where electrons are strongly scattered by solute atoms. The immediate
consequence is a reduced ability of electrons to carry current and heat, and thus the
lattice contribution will have a proportionally larger in£uence on the overall ther-
mal conductivity. Although this complicates the analysis, we have discussed in Sec.
5.1 how one can isolate and estimate the lattice thermal conductivity as well as
what the dominant scattering mechanisms are that limit the £ow of phonons.
However, large concentrations of impurities and the presence of solute atoms sim-
plify the problem in some sense, at least as far as the electronic thermal conductiv-
ity is concerned�they dramatically expand the domain of temperatures where
scattering is elastic and thus the Wiedemann^Franz law is valid. Therefore, in
numerous situations, a knowledge of the lattice thermal conductivity and the Wie-
demann^Franz law is all that one needs in order to assess the heat carrying ability
of alloys. In particular, this is the case of high-thermal-conductivity alloys based on
Cu, Ag, Au, and Al.
Often, thermal conductivity of alloys is described with the aid of the so-called

Smith-Palmer equation164 introduced in 1935. It is an empirically based relation
between thermal conductivity and the parameter T=� (� being electrical resistivity)
of the general form

� ¼ C
LoT

�
þD; ð164Þ

where C and D are constants. It assumes a temperature-independent phonon ther-
mal conductivity via the constant D, and thus is suited to situations where point-
defect and/or phonon^electron processes are dominant. As pointed out in Ref. 163,
the Smith^Palmer formula seems to ¢t the thermal conductivity data better at high-
temperatures (above 500 K) than at lower temperatures. Klemens and Williams163

discuss the relevance of the Smith^Palmer equation to di¡erent industrially useful
families of alloys and provide an extensive list of references to the original litera-
ture.

7. CONCLUSION

Heat conduction in metals is a topic of interest for its intrinsic scienti¢c merit as
well as for its relevance to a wide range of technological applications. In this
chapter we reviewed the basic physical principles that form the pillars of the trans-
port theory of metals. We tried to present a historical perspective by noting the
important developments that have helped to form the understanding of the struc-
ture of metals, the energy content of the electron gas, and the key empirical ¢ndings
relevant to the transport of charge and heat in metallic systems. We then discussed
how the Boltzmann equation addresses the nonequilibrium nature of the electron
distribution function created by an electric ¢eld or a thermal gradient. We inquired
how the electrons, colliding with the crystal lattice imperfections, establish a steady-
state distribution, and how the nature of the conduction process di¡ers in the case
of electrical and thermal transport. We considered the three main interaction pro-
cesses the electrons engage in: scattering on static defects, electron^phonon inter-
action, and interactions with other electrons. In each case we outlined the main
steps leading to a formula for the relaxation time from which we derived expres-
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sions for the electrical and thermal resistivities or their inverses�electrical and
thermal conductivities. From the expressions for the electrical and thermal con-
ductivity we derived formulas for one of the most important transport parameters
of metals�the Lorenz ratio�and we discussed under what conditions the Wie-
demann^Franz law is valid. We stressed that the Wiedemann^Franz law is valid
provided that electrons undergo elastic scattering, and we noted that this is the
case at high-temperatures (T � �DÞ where electrons scatter through large angles,
and at very low temperatures where impurity scattering dominates the transport
behavior. At intermediate temperatures, phonons more e¡ectively impede the £ow
of heat than the £ow of electric charge, and the relaxation time for thermal
conductivity is considerably shorter than the relaxation time for electrical con-
ductivity. This divergence in the relaxation times invalidates the Wiedemann^
Franz law. Although the £ow of electrons represents the dominant heat conduc-
tion mechanism, we considered the contribution of lattice vibrations, and we
noted that in most of the pure metals this contribution may be neglected, at least
at ambient and very low temperatures. In very impure metals and in alloys this is
not the case, and the lattice (phonon) contribution represents a signi¢cant frac-
tion of the overall heat conductivity. We discussed how one can isolate the
electronic and lattice thermal conductivity contributions and how one can bene¢t
from using the Wiedemann^Franz law in analyzing and assessing heat transport
in metals. We supported our text with numerous references to the original re-
search work, and we noted several monographs and review articles that readers
might ¢nd useful in pursuing the subject matter in greater detail. We hope that
this chapter will serve well to provide a basic understanding about the fascinating
and important topic of heat conduction in metals.
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Chapter 1.3

THERMAL CONDUCTIVITY OF
INSULATORS AND GLASSES

Vladimir Murashov and Mary Anne White

Department of Chemistry and Institute for Research in Materials
Dalhousie University, Halifax, Nova Scotia, Canada

1. INTRODUCTION

Heat transport in a system is governed by the motion of ‘‘free particles’’ which try
to restore thermodynamic equilibrium in the system subjected to a temperature
gradient. For insulating materials we can generally ignore contributions of mobile
electrons to thermal conduction processes, which dominate the thermal conductiv-
ity of metals, and concentrate instead on propagation of heat through acoustic
phonons.1 In general, we begin with the concept of a perfect harmonic solid (i.e.,
one in which all interactions are well represented by harmonic oscillators) being a
perfect carrier to heat (i.e. with an in¢nite thermal conductivity, �). Since this is not
the case for any insulating material under any circumstances, we seek to understand
thermal conductivity in terms of thermal resistance mechanisms.
In this chapter we present theories of thermal conductivity of insulating materials

and glasses, and, where useful to illustrate the theories, some experimental ¢ndings.
Experimental data for some 400 insulating solids have been compiled, and they
were published in 1970.2 Although the thermal conductivities of many more sub-
stances have been determined since then, no thorough updated compilation has
been published. Several reviews of thermal conductivity of nonmetallic solids and
of glasses have been published previously. 3�6

Our discussion starts with the most ordered simple solids, adding degrees of
disorder until we ¢nish with a discussion of the thermal conductivity of glasses.
All the while, we should keep in mind that, generally, thermal conductivity is an
anisotropic property and that, furthermore, most theories apply to isochoric con-
ditions, whereas most experiments are carried out isobarically. (Ross and co-work-
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ers4; 5; 7 have shown the importance of this correction, especially for soft or disor-
dered solids; for example, it changes � by 30% for adamantane at room tempera-
ture, although the e¡ect is much smaller at low temperatures.5)

2. PHONONIC THERMAL CONDUCTIVITY IN SIMPLE, CRYSTALLINE
INSULATORS

2.1. Acoustic Phonons Carry Heat

The common approach to understanding thermal conductivity of simple, crystalline
dielectric solids is based on Debye’s equation for heat transfer in gases, treating the
lattice vibrations as a ‘‘gas’’ of phonons:8; 9

�¼ 1
3
Cv�; ð1Þ

where C is the heat capacity per unit volume, v is the average phonon group
velocity, and � is the mean free path of phonons between collisions. For a more
general anisotropic case, elements of the thermal conductivity tensor can be ex-
pressed as a sum over all wave vectors, k, of the ¢rst Brillouin zone for each
polarization branch, m :10

�ij ¼
X

k;m

v1ðk Þ vjðk Þ �j ðkÞCmðkÞ; ð2Þ

where � is the phonon relaxation time.
The contribution of the optic branches of the dispersion curve to the heat capa-

city at constant volume, Cv, is approximated by the Einstein model of isolated
atomic vibrations.11 (See Chapter 1.1.) Phonons from the optic branches usually
are ine¡ective carriers of thermal energy, but, as we shall show, they can attenuate
heat £ux by the acoustic modes in certain circumstances, especially for more com-
plex insulators. However, most of the thermal energy in insulators is carried by
acoustic phonons.12 The Debye approximation of lattice dynamics as collective
vibrations of atoms gives a good estimate of the acoustic contribution to the
heat capacity (see also Chapter 1.1):8;9

C� ¼ 9NkB x�3
Zx

0

x4 ex

ðex �1 Þ2 dx; ð3Þ

where x ¼ �D/T , �D (= h�D/kBÞ is the Debye (characteristic) temperature, and �D is
the Debye cuto¡ frequency. The heat capacity of a solid with n atoms per unit cell
is best represented by three Debye (acoustic) modes and (3n ^ 3) Einstein (optic)
modes. Although the heat capacity of an insulating solid can be modeled to within
a few percent if the mode frequencies are well known from vibrational experiments,
the models for thermal conductivity are much less quantitatively advanced.
Resistance to heat £ow in dielectric solids (or, in other words, interference to

phonon motion) arises from scattering of phonons by defects in the crystal struc-
ture (lattice defects, grain boundaries, isotopes, impurities, etc.) and from collisions
of phonons with each other, resulting in an alteration of phonon frequencies and
momenta. In the (ideal) harmonic solid, such phonon^phonon interactions are not
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possible (the phonons do not couple), so the thermal conductivity is in¢nite. In
solids with (real) anharmonic interparticle interactions, there are two kinds of three-
phonon processes, which can be generally described in terms of their energy (re-
presented by the frequency, !Þ and momenta (represented by the wave vector, kÞ :
(1) An A� event involves annihilation of two phonons and creation of a third
phonon:

!ðk1 Þþ!ð k2 Þ ¼!ð k3 Þ; ð4Þ

k1 þ k2 ¼ k3 þG: ð5Þ

(2) A B� event represents annihilation of one phonon with creation of two
phonons:

!ðk1 Þ ¼!ð k2 Þþ!ð k3 Þ; ð6Þ

k1þG ¼ k2 þ k3 : ð7Þ

G is a reciprocal lattice vector.
Depending on the extent of involvement of the crystal as a whole in the scatter-

ing, there are so-called normal processes (N-process, G = 0) and Umklapp processes
(U-process, G 6¼ 0). N-processes do not interfere with the phonon stream, but
in£uence heat transfer indirectly through a change of the phonon frequency dis-
tribution.13 U-processes provide the dominant thermal resistance mechanism in
insulating solids. In this process the sum of wave vectors of colliding phonons falls
outside of the ¢rst Brillouin zone (see also Chapter 1.1), and thus the resultant
phonon wave vector opposes the phonon stream, e¡ectively giving rise to thermal
resistivity.
Callaway14 assumed that di¡erent scattering mechanisms act independently and

introduced a total phonon relaxation rate, 1/� tot, as the sum of scattering rates due
to diverse elastic scattering mechanisms (1/�SÞ and phonon^phonon scattering
(1/�N + 1/�U ), for N- and U-processes, respectively. Consideration of the Boltz-
mann equation for phonon distribution;15

@N

@t
¼ �ðv � rT Þ @N

@T
; ð8Þ

where N is the phonon concentration and t is time, in the Debye regime of heat
transfer [considering heat transfer via acoustic phonons given by Eq. (3)], yields the
thermal conductivity coe⁄cient, �, as a sum of two parts �1 and �2 :15

�1 ¼ kB
2 �2 v

2�kBT
h

8
>:

9
>;

3Z
�D
T

0

�tot
x4 ex

ðex �1 Þ2 dx ð9Þ

and

�2 ¼ kB
2�2v

2�kBT
h

8
>:

9
>;

3
R

�D =T
0

�tot
�N

x4 exðex �1 Þ�2 dx
8
:

9
;

2

R �D =T
0

�tot
�N �U

x4 exðex �1 Þ�2 dx
: ð10Þ

When N-processes are dominant, the relative relaxation processes are �U >> �N , � tot
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� �N , so �2 is the main term. Alternatively, if resistive processes dominate, �N >>
�U , � tot � �U , and �1 contributes more to the overall thermal conductivity. Com-
plete exclusion of the U-processes results in an in¢nite conductivity, as the denomi-
nator in Eq. (10) goes to zero. This is in agreement with the concept of zero thermal
resistivity in ideal (harmonic) crystals. The N-processes are important only at very
low temperatures and in nearly perfect, low-anharmonicity crystals.
At present there are several expressions for the relaxation rate due to the U-

processes, 1/�U ,16�19 but for dielectric solids, the most widely applied formula is as
follows:16

1
�U

¼ A!2 T e�B�D=T ; ð11Þ

where A and B are constants.
At very low temperatures (T � 10 K for a single crystal with linear dimensions

� 0.01 m), boundary scattering becomes important. The boundary scattering rate,
1/�b, can be expressed as20

1
�b

¼ 1:12v
d

; ð12Þ

where d is the dimension of the single crystal.
Doped crystals can have large contributions to the resistivity mechanism from

impurity scattering. The rate of this scattering, 1/�i, was shown to be proportional
to the fourth power of phonon frequency:21

1
�i
¼ A0 !4 ð13Þ

with a temperature-independent parameter, A0, given by10

A0 ¼ V0

4�v3
�M

M

8
>:

9
>;

2

; ð14Þ

where V0 is the e¡ective volume of the defects, M is the mass of the regular
elementary unit of the substance, and �M is the di¡erence in mass between the
defect and the regular unit.

2.2. Temperature Dependence of �

At quite high-temperatures (T >>�DÞ, the thermal resistivity is dominated by umk-
lapp processes, and the relaxation, given by Eq. (11), leads to a reduction in the
mean free phonon path (�Þ as the temperature increases. Correspondingly, � � T�1

for well-ordered solids at T > �D.5 As the temperature decreases, � grows longer
until it approaches its limit, which is governed by imperfections or by boundary
scattering. Since the velocity of sound varies little with temperature, the other major
factor to consider for � is the heat capacity [see Eq. (1)], which is approximately
constant at T >>�D, and gradually decreases as T ! 0 K. A schematic view of the
thermal conductivity and the corresponding mean free phonon path in a simple,
insulating solid is shown in Fig. 1.
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2.3. Impurities

Impurities predominantly lower the phonon mean free path by adding additional
scattering centers, while having little e¡ect on the heat capacity or velocity of sound
of a solid. Therefore, the impurities have the largest e¡ect on � at low temperatures
where the phonon mean free path would otherwise be limited by boundaries (for a
pure single insulating crystal).
The e¡ect of impurities has been most e¡ectively studied in the case of the

thermal conductivity of diamond. Owing to the strong carbon^carbon interaction
in diamond, the Debye temperature of diamond is very high, about 2200 K,22

leading to an exceptionally high velocity of sound (ca. 1800 m s�1Þ. Hence, the
thermal conductivity of diamond is extraordinarily large, ca. 2000 W m�1 K�1 at
room temperature.23 However, isotopically puri¢ed diamond (99% 12C) has an even
higher thermal conductivity, about 4000 W m�1 K�1 at room temperature, and
increasing to 41,000 W m�1 K�1 at T = 100 K.24 The increase in thermal con-
ductivity on removal of isotopic impurities has been explained in terms of the N-
processes.25

Although the thermal conductivity usually is lowered with impurities, because the
impurities gives rise to phonon scattering, the thermal conductivity of a semicon-
ductor can be increased on addition of n- or p-type impurities, because they provide
increased electronic heat conduction which can more than compensate for the
reduction in phononic heat conduction.

3. MORE COMPLEX INSULATORS: THE ROLE OF OPTIC MODES

3.1. Molecular and Other Complex Systems

Although the acoustic phonons are the predominant carriers of thermal energy in
simple insulators, and acoustic modes are usually considered to be well separated
from optic modes, this is not always the case, especially in materials with large
numbers of atoms per unit cell. As mentioned, for n atoms per unit cell, 3 modes

κ 

�

θ D/10

λ

T
FIGURE 1 Schematic view of the thermal conductivity, �, and the phonon mean free path, �, as
functions of temperature for a simple, insulating solid. Note that the peak in � occurs at a temperature
about 10% of the Debye characteristic temperature, �D.
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would be acoustic, and the remaining (3n ^ 3) degrees of freedom would be asso-
ciated with optical modes. If n is large, and some of the optic modes are close to the
frequency range of the acoustic modes, in principle, this could give rise to interac-
tions between the acoustic modes and the optic modes, making understanding of
the thermal conductivity much more di⁄cult in most cases. Furthermore, since
many of the optic modes are at very high frequencies, the Dulong^Petit-type con-
siderations of the heat capacity are not appropriate for molecular systems (although
they are often used5), so Eq. (1) cannot be applied without experimental informa-
tion concerning heat capacities.
The number of optical modes is especially important for molecular solids because

of the potential for large numbers of atoms per unit cell. Furthermore, molecules
can have additional degrees of freedom which can interfere with heat conduction.
For example, whereas the thermal conductivities of solid Ar, Kr and Xe can be
expressed as a universal function of reduced thermal resistivity, ��1/((r0/kB)
(M/�)1=2, where r0 is the nearest-neighbor distance, M is the molecular mass and � is
the static binding energy, as a function of reduced temperature, T /(�/kB), for T >
0.25�D,26 the thermal conductivity of solid N2, in both the �-phase and the �-phase,
is less than that of the solidi¢ed inert gases because of additional phonon scattering
mechanisms associated with phonon^libron interactions. Furthermore, the thermal
conductivity of N2 in the orientationally disordered �-phase is about 20% less than
in the ordered �-phase.26; 27 This is attributed to the interaction of heat-carrying
phonons with £uctuations associated with orientational disorder of the N2

molecules.26 Similarly, measurements of � of CH4 from 22 to 80 K (in the high-
temperature orientationally disordered solid phase) show28 � to be small (�0.4 W
m�1 K�1Þ and with only a slight maximum at about 50 K.
Another interesting case is C60. In its high-temperature orientationally disordered

phase, � is small (�0.4 W m�1 K�1Þ and essentially independent of temperature.29

This has been attributed to e⁄cient phonon scattering due to orientation disorder,
with a calculated mean free path of only a few lattice spacings. On cooling below
the ordering transition at 260 K, � of C60 increases abruptly by about 25%.29

Within the low-temperature simple cubic phase of C60, the approximate tempera-
ture dependence is ��T�1, as one would expect from phonon^phonon Umklapp
scattering processes, but a more accurate ¢t to the temperature dependence is
achieved by inclusion of scattering from misoriented molecules29 or from point
defects.30

The crystalline phases of ice present many fascinating ¢ndings with regard to
thermal conductivity. For the normal phase of ice, Ih, ��T�1 for T > 40 K,
consistent with acoustic phonons carrying the heat and being primarily limited
by three-phonon Umklapp processes.31 At ‘high’ temperatures, � of ice Ih is close
to a value calculated based on phononic thermal conductivity in a simple lattice
with vibrating point masses of average molecular mass 18, with O^H rotations and
vibrations making relatively little contribution.31 Furthermore, � for ice Ih is ab-
normally high at the melting point compared with liquid water; the phonon mean
free path for ice Ih at 273 K is about 30 lattice constants, which shows that � is
greater than its minimum value.31 When a small amount of NaOH is added to ice,
this orders the protons and produces ice XI; � increases �15% increase at the
Ih!XI transformation, consistent with Umklapp processes and point defects as
the main thermal resistance mechanisms in Ih and XI, with the XI phase closer
to a harmonic lattice due to proton ordering.32 In general, within the various ice
phases, �, expressed as ��T�n, falls into two groups, either with n � 1 or n�0.7.
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The phases for which n � 1 are either proton disordered (phase Ih) or essentially
completely antiferroelectrically ordered (phases II, VIII, and IX). The phases with
n < 1 (III, V, VI, VI’, and VII) are paraelectric.33

Thermal conductivity of n-alkanes near room temperature is of considerable
interest because of the use of these materials as latent^energy storage materials.
At 0‡C, the thermal conductivity of n-CmH2mþ2 (m = 14 to 20) was found to show
two distinct trends (one for m = even, one for m = odd; the reason for the
di¡erentiation is that packing is di¡erent for the two types of zigzag chains) with
� increasing linearly with m in both cases.34 The thermal conductivity of the odd-
carbon members was about 30% lower than for even carbon numbers. (It should be
noted that the apparent thermal conductivity of n-C20H42 was found to depend on
the conditions under which the sample was solidi¢ed.35) In contrast with globular-
shaped molecules where � increases by only about 5% on solidi¢cation, � for
CmH2mþ2 (m = 9,11,13,..,19) increases by about 35% on solidi¢cation.36;37 Further
substantial increase in � was observed on cooling from the high-temperature dis-
ordered solid phase to the low-temperature solid phase, with the thermal conduc-
tivity increasing with carbon chain length.36;37 The latter ¢nding was attributed to
strong intrachain bonds giving rise to more e⁄cient heat conduction.37 In the low-
temperature phase under isobaric conditions, � was found to depend more strongly
on temperature than T�1, due to thermal expansion e¡ects.37

Although there is no strict theoretical basis, as there is for simpler, insulating
solids, we can conclude that molecular solids in which there is dynamic disorder
showed lowered �, commensurate with shorter mean free paths because of addi-
tional coupling mechanics (including possibly coupling of the acoustic modes with
low-lying optical modes) and a temperature dependence for T > �D of the form
� � T�n, where n > 1.

3.2. Optic^Acoustic Coupling

Although much of the heat £ux is carried by acoustic modes, and optic modes are
usually considered to be far higher in energy than acoustic modes, in some systems,
the optic modes can be close enough in energy to the acoustic modes to allow
optic^acoustic coupling. We now examine a few such cases.
In inclusion compounds � that is, systems in which there is a host lattice in

which other atoms or molecules reside as loosely associated guests � it is possible
to have resonant scattering due to the coupling of the lattice acoustic modes with
the localized low-frequency optical modes of the guest species. In some cases this
can be the dominant phonon scattering mechanism;38;39 and it can be represented
by a phenomenological expression for the resonant scattering rate, 1/�R :40;41

1
�R

¼ N0 D
!0

2 !2

ð!0
2 �!2 Þ2 ; ð15Þ

where N0 is the concentration of guest, D is a coe⁄cient depicting the strength of
host^guest coupling, and !0 is the characteristic resonant frequency. If this mechan-
ism su⁄ciently contributes to the overall thermal resistance, this can lead to low
values of � and positive values of d�/dT at temperatures above about 10 K, similar
to the behavior of � for a glass (vide infra).
A similar mechanism has been used to describe the interaction of side-chain

motions in a polymer with acoustic phonons.42 Furthermore, other molecular sys-
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tems exhibit similar contributions to thermal resistance.43�45 This mechanism has
been suggested46 and proven47 to reduce thermal conductivity for applications in
thermoelectrics. In general, this mechanism could be important in any systems with
low-lying optical energy levels, e.g., due to dynamic disorder of ions or molecular
units.

4. THERMAL CONDUCTIVITY OF GLASSES

4.1. Comparison with Crystals

To a ¢rst approximation, the major distinctions between thermal conductivities of
glasses and crystalline solids are that glasses have lower thermal conductivities and
d�/dT is positive for glasses and negative for simple crystalline solids.48 [This is
somewhat of an oversimpli¢cation, as we also know (see Sec. 3.2) that crystalline
materials can have low thermal conductivities with positive temperature coe⁄cients
of �, when optic^acoustic resonance scattering is important.] For example, the
thermal conductivity of crystalline SiO2 is about 10 W m�1 K�1 at room tempera-
ture, whereas that of amorphous SiO2 is about 1 W m�1 K�1.48 Furthermore, the
thermal conductivities of glasses of a wide range of composition are similar both in
magnitude and in temperature dependence.6 The higher thermal conductivity of
crystalline cellulose, compared with amorphous cellulose, is the secret to successful
popping corn.49

Based on the Debye model of the thermal conductivity of a solid [eq. (1)], Kittel50

explained the behavior of glasses in terms of an approximately constant mean free
path for the lattice phonons, so the thermal conductivity closely follows the heat
capacity. He found that the value of the phonon mean free path in a glass at room
temperature is on the order of magnitude of the scale of disorder in the structure of
the glass, viz. about 7 �A.

4.2. More Detailed Models

Many glasses have been shown to follow an almost universal temperature depen-
dence of �, including a very-low-temperature (T < 1 K) region with a steep positive
slope, followed by a plateau between about 1 K and 20 K, and then a region of
positive d�/dT above about 20 K.6

The thermal conductivity of glasses below the plateau varies as Tn, where n � 2;
it has been attributed to the scattering of phonons from low-lying energy states,6

which can be interpreted in a two-level system model.51;52 A Boson peak at a few
meV in the Raman spectrum has been associated with these levels.
In the region of the plateau, there are many di¡erent interpretations of the

origins of the £at thermal conductivity, ranging from scattering from structural
disorder,53 to tunneling interactions,54 to resonance scattering from localized vibra-
tional modes55 and a soft-potential model in which the tunneling states and the
localized resonant modes have a common origin.56

Kittel’s explanation of the thermal conductivity of a glass above the plateau
showed that the phonon mean free path is of the order of the interatomic spacing,
which is random in a glass, so the concept of phonons is not as apt a description as
a random walk of localized (Einstein) oscillations.6 Cahill and Pohl considered a
model of oscillators that are so strongly damped that they pass on their energy
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within half a period of oscillation; the thermal conductivity can be described as

�Eins ¼ 2 kB2l�1h�1�Ex
2ex ðex � 1Þ�2 ð16Þ

where l is the interatomic spacing, �E is the Einstein temperature, and x ¼ �E/T .6

Their more detailed approach considers a distribution of oscillators, representing
the thermal conductivity in terms of an integration over frequencies, ! :6

� ¼ 1
3

R1

0

dC
d! vð!Þ lð!Þ d! : ð17Þ

Orbach and co-workers have devised a di¡erent model, in which the localized
phonons are thermally activated to hop among inequivalent localized sites.57 The
e¡ect of localized modes on thermal and other properties has been discussed by
Buchenau.58

4.3. The Exception: Recent Amorphous Ice Results

Although most amorphous phases are well described as above, recent studies of the
low-density form of amorphous ice show its thermal conductivity to be more like
that of a simple, crystalline solid, although the thermal conductivity of high-density
amorphous ice is typical for a glass.59 It has been concluded that the thermal
resistance in low-density amorphous ice is dominated by rather weak phonon^
phonon scattering, in sharp contract with results for other glasses.59

5. MINIMUM THERMAL CONDUCTIVITY

As mentioned, a perfect harmonic crystal has no thermal resistance mechanism;
hence, it has in¢nite thermal conductivity. Therefore it is worth considering the
lower limit to the thermal conductivity. This point was addressed by Slack,3 from
the perspective of insulators in which the phonons are maximally coupled, and as a
function of the number of atoms in the unit cell. The experimental thermal con-
ductivity of amorphous SiO2 above the plateau is close to the calculated minimum
thermal conductivity, and for some crystalline systems the experimental thermal
conductivity approaches the minimum as the temperature approaches the melting
point.3 Further support for the concept of a minimal thermal conductivity comes
from experimental studies of mixed crystals with controlled disorder.60 In the con-
text of a random walk between Einstein oscillators of varying sizes, the minimum
thermal conductivity can be expressed as6

�min ¼ 2
2:48 kBn

2=3 v T
�c

8
:

9
;

2 R�c=T

0

x3ex

ðex�1Þ2 dx ð18Þ

where �c is the cuto¡ frequency for that mode.
The concept of minimal thermal conductivity can be a useful guide in attempts to

develop materials with exceptionally low thermal conductivities (e.g., for thermo-
electrics). The thermal conductivity of a dielectric can be reduced toward its theo-
retical minimum by increasing the size of the unit cell, the presence of heavy atoms,
amorphization, random atomic substitution, increased optic^acoustic coupling and
increasing the lattice symmetry.3
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6. RADIATION

We have concentrated our discussion on heat transfer by thermal conductivity
through the sample, but wish to conclude with a reminder that in materials at
very high-temperatures, especially above 700 K, radiative heat transfer must also
be included. The measured thermal conductivity would be the sum of the intrinsic
phononic thermal conductivity and the radiative contribution, where the latter is
given by

�radiation ¼ 16
3
�2

�

kr
T 3 ð19Þ

where � is the refractive index, � is the Stefan^Boltzmann constant, and kr is the
Rosseland mean absorption coe⁄cient.61 The form of the radiative term shows that
it becomes increasingly important as the temperature is increased.
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Chapter 1.4

THERMAL CONDUCTIVITY OF
SEMICONDUCTORS

G. S. Nolas

Department of Physics, University of South Florida, Tampa, FL, USA

H. J. Goldsmid

School of Physics, University of New South Wales, Sydney, NSW, Australia

1. INTRODUCTION

The conduction of heat in semiconductors has been the subject of intensive study
during the past 50 years. From the practical point of view, thermal conductivity is
an important parameter in determining the maximum power under which a semi-
conductor device may be operated. Moreover, thermal conductivity is one of the
most important parameters determining the e⁄ciency of those semiconductors used
in thermoelectric energy conversion.1 However, a number of factors have also made
the study of semiconductors particularly important in advancing our knowledge of
the mechanisms of heat conduction in solids. For example, the need for single
crystals of exceptional perfection and purity has made available samples for mea-
surement that display e¡ects that cannot be observed in less perfect specimens.
Certain semiconductors have rather high electrical restivities, so heat conduction

is then, in e¡ect, due solely to lattice vibrations. On the other hand, in some
materials the electronic component of thermal conductivity is large enough to be
important, and, indeed, this is always the case for semiconductors in thermoelectric
applications. The separation of the lattice and electronic contributions to the ther-
mal conductivity is often necessary. It becomes particularly interesting when the
semiconductor contains both electrons and positive holes since there can then be a
large bipolar heat conduction e¡ect. In a semiconductor with only one type of
charge carrier, the ratio of the electronic thermal conductivity to the electrical
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conductivity has more or less the same value that it would have in a metal. In other
words, the ratio satis¢es the Wiedemann^Franz law or, rather, the version of this
law that is appropriate for a nondegenerate or partly degenerate conductor. How-
ever, when bipolar conduction takes place, the ratio of electronic to lattice con-
ductivity can become much larger.
It is often useful to be able to preselect those semiconductors in which the value

of the lattice conductivity will be very high or very low. It is also helpful if one can
predict the types of treatment of a given material that will lead to a substantial
reduction of the thermal conductivity. Thus, in this chapter, we shall give due
attention to both these matters. Certain crystal structures allow one to modify
the thermal conductivity in subtle ways. We are often especially interested in pro-
cesses that reduce lattice conductivity but have relatively little e¡ect on electronic
properties. These processes include, for example, the formation of solid solutions,
addition of impurities, and reduction of grain size.
The range of thermal conductivity in semiconductors is exceedingly large. A

semiconducting diamond, for example, has a thermal conductivity higher than
that of any metal, while some clathrates have values comparable with those of
glasses. Table 1 gives values for the thermal conductivity at room temperature
for various semiconductors. In many cases the total thermal conductivity will be
virtually the same as the lattice contribution, but in others the electronic component
will be substantial and will vary according to the concentration of charge carriers.
The lattice conductivity, itself, may be signi¢cantly smaller for less than perfect
crystals.

2. ELECTRONIC THERMAL CONDUCTIVITY IN SEMICONDUCTORS

2.1. Transport Coef¢cients for a Single Band

One success of the classical theory of metals was its explanation of the Wiedemann^
Franz law. This law states that the ratio of thermal conductivity to electrical con-
ductivity is the same for all metals at a given temperature. The actual value of the
ratio was given only approximately, but this shortcoming was made good when
Sommerfeld’s quantum theory of metals was applied.2 Other properties of metals
required the additional re¢nement of band theory, and this, of course, is an essen-
tial feature of any discussion of semiconductors. We shall ¢rst discuss thermal
conductivity when the charge carriers reside in a single band.
It will be useful to obtain expressions for the electrical conductivity and the

Seebeck coe⁄cient as well as for the electronic thermal conductivity. The electrical
conductivity is needed to calculate the so-called Lorenz number, and the Seebeck
coe⁄cient is required when we consider bipolar thermal conduction. We write
equations for electric current and heat £ux when an electric ¢eld and a temperature
gradient are applied. For our purposes we assume that the material is isotropic and
that all £ows are in the x^direction. We suppose that the charge carriers are
scattered in such a way that their relaxation time, � , may be expressed in terms
of the energy, E, by the relation � = �0E

r, where �0 and r are constants. Then by
solving the Boltzmann equation one ¢nds that the electric current, i; is given by

i ¼ �
Z 1

0
euf Eð Þg Eð ÞdE; ð1Þ
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where ^e is the electronic charge, u is the velocity of the charge carriers in the x^
direction, f(EÞ is the Fermi distribution function, and g(EÞ is the carrier distribu-
tion function, g being proportional to E1=2. Here and in subsequent equations the
upper sign refers to electrons and the lower sign to holes. The rate of £ow of heat
per unit cross-sectional area is

w ¼ u E � �ð Þf Eð Þg Eð ÞdE; ð2Þ

where � is the Fermi energy and E ^ � represents the total energy transported by a
carrier.
Since there can be no transport when f = f0, we may replace f by f ^ f0 in the

preceding equations. Also, in general, the thermal velocity of the charge carriers
will always be much greater than any drift velocity, and we may set

u2 ¼ 2E
3m� ; ð3Þ

where m* is the e¡ective mass of the carriers. From Eqs. (1^3) we ¢nd

i ¼ � 2e
3m�

Z 1

0
g Eð Þ�eE @f0 Eð Þ

@E

@�

@x
þ E � �

T

@T

@x

8
>:

9
>;dE; ð4Þ

and

w ¼ � �

e
iþ 2

3m�
Z 1

0
g Eð Þ�eE2 @f0 Eð Þ

@E

@�

@x
þ E � �

T

@T

@x

8
>:

9
>;dE: ð5Þ

The electrical conductivity, �, may be found by setting the temperature gradient,
@T=@x; equal to zero. The electric ¢eld, E, is given by � @�=@xð Þe�1 so that

� ¼ i

E
¼ � 2e

3m�

Z 1

0
g Eð Þ�eE @f0 Eð Þ

@E
dE: ð6Þ

On the other hand, when the electric current is zero, Eq. (4) shows that

@�

@x

Z 1

0
g Eð Þ�eE @f0 Eð Þ

@E
dE þ 1

T

@T

@x

Z 1

0
g Eð Þ�eE E � �ð Þ @fe Eð Þ

@E
dE ¼ 0: ð7Þ

The condition i = 0 is that for the de¢nition of the Seebeck coe⁄cient and the
thermal conductivity. The Seebeck coe⁄cient, �, is equal to @�=@xð Þ e @T=@xð Þ½ ��1

and is given by

� ¼ � 1
eT

� �
Z 1

0
g Eð Þ�eE2 @f0 Eð Þ

@E
dE

�Z 1

0
g Eð Þ�eE @f0 Eð Þ

@E
dE

� �

: ð8Þ

The Seebeck coe⁄cient is negative if the carriers are electrons and positive if they
are holes.
The electronic thermal conductivity, �e, is equal to �w @T=@xð Þ�1and is obtained

from Eqs. (5) and (7), thus

�e ¼ 2
3m�T

Z 1

0
g Eð Þ�eE2 @f0 Eð Þ

@E
dE

� �2
,(*

Z 1

0
g Eð Þ�eE @f0 Eð Þ

@E
dE

)

�
Z 1

0
g Eð Þ�eE3 @f0 Eð Þ

@E
dE

+

: ð9Þ
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The integrals in Eqs. (6), (8), and (9) may be expressed as

Ks ¼ � 8�
3

2
h2

� �3=2

m�ð Þ1=2T�0
Z 1

0
Esþrþ3=2 @f0 Eð Þ

@E
dE; ð10Þ

where g and �e have been eliminated in favor of m*, r, and �0. One then ¢nds that
Z 1

0
Esþrþ3=2 @f0 Eð Þ

@E
dE ¼ � sþ rþ 3

2

8
>:

9
>;

Z 1

0
Esþrþ1=2f0 Eð ÞdE ð11Þ

and

Ks ¼ 8�
3

2
h2

� �3=2

m�ð Þ1=2T�0 sþ rþ 3
2

8
>:

9
>; kBTð Þsþrþ3=2Fsþrþ1=2; ð12Þ

where

Fn �ð Þ ¼
Z 1

0
�nf0 �ð Þd�; ð13Þ

� = E/kBT . Numerical values of the functions Fn, which are known as the Fermi^
Dirac integrals, may be found elsewhere.
The expressions for the transport coe⁄cients in terms of the integrals Ks are

� ¼ e2

T
K0; ð14Þ

� ¼ � 1
eT

� �K1

K0

8
>:

9
>;; ð15Þ

and

�e ¼ 1
T 2 K2 �K2

1

K0

8
>>:

9
>>;: ð16Þ

TABLE 1 Thermal Conductivity of Typical Samples of Some Elemental and Binary Compound
Semiconductors at 300 K.a

Semiconductor Thermal conductivity (W m�1K�1)

Diamond 200
Silicon 124
Germanium 64
ZnS 14
CdTe 5.5
BN 20
AlSb 60
GaAs 37
InAs 29
InSb 16
SnTe 9.1
PbS 2.3 2.3
PbTe 2.3
Bi2Te3 2.0

a. From CRC Handbook of Chemistry and Physics.
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It may be necessary to use numerical methods to ¢nd the transport properties
from Eqs. (15) and (16). However, if the Fermi energy is either much greater than
or much less than zero, one can use simple approximations to the Fermi distribu-
tion function.

2.2. Nondegenerate and Degenerate Approximations

The nondegenerate approximation is applicable when �/kBT << 0; that is, when
the Fermi level lies within the forbidden gap and far from the edge of the band in
which the carriers reside. The approximation is very good when � << ^4kBT , and is
often used when � << -2kBT . It is assumed that the number of minority carriers is
negligibly small.
When � /kBT << 0, the Fermi^Dirac integrals are given by

Fn �ð Þ ¼ exp �ð Þ
Z 1

0
�n exp ��ð Þd� ¼ exp �ð Þ� nþ 1ð Þ; ð17Þ

where �g ¼ g�v < =i >kBT and the gamma function is such that

� nþ 1ð Þ ¼ n� nð Þ: ð18Þ

When n is integral, �ðn + 1) =n !, while for half-integral values of n the gamma
function can be found from the relation �(1/2) =�1=2.
With the gamma function, the transport integrals become

Ks ¼ 8�
3

2
h2

8
>:

9
>;

3=2

m�ð Þ1=2T�0 kBTð Þsþrþ3=2� sþ rþ 5
2

8
>:

9
>; exp �ð Þ: ð19Þ

Then the electrical conductivity of a nondegenerate semiconductor is

� ¼ 8�
3

2
h2

8
>:

9
>;

3=2

e2 m�ð Þ1=2�0 kBTð Þrþ3=2� rþ 5
2

8
>:

9
>; exp �ð Þ: ð20Þ

It is often useful to express the electrical conductivity as

� ¼ ne�; ð21Þ

where n is the concentration of the charge carriers,

n ¼
Z 1

0
f Eð Þg Eð ÞdE ¼ 2

2�m�kBT
h2

8
>:

9
>;

3=2

exp �ð Þ; ð22Þ

and their mobility � is

� ¼ 4
3�1=2

� rþ 5
2

8
>:

9
>;

e�0 kBTð Þr
m� : ð23Þ

The carrier concentration has the value that would result if there were 2(2�m*kBT /
hÞ3=2 states located at the band edge. Thus, this quantity is known as the e¡ective
density of states.
The Seebeck coe⁄cient of a nondegenerate semiconductor is

� ¼ � kB
e

� � rþ 5
2

� �� �

: ð24Þ
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It is usual to express the electronic thermal conductivity in terms of the Lorenz
number, L, de¢ned as �e/�T. Then, from Eqs. (14) and (16),

L ¼ 1
e2T 2

K2

K0
�K2

1

K2
0

8
>>:

9
>>;: ð25Þ

Using the nondegenerate approximation, we obtain

L ¼ kB
e

8
>:

9
>;

2

rþ 5
2

8
>:

9
>;: ð26Þ

The Lorenz number does not depend on the Fermi energy if r is constant.
We now discuss the degenerate condition � /kBT >> 0. This means that the

Fermi level lies well inside the band that holds the charge carriers and the con-
ductor is a metal. The Fermi^Dirac integrals take the form of the rapidly conver-
ging series

Fn �ð Þ ¼ �nþ1

nþ 1
þ n�n�1 �

2

6
þ n n� 1ð Þ n� 2ð Þ�n�3 7�

4

360
þ ::: ð27Þ

One uses as many terms in the series as are necessary to yield a ¢nite or nonzero
value for the appropriate parameter.
The electrical conductivity of a degenerate conductor needs only the ¢rst term in

the series

� ¼ 8�
3

2
h2

8
>:

9
>;

3=2

e2 m�ð Þ1=2�0�rþ3=2: ð28Þ

On the other hand, if only the ¢rst term in Eq. (27) were included, the Seebeck
coe⁄cient would be zero. To obtain a nonzero value, the ¢rst two terms are used,
whence

� ¼ � �2

3
kB
e

rþ 3
2

� �

�
: ð29Þ

The ¢rst two terms are also needed for the Lorenz number, which is given by

L ¼ �2

3
kB
e

8
>:

9
>;

2

: ð30Þ

This shows that the Lorenz number should be the same for all metals and, in
particular, it should not depend on the scattering law for the charge carriers. These
features agree with the well-established Wiedemann^Franz^Lorenz law, which
states that all metals have the same ratio of thermal to electrical conductivity
and that this ratio is proportional to the absolute temperature. Figure 1 shows
the Lorenz number plotted against the reduced Fermi energy, �, for di¡erent values
of the scattering parameter, r.

2.3. Bipolar Conduction

So far it has been assumed that the carriers in only one band contribute to the
transport processes. Now we consider what happens when there is more than one
type of carrier. The most important example is that of mixed and intrinsic semi-
conductors in which there are signi¢cant contributions from electrons in the con-
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duction band and holes in the valence band. The problem will be discussed for two
types of carrier (represented by subscripts 1 and 2).
There will be contributions to the electric current density, i, from both types of

carriers. These contributions may be expressed in terms of partial electrical con-
ductivities and partial Seebeck coe⁄cients. Thus,

i1 ¼ �1 E � �1
@T

@x

8
>:

9
>;; i2 ¼ �2 E � �2

@T

@x

8
>:

9
>;: ð31Þ

where E is the electric ¢eld. The partial coe⁄cients may be found by using the
expressions that have already been obtained for single bands. When the electric ¢eld
and the temperature gradient are in the same direction, the thermoelectric emf
opposes E for a positive Seebeck coe⁄cient and assists E when the Seebeck coe⁄-
cient is negative. If the temperature gradient is zero,

i ¼ i1 þ i2 ¼ �1 þ �2ð ÞE; ð32Þ

and the electrical conductivity is simply

� ¼ �1 þ �2: ð33Þ

If the electric current is equal to zero, as it is when i1 and i2 are equal and
opposite,

�1 þ �2ð ÞE ¼ �1�1 þ �2�2ð Þ @T
@x

ð34Þ

and the Seebeck coe⁄cient is

� ¼ �1�1 þ �2�2
�1 þ �2

: ð35Þ

If we now examine the thermal £ow, the heat £ux densities due to the two carrier
types are

FIGURE 1 Dimensionless Lorenz number plotted against reduced Fermi energy for di¡erent values of
the scattering parameter r.
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w1 ¼ �1Ti1 � �e;1
@T

@x
; w2 ¼ �2Ti2 � �e;2

@T

@x
; ð36Þ

where the contributions from the Peltier e¡ect have been expressed in terms of the
partial Seebeck coe⁄cients by use of Kelvin’s relation. Since the thermal conduc-
tivity is de¢ned in the absence of an electric current, i1 and i2 must again be equal
and opposite. We ¢nd that

i1 ¼ �i2 ¼ �1�2
�1 þ �2

�1 � �2ð Þ @T
@x

: ð37Þ

By substitution into Eq. (36), the total heat £ux density is

w ¼ w1 þ w2 ¼ � �e;1 þ �e;2 þ �1�2
�1 þ �2

�2 � �1ð Þ2T
� �

@T

@x
; ð38Þ

and

�e ¼ �e;1 þ �e;2 þ �1�2
�1 þ �2

�2 � �1ð Þ2T: ð39Þ

The remarkable feature of Eq. (39) is that the total electronic thermal conduc-
tivity is not just the sum of the partial conductivities, �e;1 and �e;2. The presence of
the third term arises from the Peltier heat £ows that can occur when there is more
than one type of carrier, even when the total electric current is zero. The di¡erence,
�2 ^ �1, between the partial Seebeck coe⁄cients is, of course, greatest when the two
carriers are holes and electrons, respectively. Thus, we expect �e to be substantially
greater than �e;1 þ �e;2 for an intrinsic semiconductor. The additional contribution,
known as the bipolar thermodi¡usion e¡ect6 is observed most easily in semicon-
ductors that have a small energy gap. Although �2 ^ �1 is then smaller than it
would be for a wide-gap semiconductor, intrinsic conduction takes place with
reasonably large values for the partial electrical conductivities, �1 and �2. If �1

and �2 are too small, the electronic component of the thermal conductivity, even
including bipolar thermodi¡usion, is masked by the lattice component.
One of the ¢rst materials to display the bipolar e¡ect was the semiconductor

bismuth telluride.7 Figure 2 shows the thermal conductivity plotted against tem-
perature for lightly and heavily doped samples. It will be seen that, as the lightly
doped sample becomes intrinsic at the higher temperatures, its thermal conductivity
becomes much greater than that of the extrinsic heavily doped sample, even though
it has a much smaller electrical conductivity. In fact, the Lorenz number is an order
of magnitude greater for intrinsic bismuth telluride than it is for an extrinsic sam-
ple.

2.4. Separation of Electronic and Lattice Thermal Conductivities

The total thermal conductivity of a semiconductor is usually simply the sum of the
lattice contribution, �L, and the electronic component, �e. Thus, the knowledge of
the electronic contribution allows the lattice component to be determined.
Although the calculation of the electronic thermal conductivity using the relation-
ships derived from Eq. (16) often gives reasonable results, it sometimes leads to
unacceptable conclusions. For example, Sharp et al.8 found that certain polycrystal-
line samples of a Bi^Sb alloy would have negative lattice conductivity if theoretical
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values for the Lorenz number were assumed. It is, therefore, important to be able
to determine the electronic thermal conductivity by an experimental method.
One possibility is to measure the thermal conductivity for di¡erently doped

samples of a given semiconductor. These samples will then have di¡erent values
of the electrical conductivity and of the electronic thermal conductivity. One can
then plot the thermal conductivity against the electrical conductivity; extrapolation
of the plot to zero electrical conductivity should then give a value for the lattice
component. As will be seen from Figure 3, in which the procedure has been carried
out for bismuth telluride at 300 K, there can be some di⁄culties.9 The onset of
intrinsic conduction at low values of the electrical conductivity causes the Lorenz
number to become exceptionally large, as already mentioned. Also, there is the
possibility that the doping agents used to alter the carrier concentration may
themselves scatter the phonons and, thereby, change the lattice conductivity. Never-
theless, measurements on di¡erently doped samples o¡er one of the best methods of
separating the two components of thermal conductivity.
When the mobility of the charge carriers is su⁄ciently high, another method of

determining the electronic thermal conductivity becomes possible. The thermal
resistivity, like the electrical resistivity, is increased by the application of a trans-
verse magnetic ¢eld. In most cases the lattice conductivity remains unchanged. In
certain cases it is possible to apply a magnetic ¢eld that is large enough for the
electronic thermal conductivity to become negligible in comparison with the lattice
contribution. However, even when the mobility of the charge carriers is not large
enough for this to occur in the available magnetic ¢eld, the magnetothermal resis-
tance e¡ect is still useful. For example, the thermal conductivity can be plotted
against the electrical conductivity as the magnetic ¢eld changes. Extrapolation to
zero electrical conductivity allows the Lorenz number to be found.
In one situation, however, the electronic thermal conductivity does not become

zero, no matter how large the magnetic ¢eld strength is, namely when the Nernst^
Ettingshausen ¢gure of merit is large. The residual electronic thermal conductivity
in this case is due to the transverse thermoelectromagnetic e¡ects.10 The e¡ect is
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FIGURE 2 Plot of thermal conductivity against temperature for lightly and heavily doped samples of
bismuth telluride.
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noticeable in Bi and Bi^Sb alloys, the latter being narrow-gap semiconductors for a
range of Bi:Sb ratios. Uher and Goldsmid11 have shown how the electronic thermal
conductivity can be determined in single crystals of Bi and its alloys by measuring
the magnetothermal resistance for two orientations of the sample. It is rather
di⁄cult to predict the magnitude of the Nernst^Ettingshausen ¢gure of merit
and, thence, the size of that part of the thermal conductivity in a high magnetic
¢eld due to the transverse e¡ects. However, it is quite simple to calculate the ratio
of the residual electronic thermal conductivities for two orientations. It is then a
straightforward matter to separate out the lattice conductivity.

3. PHONON SCATTERING IN IMPURE AND IMPERFECT CRYSTALS

3.1. Pure Crystals

Phonons can be scattered by impurities and by crystal defects. Thus, when good
heat conduction from a semiconductor device is required, it is an advantage for the
material to have a rather high thermal conductivity. It is, in fact, fortunate that
pure silicon has such a thermal conductivity and that most semiconductor devices
require rather pure and perfect material. However, for those semiconductors that
are used in thermoelectric energy conversion, a low thermal conductivity is needed.
It is, therefore, of interest to consider the means by which the lattice thermal
conductivity can be made smaller.
The lattice conductivity, �L, can be expressed in terms of the mean free path, lt,

FIGURE 3 Plot of thermal conductivity against electrical conductivity for bismuth telluride at 300 K.
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of the phonons by the equation

�L ¼ 1
3
cvvlt: ð40Þ

Here cv is the speci¢c heat per unit volume due to the lattice vibrations, and v is the
speed of sound. For many purposes it is a reasonable approximation to use Debye
theory12 for the speci¢c heat and to assume that the speed of the phonons is
independent of frequency. This is particularly true for imperfect crystals, since
the higher-frequency phonons, for which Debye theory is most likely to break
down, are then rather strongly scattered and do not make much of a contribution
to heat conduction.
If the thermal vibrations were perfectly harmonic, the free path length of the

phonons would be in¢nite in a perfect unbounded crystal. However, as the tem-
perature rises above absolute zero, the vibrations become more and more anhar-
monic. This causes the mean free path to vary inversely with temperature at high-
temperatures. It was shown by Peierls13 that the phonon scattering events are of
two kinds. The normal (or N-)processes conserve momentum and do not lead
directly to any thermal resistance, though they do redistribute the momentum with-
in the phonon system. Then there are the umklapp (or U-) processes, in which
momentum is not conserved, and these events are responsible for the observed ¢nite
thermal conductivity.
At high-temperatures the speci¢c heat and the sound velocity may be regarded as

constant. As the temperature is raised, the increasing probability of U-processes
means that �L varies as 1/T . This is consistent with the observations of Eucken14

and later workers. At very low temperatures U-processes become rather improb-
able, and it was predicted by Peierls that there should be an exponential increase in
lattice conductivity when T << �D, �D being the Debye temperature. In fact, such
an exponential variation is rarely observed because other factors invariably take
over in real crystals. For example, the free path length of the phonons will certainly
be limited by the crystal boundaries unless there is completely specular re£ection.
Bearing in mind that the speci¢c heat itself tends to zero as T ! 0, the lattice
conductivity also tends to zero. There is, then, some temperature at which the
thermal conductivity has a maximum value. The inverse variation of �L with tem-
perature is often observed when T is as small as �D or even less, despite the original
prediction that this would only occur for T >> �D.

3.2. Scattering of Phonons by Impurities

Impurities scatter phonons because they produce local variations of the sound
velocity through change in density or elastic constants. However, point-defect scat-
tering presents us with a theoretical problem. The relaxation time for such scatter-
ing should vary as 1/!4, where ! is the angular frequency of the phonons. We
expect, then, that low^frequency phonons will be little a¡ected by point^defect
scattering. We also know that U-processes are ine¡ective for low^frequency pho-
nons, so we would expect exceedingly large values for lattice conductivity at low
temperatures. Such values are not, in fact, observed. This dilemma can be resolved
by taking into account the N-processes. Although the N-processes do not change
the momentum in the phonon system, they do redistribute this quantity between
di¡erent phonons. This redistribution can pass on the momentum to higher^fre-
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quency phonons that are more strongly in£uenced by U-processes and impurity
scattering. How, then, does one take into account the e¡ect of the N-processes?
The problem has been solved by Callaway,15 who suggested that the N-processes

cause relaxation toward a phonon distribution that carries momentum, whereas the
U-processes and impurity scattering cause relaxation toward a distribution that
does not carry momentum. This means that the relaxation time, �R, for the non-
momentum-conserving processes, has to be replaced by a relaxation time, � eff ,
which is related to �R and the relaxation time, �N , for the N-processes by

1
�eff

¼ 1
�R

þ 1
�N

8
>:

9
>; 1þ �

�N

8
>:

9
>;

�1

¼ 1
�c

1þ �

�N

8
>:

9
>;

�1

; ð41Þ

where �c is the relaxation time that would have been expected if the N-processes did
not conserve momentum, and � is a constant that must be selected so that the N-
processes are indeed momentum conserving. If it is assumed that the Debye model
for the phonon distribution is valid, as it should be for the low-frequency modes
with which we are most concerned, then

� ¼
Z �D=T

0

�c
�N

x4 exp x

exp x� 1ð Þ2 dx
,Z �D=T

0

1
�N

1� �c
�N

8
>:

9
>;x4

exp x

exp x� 1ð Þ2 dx; ð42Þ

where x = h!/2�kBT .
In certain situations this complex expression may be simpli¢ed. For example, if

the scattering by imperfections is very strong, with a relaxation time �I << �N , one
can use the approximation 1/�eff � 1/�I + 1/�N . Parrott16 has used a high-tempera-
ture approximation that should be valid for most thermoelectric materials. He
supposed that the relaxation times for the U- and N-processes are proportional
to !�2, while for point defects �I is proportional to !�4. We use the following
expressions for the relaxation times: 1/�I = A!4, 1/�U = B!2, 1/�N = C!2, where
A;B; and C are constants for a given sample. Also, at high-temperatures x << 1
for the whole phonon spectrum, so x2 exp x/(exp x ^ 1)2 � 1. This allows us to
obtain the relatively simple equation

�L

�0
¼ 1þ 5k0

9

8
>:

9
>;

tan�1 y

y
þ 1� y

tan�1 y

y

8
>>:

9
>>;

2
y4 1þ k0ð Þ

5k0
� y2

3
� tan�1 y

y

8
>>:

9
>>;

�1
" #

;

ð43Þ

where k0 ¼ C/B is the strength of the N-processes relative to the U-processes, and y
is de¢ned by the equation

y2 ¼ !D

!0

2
1þ 5k0

9

8
>:

9
>;

�1

; ð44Þ

with !0 given by

!0

!D

8
>:

9
>;

2

¼ kB

2�2v�0!DA
: ð45Þ

The value of k0 can be found experimentally by measuring the thermal conductivity
of two crystals, one pure and one containing impurities. It is, of course, necessary
that one know the value of the parameter which determines the relaxation time for
the defect scattering. This parameter may be calculated most easily when the scat-
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tering by density £uctuations outweighs that due to variations in the elastic con-
stants. The reduction of thermal conductivity due to mass^defect scattering was
certainly observed for germanium crystals with di¡erent isotopic concentrations.17

Mass^defect scattering has also been dominant in certain semiconductor solid solu-
tions, though in others it must be presumed that variations in the elastic constants
have also been an important factor. When mass^defect scattering occurs, then

A ¼ �

2v3N

X

i

xi Mi �M
� �2

M2
; ð46Þ

where xi is the concentration of unit cells of mass Mi, M is the average mass per
unit cell, and N is the number of unit cells per unit volume.
At high-temperatures it is quite a reasonable approximation to ignore the N-

processes in many systems. If we assume that the U-processes dominate the N-
processes, k0 ! 0, and Eq. (43) becomes

�L

�0
¼ !0

!D
tan�1 !D

!0

8
>:

9
>;: ð47Þ

Note that new materials exist for which these simple ideas about scattering are
inapplicable. For example, there are semiconductors, such as those with clathrate
structures,18 in which the crystals contain open cages in which foreign atoms can
reside. These atoms are loosely bound and are known as rattlers. They are very
e¡ective in scattering phonons, sometimes reducing the thermal conductivity to a
value that is close to that in an amorphous substance.19;20 This type of material will
be discussed elsewhere.

3.3. Boundary Scattering

The scattering of phonons on the crystal boundaries has been known since the work
of Casimir,21 but for many years it was thought to be essentially a low-temperature
phenomenon. However, it is now thought that boundary scattering may occur at
larger grain sizes and higher temperatures than was previously thought possible. It
is indeed possible that boundary scattering may sometimes have a greater e¡ect on
lattice conductivity than on carrier mobility, even when the mean free path is larger
for electrons or holes than it is for phonons.
An enhanced boundary scattering e¡ect was proposed by Goldsmid and Penn22

on the basis that, although the number of low^frequency phonon modes is small,
they make a substantial contribution to the thermal conductivity because they have
a large free path length. This is illustrated by Figure 4, in which the contribution to
the lattice conductivity from phonons of angular frequency ! is plotted against !.
The area under the curve up to the Debye frequency, !D, indicates the contribution
from all the phonons. The upper curve represents schematically the behavior of a
large pure crystal. The double-hatched region represents the reduction in thermal
conductivity due to boundary scattering when the grain size is still substantially
larger than the mean free path. The e¡ect of boundary scattering becomes relatively
larger for a solid solution in which the high^frequency phonons are strongly scat-
tered, thus removing the contribution shown by the single-hatched region. Since
solid solutions are the most frequently employed material for thermoelectric appli-
cations, it is possible that boundary scattering of phonons may improve the ¢gure
of merit.
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If one uses the Debye model for the phonon distribution, one ¢nds that the
lattice conductivity of a sample of a solid solution having an e¡ective grain size
L is given by

�L ¼ �S � 2
3
�0

ffiffiffiffiffiffi
lt
3L

r

; ð48Þ

where �S is the lattice conductivity of a large crystal of the solid solution and lt is
the phonon mean free path.23 The parameter �0, the thermal conductivity in the
absence of point^defect scattering, can be estimated from the values for the di¡er-
ent components of the solid solution.

4. PREDICTION OF THE LATTICE THERMAL CONDUCTIVITY

It would be useful if we could predict the types of semiconductors, that would be
likely to have a very high or a very low thermal conductivity. We outline here the
kind of approach that has been used for this purpose in the high^temperature
region. Bearing in mind the approximate nature of the predictive methods, we
assume the Debye model.
One of the earliest approaches to the problem was that of Leibfried and

Schlo«mann,24 who used the variational method to show that

�L ¼ 3:5
kB
h

8
>:

9
>;

3MV 1=3�3D
�2T

; ð49Þ

where M is the average atomic mass, V is the average atomic volume, and � is the
Gru«neisen parameter.
An alternative approach that leads to more or less the same result was based on

the proposal by Dugdale and MacDonald25 that the lattice conductivity should be
related to the thermal expansion coe⁄cient �T . The anharmonicity of the thermal

FIGURE 4 Schematic plot of the contributions to thermal conductivity from di¡erent parts of the
phonon spectrum. The double-hatched region represents reduced thermal conductivity due to boundary
scattering, the single-hatched region that due to alloy scattering in a solid solution.
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vibrations can be represented by the dimensionless quantity �T�T, and it was
suggested that the phonon mean free path should be approximately equal to the
lattice constant a divided by this quantity. Thus,

�L ¼ cV av

3�T�T
: ð50Þ

The expansion coe⁄cient is given by the Debye equation of state:

�T ¼ ��cV
3

; ð51Þ

where � is the compressibility. Also, the speed of sound and the compressibility are
related to the Debye temperature through the equation

v ¼ ��ð Þ�1=2¼ 2kBa�D
h

; ð52Þ

where � is the density.
When these ideas were ¢rst considered, they were applied to simple crystals

having small numbers of atoms per unit cell. No distinction was drawn between
the acoustic and optical modes and a was set equal to the cube root of the atomic
volume. It was then found that

�L ¼ 8
kB
h

8
>:

9
>;

3MV 1=3�3D
�2T

: ð53Þ

This di¡ers from Eq. (49) only in the value of the numerical constant.
Notice that Eq. (53) and (49) require a knowledge of the Debye temperature and,

therefore, might not be as useful as they otherwise would be. Using the Lindemann
melting rule to estimate the compressibility, Keyes26 obtained a formula that does
not have this objection. Thus,

� ¼ "mV

RTm
; ð54Þ

where R is the gas constant and Tm is the melting temperature. This rule makes use
of the assumption that a solid melts when the amplitude of the lattice vibrations
reaches a fraction "m of the lattice constant, "m being approximately the same for
all substances. Then, from Eq. (50) through (52) we ¢nd

�LT ¼ B
T 3=2
m �2=3

Am
; ð55Þ

where

B ¼ R3=2

3�2"3mN
1=3
A

; ð56Þ

NA is Avogadro’s number, and Am is the mean atomic weight.
The advantage of Keyes’ Eq. (55) is that it involves the quantities Tm, �, and Am,

which are known as soon as a new material is synthesized, and a quantity B that
should not vary much from one substance to another in a given system. For
example, Figure 5 shows the values of �LT plotted against T 3=2

m �2=3A�7=6
m for semi-

conductors with covalent or partly covalent bonds. As expected from Eq. (55), the
plot is approximately linear.
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Some of the newer semiconductors that have been proposed as possible thermo-
electric materials have relatively complex crystal structures with many atoms per
unit cell. Such materials will have three acoustic modes and a very large number of
optical modes. Moreover, the group velocity of the phonons is what is really im-
portant in Eq. (40), and this property varies greatly from mode to mode and from
low to high frequency. It is generally likely to be much smaller for optical modes
than for acoustic modes, so it is likely that most of the heat will be transported by
acoustic phonons. It is, in fact, these phonons that are best approximated by the
Debye model. Thus, in applying the Keyes relation to complex crystals, it is prob-
ably appropriate to regard a as the cube root of the volume of the unit cell. Also,
Am should be regarded as the molecular weight. However, it is, perhaps, stretching
Eq. (55) beyond the realm that Keyes had in mind when we apply it to complex
materials. Nevertheless, it is still of some use when we are trying to select semi-
conductors of low thermal conductivity.

FIGURE 5 The values of �LT plotted against T 3=2
m �2=3A�7=6

m for various semiconductors.
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1. INTRODUCTION

The theory of heat conduction in semiconductors was reviewed in Chapter 1.4 and
some of the experimental observations have been used as illustrations. In this
chapter the main emphasis is the behavior of materials emerging for practical
applications, particularly in the ¢eld of thermoelectric energy conversion. The ther-
moelectric ¢gure of merit Z is de¢ned as �2�=�, where � is the Seebeck coe⁄cient,
� is the electrical conductivity, and � is the thermal conductivity. Very often, the
¢gure of merit is used in its dimensionless form, ZT. Also, the ¢gure of merit is seen
to be the ratio of the so-called power factor, �2�, to the thermal conductivity, �.
The electronic contribution to the thermal conductivity, �e, is related to the elec-
trical conductivity, as shown in Chap. 1.4. Thus, a good thermoelectric material
combines a high power factor with a small value for the lattice conductivity, �L:

1 It
is not surprising, therefore, that a great deal of e¡ort has been devoted to the search
for materials with a low lattice conductivity. The substances reviewed in this chap-
ter largely re£ect the results of this search.
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In the next section we brie£y summarize the observations made on thermoelectric
materials already used in Peltier coolers and electric generators. These materials
include alloys of bismuth and antimony, which are useful at low temperatures;
alloys based on bismuth telluride, which are the mainstay of the thermoelectrics
industry; and the IV^VI compounds and the Si^Ge alloys, which are used in
thermoelectric generation.
In subsequent sections we discuss skutterudites, clathrates and half-Heusler com-

pounds that continue to be of interest for thermoelectrics, and review some novel
oxides and chalcogenides.

2. ESTABLISHED MATERIALS

2.1. Bismuth Telluride and Its Alloys

Bismuth telluride (Bi2Te3), has a layered structure with strongly anisotropic me-
chanical properties. There are two equivalent a axes and a mutually perpendicular c
axis. In the direction of the c axis, the atomic planes follow the sequence Te^Bi^Te^
Bi^Te, which is then repeated. The Te^Te layers are held together by weak van der
Waals forces, while the remaining atoms are linked by strong ionic^covalent
bonds2. Single crystals of bismuth telluride can be cleaved readily in the plane of
the a axes. Not surprisingly, the transport properties, including the electronic and
lattice thermal conductivities, are anisotropic.
The electronic component of the thermal conductivity is anisotropic because the

electrical conductivity is di¡erent in the a and c directions. The ratio of this quan-
tity in the a direction to that in the c direction is larger for n-type material than for
p-type material. It is somewhat larger than the ratio of the lattice conductivities in
the two directions, which is reliably reported to be equal to 2.1, although the ready
cleavage of bismuth telluride makes measurements of any transport properties in
the c direction rather di⁄cult.3

In all samples of bismuth telluride, the two components of the thermal conduc-
tivity are of comparable magnitude. It is possible to calculate the electronic com-
ponent from the measured electrical conductivity. However, the calculation is not
so simple as it would be for a metal because the samples are usually only partly
degenerate, so account must be taken of both the scattering law for the charge
carriers and the position of the Fermi level (see Chapter 1.4). This being so, it is
probably best to determine the lattice conductivity by extrapolation of the total
thermal conductivity for samples of di¡ering carrier concentrations. Such an extra-
polation must make use only of extrinsic samples because of the large bipolar
contribution for mixed or intrinsic conduction.
Figure 1 shows how the lattice conductivity of bismuth telluride along the clea-

vage planes varies with temperature.4�6 At high-temperatures, �L varies as 1/T , but
as the temperature falls there is a maximum value of about 60 W/m-K at about 10
K. It has been suggested that the position of the maximum depends on boundary
scattering, but it may also be associated with point^defect scattering. Even in
chemically pure samples, there are numerous defects due to the inherent nonstoi-
chiometry of bismuth telluride.
Bismuth telluride has been largely replaced as a material for thermoelectric re-

frigeration by its alloys with isomorphous compounds, bismuth selenide (Bi2Se3)
and antimony telluride (Sb2Te3). The study of these materials followed the sugges-
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tion by Io¡e et al.7 that the formation of a solid solution could reduce the lattice
conductivity without lowering the carrier mobility. It was indeed found that this
was the case for p-type material in the bismuth-antimony telluride system. Figure 2
shows plots obtained by 3 sets of workers for the lattice conductivity in the a
direction at 300 K against composition.8�10 The di¡erence between the results is
undoubtedly due to the techniques used to determine the electronic thermal con-
ductivity, but in each case there is a clear minimum at a composition close to
Bi0:5Sb1:5Te3. Since the power factor for this alloy is virtually the same as it is
for bismuth telluride, its advantage for thermoelectric applications is obvious.
An even greater reduction in lattice conductivity occurs when bismuth selenide is

added to bismuth telluride and the resultant solid solutions are commonly used as

FIGURE 1. Lattice conductivity plotted against temperature for bismuth telluride in the plane of the a

axes.3�5
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FIGURE 2. Lattice thermal conductivity for solid solutions between Bi2Te3 and Sb2Te3 at 300 K. The
measurements were made along the cleavage planes. (Reprinted from Ref. 1. Copyright 2001, Springer-
Verlag.)
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n-type thermoelements. However, in this case, there is a reduction in the electron
mobility, and for this reason the useful alloys are restricted to the compositions
Bi2Te3�xSex with x < 0.6.

2.2. Bismuth and Bismuth^Antimony Alloys

Alloys based on bismuth telluride may be used for thermoelectric refrigeration at
low-temperature, but the dimensionless ¢gure of merit falls o¡ quite rapidly as the
temperature is reduced. This would be the case even if Z were independent of
temperature, but in fact, this quantity itself becomes smaller as T becomes less
because of an increase in the lattice conductivity. The lattice conductivity does
not vary so rapidly with temperature for the solid solutions as it does for the
pure compound, but ZT nevertheless varies more rapidly than 1/T . There are
actually signi¢cantly superior n-type materials below about 200 K, namely the
alloys of bismuth with antimony.
Bismuth itself is a semimetal so that, although it displays a large power factor,

the total thermal conductivity is also large and the ¢gure of merit is not particularly
high. However, the addition of up to about 15% of antimony causes a band gap to
appear.11 The gap is too small to allow the alloys to be used in thermoelectric
applications at ordinary temperatures, but it becomes the best n-type material as
the temperature is reduced.12 The lattice conductivity is less for Bi^Sb alloys than it
is for pure bismuth, which also helps increase the ¢gure of merit.
Bismuth and Bi^Sb crystals have the same structure as those of bismuth telluride

and display a similar anisotropy of the thermal conductivity and other properties.
They are also characterized by high values of the electron mobility, especially at low
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FIGURE 3. Total thermal conductivity and the lattice contribution in the binary direction plotted
against the reciprocal of the temperature for pure bismuth. The electronic component has been deter-
mined by the procedure outlined in Chap. 1.4.14 (Reprinted from Ref. 1. Copyright 2001, Springer-
Verlag.)
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temperatures. The application of a transverse magnetic ¢eld may be used not only
to improve the thermoelectric ¢gure of merit13 but also in the separation of the
lattice and electronic components of the thermal conductivity,14 as described in
Chap. 1.4. Figure 3 shows how the total thermal conductivity and the lattice
component vary with temperature for pure bismuth.
Some indication of the way in which the lattice conductivity falls as the concen-

tration of antimony is increased in Bi^Sb alloys is given in Figure 4. Here the
variation of the total thermal conductivity in the binary direction is plotted against
the strength of the magnetic ¢eld in the bisectrix direction for three di¡erent
alloys.15 The measurements were made at 80 K, at which temperature the ¢eld
e¡ects are much stronger than at 300 K. In a ¢eld of 1 T there is very little
remaining of the electronic contribution to the thermal conductivity. The Nernst^
Ettingshausen ¢gure of merit is not particularly large for the given ¢eld orientation,
so the thermal conductivity does indeed tend toward the lattice component at high
magnetic ¢eld strengths. Note that the lattice conductivity of pure bismuth at 80 K
is about 17 W/m-K and that the addition of no more than 3% antimony is su⁄cient
to reduce �L by a factor of more than 3.

2.3. IV^VI Compounds

The bismuth telluride solid solutions become less e¡ective as thermoelectric materi-
als when the temperature is raised much above, say, 400 K. This is mainly because
the energy gap is only about 0.3 eV so that there are a signi¢cant number of
minority carriers present at higher temperatures. The minority carriers give rise
to a thermoelectric e¡ect, which opposes that of the majority carriers. Lead tell-
uride (PbTe) and other compounds between Group IV and Group VI elements
have somewhat larger energy gaps, and, therefore, the onset of mixed conduction
occurs at rather larger temperatures.
In many ways lead telluride is an easier material to work with than bismuth

telluride. In particular, it has the cubic sodium chloride structure and, as a result,
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FIGURE 4. Thermal conductivity plotted against magnetic ¢eld for certain bismuth^antimony alloys at
80 K.15 The temperature gradient is in the binary direction, and the magnetic ¢eld is in the bisectrix
direction. (Reprinted from Ref. 1. Copyright 2001, Springer-Verlag.)

Sec. 2 � ESTABLISHED MATERIALS 127



Distiller Server - 67523_BULK.pdf - 000128 of 000290 - February 14, 2005

the basic transport properties are the same in all directions. The combination of a
rather high mobility with a small e¡ective mass for both electrons and holes16 gives
a power factor of the same order as that for bismuth telluride. However, at room
temperature the lattice conductivity is 2.0 W/m-K and the ¢gure of merit is smaller
for the lead compound. Above 200‡C the larger energy gap is su⁄cient compensa-
tion for the higher lattice conductivity, and lead telluride is the superior thermo-
electric material.
In fact, it is preferable to use lead telluride solid solutions rather than the simple

compound. Airapetyants et al.17 observed a reduction of the lattice conductivity on
adding tin telluride (SnTe) or lead selenide (PbSe) to lead telluride. Pb1�ySnyTe is
still regarded as one of the most useful p-type thermoelectric materials up to per-
haps 800 K, but quaternary alloys have been used as an n-type material in pre-
ference to a solid solution based on lead telluride. The quaternary alloys have been
given the acronym TAGS since they contain the elements Te, Ag, Ge, and Sb. They
are essentially alloys between AgSbTe2 and GeTe, and for certain ranges of com-
position they share the sodium chloride structure with PbTe. When the concentra-
tion of GeTe falls below about 80%, the alloys take on a rhombohedral structure.
For compositions lying close to that of the phase transformation there is consider-
able lattice strain, and it is believed that this may be the reason for exceptional low
values of thermal conductivity in this region.18 This is illustrated by the plots of
lattice conductivity against the reciprocal of the temperature for PbTe^SnTe and
so-called TAGS-85 (Fig. 5). The latter material contains 85% GeTe.

2.4. Silicon, Germanium, and Si^Ge Alloys

Silicon is remarkable in that, though it is nonmetallic, it has a thermal conductivity
comparable with that of many metals. The need for large and perfect crystals of

FIGURE 5. Plots of lattice conductivity against the reciprocal of the temperature for PbTe-SnTe and
TAGS-85.18
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high-purity silicon for the electronics industry has made available excellent samples
for basic thermal conductivity studies.
Its high thermal conductivity makes silicon of little use as a thermoelectric ma-

terial. Germanium, also has a rather large thermal conductivity, but silicon^germa-
nium alloys have been used for high-temperature thermoelectric generation. The
lattice conductivities of silicon and germanium at 300 K are 113 and 63 W/m-K,
respectively, but Si0:7Ge0:3 has a value of only about 10 W/m-K.19

Silicon, germanium, and Si^Ge alloys all possess the cubic diamond structure,
and their thermal and electrical conductivities do not depend on crystal orientation.
Thus, in principle, randomly oriented polycrystalline samples should be just as
good as single crystals in thermoelectric applications. In fact, there have been
claims that ¢ne-grained polycrystals are superior because of a reduction of the
thermal conductivity through boundary scattering of the phonons.20 This exempli-
¢es the principles discussed in Sec. 2.3 of Ch. 1.4. Although the mean free path of
the charge carriers is undoubtedly higher than that of the phonons in Si^Ge alloys,
the preferential scattering of the low-frequency phonons by the grain boundaries
can lead to a greater reduction of the lattice conductivity than of the carrier
mobility.21 Boundary scattering at room temperature has been observed for thin
samples of single-crystal silicon, the e¡ect being enhanced by introducing, through
neutron irradiation, phononscattering point defects.22

One of the most interesting experiments on the thermal conductivity of solids was
carried out by Geballe and Hull.23 They were able to obtain a single crystal of
germanium in which the isotope Ge74 had been enriched to 96%. They compared
the thermal conductivity of this crystal with that of another crystal in which the
isotopes had their naturally occurring distribution. As shown in Fig. 6, the thermal
conductivity of the isotopically enriched sample was signi¢cantly higher at all tem-
peratures and about 3 times as large at 20 K. The results are remarkable in that the
two crystals were virtually indistinguishable in most of their physical properties.
Nevertheless, the behavior is in substantial agreement with the theory of mass-
defect scattering of phonons that was outlined in Sec. 2.2.

3. SKUTTERUDITES

Skutterudite compounds have been extensively studied as potential high-e⁄ciency
thermoelectric materials in recent years. The chemical formula for binary skutter-
udites is MX3, where the metal atom M can be Co, Ir, or Rh, and the pnicogen
atom X can be P, As, or Sb. Binary skutterudite compounds crystallize in a body-
centered-cubic structure with space group Im3, and the crystal structure contains
large voids at the a positions (12-coordinated); each M atom is octahedrally sur-
rounded by X atoms, thus forming a MX6 octahedron. They are semiconductors
with small band gaps (�100 meV), high carrier mobilities, and modest thermo-
powers. Detailed structural and electronic properties can be found in two re-
views.24;25 CoSb3-based skutterudites have particularly been the focal point of re-
search mainly because of the abundance of the constituent elements. Despite their
excellent electronic properties, they possess thermal conductivities (�10 W/m-K at
room temperature) that are too high to compete with state-of-the-art thermoelectric
materials. Partially ¢lled skutterudites GyM4X12 are formed by inserting small guest
ions into the large 12-coordinated sites of binary skutterudites, where G represents
a guest ion and y is its ¢lling fraction. The maximum ¢lling fraction ymax varies
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depending on the valence and the size of the guest ion. By replacing M or X with
electron-de¢cient elements, one can attain full ¢lling of the voids. These guest ions
often have large thermal parameters. It was suggested that these guest ions or
‘‘rattlers’’ may strongly scatter the heat carrying lattice phonons in the low-fre-
quency region, thereby, very e¡ectively reducing the lattice thermal conductivities
of the parent binary skutterudite compounds.26 These low-frequency phonons are
otherwise di⁄cult to be scattered by conventional methods. Low lattice thermal
conductivities over a wide temperature range subsequently observed in ¢lled skut-
terudites led to ZT well above 1.0 between 500 K and 1000 K.27�33 It is evident that
¢lling the crystal structure voids results in a dramatic decrease of the lattice thermal
conductivity of skutterudites; the e¡ect of doping is equally dramatic and bene-
¢cial.28;29;34;35 A very important feature of skutterudites is the large number of
di¡erent isostructural compositions that can be synthesized. The diversity of po-
tential compositional variants remains one of the key reasons why this material
system continues to be investigated by many research groups.

3.1. Binary (Un¢lled) Skutterudites

Figure 7 shows lattice thermal conductivity �L as a function of temperature for
single-crystal CoSb3, polycrystalline CoSb3, polycrystalline IrSb3, and polycrystal-
line Ru0:5Pd0:5Sb3.36 Also included are the room temperature data for PtSb2 and
RuSb2 and the calculated minimum thermal conductivity for IrSb3. The minimum
thermal conductivity �min is calculated by taking the minimum mean free path of
the acoustic phonons as one half of the phonon wavelength. For single-crystal
CoSb337 at low temperatures, �L is about two orders of magnitude higher than
that of polycrystalline CoSb3.38 This is attributed to the di¡erences in the grain size
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FIGURE 6. Thermal conductivity of normal germanium and enriched Ge74.23
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and the amount of defects between the two. At high temperatures �L for single-
crystal CoSb3 decreases exponentially with increasing temperature, indicative of the
predominant phonon^phonon umklapp scattering and sample quality. At room
temperature �L’s of the single-crystal and polycrystalline CoSb3 approach a com-
mon value. The overall �L for polycrystalline IrSb3 is somewhat higher than that of
polycrystalline CoSb3, despite Ir having a higher atomic mass than Co. The room
temperature �L of Ru0:5Pd0:5Sb3 is about a factor of 5 smaller than the binary
skutterudite compounds, and the di¡erence is even greater at low temperatures.
The room temperature data for PtSb2 and RuSb2 are also plotted for comparison.
None of these binary compounds has room temperature �L as low as Ru0:5Pd0:5Sb3.
A NEXAFS (near-edge extended absorption ¢ne structure) study and a simple
electron count reveal that Ru is in a mixed valence state, and a correct composition
can be written as ‘ �Ru2þx Ru4þy Pd2þz Sb3, where ‘ represents a vacancy on the metal
site.36 A mass £uctuation with strain ¢eld correction estimation for �L is not
su⁄cient to reproduce the data at room temperature. The low �L is ascribed to
additional phonon scattering by a rapid transfer of electrons between the d shells of
Ru2þ and Ru4þ.

Temperature (K)

FIGURE 7. Lattice thermal conductivity versus temperature for single-crystal CoSb3, polycrystalline
CoSb3, polycrystalline IrSb3, and polycrystalline Ru0:5Pd0:5Sb3.36 Also included are the room tempera-
ture data for PtSb2 and RuSb2, and the calculated minimum thermal conductivity �min for IrSb3.36;38

(Reprinted from Ref. 36. Copyright 1996, American Institute of Physics.)
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3.2. Effect of Doping on the Co Site

The conductivity �L can also be signi¢cantly suppressed upon doping transition
metal elements on the Co site.38�40 Figure 8 shows the temperature dependence of
�L between 2 K and 300 K for Co1�xFexSb3. Iron doping dramatically decreases
the overall �L. At the �L peak a reduction of about an order of magnitude is
observed from CoSb3 to Co0:9Fe0:1Sb3. The additional strain (6%) and mass (5%)
£uctuations introduced by alloying Fe on the Co site simply could not account for
the observed �L reduction. The experimental data are modeled by the Debye ap-
proximation, including phonon-boundary, phonon^point-defect, and phonon^pho-
non umklapp scatterings.38 In Fig. 8 the solid and dashed lines represent theoretical
¢ts for CoSb3 and Co0:9Fe0:1Sb3, respectively. The agreement between calculations
and experimental data is very good. It is found that phonon^point-defect scattering
prefactor increases by a factor of about 25 from CoSb3 to Co0:9Fe0:1Sb3, indicating
a rapid increase of point-defect concentration upon Fe alloying on the Co site.
Based on the thermal conductivity and study of other low-temperature transport
properties, the increased Fe doping is believed to signi¢cantly increase the amount
of vacancies with severed atomic bonds on the Co site which leads to strong
scattering of the lattice phonons. This is reasonable in light of the eventual instabil-
ity of the skutterudite structure at higher Fe concentration and the lack of existence
of a FeSb3 phase. Recently reported electron tunneling experiments on
Co1�xFexSb3 suggest that the observed strong zero-bias conductance anomaly
arises from a structural disorder produced by vacancies on the Co sites, in agree-
ment with analysis.41

Figure 9 displays the temperature dependence of �L from 2 K to 300 K for
Co1�xNixSb3 samples, and it is clear that Ni doping strongly suppresses �L. For
very small Ni concentrations (x � 0.003), �L decreases rapidly with increasing x,
and this e¡ect is especially manifested at low-temperature (T < 100 K). As the Ni
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FIGURE 8. Lattice thermal conductivity of Co1�xFexSb3 versus temperature. The solid and dashed lines
represent calculations based on the Debye approximation.39 (Reprinted from Ref. 39. Copyright 2001,
American Physical Society.)
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concentration increases, the suppression of �L seems to saturate. The lines are
drawn to illustrate the Ta dependence of �L at low-temperature (T < 30 K), where
a = 2.08, 1.22, and 1 for x = 0, x = 0.001, and x � 0.003, respectively. The
observation that �L / T 1 for T < 30 K for all x � 0.003 samples is a strong
indication of the presence of electron^phonon interaction.38 From analysis of elec-
trical transport and magnetic data, it is found that electrical conduction at low-
temperature (less than 30 K) is dominated by hopping of electrons among the
impurity states.42 The electron mean free path is estimated to be about 10�9 m,
which is much shorter than the estimated phonon wavelength �10�8 m for T < 30
K.38 The electron^phonon interaction is included in the theoretical ¢ts (Debye
approximation) for the data in addition to the phonon-boundary, phonon^point-
defect, and phonon^phonon umklapp scatterings. The theoretical model ¢ts the
experimental data very well from 2 K to 300 K.38 It is concluded that the reduction
in �L (especially at low temperature) is the result of strong electron^phonon inter-
action between very-heavy-impurity electrons and lattice phonons.
Doping on the Co site of CoSb3 with transition-metal elements signi¢cantly

suppresses heat conduction in these binary skutterudites. This partially accounts
for the high values of the ¢gure of merit obtained in both p-type and n-type ¢lled
skutterudites.28;42

3.3. Filled Skutterudites

One of the most important ¢ndings of the recent skutterudite studies is the e¡ect of
guest ion ¢lling of the large interstitial voids on �L. The guest ions are enclosed in
an irregular dodecahedral cage of X atoms. Based on the large x-ray thermal
parameters of these ions, Slack suggested that, if smaller than the voids, the guest
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FIGURE 9. Temperature dependence of the lattice thermal conductivity of Co1�xNixSb3 between 2 K
and 300 K. The lines indicate �L / T 2:08, T 1:22, and T 1 between 2 K and 30 K for x = 0, 0.001, and
0.003, respectively.38 (Reprinted from Ref. 38. Copyright 2002, American Physical Society.)
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ions may rattle and therefore interact with lattice phonons, resulting in substantial
phonon scattering.26 The most direct evidence of rattling comes from the atomic
displacement parameters (ADPs, a.k.a. thermal parameters) obtained from either x-
ray or neutron scattering of single crystals. The isotropic ADP, Uiso, represents the
mean square displacement average over all directions.43 Figure 10 shows the tem-
perature dependence of Uiso between 10 K and 300 K for RFe4Sb12 (R = Ce, La,
and Yb). The ADP values for Fe and Sb are typical for these elements in com-
pounds with similar coordination numbers, whereas those for Ce, La, and Yb are
anomalously large, particularly at high-temperatures. These results suggest that the
guest ions are loosely bonded in the skutterudite structure and rattle about their
equilibrium positions. It is also interesting to notice that Uiso increases as the ion
size decreases from Ce to Yb.
The demonstration of thermal conductivity reduction over a wide temperature

range due to ¢llers (or rattlers) was ¢rst realized in Ce-¢lled skutterudites.27 Sub-
sequently, similar e¡ects were observed in skutterudites ¢lled with La, Tl, Yb, Ba,
and Eu.29�33 Figure 11 shows the temperature dependence of �L for un¢lled IrSb3,
La, Sm, and Nd-¢lled IrSb3.44 The calculated �min for IrSb3 is also plotted. Upon
rare-earth ¢lling, �L is reduced by more than an order of magnitude over most of
the temperature range. The temperature dependence of �L is signi¢cantly altered by
rare-earth ¢lling as well. The dielectric peak of �L that is evident for IrSb3 com-
pletely disappears for the ¢lled skutterudite samples. The Sm and Nd ions are
smaller than La ions and therefore are freer to rattle inside the voids. They are
believed to interact with lower-frequency phonons as compared to La ions, leading
to a larger �L reduction. Furthermore, the low-lying 4f electronic energy levels of
Sm and Nd ions also produce additional phonon scattering. Since the ground state
of Nd ions splits into more levels of smaller energy separation than that of Sm ions,
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FIGURE 10. Isotropic atomic displacement parameters Uiso for RFe4Sb12 (R = La, Ce, Yb) alloys.
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Nd ions will scatter a larger spectrum of phonons than will Sm ions. This e¡ect
should be manifested at low temperatures because these phonons have long wave-
lengths. As shown in Fig. 11, at room temperature, �L of Nd-¢lled and Sm-¢lled
samples are about the same. At 10 K, �L of the former is only about half that of
the latter.
The ¢lling fraction y of the ¢lled skutterudites can normally be increased by

replacing electron-de¢cient elements on the M or X sites. In the case of Ce-¢lled
skutterudites, Fe alloying on the Co site not only alters the optimal Ce ¢lling
fraction, the location of the Fermi level, carrier type, and carrier concentration,45

but also strongly a¡ects the nature of the phonon scattering of the optimally Ce-
¢lled skutterudites.46 In a series of optimally Ce-¢lled skutterudite samples, Meisner
et al.46 found that �L ¢rst decreases with increasing Ce ¢lling fraction, reaches a
minimum, and then increases for higher Ce ¢lling fractions. This anomalous e¡ect
is justi¢ed by considering these Ce-¢lled skutterudites as solid solutions of
CeFe4Sb12 (fully ¢lled) and ‘ Co4Sb12 (un¢lled), where ‘ denotes a vacancy.
The predominant phonon^point^defect scattering does not arise between Co and
Fe, but between Ce and ‘. Figure 12 plots the room temperature thermal resistivity
of (CeFe4Sb12Þ�(‘ Co4Sb12Þ1�� as a function of �. The solid line represents a
theoretical calculation for the thermal resistivity of these solid solutions. The
dashed line includes additional thermal resistivity arising from other phonon scat-
terings. This solid solution model explains the variation of �L very well without
even a single adjustable parameter.46

The interaction between the lattice phonons and the rattlers can be modeled by a
phonon resonance scattering term in the Debye approximation. Figure 13 shows
the experimental �L data with theoretical ¢ts (solid lines) for CoSb3, Yb0:19Co4Sb12,
and Yb0:5Co4Sb11:5Sn0:5.47 The theoretical ¢t for CoSb3 is calculated with the De-
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FIGURE 11. Lattice thermal conductivity versus temperature for the La-, Sm-, and Nd-¢lled skutter-
udite samples as well as the un¢lled IrSb3 sample. The calculated values of �min for IrSb3 are also
included.44 (Reprinted from Ref. 44. Copyright 1996, American Institute of Physics.)
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FIGURE 12. Variation of the thermal resistivity of (CeFe4Sb12Þ�ð‘ Co4Sb12Þ1�� solid solutions as a
function of � at room temperature. Dashed line represents variation from the rule of mixtures. Solid line
includes calculated additional thermal resistivity due to the formation of solid solutions.46 (Re-printed
from Ref. 46. Copyright 1998, American Physical Society.)
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FIGURE 13. Temperature dependence of the lattice thermal conductivity for CoSb3, Yb0:19Co4Sb12, and
Yb0:5Co4Sb11:5Sn0:5. The symbols are the experimental data, and the solid lines represent a calculation
based on the Debye approximation.47
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bye approximation and assuming only the boundary, point-defect and umklapp
scatterings. An additional phonon^resonant scattering term is included in the model
for the calculations of the Yb-¢lled samples. The solid lines ¢t the experimental
data very well for all three samples over the entire two orders of magnitude tem-
perature span. Yang et al.47 ¢nd that the predominant phonon^point-defect scatter-
ing in these samples is on the Yb sites between Yb and ‘, and the phonon-resonant
scattering increases linearly with increasing Yb ¢lling fraction in agreement with
theory.

4. CLATHRATES

Compounds with the clathrate crystal structure display an exceedingly rich number
of physical properties, including semiconducting behavior, superconductivity, and
thermal properties reminiscent of amorphous materials. All of these properties are a
direct result of the nature of the structure and bonding of these materials.48

Clathrate compounds form in a variety of di¡erent structure types. They are
basically Si, Ge, and Sn network structures or three-dimensional arrays of tetra-
hedrally bonded atoms built around various guests. The majority of work thus far
on the transport properties of clathrates has been on two structure types that are
isotypic with the clathrate hydrate crystal structures of type I and type II. The type
I clathrate structure can be represented by the general formula X2Y6E46, where X
and Y are alkali-metal, alkaline earth, or rare-earth metal ‘‘guest’’ atoms that are
encapsulated in two di¡erent polyhedra and E represents the Group IV elements Si,
Ge, or Sn (although Zn, Cd, Al, Ga, In, As, Sb, or Bi can be substituted for these
elements to some degree). Similarly, the type II structure can be represented by the
general formula X8Y16E136.48 As shown in Fig. 14, these structures can be thought
of as being constructed from two di¡erent face-sharing polyhedra; two pentagonal
dodecahedra (E20Þ and 6 tetrakaidecahedra (E24Þ per unit cell in the case of the type
I structure, and 16 dodecahedra (E20Þ and 8 hexakaidecahedra (E28Þ for type II
compounds.
The guest^host interaction is one of the most conspicuous aspects of these com-

pounds and directly determines the variety of interesting and unique properties

FIGURE 14. Type I (left) and type II (right) clathrate crystal structures. Only group 14 elements are
shown. Outlined are the two di¡erent polyhedra that form the unit cell. (Reprinted from Ref. 1. Copy-
right 2001, Springer-Verlag.)
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these materials possess. One of the more interesting of these properties is a very
distinct thermal conductivity. For example, the thermal conductivity of semicon-
ductor Sr8Ga16Ge30 shows a similar magnitude and temperature dependence to that
of amorphous materials.49�51 In fact at room temperature the thermal conductivity
of these compounds is lower than that of vitreous silica and very close to that of
amorphous germanium (Fig. 15). The low-temperature (< 1 K) data indicate a T 2

temperature dependence, as shown by the straight-line ¢t to the data in Fig. 15.
Higher-temperature data show a minimum, or dip, indicative of resonance scatter-
ing. This resonance ‘‘dip’’ is more pronounced in single-crystal specimens, since
scattering from grain boundaries is not a factor in these specimens.49�51 It is clear
from these results that in the Sr8Ga16Ge30 compound the traditional alloy phonon
scattering, which predominantly scatters the highest-frequency phonons, has been
replaced by one or more much lower frequency scattering mechanisms. The scatter-
ing of the low-frequency acoustic phonons by the ‘‘rattle’’ modes of the encapsu-
lated Sr atoms results in low thermal conductivity. We note that this glasslike
thermal conductivity is found in semiconducting compounds that can be doped,
to some extent, in order to vary their electronic properties.49 This result indicates
why these materials are of speci¢c interest for thermoelectric applications. The
transport properties are closely related to the structural properties of these inter-
esting materials, as discussed later. Figure 16 shows the lattice thermal conductivity
of several type I clathrates. Semiquantitative ¢ts to these data as well as recent
resonant ultrasound spectroscopic studies52 indicate the existence of low-frequency
vibrational modes of the ‘‘guest’’ atoms inside their oversized polyhedra. Low-
frequency optic ‘‘rattle’’ modes were theoretically predicted to be well within the
framework acoustic phonon band.53 A Raman spectroscopic analysis of several
type I clathrates experimentally veri¢ed these results.54 The correlation between
the thermal, ultrasound, and optical properties with the structural properties, as
well as recent theoretical analysis,55 is strong evidence that the resonance scattering
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FIGURE 15. Lattice thermal conductivity versus temperature for polycrystalline Sr8Ga16Ge30, single-
crystal Ge, amorphous SiO2, and amorphous Ge. The straight-line ¢t to the Sr8Ga16Ge30 data below 1 K
produces a T 2 temperature dependence characteristic of glasses.
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of acoustic phonons with the low-frequency optical ‘‘rattle’’ modes of the ‘‘guest’’
atoms is a strong phonon scattering process in clathrates.
Room temperature structural re¢nements from single-crystal and powder neu-

tron scattering and x-ray di¡raction reveal large atomic displacement parameters
(ADPs) for atoms inside the tetrakaidecahedra as compared to the framework
atoms of the type I clathrates. This is an indication of localized disorder within
these polyhedra beyond typical thermal vibration. This is illustrated in Fig. 17a,
where the ADPs of the Sr(2) (i.e., Sr inside the tetrakaidecahedra) exhibit an
anisotropic ADP that is almost an order of magnitude larger than those of the
other constituents in Sr8Ga16Ge30.51;56 Large and anisotropic ADPs are typically
observed for relatively small ions in the tetrakaidecahedra in this crystal structure.
The enormous ADP for the Sr(2) site implies the possibility of a substantial dy-
namic or ‘‘rattling’’ motion. It is also possible to correlate these ADPs with a static
disorder in addition to the dynamic disorder. The electrostatic potential within the
polyhedra is not everywhere the same, and di¡erent points may be energetically
preferred. The ADP data can then also be described by splitting the Sr(2) site into
four equivalent positions, as shown in Fig. 17b. This would suggest that these Sr
atoms may tunnel between the di¡erent energetically preferred positions. The pos-
sibility of a ‘‘freeze-out’’ of the ‘‘rattle’’ modes of Sr in Sr8Ga16Ge30 was initially
postulated by Cohn et al.50 from low-temperature thermal conductivity data (see
Fig. 15). The ‘‘split-site’’ model was very eloquently revealed by Chakoumakos et
al.56, who employed temperature-dependent neutron di¡raction data on single-crys-
tal and powder Sr8Ga16Ge30, where the split-site (static + dynamic) model and the
single-site (dynamic disorder) model are clearly distinguished. These results clearly
illustrate how the speci¢c framework and thermal parameters associated with the
atoms in these compounds are an important aspect of this structure and have an
e¡ect on the transport properties.48 It also shows the unique properties thus far
revealed in type I clathrates. Moreover, many di¡erent compositions have been
synthesized in investigating the thermal properties of these interesting materials.
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FIGURE 16. Lattice thermal conductivity of ¢ve representative polycrystalline type I clathrates. The
dashed and dotted curves are for amorphous SiO2 and amorphous Ge, respectively, and the solid curve is
the theoretical minimum thermal conductivity calculated for diamond-Ge. (Reprinted from Ref. 50.
Copyright 1999, American Physical Society.)
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Fig. 17 illustrates this by showing the thermal conductivity of several type I clath-
rates.
Unlike type I clathrate compounds, type II clathrates can be synthesized with no

atoms inside the polyhedra that form the framework of the crystal structure. Gryko
et al.57 have synthesized Si136 and demonstrated it is a clathrate form of elemental
silicon with a 2-eV band gap and semiconducting properties. This experimental
result veri¢ed the theoretical prediction made by Adams et al.58 The thermal con-
ductivity of Si136 shows a very low thermal conductivity, as shown in Fig. 18.59 The
room temperature thermal conductivity is comparable to that of amorphous silica
and 30 times lower from that of diamond structure Si. The temperature depen-
dence, however, is quite di¡erent from that of a-SiO2. Indeed the temperature
dependence of Si136 at low temperatures does not follow the glasslike behavior
characteristic of a-SiO2. This again con¢rms that the low value of �L is an intrinsic
property of Si136. The solid line in Fig. 18 illustrates the trend toward a T 3 depen-
dence at the lower temperatures, where scattering from grain boundaries will dom-
inate. As seen in the ¢gure the lowest-temperature �L data begin to follow this
temperature dependence. Again, this is di¡erent from Sr8Ga16Ge30, for example,
where a T 2 dependence is observed at low temperatures due to the localized dis-
order of Sr inside the (Ga,Ge) polyhedra.
The low thermal conductivity suggests that Si136 is another low-thermal-conduc-

tivity semiconductor. It may be that in this framework optic modes play an im-
portant role in the thermal conduction of this compound and, indeed, type II
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FIGURE 17. Crystal structure projection on a (100) plane of Sr8Ga16Ge30 illustrating the large aniso-
tropic atomic displacement parameters for the single-site model (a) and the split-site model (b) where the
combined static and dynamic disorder of the Sr(2) crystallographic site with isotropic atomic displace-
ment parameters is indicated. (Reprinted from Ref. 56. Copyright 1999, Elsevier Science.)
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clathrates in general. The data imply a strong e¡ect on the thermal transport from
the large number of atoms per unit cell in Si136 upon damping of the acoustic
phonons by zone-edge singularities. The polyhedra are ‘‘empty’’ ; therefore, loca-
lized disorder is not the reason for the low thermal conductivity. The thermal
conductivity for a ‘‘guest-free’’ clathrate (hypothetical type I Ge46Þ was recently
calculated by using a Terso¡ potential to mimic interatomic interactions.55 A 10-
fold decrease in lattice thermal conductivity compared with the diamondstructure
semiconductor was noted due to scattering of heat carrying acoustic phonons by
zone-boundary modes ‘‘folded back’’ due to the increase in unit cell size. The result
indicates that low-thermal-conductivity values are achieved in clathrate compounds
without ‘‘rattling’’ guest atoms, due to the intrinsic vibrational properties of the
framework and the enlarged unit cell.

5. HALF-HEUSLER COMPOUNDS

Half-Heusler compounds possess many interesting transport and magnetic proper-
ties. These compounds can be semiconductors, semimetals, normal metals, weak
ferromagnets, antiferromagnets, or strong half-metallic ferromagnets. In particular,
MNiSn (M = Ti, Zr, or Hf) half-Heusler compounds show promising thermoelec-
tric characteristics. The MNiSn compounds are a subset of a much larger family of
compounds possessing the so-called MgAgAs-type structure. This structure is cubic
and consists of three interpenetrating fcc sublattices with an element of each type
on each sublattice displaced by one fourth of the distance along the body diag-
onal.60 The fourth site along the body diagonal is not occupied and thus is an
ordered array of vacancies. The MgAgAs-type structure is closely related to the
MnCuAl2-type structure in which this vacant position is occupied. The fully occu-
pied structures, which in the MNiSn family are of the form MNi2Sn, are metals
known as Heusler compounds. Following this nomenclature, the MNiSn com-
pounds are frequently termed half-Heusler compounds. The di¡erence between
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FIGURE 18A. Lattice thermal conductivity as a function of temperature for polycrystalline Si136 and a-
SiO2. The solid line indicates a temperature dependence of T 3. (Reprinted from Ref. 59. Copyright 2003,
American Institute of Physics.)
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the Heusler and the half-Heusler crystal structures, however, is not only in the
¢lling of a vacant site, but also involves a change of space group and a reordering
of the atoms. The MNiSn compounds have the space group F�443m with four crystal-
lographically inequivalent fourfold sites, M, Ni, Sn, and � (the vacancy). In MNiSn,
one published structure60 has the sequence M, Sn, Ni, and � at positions (0,0,0), (1/
4,1/4,1/4), (1/2,1/2,1/2), and (3/4,3/4,3/4), respectively. An alternative structure61 has
the M and Sn positions reversed. Indeed, there may be substantial site-exchange
disorder between M and Sn, particularly when M is Hf or Zr.
While the full Heusler alloys are metals, many half-Heusler compounds are

semiconductors with band gaps of about 0.21^0.24 eV:62;63 The large Seebeck coef-
¢cient, due to the heavy conduction band, and modestly large electrical resistivity
make MNiSn compounds ideal candidates for optimization.64�67 Alloying Zr and
Hf, Ti, and Zr on the M sites, we ¢nd that Pd on the Ni site leads to an overall
reduction of the total thermal conductivity �.63�65; 68�70 Doping 1 at.% Sb on the
Sn site results in a lowering, by several orders of magnitude, of the resistivity
without signi¢cantly reducing the Seebeck coe⁄cient, leading to peak power factors
in excess of 35 �W/cm-K2 between 675 K and 875 K for a number of doped half-
Heusler compounds.63;64;68;70;71 The highest ZT value reported was �0.7 around 800
K for the Zr0:5Hf0:5Ni0:8Pd0:2Sn0:99Sb0:01 compound.70 Doped half-Heusler com-
pounds are prospective materials for high-temperature thermoelectric power gen-
eration. Thermal conductivities for these materials have to be further reduced
(without lowering power factors) to make it a practical reality.

5.1. Effect of Annealing

Since intermixing between M and Sn sublattices depends on the heat treatment, a
series of measurements monitoring transport properties as a function of annealing
conditions were made. Especially, the behavior of � is extremely sensitive to the
structural disorder and is thus a very good indicator of the evolving perfection of
the crystal lattice.65 Figure 19 shows the temperature dependence of � on ZrNiSn
(panel a), HfNiSn (panel b), and Zr0:5Hf0:5NiSn (panel c) subjected to up to 1-week
annealing periods. The transport properties remain stable beyond 1-week anneal-
ing. The electronic thermal conductivity component is estimated to be less than 1%
of the total ; therefore, the data shown are almost entirely the lattice part. All
samples show dramatic changes in � with prolonged annealing. For ZrNiSn and
HfNiSn, annealing enhances �: This is especially manifested at low temperatures.
After a week of annealing, the peak in � (T) increases by about a factor of 3,
suggesting an improvement in the structural quality of the annealed materials. Even
though HfNiSn has higher thermal conductivity values at all temperatures and in
all corresponding annealing stages than does ZrNiSn, the percentage increase in � is
about the same for both samples. Annealing, however, promotes an opposite trend
in � for Zr0:5Hf0:5NiSn: � decreases upon annealing. This suggests that the as-cast
sample does not have the M site completely randomized, and it takes heat treat-
ment to ensure that the Zr and Hf atoms are completely mixed.

5.2. Isoelectronic Alloying on the M and Ni Sites

Figure 19 also shows that the overall � is much suppressed over the entire tem-
perature range by isoelectronically alloying Zr and Hf on the M site. This is due to
the phonon^point-defect scattering between Zr (atomic mass MZr = 91) and Hf
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FIGURE 19. Thermal conductivity as a function of temperature for di¡erent annealing periods. (a)
ZrNiSn; (b) HfNiSn; (c) Zr0:5Hf0:5NiSn.65 (Reprinted from Ref. 65. Copyright 1999, American Physical
Society.)
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FIGURE 20. Thermal conductivity as a function of temperature for one-week-annealed ZrNiSn,
Zr0:5Hf0:5NiSn, and Zr0:5Hf0:5NiSn0:99Sb0:01.65 (Reprinted from Ref. 65. Copyright 1999, American Phy-
sical Society.)
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(atomic mass MHf = 179). This e¡ect is better illustrated in Fig. 20, where the
temperature dependence of � for one-week-annealed ZrNiSn, Zr0:5Hf0:5NiSn, and
Zr0:5Hf0:5NiSn0:99Sb0:01 is plotted between 2 K and 300 K.65 At room temperature,
� decreases from 17.2 W/m-K for ZrNiSn to 5.3 W/m-K for Zr0:5Hf0:5NiSn, more
than a factor of 3. There is also a slight thermal conductivity increase near room
temperature by doping 1 at.% of Sb on the Sn site of Zr0:5Hf0:5NiSn. This is
attributed to the increased electronic thermal conductivity as a consequence of an
increased electron concentration upon Sb-doping.65

The thermal conductivity of ZrNiSn-based half-Heusler compounds is further
reduced by simultaneously alloying Hf on the Zr site and Pd on the Ni site. A
recent high-temperature thermoelectric property study of these materials shows that
upon alloying 20 at.% of Pd on the Ni site, there is a reduction of � by about a
factor of 1.5 over the entire temperature range.70 This is the result of the phonon^
point-defect scattering between Ni (atomic mass MNi = 58.7) and Pd (atomic mass
MPd = 106.4). Further reduction of � is accomplished by alloying more (50 at.%)
Pd on the Ni site, as illustrated in Fig. 21. At room temperature, � = 4.5 and 3.1 W/
m-K for Zr0:5Hf0:5Ni0:8Pd0:2Sn0:99Sb0:01 and Zr0:5Hf0:5Ni0:5Pd0:5Sn0:99Sb0:01, respec-
tively. Increasing Pd alloying on the Ni site, however, decreases the overall power
factor of these compounds.70 The highest ZT values are observed for n-type
Zr0:5Hf0:5Ni0:8Pd0:2Sn0:99Sb0:01, not necessarily the compound with the lowest �:

5.3. Effect of Grain Size Reduction

At 800 K the highest ZT value achieved by half-Heusler compounds is 0.7. This is
at least as good as the conventional high-temperature thermoelectric materials at
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FIGURE 21. The e¡ect of Pd alloying on the Ni site on the thermal conductivity of
Zr0:5Hf0:5NiSn0:99Sb0:01.70 (Reprinted from Ref. 70. Copyright 2001, American Institute of Physics.)
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the same temperature; i.e., ZT � 0.7 and 0.55 for PbTe and SiGe alloys, respec-
tively. Future improvement in ZT will have to come from further reduction of �. It
was predicted that some improvement of ZT may be realized by reducing the grain
sizes of the polycrystalline half-Heusler compounds.72 This is based on theoretical
results suggesting that the lattice thermal conductivity decreases much faster than
the carrier mobility with decreasing grain size for these materials. A recent experi-
mental study shows a linear correlation between the room temperature lattice ther-
mal conductivity and the average diameter of grains for Ti-based half-Heusler
compounds,73 including ball-milled and shock-compacted samples with < 1 �m
grain sizes. The results are plotted in Fig. 22. The lattice thermal conductivity of
these materials decreases with decreasing grain size. At room temperature, the ball-
milled and shock-compacted sample exhibits a total thermal conductivity of about
5.5 W/m-K with a lattice component of about 3.7 W/m-K. Even though a subse-
quent study reports a disappointing power factor decrease upon decreasing the
grain size of a TiNiSn0:95Sb0:05 sample,74 a systematic investigation on the e¡ect
of the grain size dependence of the power factor is much needed.

6. NOVEL CHALCOGENIDES AND OXIDES

The thermal properties of complex chalcogenide and oxide compounds have re-
cently been investigated in an e¡ort to expand the understanding of thermal trans-
port in these materials to develop new materials for thermoelectric applications. In
the last few years new compounds with interesting phonon scattering mechanisms
that result in a low thermal conductivity have been investigated. In this section we
review several of these compounds in terms of their thermal conduction.

FIGURE 22. Lattice thermal conductivity versus average grain diameter of TiNiSn1�xSbx including ball-
milled and shock-compacted TiNiSn0:95Sb0:05. The line is a linear ¢t to the data.73 (Reprinted from Ref.
73. Copyright 1999, American Institute of Physics.)
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6.1. Tl9GeTe6

Tl9GeTe6 belongs to a large group of ternary compounds that may be thought of as
derived from the isostructural compound Tl5Te3. There are no Te^Te bonds in the
structure, and the Te nearest neighbors are Tl atoms. A simple crystal chemistry
analysis indicates that tellurium is in the Te2� valence state, thallium is in the Tlþ

state, and bismuth is in the Bi3þ valence state. The 4c crystallographic site is equally
occupied with Tlþ and Bi3þ and octahedrally coordinated with Te atoms.75 This
mixed valence site makes for a strong phonon scattering center, as shown in Fig.
23. This type of phonon scattering has been documented in Ru0:5Pd0:5Sb336;76 and
Fe3O4 ;77 however, in this case the valence disorder is from two di¡erent atoms
occupying the same crystallographic site, Tlþ and Bi3þ, and results in a very low
thermal conductivity with �L = 0.39 W/m-K at room temperature.75 These results
strongly indicate how mixed valence results in a very low thermal conductivity and
may be a useful phonon scattering mechanism in the search for new thermoelectric
materials. The thermoelectric ¢gure of merit of Tl9GeTe6 was estimated to exceed
unity above 450 K. The very low thermal conductivity for this compound is the key
for obtaining this ¢gure of merit.75

6.2. Tl2GeTe5 and Tl2SnTe5

The Tl^Sn^Te and Tl^Ge^Te systems both contain several ternary compounds,
including a 2^1^5 composition in both systems.78 Both compounds are tetragonal
and contain columns of Tl ions along the crystallographic c axis. Transverse to the
c axis are alternate columns with chains of composition (Sn/Ge)Te5. These com-
pounds can be thought of as polytypes of one another, with di¡erent stacking
sequences of (Ge/Sn)Te4 tetrahedra and TeTe4 square planar units linked into
chains. Large ADP values con¢rm that a portion of the Tl atoms is loosely bound
in these structures. Again, large ADP values are associated with low values of �L,
as previously discussed. The thermal conductivity is very low for both Tl2SnTe5 and
Tl2GeTe5. Apparently �L in these polycrystalline samples is approximately 5 W/m-K
at room temperature. This is less than one third of the value for pure Bi2Te3. At
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FIGURE 23. The total thermal conductivity (denoted �totÞ of Tl9GeTe6 along with the calculated elec-
trical, �e, and phonon, �lat, contributions. The ¢t to the data employs the expression AT�0:93 + �min,
where A is a constant, T is the absolute temperature, and �min is the minimum thermal conductivity, also
plotted in the ¢gure.75 (Reprinted from Ref. 75. Copyright 2001, American Physical Society.)
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room temperature the electronic contribution to � was estimated to be about 20%
for Tl2SnTe5 but less than 10% for Tl2GeTe5, due to the higher resistivity.78

6.3. CsBi4Te6

One of the more interesting new bulk materials that have recently been investigated
for thermoelectric refrigeration is CsBi4Te6.79 This compound has a layered aniso-
tropic structure composed of Bi4Te6 layers alternating with layers of Csþ ions. The
Csþ ions lie between the Bi4Te6 layers and their atomic displacement parameters
(ADPs) are almost twice as large as those of the Bi and Te atoms, indicating that
Csþ may display dynamic disorder. This disorder, together with the complexity of
the crystal structure, is presumably the cause of the relatively low thermal conduc-
tivity in this material. The thermal conductivity of dense polycrystalline pellets was
measured to be 1.5 W/m-K at room temperature.

6.4. NaCo2O4

Recently, dimensionless ¢gures of merit of �1.0 at 800‡K and �0.8 at 800‡C were
reported for single-crystal and polycrystalline NaCo2O4, respectively,80;81 making
this a promising high-temperature thermoelectric material, particularly since this is
an oxide made up of light atoms with large electronegativity di¡erences, contra-
dicting the general guidelines for good thermoelectric materials.82 NaCo2O4 pos-
sesses a layered hexagonal structure that consists of two-dimensional triangular
lattices of Co. The cobalt atoms are octahedrally surrounded by O atoms above
and below each Co sheet. The resulting CoO2 layers are stacked along the hexa-
gonal c-axis. Na atoms are in planes sandwiched by adjacent CoO2-layers and
randomly occupy 50% of the regular lattice sites in those planes. The material
shows metallic-like transport properties as measured in single-crystal samples,
with highly anisotropic behavior.80 Because of the low electrical resistivity and large
thermopower, a large power factor of 50 �W cm�2 K�2 at room temperature was
reported in the in-plane direction.83 This power factor value exceeds that of Bi2Te3
despite the much lower mobility estimated for NaCo2O4. Terasaki et al. suggested
that strong electron^electron correlation in this layered oxide plays an important
role in the unusually large thermopower observed.83

Another important characteristic of NaCo2O4 is its low thermal conductivity. At
room temperature, a total thermal conductivity of 2 W/m-K with lattice component
of 1.8 W/m-K is reported for polycrystalline samples. Figure 24 shows the tem-
perature dependence of �L for polycrystalline (NaCa)Co2O4 between 10 K and 300
K.84 For both samples in Fig. 24, �L increases monotonically with increasing
temperature. The solid curve A in the ¢gure is a Callaway model ¢t to the data,
assuming only boundary, point-defect, and phonon^phonon umklapp scatterings
are present, whereas the dashed curve B represent the calculated minimum thermal
conductivity. Based on the ¢t, Takahata et al. conclude that these amorphous-like
�L are predominantly due to strong point-defect phonon scattering on the Na site
between the Na atoms and the vacancies,84 even though the value of L (a ¢tting
parameter which represents an inelastic scattering length) determined from the ¢t
does not seem to have a clear physical origin.
Recently, Rivadulla et al.85 reported a very di¡erent temperature dependence and

room temperature value of �L for polycrystalline NaCo2O4, compared to those in
Fig. 24. The data are plotted in Fig. 25 and show typical temperature dependence
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for crystalline materials. A �L peak is observed at �40 K, and at room temperature
�L � 4.0 W/m-K, twice as large as that reported by Takahata et al.84 The origin of
phonon scattering mechanisms that govern the thermal conductivity for this type of
compound is an open question, the answer to which awaits further investigation. It
is a prerequisite for assessing the thermoelectric properties of these materials.
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FIGURE 24. Lattice thermal conductivity of NaCo2O4. Open and closed circles represent data for
samples no. 1 and no. 2, where the electron thermal conductivity was estimated from the Wiede-
mann^Franz law. Curve A is the calculation based on the Debye approximation, Curve B is the
calculated minimum thermal conductivity, as discussed in Ref. 84. The inset shows data at 200 K.
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FIGURE 25. Lattice thermal conductivity of polycrystalline NaCo2O4.85
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7. SUMMARY

We have reviewed thermal conductivities of conventional and newly developed
thermoelectric materials. For most conventional materials and half-Heusler alloys,
low lattice thermal conductivities are achieved via alloying between isomorphous
compounds without deteriorating the electrical properties. In the cases of ¢lled
skutterudites, clathrates, and some of the novel chalcogenides, guest ions can be
inserted into the large interstitial voids of the crystal structures. These guest ions
rattle inside the voids and therefore interact resonantly with low-frequency acoustic
phonons, leading to signi¢cant thermal conductivity reduction. Phonon scattering
by valence disorder is responsible for the low thermal conductivity observed in
Tl9GeTe6. In-depth investigation on the NaCo2O4-based oxides, potential high-
temperature thermoelectric materials, is much needed to clarify the exact phonon
scattering mechanisms in these compounds.
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Chapter 1.6

THERMAL CONDUCTIVITY OF
SUPERLATTICES

G. D. Mahan

Department of Physics and Materials Research Laboratory
Pennsylvania State University, University Park, PA, USA

1. INTRODUCTION

The word superlattice describes a solid composed of alternate materials. Usually the
materials are di¡erent semiconductors and are grown by molecular-beam epitaxy
(MBE) or by chemical vapor deposition (CVD). Usually each material is a single-
crystalline semiconductor, and usually the superlattice is composed of alternate
layers of two di¡erent materials. Usually the system is periodic, so material A
has n layers, material B has m layers, and this pattern repeats. It is an advantage
to have the lattice constants for each layer be the same within a fraction of a
percent. Otherwise severe strains result near the interfaces. A typical superlattice
has alternate layers of GaAs and AlAs and is represented as GaAs/AlAs. AlAs has
a larger energy gap than GaAs, so conduction electrons are con¢ned to GaAs.
These superlattices have been widely studied for their electrical properties. The
investigation of their thermal properties is just beginning.1�8 Recently a number
of superlattices have been grown to investigate their properties as thermoelectric
devices.9�12 In some cases they have achieved a high ¢gure of merit.11 In thermo-
electric applications it is desirable to have the thermal conductivity be as small as
possible. For electronic applications one wants the thermal conductivity to be large
in order to remove the Joule heat.
We have repeatedly used the word ‘‘usually.’’ Superlattices do not have to be

composed of only two materials, and the alternate layers do not need to be a
periodic system. Indeed, for reducing the thermal conductivity along the growth
axis (‘‘cross-plane’’ direction), it might be useful to intentionally introduce some
disorder by making the layer thickness have a degree of randomness. Such random-
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ness would induce Anderson localization of the phonons.13 Also, the superlattices
do not have to be composed of semiconductors. Some measurements have been
done on metal^metal and metal^semiconductor superlattices.
A superlattice is anisotropic, with a di¡erent thermal conductivity along the

layers and in the cross-plane direction. It is useful to divide the topic into these
two categories. The experiments and the theories for these two directions are very
di¡erent. The experimental methods have been reviewed.14�15

2. PARALLEL TO LAYERS

The initial measurements and theories were for transport parallel to the layers. The
simple viewpoint is that heat transport should be quite e⁄cient parallel to the
layers. If the interfaces are atomically smooth, then phonons would specularly
re£ect from these interfaces. Each layer becomes a phonon waveguide that e⁄-
ciently channels heat along each layer. Recent experiments on superlattices with
atomically smooth surfaces con¢rms this expectation. The thermal conductivity
parallel to the layers is similar to the bulk value.
The initial measurements of thermal conductivity parallel to the layers found

values smaller than bulk values by a factor of 4. Yao2 found in GaAs/AlAs super-
lattices that the thermal conductivity was similar to that of a random alloy of the
two materials. This was explained in Ref. 16 as due to the interfaces boundaries not
being perfectly planar. Atomic scale defects at the interface are e⁄cient scattering
centers for the phonons.

3. PERPENDICULAR TO LAYERS

The thermal conductivity of a superlattice along the growth axis is a complicated
topic. The experiments are hard because the samples are quite small. Di¡erent
groups, using di¡erent techniques, do not get the same results on the same sample.
Generally, it is found that the thermal conductivity in the cross-plane direction is
quite small. It is usually smaller than the thermal conductivity of the bulk materials
in the layers, and it is smaller than a random alloy of the same materials.
The theory has similar problems. Several theoretical issues are unresolved. The

earliest theories found that the thermal conductivity of the superlattice was similar
to the bulk material, and the interfaces had little e¡ect. This conclusion is now
known to be wrong, and the earliest theories are now ignored.17 Before describing
the di¡erent theoretical approaches, we discuss some major issues.

3.1. Thermal Boundary Resistance

Thermal boundary resistance is also called Kapitza resistance. Kapitza found that
when heat £owed between copper and super£uid helium, a temperature step devel-
oped at the interface that was proportional to the heat £ow:

�B�T ¼ JQ: ð1Þ

Heat £ow JQ has units of W/m2, so the boundary conductance �B has units of
W/m2-K. The boundary resistance RB ¼ 1=�B has units of m2K/W. The same
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phenomena is now known to exist at every interface, even at a twin boundary
of the same material. The boundary resistance has now been measured at a
variety of interfaces.18;19 For twin boundaries it is quite low.20 It can be
much larger for an interface between two di¡erent materials.
Bartkowiak and Mahan noted that there are a whole range of interface transport

parameters.21;22 Start with the equation for transport of electricity (JÞ and heat (JQ)
in a bulk thermoelectric,

J ¼ ��
dV

dx
þ S

dT

dx

� �

; ð2Þ

JQ ¼ ��TS
dV

dx
�K0 dT

dx
; ð3Þ

JQ ¼ JST �K
dT

dx
; ð4Þ

K ¼ K0 � �TS2; ð5Þ

where K0 is the thermal conductivity at zero electric ¢eld, which is di¡erent than the
thermal conductivity K at zero current. By analogy, similar equations for the
boundary impedances are

J ¼ ��Bð�V þ SB�T Þ; ð6Þ

JQ ¼ ��BTSB�V �K0
B�T; ð7Þ

JQ ¼ JSBT �KB�T; ð8Þ

KB ¼ K0
B � �BTS

2
B: ð9Þ

Here we have introduced the boundary impedances: SB (V/K) and KB (W/m2-
K). The £ow of current has impedances if there is a temperature di¡erence �T
across the boundary, or if there is a potential di¡erence �V , or both. The heat
current behaves similarly. An Onsager relation proves that the same Seebeck coe⁄-
cient SB enters both terms.
These equations are not the most general result. Stoner and Maris18 measured the

Kapitza resistance between diamond and other crystals. Between diamond and lead
the heat £ow was much higher than could be explained by a purely phonon con-
duction. Huberman and Overhauser23 suggested that phonons in diamond carried
heat to the interface, and electrons in lead carried it away. A theory by Sergeev24

assumed that there was an abrupt change in temperature at the boundary between
diamond and Pb. His theory agrees with experiment. If the superlattice carries heat
by electrons and phonons, then the interface is a place of conversion between these
two kinds of heat £ow. That would be an additional term in the preceding equa-
tions.
The existence of a temperature step at a boundary is controversial. Many think

that temperature di¡erences cannot be localized that rapidly. A temperature step
was found in the ¢rst molecular dynamic simulation of heat £ow through a twin
boundary in silicon,20 as shown in Fig.1. The theoretical system was a slab that was
periodic in the xy plane and about 200 atoms thick in the z-direction. A low-index
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twin boundary is in the middle of the slab. Heat was inserted on one side of the slab
and removed from the other. This was the ¢rst calculation of Kapitza resistance
that used purely numerical methods. The molecular dynamics simulation was en-
tirely classical, so a classical de¢nition of temperature was used. The simulation
calculated the position and velocity of each atom through millions of time steps. It
is quite easy to de¢ne a classical temperature for each site :

kBT ð~RRiÞ ¼ m

3
hv2i i: ð10Þ

The bracket h� � �i denotes time averaging. There was a temperature step at the twin
boundary. Since large heat £ows were used in the simulation, the temperature step
was as large as 50�C. The calculation was done for several twin boundaries in
silicon. A consistent value was found of �B ¼ 0:7 GW-m2/K. Recent calculations
by Schelling et al.25 show similar results.
Heat £ow in the cross-plane direction travels through a periodic array of inter-

faces. The thermal boundary resistance at each interface makes a large contribution
to the thermal resistance of the device. This e¡ect is severe for superlattices with
short periods. One theoretical problem is that the boundary resistance is unknown
for most pairs of materials.

3.2. Multilayer Interference

Most students learn about a multilayer interferometer in optics.26 A stack of glass
plates that alternate between two di¡erent materials, each with a di¡erent refractive
index, will ¢lter out most of the light. It is an interference e¡ect. The same phe-
nomena of interference is found in superlattices. A typical superlattice also has
alternate layers of two di¡erent materials. In this case the phonons in each layer
have a di¡ferent sound velocity. That achieves the same kind of multilayer inter-
ference. However, the ¢ltering is e¡ective even for phonons of shorter wavelength.
This feature was ¢rst discovered by Narayanamurti et al.1 They measured the

transmission of high frequency phonons through a superlattice and showed that
only phonons of selected frequencies could pass through. Phonons of a few fre-
quencies carry very little heat, so the interference signi¢cantly reduces the thermal

FIGURE 1 Molecular dynamics simulation of heat £ow through a twin boundary in silicon. Vertical axis
is temperature and horizontal axis is position in a slab. The temperature step is at the twin boundary.
[From Maiti, Mahan and Pantelides, Sol. State Comm. 102, 517 (1997).]
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conductivity. Narayanamurti et al:1 showed the interference only for phonons
going normal to the layers. There is a greater ¢ltering e¡ect for phonons going
at oblique angles.27 It is important to evaluate all of the phonons in doing the
calculation of heat transport in the superlattice.
This interference is the primary reason that superlattices have a low value of

thermal conductivity. The calculation of the thermal conductivity, including inter-
ference, was ¢rst done by Hyldgaard and Mahan27 for a Si/Ge superlattice, by
Maris’s group,28 by Simkin and Mahan29 and by Bies et al:30 for a variety of
superlattices. They found that the thermal conductivity in the cross-plane direction
is typically a factor of 10 smaller than it is in either of the layer materials. This
wave interference is not included in calculations using the Boltzmann equation,
which is why earlier calculations failed to notice the e¡ect. One actually has to
calculate all of the phonon modes of the superlattice. There are quite a few modes
when the layers are thick. Simkin and Mahan noted that the phonon mean free
path �q was an important length. When q�q >> 1, interference is important. When
q�q < 1, interference subsides, and Kapitza resistance at the interfaces was the
primary phenomena.

3.3. What Is Temperature?

The usual de¢nition of temperature is related to the average energy of a system of
particles. This de¢nition is for a system in equilibrium and works even for nano-
scale systems. However, our interest is in the transport of heat through nanoscale
systems. Can temperature, which is an equilibrium concept, still be invoked in a
nonequilibrium process such as heat £ow? The answer is a⁄rmative for macro-
scopic systems. They are so large that one can de¢ne a local temperature in each
region in space. This local temperature will vary from region to region. Then one
¢nds, for example, that the heat current is proportional to � ~rrT . The question what
is temperature? is really about the size of the regions over which a local tempera-
ture can be de¢ned. In many semiconductor superlattices, the layer thickness is 2^5
nm. Are these regions large enough to de¢ne a temperature?
There have been several molecular dynamic simulations of heat £ow through a

twin boundary in silicon.20;25;31 These simulations raise new problems which needed
to be addressed. The most important problem is to de¢ne the temperature scale at
di¡erent planes in the slab. The MD calculates the position ~RRiðtnÞ and velocity
viðtnÞ at each time step in the simulation. It is relatively simple to store the velo-
cities, and compute an averate kinetic energy over N steps in time by using Eq.(10).
The time averaging must be done over very long times.
Is the classical formula an adequate temperature scale? Another possible de¢ni-

tion of temperature is provided by quantum mechanics. The collective excitations of
the atomic motions are phonons. The phonons have a frequency !�ð~qqÞ that depends
upon the wave vector ~qq and polarization � of the phonon. In quantum mechanics
the average kinetic energy of the phonons is

1
2
mv2i

� �

¼ 1
4N

X

�;~qq

�h!�ð~qqÞ�ðiÞ2 2
e�h!�ðqÞ=kBTi � 1

þ 1
� �

; ð11Þ

where N is the number of unit cells, which is also the number of ~qq points. The
polarization vectors are �ðiÞ2. They are normalized so that

P
� �

ðiÞ2 ¼ 3. In the limit
of high temperature, where kBT >> �h!�ð~qqÞ, the Bose^Einstein occupation factors
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are approximated as

2
e�h!�ðqÞ=kBTi � 1

þ 1 � 2
kBTi

�h!�ð~qqÞ : ð12Þ

In this high-temperature limit the quantum relation (Eq. 11) becomes identical to
the classical one. (Eq. 10) The problem with many simulations is that they are not
in the high-temperature limit. Silicon has optical phonons of very high energy (62
meV � 750 K). For any temperature between 300 and 1000 K, the two de¢nitions
of temperature [Eqs. (10)^(11)] gave very di¡erent values for Ti.
What size of region is required to de¢ne a temperature? The classical de¢nition is

entirely local, and one can de¢ne a temperature for each atom or plane of atoms.
For the quantum de¢nition the length scale is de¢ned by the mean free path ‘�~pp of
the phonon. If two regions of space have a di¡erent temperature, then they have a
di¡erent distribution of phonons. The phonons can change their distribution by
scattering. The most important scattering is the anharmonic process, where one
phonon divides into two, or two combine to one. This process occurs on the length
scale of the mean free path. A local region with a designated temperature must be
larger than the phonon scattering distance. However, phonons of di¡erent fre-
quency have very di¡erent values of ‘�~pp. Low-frequency phonons have a long
‘�~pp, and high-frequency phonons have a short ‘�~pp. For phonons which carry
most of the heat, one can plausibly de¢ne an aveage mean free path. It is typically
larger than the numerical slab used in the MC calculation. This case is called the
Casimir limit, where the phonon mpf is larger than the size of the system.
The phonon de¢nition of temperature requires that temperature not be de¢ned

for a particular atom or a plane of atoms. There should be not abrupt variation in
temperature between a plane of atoms. Although this de¢nition seems quite reason-
able, it makes the numerical results in Fig. 1 quite puzzling. The numerical simula-
tion by di¡erent groups do show an abrupt change in the kinetic energy of a plane
of atoms at the twin boundary. Regardless of which temperature scale is adopted10,
or11, a graph of temperature versus distance will show an abrupt change. A pos-
sible resolution for this puzzle is that a grain or twin boundary may form a natural
boundary for a region of temperature. The statement that temperature cannot be
de¢ned within a scale of distance given by ‘�~pp may not apply across grain bound-
aries. Even if one adopts this hypothesis, it still means that temperature cannot
vary within a grain, or within a superlattice layer, on a scale smaller than ‘�~pp. If the
layer thickness of the superlattice is less than ‘�~pp, then the whole layer is probably
at the same temperature. This point is emphasized, since all theories of heat trans-
port in superlattices have assumed that one could de¢ne a local temperature T ðzÞ
within each layer. This theoretical treatment is wrong for superlattices with short
periods.
Although the discussion of temperature has been cast in the framework of MD

simulations, the issues are more general. One of the major issues of thermal trans-
port in nanoscale systems is whether temperature can be de¢ned locally. If it
cannot, then how is transport calculated?
Another approach is to adopt a Landauer formalism, assume there are two

thermal reservoirs at known temperatures, and consider the ballistic £ow of heat
between them. This does not work for nanoscale devices since the values of ‘�~pp are
much smaller than the distance between the reservoirs. Hence, heat £ow is di¡usive
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rather than ballistic. How do you calculate di¡usive heat £ow without a local
temperature?
The theory of thermal conductivity is simple if the system satis¢es two condi-

tions: (1) the layers are thick enough that one can ignore interference, and (2) the
layers are thin enough that each layer is at the same temperature. In that case
assume the system has n interfaces. Consider the heat £ow at any interface between
two materials 1 and 2. The heat £ow from 1 to 2 is �12T1. The heat £ow from 2 to 1
is �21T2. The principle of detailed balance requires that �12 ¼ �21. If two layers were
at the same temperature and �12 6¼ �21, then the layers would not exchange the
same amount of heat. One layer would heat up, the other would cool down, which
violates the second law of thermodynamics. So �12 ¼ �21 � �B. Then the net heat
£ow in that one interface is �BðT1 � T2Þ. One can extend this argument to n-inter-
faces and ¢nd that the net heat £ow is

JQ ¼ �B

n
ðTH � TCÞ: ð13Þ

The same reasoning can be applied at any temperature. At low temperatures the
heat £ow at one interface goes as fðT1Þ � fðT2Þ ¼ �0ðT 4

1 � T 4
2 Þ. The T 4 law for

phonons is the same as for photons. In that case the same reasoning gives

JQ ¼ �0

n
ðT 4

H � T 4
CÞ: ð14Þ

The general result, valid at any temperature in a superlatttice of alternate materials,
is

JQ ¼ 1
n
½fðTHÞ � fðTCÞ�; ð15Þ

where fðT Þ is the general function that goes as T 4 at low temperatures and as T at
high temperatures. For thicker superlattices one is tempted to modify this formula
with the thermal resistance of the bulk of the layers, resulting in

JQ ¼ TH � TC

n=�B þ L1=K1 þ L2=K2
; ð16Þ

where Ki and Li are the thermal conductivity and total thickness of the two
materials.

3.4. Superlattices with Thick Layers

Superlattices with thick layers are an important subtopic. In these cases one can
ignore wave interference and treat the boundary e¡ects, using Boltzmann equations
for electrons and phonons. Kapitza resistance is the primary phenomenon. Never-
theless, the topic has interesting features. In thermoelectric devices it is important to
have a £ow of electric current and heat. Both electrons and phonons go through the
interface, and both have boundary resistances.22 They di¡er. In this case the fore-
going treatment for the phonon part of the thermal conductivity of a superlattice is
wrong, since the electrons and phonons invariably exchange energy. This exchange
is not due to phonon drag, but is an interface phenomenon.
Most of the calculations have been done with a formulism pioneered in

Russia.32�34 They assume each layer has di¡erent temperature for electrons TeðzÞ
and phonons TpðzÞ. They become di¡erent since electrons and phonons have dif-
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ferent boundary resistances and di¡erent values of �T at each interface. There is a
healing length over which the two interacting systems (electrons and phonons)
return to local equilibrium. The healing lengths are many nanometers. In a super-
lattice with layer thicknesses of a few nanometers, the electron and phonon tem-
peratures are totally di¡erent in each layer. These calculations predict some wierd
behavior. A typical result is shown in Fig. 2 from Bartkowiak and Mahan.21;22

Actual results depend on the boundary resistances, for which we used theoretical
estimates. Whether these predicted e¡ects are real depends on whether our esti-
mates are correct and whether the temperature can be de¢ned on a local length
scale.
The coupled equations for the heat exchange between electrons and phonons22;33

are

�Ke
d2Te

dx2 ¼ �J2 � P�T; ð17Þ

�Kp
d2Tp

dx2 ¼ P�T ; ð18Þ

�T ¼ Te � Tp; ð19Þ

where Ke;p are the bulk thermal conductivity of electrons and phonons. Joule
heating ð�J2Þ generates electronic heat in the layer. The terms P�T exchange
heat between the electron and phonon systems. The constant P is well known
for metals,35 and we have calculated it for semiconductors. The length scale ð�Þ
over which the electron and phonon systems come to the same temperature is given
by

�2 ¼ KeKp

P ðKe þKpÞ : ð20Þ

Since P depends on the density of conduction electrons, each material will have a
di¡erent length. The scale of � is many nanometers. Short-period superlattices may
never have the electron and phonon temperatures in agreement at any point.

FIGURE 2 Temperatures of electrons (solid curve) and phonons (dashed curve) for heat £ow in the
cross-plane direction in a superlattice composed of Bi2Te3/Sb2Te3. Vertical scale is temperature, hor-
izontal axis is position in microns. Calculations by Bartkowiak and Mahan.21;22
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4. ‘‘NON-KAPITZIC’’ HEAT FLOW

A measurement of electrical resistance always uses four probes on the sample.
Soldering a wire onto the sample causes ‘‘non-Ohmic’’ contacts, so the voltage
change must be measured with separate wire leads. Until recently, similar measure-
ments on thermal conductance used only two contacts. The interface did not cause
nonlinear behavior analogous to non-Ohmic electrical contacts. Recently there has
been an appreciation of the Kapitza resistance at the interface. However, it is
included by assuming a linear behavior. The Kaptiza resistance is another thermal
resistance in series with that of the sample.
Here we wish to discuss the possibility that there may be nonlinear behavior in

the heat £ow at interfaces, which cannot be described simply by a boundary re-
sistance. This nonlinear heat £ow is analogous to the non-Ohmic electrical contacts.
We have been searching for a name for this process. I propose we name surface
resistance after Kapitza (Kz=m2-K/W) and call this behavior ‘‘non-Kapitzic.’’
It is likely that non-Kapitzic heat £ow has been present in all measurements of

heat £ow. However, it has been on a length scale too small to be observed. Non-
linear e¡ects are on the nanoscale. They should play a role in the measurement and
theory of heat transport in nanoscale devices.
There have been numerous MD calculations of heat transport in one-dimensional

lattices.36�43 A chain of atoms connected only by harmonic springs will have heat
conduction only by ballistic pulses. Some mechanism of scattering the phonons is
required for heat di¡usion. Usually that is included by a nonlinearity in the springs
or by the addition of impurities or isotope scattering. The usual procedure has been
to introduce some anharmonic component into the spring constant, such as a bit of
quartic potential energy.
Nearly all of these calculations fail to ¢nd ordinary di¡usion of heat. The heat

£ow fails to have the right scaling with the number of atoms in the chain
ðJQ / 1=NÞ;29;40�42 and the temperature along the chain is not linear. An example
from my own group,29 is shown in Fig. 3.
This phenomenon is explained in Ref.(43) as due to non-Kapitzic e¡ects. The

results are all based on how one puts in the heat at one end of the chain and takes
it out on the other side. The usual method, due to Hoover,44 used by us20 and

FIGURE 3 One-dimensional heat £ow as a function of chain length N for harmonic and anharmonic
lattices. The same temperature is at the ends. The nonlinear chain does not scale as 1=N. Calculations by
Simkin and Mahan (unpublished).
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nearly everyone, causes nonequilibrium e¡ects to persist far into the interior of the
chain. The earlier studies did not have chains long enough to get the interior of the
chain away from the surface e¡ects.
The message from these very di¡erent numerical studies is that surface e¡ects

persist far into the chain. Even very anharmonic lattices take a long distance to
relax into the di¡usive regime, which has a temperature which varies linearly with
distance. In the surface region the distribution of phonons cannot be described by a
single parameter such as temperature. Since many simulations, including ours, show
similar behavior, it seems to be a universal phenomenon. Do experimental systems
show the same non-Kapitzic behavior? No one knows. Answering this question is a
future task for experimentalists.

4.1. Analytic Theory

Most theories of transport in solids employ the Boltzmann equation (BE). For both
electron and phonon transport, the form of the equation, and the form of the
various scattering mechanisms are very well known. This theory can explain, in
bulk homogeneous materials, the dependence of the electrical conductivity, the
thermal conductivity, and the Seebeck coe⁄cient on temperature, impurity content,
isotope scattering, and quantum con¢nement.
There have been several calculations of thermal conductivity of the superlattice

which have solved the Boltzmann equation. That of Ren and Dow16 did not predict
a large reduction of thermal conductivity and disagreed with experiments. Several
calculations from Chen’s group45;46 agree much better with experiment.
However, the Boltzmann equation treats electrons and phonons as classical par-

ticles. One is solving, say for phonons, for the density fðr; !�ðqÞ; tÞ of excitations
with polarization �, wave vector q, and frequency !�ð~qqÞ at point r at time t. The
wave nature of the excitation is neglected, as is any interference phenomena caused
by the wave nature of the phonons. Furthermore, the scattering rates in the BE are
calculated under the assumption that the system is only slightly perturbed from
equilibrium. The solutions to the BE assume the existence of a local temperature.
Neither of these two assumptions may be valid in nanoscale devices.
Wave interference becomes important in nanoscale devices. The wavelengths of

the phonons are similar to the length scale of the microstructure. At room tem-
perature, in most solids, all of the phonon states in the Brillouin zone are involved
in the transport. Their wavelengths span the range from atomic dimensions to the
size of the sample.
One method is to calculate the phonon states for the actual microstructure,

including interference, and use those states in the BE. For transport in a super-
lattice, this approach puts in some of the wave phenomena. The phonon states
depend signi¢cantly on the interference due to scattering from the multiple-layer
boundaries of the superlattice. Solving this problem by using the BE is also com-
plicated by phonon band folding. There are many superlattice bands, phonons
scatter between them, and the BE becomes a matrix equation of large dimension.
This calculation is quite ambitious and has never been done. Even doing it does not
include all wave interference phenomena.
Another possibility is to use the quantum Boltzmann equation47 to solve for the

distribution fð~RR; t;!;qÞ. Compared to the BE there is one more vector variable in
the argument that makes the solutions more complex. This more fundamental
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equation does include wave information. However, it is di⁄cult to solve and is
seldom used.
There have been many calculations of thermal conductivity in the cross-plane

direction. Most are based on the standard formula for thermal conductivity

K ¼ ��h
X

�

Z
d3q

ð2�Þ3 vz�ðqÞ
2!�ð~qqÞ��ð~qqÞ dnBð!�ð~qqÞÞ

dT

� �

; ð21Þ

where vz�ðqÞ is the velocity of the phonon, ��ðqÞ is the lifetime, and nBð!�ð~qqÞÞ is the
Boson occupation function. This formula is derived from the BE. Calculations by
Kato et al:;48 Hyldgaard and Mahan,27 Tamura et al:,28 Simkin and Mahan,29 Bies
et al:;30 and Kiselev et al:49 just include Eq.(21) the actual phonon modes of the
superlattice and evaluate. Usually, the lifetime ��ðqÞ or the mean free path ‘�~pp is
selected to be the same as in the homogeneous material. These calculations show
that thermal conductivity in the superlattice is reduced signi¢cantly, sometimes by a
factor of 10, compared to that of the constituents of the superlattice. This large
reduction agrees with experimental ¢ndings. Simkin and Mahan29 used a complex
wave vector to compute the superlattice modes. The imaginary part of the wave
vector was a phenomenological way of including the mean free path in the calcula-
tion of the phonon modes. This calculation showed a minimum in the thermal
conductivity as a function of superlattice period.
Most alternate theories are purely numerical. Molecular dynamics (MD) is far

more suitable for a phonon system than for an electron system. The phonon modes
can be calculated quite accurately with classical methods. Quantum e¡ects are
important at low temperatures but relatively unimportant in most solids for pho-
non e¡ects at room temperature or above. Wave e¡ects are included automatically.
Using an anharmonic potential between neighboring atoms includes e¡ects such as
one phonon dividing in two, or two phonons combining into one. One limitation
on MD is that it is limited to insulators. In order to model an actual nanoscale
device, thousands of atoms have to be included in the simulation. This calculation
is beginning to be practical with modern parallel computers.

5. SUMMARY

The calculation of the thermal conductivity of a superlattice is rather easy in some
cases. If the layers are thick and all of the heat is carried by phonons, then one can
use Kapitza resistances at interfaces and Boltzmann equations for the interior of
the layers. These calculations are rather easy and predict that the main in£uence of
the superlattice is the thermal boundary resistance at the interfaces.
There is much interest in superlattices where the layers have a thickness of a few

nanometers. In this case calculating thermal conductivity runs into di⁄culties. One
has to include (i) wave interference and (ii) nonlocal temperature scales. Further
complications arise if a signi¢cant amount of heat is carried by electrons. The
electrons and phonons exchange heat at the interface and in the interior of the
layers. They have di¡erent boundary resistances. The electrons and phonon systems
are not in equilibrium with each other throughout the superlattice. MD cannot
accurately describe the transport by electrons, nor can it describe the exchange of
energy between the phonon and electron systems.
If one throws out the concept of a local temperature, so the BE cannot be used,
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then there is no known way to solve for the heat transport and thermal conductiv-
ity. Many semiconductor devices depend on the electric currents provided by the
electrons. The heat currents have components from both electrons and phonons.
Presently there is no accurate way to model the heat £ows in these nanoscale
systems while including the exchange of heat between electrons and phonons. A
major theoretical challenge is to invent a new method of solving this and related
transport problems.
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1. INTRODUCTION

The thermal conductivity of thin ¢lms is a very important parameter for a wide
range of applications, such as microelectronic devices, photonic devices, thermo-
electric devices, and optical and thermal barrier coatings.1�4 Experimental studies
on the thermal conductivity of thin ¢lms can be traced back to the mid-1960s when
size dependence of the thermal conductivity in metal ¢lms was ¢rst reported.5;6

Since the 1980s, the thermal properties of thin ¢lms have drawn increasing atten-
tion, due to the demands of thermal management in the rapidly growing micro-
electronics and optoelectronics industries1�4;7�9and to the resurgence of thermo-
electrics in the early 1990s.4;10�12 In microelectronics, integrated circuits (ICs)
employ various insulating, semiconducting, and metallic thin ¢lms. Because the
power density and speed of ICs keep increasing, thermal management becomes
more challenging, and the thermal conductivity of the constituent thin ¢lms be-
comes more important for the device design. Semiconductor lasers, often made of



Distiller Server - 67523_BULK.pdf - 000168 of 000290 - February 14, 2005

heterostructures to control electron and photon transport, encounter more severe
thermal management problems because they are more sensitive to temperature. The
maximum optical output power of these semiconductor lasers depends signi¢cantly
on the operating temperature, and the lasing wavelength shifts with temperature
£uctuation. The thin ¢lms used in microelectronic and photonic devices need to
have high thermal conductivity in order to dissipate heat as e⁄ciently as possible.
On the other hand, thermoelectric devices call for materials or structures with low
thermal conductivity because the performance of thermoelectric devices is deter-
mined by the ¢gure of merit Z=S2�/k, where k is thermal conductivity, � is elec-
trical conductivity, and S is the Seebeck coe⁄cient.13 Nanostructured materials,
such as superlattices, can have drastically reduced thermal conductivity in compar-
ison to the corresponding bulk values, and thus have become promising candidates
in the search for high-e⁄ciency thermoelectric materials.10�12;14 Other applications
calling for thin ¢lms with low thermal conductivity are high-temperature coatings
for engines.
The increasing interest in thermal conductivity of thin ¢lms and superlattices is

coincident with advances in microfabrication technology and measurement techni-
ques. Measurements of the thermal conductivity of thin ¢lms and superlattices have
proven very challenging, and the conventional methods for bulk materials may not
apply to these thin ¢lms. New measurement techniques for thin-¢lm thermophysical
properties have been reported. Among these methods, the 3! method,15;16 devel-
oped by Cahill et al: in late 1980s, may be the most commonly used technique for
measuring thermal conductivity in the direction perpendicular to thin ¢lms. This
method was later extended to measure the thermal conductivity in the perpendicu-
lar and parallel directions simultaneously.17 Other microfabrication-based methods
have also been developed. The optical pump^probe method18 and optical calori-
metry method19 are also widely used. Chapter 2.2 reviews experimental techniques
for the measurement of thermal conductivity in thin ¢lms.
The size e¡ects on thermal conductivity become extremely important when the

¢lm thickness shrinks to be comparable to the mean free path or wavelength of the
heat carriers (i.e., phonons in semiconducting and dielectric materials and electrons
in metals).20�25 Scattering at boundaries and interfaces imposes additional resis-
tance to thermal transport and reduces the thermal conductivity of thin ¢lms. When
the ¢lm thickness is comparable to the wavelength of heat carriers, the quantum
size e¡ects step in. As a consequence, the fundamental properties, such as velocity
and density of states of heat carriers, will be modi¢ed, which may contribute to the
reduction in thermal conductivity in thin ¢lms. Furthermore, microstructure and
stoichiometry in thin ¢lms and superlattices strongly depend on the ¢lm growth
process, and any variations in structure and stoichiometry may signi¢cantly in£u-
ence the thermal conductivity.1;2 The complexity of structures, stoichiometry, and
scattering on interfaces, boundaries, and imperfection in thin ¢lms yield many
degrees of freedom that challenge the understanding and modeling of thermophy-
sical properties of thin ¢lms. The existing models for thermal transport in thin ¢lms
and superlattices are still not totally satisfactory. Chapter 1.5 reviews the modeling
of thermal transport in thin ¢lms and superlattices.
In this review we will summarize some experimental results on the thermal con-

ductivity of thin ¢lms and superlattices. We start with a brief review of thermal
conductivity in metallic thin ¢lms. The thermal conductivity of dielectric, semicon-
ducting, and semimetal thin ¢lms will be discussed next. Emphasis will be on those
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thin ¢lms with applications in microelectronics and thermoelectrics. Thermal trans-
port in semiconductor superlattices will be reviewed at the end of the chapter.

2. THERMAL CONDUCTIVITY OF METALLIC THIN FILMS

Metallic thin ¢lms are widely used in microelectronics and micromachined sensors
and actuators.26�30 Thermal transport in metal thin ¢lms has been studied since the
1960s because the kinetics of growth and electromigration in metal thin ¢lms is
related to their thermal properties. In the 1960s the thickness-dependent thermal
conductivity, along the ¢lm-plane direction (the in-plane direction), was observed at
low temperatures in Al foils by Amundsen and Olsen,5 and in Ag ¢lms by Abro-
simov et al.6 In the 1970s, Chopra and co-workers did a series of experiments on
the temperature dependence and ¢lm thickness dependence of the in-plane thermal
conductivity in Cu thin ¢lms.26;27;31 In their work a steady-state method was em-
ployed for the measurements at high temperatures, whereas a transient method was
used for low-temperature measurements. Later experiments by Wachter and Volk-
lein considered radiation loss in thin metal ¢lms, so thermal conductivity and
emissivity could be determined.32 In this section Cu thin ¢lms are used as an
example for thermal transport in metallic ¢lms. Copper thin ¢lms are important
in modern CMOS technology, replacing Al thin ¢lms to reduce the RC delay in
interconnect networks.
In metals the heat conduction is dominated by electrons, but the contribution

from phonons is very small. Electron scattering at boundaries of thin ¢lms may
impose additional resistance on the electron transport, and thus size e¡ects on
thermal conductivity can be observed. Figure 1 shows the dependence of the in-
plane thermal conductivity on ¢lm thickness for two di¡erent temperatures, 100 K
and 325 K, along with the thermal conductivity of bulk Cu.26;27;31 The thermal
conductivity of thin ¢lms is reduced in comparison to their bulk values, and ther-

FIGURE 1 Dependence of the in-plane thermal conductivity on ¢lm thickness for Cu thin ¢lms depos-
ited on a mica slice [data from refs 26, 27, and 31].
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mal conductivity is a strong function of ¢lm thickness below a certain thickness
value, above which it almost remains constant. The thickness-dependent region is
smaller for 325 K than that for 100 K, and enhanced size e¡ects are observed at
lower temperatures as expected. Fuchs theory,33 which considers the surface scat-
tering of electrons by solving the Boltzmann transport equation, is often employed
to explain the size dependence of thermal conductivity in metal thin ¢lms. Fuchs
theory can reasonably explain the data for thicker ¢lms, but the discrepancy be-
tween the prediction and the data for thinner ¢lms is relatively large, because Fuchs
theory considers only surface scattering and neglects grain boundary scattering.
Very thin ¢lms typically have smaller grains and thus more grain boundary scatter-
ing. Models that consider grain boundary scattering lead to much better agreement
with experimental results.34

The thermal conductivity of metal thin ¢lms also shows a di¡erent temperature
dependence than the bulk form. As seen in Fig. 2, the trend for thicker Cu ¢lms is
similar to bulk Cu; i.e., the thermal conductivity decreases with increasing tem-
perature because, at high temperatures, electron-phonon scattering becomes stron-
ger. As ¢lm thickness decreases, however, the temperature dependence of thermal
conductivity also decreases, and ultimately a reversal of the temperature depen-
dence emerges for ¢lms thinner than 400 �A. This reversal can be attributed to
boundary or grain boundary scattering, which is more important as the ¢lm thick-
ness goes down and ultimately outplays the electron-phonon scattering in very thin
¢lms. Because boundary scattering and Fermi velocity are relatively independent of
temperature, thermal conductivity roughly follows the temperature dependence of
the electron speci¢c heat.
Interestingly in the data by Chopra and Nath,26 the electrical resistivity, contrary

to thermal conductivity, always increases with increasing temperature, no matter
how thin the ¢lm is. The authors suggested that the Lorenz number could not
remain constant anymore and should be a function of temperature and ¢lm thick-
ness, because the electron scattering at the boundaries has di¡erent e¡ects on the
energy transport for thermal conductivity and momentum transport for electrical
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FIGURE 2 Temperature dependence of the in-plane thermal conductivity of Cu thin ¢lms with di¡erent
¢lm thickness [data from Refs. 26, 27, and 31].
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conductivity. However, some other experiments did not report signi¢cant change in
the Lorentz number when the thickness of metal ¢lms varied.35 Hence, it remains
inconclusive as to whether the validity of the Lorentz number indeed fails in thin
metallic ¢lms.

3. THERMAL CONDUCTIVITY OF DIELECTRIC FILMS

Dielectric thin ¢lms have wide applications in microelectronics, semiconductor la-
sers, and optical devices, and may serve as electrical insulators, optical coatings,
and thermal barrier coatings. Knowledge of the thermal conductivity of these thin
¢lms is essential for the performance and reliability of these structures or devices.
These thin ¢lms are typically deposited under highly nonequilibrium conditions, so
their thermal properties may be very di¡erent from those in bulk form, due to the
di¡erent structure, stoichiometry, and boundary scattering. This section discusses
experimental data for the most common dielectric material, amorphous silicon
dioxide (a-SiO2Þ, as well as diamond ¢lms, thermal barriers, and optical coatings.
Other reviews should also be consulted for wider coverage.1;2;4;20

3.1. Amorphous SiO2 Thin Films

The thermal conductivity of a-SiO2 thin ¢lms has been investigated by many re-
searchers through various experimental methods.36�41 Figure 3 summarizes some
reports on the thermal conductivity of a-SiO2 thin ¢lms perpendicular to the ¢lm
plane (the cross-plane direction). As seen in this ¢gure, the thermal conductivity of
a-SiO2 thin ¢lms is reduced in comparison to bulk in all cases. The large variation
in thermal conductivity is most likely due to the strong dependence of microstruc-
ture on the processes used in preparing the samples. For example, the thermal
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conductivity of low-pressure chemical vapor deposition (LPCVD) SiO2 ¢lms by
Goodson et al: is about four times larger than thermal conductivity of plasma-
enhanced chemical vapor deposition (PECVD) SiO2 ¢lms by Brotzen et al: for ¢lms
of comparable thickness.40;41 For a-SiO2¢lms, the structure variation is often re-
£ected by the mass density variations. Figure 4 lists the representative data on SiO2

¢lms at room temperature for which mass density data are available. In general,
higher mass density leads to higher thermal conductivity for a-SiO2 ¢lms. For
example, SiO2 ¢lms grown through thermal oxidation have higher thermal conduc-
tivity than PECVD SiO2 ¢lms. Another cause for reduced thermal conductivity in
a-SiO2 is the interfacial layer, where structural imperfections, such as growth de-
fects, microvoids, lattice strain, and even surface contamination, tend to con-
centrate.37�41 Most of the experimental data showing that the thermal conductivity
decreases with decreasing ¢lm thickness in a-SiO2 ¢lms can be explained by the
existence of a thermal boundary resistance between the ¢lm and the substrate.37�41

One more thing to be pointed out is that the trends of thermal conductivity with
temperature in Fig. 3 are di¡erent. Some data show that the thermal conductivity
of a-SiO2 thin ¢lms increases with increasing temperature, similar to the behavior
of bulk a-SiO2. Yet there are also data suggesting that thermal conductivity of SiO2

decreases with increasing temperature, similar to the behavior of crystalline SiO2

(quartz). There are no satisfactory explanations for this contradiction.
Recently, a new form of SiO2, carbon^doped silicon dioxide (CDO), has at-

tracted growing attention because its low permittivity may increase CMOS perfor-
mance limited by the RC delay.42 The permittivity in CDO can be reduced from 4
to 2, and thus CDO is forecast to partially replace SiO2 as the gate material in
microelectronics. In CDO the introduction of carbon can reduce mass density and
permittivity as well as thermal conductivity. The thermal conductivity of CDO is
shown in Fig. 4. This reduced thermal conductivity can impact the thermal manage-
ment of ICs.
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3.2. Thin Film Coatings

A wide variety of dielectric thin ¢lms has attracted much attention for applications
as optical coatings in various optical components, in which high optical power
density may be encountered. The thermal conductivity of optical coatings is an
important parameter in optical element design and damage estimation. Table 1
summarizes the thermal conductivity of commonly used optical coatings. Lambro-
poulos et al: measured oxide and £uoride ¢lms and observed a large di¡erence in
thermal conductivity between thin ¢lms and bulk materials.43 Ristau and Ebert
measured electron^beam-deposited ¢lms of Al2O3, TiO2, HfO2, and Ta2O5 on
fused-silica substrates and found that only Al2O3 had a value close to the bulk.
The other ¢lms had from one to several orders of magnitude lower thermal con-
ductivity than the bulk values.44 Ogden et al: observed that thick (as thick as 85
�m) ¢lms of Al2O3 had an average thermal conductivity of 0.73 W/m-K compared
with 30 W/m-K for bulk polycrystalline Al2O3.45 Henager and Pawlewicz measured
sputtered oxide and nitride ¢lms and showed that thin-¢lm thermal conductivity is
typically 10 to 100 times lower than the bulk values.46 The reduction in thermal
conductivity of these ¢lms is normally attributed to the varied structure and bound-
ary scattering.
Thermal barrier coatings (TBCs) o¡er the potential to signi¢cantly increase the

performance and lifetime of heat engines.47�50 In contrast to optical coatings, TBCs
should have low thermal conductivity, because a high-temperature drop across the

TABLE I Thermal Conductivity (W/m-K) of Optical Coatings

Film/Substrate kFilm kBulk Direction of the
Property

Film Thickness
(�m)

Ref.

TiO2/silicon 0.59 7.4-10.4 Cross-plane 0.060-1.246 43
Al2O3/silicon 0.72 20-46 Cross-plane 0.173-0.462 43
MgF2 0.58 14.6-30 Cross-plane 0.209-0.583 43
AlF3/sapphire 0.31 Cross-plane 0.194-0.544 43
ZrO2/sapphire 0.04 1.1-2.2 Cross-plane 0.151-0.465 43
ThO2/sapphire 0.67 16-26 Cross-plane 0.174-0.396 43
CeF3/sapphire 0.08 Cross-plane 0.128-0.357 43
ThF4/sapphire 0.10 Cross-plane 0.162-0.506 43
Si3N4/silicon 0.15 10 Cross-plane 0.5-2.0 46
Si0:7Al0:3N/silicon 0.82 Cross-plane 0.5-2.0 46
Si0:6Al0:4NO/silicon 0.83 Cross-plane 0.5-2.0 46
BN/silicon 0.32 62(a axis) Cross-plane 0.5-2.0 46
SiC/silicon 0.12 25 Cross-plane 0.5-2.0 46
Ta2O5/silicon 0.12 Cross-plane 0.5-2.0 46
TiO2/silica 0.018 7.4-10.4 �a ��b 44
Ta2O3/silica 0.026 * ** 44
Al2O3/silica 33 20-46 * ** 44
HfO2/silica 0.00077 * ** 44
Al2O3/silicon 1.1-1.7 20-46 Cross-plane 0.5-2.0 36
TiO2/silicon 2.1-6.1 7.4-10.4 Cross-plane 0.5-2.0 36

a Assume the thermal conductivity in the cross-plane same as the in-plane.
b 4-12 quaterwaves of optical thickness at 1.064�m.
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TBC is desired. Today, the standard TBC is partially stabilized zirconia (PSZ)
because of its low thermal conductivity and superior bonding to the alloy or super-
alloy substrate.49;50 The thermal conductivity of PSZ is 0.4^1.2 W/m-K, depending
on the doping oxides, such as Y2O3, CeO2, and MgO2.47;48 The PSZ usually ex-
hibits a weak temperature dependence of thermal conductivity, especially at high
temperature (>1000‡C). One way to reduce the thermal conductivity of PSZ is to
replace some zirconium ions with heavier dopants, such as hafnium. It is reported
that the thermal conductivity of Hf-doped yttria-stablized zirconia can be about
85% of its yttria-stablized zirconia counterpart.47

3.3. Diamond Films

Passive CVD diamond layers have the potential to improve thermal management in
optoelectronics and electronic microstructures because of their high thermal con-
ductivity.1;51;52 The thermal conductivity of polycrystalline diamond ¢lms strongly
depends on grain size, grain orientation, lattice imperfection, impurities, etc., which
are governed by the details of the deposition process. The columnar-grained struc-
ture favors heat conduction normal to the diamond ¢lms. Verhoeven et al:52 ob-
served a large degree of anisotropy in the thermal conductivity of polycrystalline
diamond ¢lms, with the cross-plane thermal conductivity about one order of mag-
nitude higher than its in-plane counterpart. Figure 5c compares the thermal con-
ductivity of a highly-oriented diamond ¢lm to that of a random grain ¢lm, showing
that the former has a much higher thermal conductivity than the latter.53 Heat
conduction in polycrystalline diamond ¢lms can be modeled through the introduc-
tion of a mean free path caused by grain boundary scattering.1

4. THERMAL CONDUCTIVITY OF SEMICONDUCTOR AND SEMIMETAL
THIN FILMS

In semiconductors the electron contribution to heat conduction is usually very
small, depending on the doping concentration. In semimetals, however, both elec-
trons and phonons may contribute to heat conduction. The most important repre-
sentative for semiconductor materials is silicon. This section will ¢rst discuss the
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FIGURE 5 SEM pictures of diamond ¢lms (a) with highly oriented structure and (b) randomly oriented
structure. (c) Thermal conductivity along the diamond ¢lm with highly oriented structure (square) and
randomly oriented structure (circle). The thickness of both samples is around 70 �m. Data from Ref. 53
and the unpublished paper by D. Borca-Tasciuce et al.
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thermal conductivity of silicon thin ¢lms in the forms of single-crystalline, poly-
crystalline, and amorphous states. The second part of this section will be dedicated
to several semimetal thin ¢lms with potential application as thermoelectric materi-
als.

4.1. Silicon Thin Films

The thermal conductivity of single-crystalline silicon ¢lms is an important design
parameter for silicon-on-insulator (SOI) ICs and single-crystalline silicon-mem-
brane-based sensors and actuators. Goodson and co-workers have published a
series of papers on the in-plane thermal conductivity of single-crystalline silicon
¢lms.54;55 Figure 6 summarizes the in-plane thermal conductivity of silicon thin
¢lms in the single-crystal, polycrystalline and amorphous forms. As seen in this
¢gure, the reduction in thermal conductivity of single-crystalline silicon thin ¢lms
compared to bulk is very large at low temperatures but only moderate at high
temperatures. The reduction in thermal conductivity is mainly attributed to inter-
face or di¡use surface scattering.54�56 Since the interface or surface scattering is not
sensitive to temperature, whereas Umklapp scattering grows stronger with tempera-
ture, the relative impact of surface scattering is much larger at low temperatures
than that at high temperatures. The e¡ects of boundary scattering on thermal
conductivity of single-crystalline silicon can be traced to the study by Savvides
and Goldsmid,57 who observed size e¡ects in ¢lms of about of 100 �m after sub-
jecting these ¢lms to proton irradiation. The onset of size e¡ects in such thick
samples was attributed to the fact that short-wavelength phonons are strongly
scattered by the implanted ions, while long-wavelength phonons, having a long
mean free path, are subject to boundary scattering. At low temperatures impurity
scattering, such as ion scattering, will play an important role in thermal transport in
thin ¢lms. Figure 6 shows that the thermal conductivity of single-crystalline silicon
thin ¢lm doped to 1019 cm�3 is reduced by a factor of �2 at 20 K compared to the
undoped sample.
Polysilicon ¢lms can be deposited at high quality and are common in MEMS and

microelectronics. Muller and co-authors measured heavily doped LPCVD polysili-
con ¢lms, using microfabricated bridges.58 They found that the in-plane thermal
conductivity ranged from 29 to 34 W/m-K. Volklein and Batles measured the lattice
and electronic components of the in-plane thermal conductivity in polysilicon ¢lms
heavily doped with phosphorus (�5�1020 cm�3Þ; using a di¡erential method.59

They observed that the total thermal conductivity is around 29 W/m-K at tempera-
tures above 200 K and the electronic component is less than 3%. More recently,
Goodson’s group studied the in-plane thermal conductivity of polysilicon thin ¢lms
with and without doping, shown in Fig. 6.60;61 As seen in this ¢gure, the thermal
conductivity of polysilicon thin ¢lms is strongly reduced at all temperatures, com-
pared to single-crystalline silicon. For a pure polysilicon ¢lm 200 nm thick, the
thermal conductivity is about two orders of magnitude smaller than that of bulk
silicon at temperatures below 100 K, and about 10 times lower than those of
undoped single-crystalline silicon thin ¢lms. This big reduction in thermal conduc-
tivity is due mainly to phonon scattering at the grain boundaries, where the im-
perfection defects populate, and at interfaces and surfaces.60;61 Unlike bulk silicon
and single-crystalline silicon ¢lms, the thermal conductivity of polysilicon ¢lms
increases with increasing temperature in the plotted temperature range, similar to
the trend of speci¢c heat. The undoped polysilicon thin ¢lm 200 nm thick has lower
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thermal conductivity than the doped one 350 nm thick, as seen in this ¢gure. This
indicates that the impurities, such as ions, are not the primary mechanism for
phonon scattering in polysilicon ¢lms. However, it does not necessarily mean
that boundary scattering is dominant because the microstructure also strongly
depends on ¢lm thickness.
Amorphous silicon has thermal properties quite di¡erent from those of single-

crystal or polycrystalline silicon due to its di¡erent structure. The introduction of
hydrogen to amorphous silicon can greatly modify its electrical properties, and thus
amorphous hydrogenated silicon has been widely used in solar cells and thin-¢lm
transistors even though it has poor thermal conductivity.62 Goldsmid et al: mea-
sured a 1.15-�m-thick amorphous silicon at room temperature and obtained a
rather large thermal conductivity, 2.9 W/m-K.63 Pompe and Hegenbarth studied
the temperature dependence of the thermal conductivity in a 26-�m-thick sputtered
amorphous silicon ¢lm in the temperature range of 2^50 K and found that the
thermal conductivity plateau for the amorphous silicon ¢lm occurs at a higher
temperature (30 K) than those of other amorphous dielectric ¢lms (10^15 K),
such as Ge and As.64 Attaf et al. studied the e¡ects of hydrogen content on the
thermal conductivity of amorphous silicon ¢lms and found a systematic trend of
decreasing thermal conductivity for increasing hydrogen content. Besides the dis-
ordered lattice, the mass di¡erence between Si and H seems to further localize the
vibration wave.65 However, Cahill et al: reported a much weaker dependence of the
thermal conductivity on the hydrogen content, and part of their data is shown in
Fig. 6.16 In disordered materials, such as amorphous silicon, heat transport by
lattice vibration can be separated into two regimes. The lattice vibrations with
low energy are wave-like, and thus phonons exist with well-de¢ned wave vector
and wave velocity. On the other hand, Orbach66 proposed that a dominant fraction
of high-energy lattice vibrations is localized and unable to contribute to heat trans-
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port unless anharmonic forces are present. More recent studies suggested that
although high-energy lattice vibrations do not have well-de¢ned wave vector and
wave velocity, the dominant mechanism for heat conduction in amorphous silicon
thin ¢lms should be the coupling between nearly degenerated, extended, but non-
propagating vibrations.16;67

4.2. Semimetal Thin Films

Semimetal thin ¢lms, such as Bi- and Sb-based thin ¢lms, have potential application
as thermoelectrics, which requires low thermal conductivity. Abrosimov et al:6;68

and Volklein and Kesseler69 measured the in-plane thermal conductivity of poly-
crystalline Bi thin ¢lms deposited through thermal evaporation, as well as other
thermoelectric properties. Although bulk single-crystal Bi has a fairly small thermal
conductivity, �5^10 W/m-K depending on the crystallographic direction,70 the
measured thermal conductivity shows size dependence for ¢lms as thick as �1000
nm. Abrosimov et al.68 observed a peak in the thermoelectric ¢gure of merit for Bi
¢lms with a thickness �100 nm and a systematic shift of the peak toward large
thickness as temperature decreases. Such a peak behavior, however, was not seen in
Volklein and Kesseler’s data.69 Volklein and his co-workers also studied the in-
plane thermal conductivity and other thermoelectric thin ¢lms, including Sb thin
¢lms, BixSb1�x thin ¢lms,71 and (Bi1�xSbxÞ2Te3 thin ¢lms.72 For both Bi and Sb
thin ¢lms, after subtracting the electronic contribution to the thermal conductivity
according to the Wiedemann^Franz law, the phonon contribution to thermal con-
ductivity increases with increasing temperature, similar to the behavior of many
polycrystalline silicon thin ¢lms and diamond thin ¢lms. This implies that phonon^
phonon scattering is overplayed by the temperature-independent boundary scatter-
ing in the Bi and Sb thin ¢lms, even in the high-temperature range.
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In the cross-plane direction, Baier and Volklein73 measured the thermal conduc-
tivity of Bi0:5Sb1:2Te3 ¢lms between 50 and 1000 nm, but no thickness dependence
was reported. The thermal conductivity at room temperature is �0.37 W/m-K,
lower than bulk alloys.74 Song et al:75 measured the thermal conductivity of poly-
crystalline CoSb3 and IrSb3 thin ¢lms and their alloy ¢lms. Figure 7 shows the
temperature dependence of the thermal conductivity of these ¢lms and a compar-
ison with their bulk counterparts. A signi¢cant reduction in thermal conductivity is
observed in comparison with bulk counterparts, even for alloy ¢lms. More inter-
estingly, the thermal conductivity of the alloy ¢lm is comparable to ¢lled skutter-
udites. The latter has been used to reduce the thermal conductivity of un¢lled
skutterudites.76

5. SEMICONDUCTOR SUPERLATTICES

Superlattice ¢lms consist of periodically alternating layers of two di¡erent materials
stacked upon each other.77 Modern growth techniques, such as molecular-beam
epitaxy (MBE) and metal-organic chemical vapor deposition (MOCVD), have en-
abled the fabrication of semiconductor superlattices with submonoatomic layer
(ML) precision. Thermal transport in semiconductor superlattices has attracted
considerable attention due to applications in thermoelectric devices11;12;78�82 and
optoelectronic devices such as quantum well lasers and detectors.3;4 To increase
the e⁄ciency of the thermoelectric devices, these ¢lms need to have low thermal
conductivity. On the contrary, thin ¢lms with high thermal conductivity are desired
to dissipate heat in semiconductor lasers and other optoelectronic devices.10 In this
section we emphasize the thermal conductivity of semiconductor superlattices, in
which heat is mainly carried by phonons. Metallic superlattices are also of interest
for short-wavelength applications such as x-ray and deep ultraviolet lithography,
and in magnetic data storage,83;84 although these studies will not be reviewed in
detail here.
The ¢rst experiment on the thermal conductivity of semiconductor superlattices

was reported by Yao.85 He found that the in-plane thermal conductivity of
GaAs/AlAs superlattices was smaller than the corresponding bulk values (obtained
according to the Fourier law with the use of the properties of their bulk constitu-
ents). The anisotropy of thermal di¡usivity in superlattices was experimentally
observed by Chen et al:, who found that the cross-plane thermal conductivity
was four times smaller than that in the in-plane direction for short-period
GaAs/AlAs superlattices used in semiconductor lasers.19 In recent years, extensive
experimental data on the thermal conductivity of various superlattices emerged,
including Bi2Te3/Sb2Te3,86�88 GaAs/AlAs,18;89;90 Si/Ge,91�94 InAs/AlSb,95

InP/InGaAs,96 CoSb3/IrSb3,75 and PbTe-based superlattices.97;98 All these experi-
ments con¢rmed that the thermal conductivities of the superlattices in both direc-
tions are signi¢cantly lower than the corresponding equivalent values calculated
from the Fourier law using the bulk thermal conductivity of their constituent
materials. In the cross-plane direction the thermal conductivity values can de¢nitely
be reduced below that of their corresponding alloys. In the in-plane direction the
reduction is generally above or comparable to that of their equivalent alloys,
although a few experimental data indicate that thermal conductivity values lower
than these of their corresponding alloys are possible.97

The period-thickness dependence of thermal conductivity may be di¡erent for
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di¡erent superlattice groups and di¡erent growth techniques. For a GaAs/AlAs
superlattice the di¡erence in the lattice constants between the adjacent layers is
very small. As a consequence, the critical thickness for the formation of mis¢t
dislocations is very large, and the interfaces can have excellent quality, typically
consisting of only 1^3 MLs mixing region with some long-range lateral
terraces.99;100 In this case the interface quality can remain almost identical over
the considered range of period thickness. Hence, the relative e¡ects of interface
scattering or interface resistance on the superlattice thermal conductivity will de-
crease with increasing period thickness. The experimental data for GaAs/AlAs in
the in-plane direction by Yao85 and in the cross-plane direction by Capinski et al:18

seem to support this idea. Many other superlattice groups, such as Bi2Te3/Sb2Te3
and InAs/AlSb, also exhibit behavior similar to GaAs/AlAs superlattices. Although
Si and Ge have a relatively large di¡erence in lattice constant, a SixGe1�x/SiyGe1�y

superlattice may have a critical thickness much larger than that of superlattice Si/
Ge, depending on the composition. Huxtable et al: have shown that for superlattice
Si /Si0:7Ge0:3 the thermal conductivity scales almost linearly with interface density.96

An interesting observation made experimentally in Bi2Te3/Sb2Te3 superlattices86

(shown in Fig. 8a) and less systematically in GaAs/AlAs superlattices (shown in
Fig. 8b)18 is that in the very thin period limit the thermal conductivity can recover
as the period thickness decreases, and thus a minimum exists in the thermal con-
ductivity when plotted as a function of the period thickness. Unlike GaAs/AlAs
and Bi2Te3/Sb2Te3 superlattices, Si/Ge superlattices have a small critical thickness,
on the order of 10 nm. The data on Si/Ge superlattices by Lee et al:91 and by
Borca^Tasciuc et al:92 plotted in Fig. 9, show that the thermal conductivity initially
increases with period thickness and then drops as the period thickness is increased
beyond 10 nm. This is presumably due to the extension of mis¢t dislocations for
periods larger than the critical thickness.
The temperature dependence of thermal conductivity could be used to dissect the

contribution of di¡erent scattering mechanisms, as shown in Fig. 10. It is well
known that the thermal conductivity of bulk semiconductor materials drops very
fast with increasing temperature in the relatively high temperature range due to
phonon^phonon scattering.101;102 In superlattices the presence of interface scatter-
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ing, as well as dislocation scattering, will signi¢cantly modify the temperature
dependence of thermal conductivity. The interface roughness and substitution al-
loying may account for the di¡use interface scattering, which is not sensitive to
temperature. For both in-plane and cross-plane directions of a GaAs/AlAs super-
lattice, the thermal conductivity was found to decrease with increasing temperature
at the intermediate temperature range, with a slope much smaller than that of the
corresponding bulk materials, especially in the cross-plane direction.89;90 In the
cross-plane direction of Si/Ge and SixGe1�x/SiyGe1�y, the opposite trend was ob-
served, i.e. the thermal conductivity increases with increasing temperature.91�96 In
this case, the temperature-dependent scattering mechanisms, such as Umklapp scat-
tering, do not contribute too much to heat conduction, and the interface scattering
and dislocation scattering that are less sensitive to temperature dominate the trans-
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port. Clearly, the mismatch in acoustic impedance or, more generally, density,
speci¢c heat, force, and lattice constants between Si and Ge is more than that of
GaAs and AlAs, and a larger interface scattering strength is expected for Si/Ge
superlattices. This also contributes to the weaker interface scattering in GaAs/AlAs
relative to that in Si/Ge superlattices.
The e¡ects of the growth and annealing temperatures on the thermal conductivity

of InAs/AlSb superlattices were studied by Borca-Tasciuc and co-workers and they
observed that the thermal conductivity of this superlattice system decreased with
increasing annealing and growth temperature.95 On the other hand, Si/Ge and Ge-
quantum-dot superlattices seem to show an opposite trend.21;80 Although it is
known that the growth and annealing temperature will a¡ect the interfaces and
defects in superlattice, the detailed mechanisms are still not clear.
Current models on phonon transport in SLs are generally divided into three

groups. The ¢rst group treats phonons as totally incoherent particles.22;23;103 The
thermal conductivity is usually calculated with the Boltzmann transport equation
with boundary conditions involving di¡use interface scattering. These particle mod-
els can ¢t experimental data of several SL systems in the thick-period range. Be-
cause the wave features of phonons in SLs are not considered, they fail to explain
the thermal conductivity recovery in the short-period limit with period thickness
less than �5 (bulk) unit cells. The second group of models treats phonons as totally
coherent waves, and thus phonons in di¡erent layers of a SL are coherently corre-
lated, and SL phonon bands can be formed due to the coherent interference of the
phonon waves transporting toward and away from the interfaces.104;105�108 Under
this picture thermal conductivity in SLs is usually calculated through the phonon
dispersion relation in SLs. The calculated conductivity typically ¢rst decreases with
increasing period thickness and then approaches a constant with period thickness
beyond about 10 MLs. The predictions of the coherent phonon picture at the very
thin period limit is similar to some experimental observations, but the thick-period
behavior is contrary to the experimental results observed in many SLs, such as
GaAs/AlAs and Bi2Te3/Sb2Te3, which show an increase in thermal conductivity
with increasing period thickness.86;87;89 The third group of traditional models in-
volves lattice dynamics, which usually leads to a temperature-dependent thermal
conductivity similar to that of bulk crystalline materials, contrary to most experi-
mental observations.
Apparently, neither coherent wave models nor incoherent particle models alone

can explain the period-thickness dependence of thermal conductivity in SLs over
the full period-thickness range because each of them deals with an extreme case.
Simkin and Mahan proposed a modi¢ed lattice dynamics model with a complex
wave vector involving the bulk phonon mean free path, and they predicted a
minimum of thermal conductivity in the cross-plane direction.109 However, the
calculated thermal conductivity reduction is still lower than the experimental
data. Very recently, a partially coherent phonon transport model proposed by
Yang and Chen24 combines the e¡ects of phonon con¢nement and di¡use interface
scattering on the thermal conductivity in superlattices, and is applicable to phonon
transport in the partially coherent regime. The period thickness dependence and
temperature dependence of the thermal conductivity in the GaAs/AlAs superlattices
can be well explained by this model.
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6. CONCLUSIONS

In this chapter we have discussed the experimental data of thermal conductivity in
metallic, dielectric, semiconductor, and semimetal thin ¢lms and semiconductor
superlattices. The major points are as follows:

1. For polycrystalline and single-crystalline ¢lms, the thermal conductivity is dra-
matically reduced compared to their bulk counterparts. Phonon and electron
scattering at boundaries, grain boundaries, or interfaces plays a crucial role in
thermal conductivity reduction. The modi¢ed microstructure in thin ¢lms also
makes signi¢cant contribution to the reduction in thermal conductivity.

2. For amorphous ¢lms with very short phonon mean free path, the microstruc-
tures, particularly mass density and stoichiometry that depend strongly on the
processing conditions, play a more signi¢cant role in thermal conductivity. Most
cross-plane thickness dependence data for ¢lms processed under similar condi-
tions can be explained by the interfacial thermal resistance between the ¢lm and
the boundary rather than size e¡ects arising from the long phonon mean free
path.

3. Thermal conductivity in both the in-plane and cross-plane directions of super-
lattices is signi¢cantly reduced compared to the corresponding bulk values. Some
experimental data show a minimum in thermal conductivity when the super-
lattice period thickness is around a few MLs. A partially coherent phonon
heat conduction model, combining the e¡ects of phonon con¢nement and di¡use
interface scattering on the thermal conductivity in superlattice, can explain the
period-thickness dependence and temperature dependence of the thermal con-
ductivity in the GaAs/AlAs superlattices.

Compared to the large body of work on the electrical properties in thin ¢lms,
research on thermal transport is still relative scarce. Many challenges should be
addressed in future studies, such as measurement techniques, thermal conductivity
modeling, and deeper understanding of the phonon scattering mechanisms. The
relationship between the microstructures, interface conditions, and thermal conduc-
tivity should be emphasized in future experimental research.
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Chapter 2.1

MEASUREMENT TECHNIQUES AND
CONSIDERATIONS FOR DETERMINING
THERMAL CONDUCTIVITY OF BULK
MATERIALS

Terry M. Tritt

Department of Physics and Astronomy, Clemson University, Clemson, SC,
USA

David Weston

Department of Physics and Astronomy, Clemson University, Clemson, SC,
USA
Michelin Americas Research and Development Corporation, Greenville, SC,
USA

1. INTRODUCTION

The accurate measurement and characterization of the thermal conductivity of bulk
materials can pose many challenges. For instance, loss terms of the heat input
intended to £ow through the sample usually exist and can be most di⁄cult to
quantify. This chapter will provide an overview of the more typical measurement
and characterization techniques used to determine the thermal conductivity of bulk
materials. Some of the potential systematic errors that can arise and the corrections
that need to be considered will be presented. This overview is not intended to serve
as a complete description of all the available measurement techniques for bulk
materials, of which there are many. However, it should provide an introduction
and summary of the characterization and measurement techniques of thermal con-
ductivity of bulk materials and give an extensive reference set for more in-depth
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dialogue of the concepts and techniques. In addition, this overview should serve as
an indication of the care that must be taken in performing these measurements.
Many methods exist for the determination or measurement of thermal conduc-

tivity of a material, such as the steady-state (absolute or comparative) technique,1

the 3! technique,2 and the thermal di¡usivity measurement.3 Each of these techni-
ques has its own advantages as well as its inherent limitations, with some techni-
ques more appropriate to speci¢c sample geometry, such as the 3! technique for
thin ¢lms. The 3! technique and methods for the measurement of thermal con-
ductivity of thin ¢lms is discussed in detail in a later chapter.4 Therefore, this
chapter will focus on the measurement techniques that are more appropriate for
‘‘bulk-like’’ solid-state materials. The techniques presented will include: the more
common steady-state method, the comparative technique, the radial £ow method,
the laser £ash di¡usivity method (for high temperatures), the ‘‘pulsed power or
Maldonado technique,’’5 and the parallel thermal conductance (PTC) technique6

(for single-crystal needle-like samples). Thermal conductivity measurements are
di⁄cult to make with relatively high accuracy, certainly better than within 5%.
Many excellent texts and techniques discuss in detail many of the corrections and
potential errors one must consider, and the reader is referred to these re-
ferences.7�10

A word of caution is extended to those who are just beginning to perform
thermal conductivity measurements. Only thorough understanding of the issues
related to these measurements coupled with careful experimental design will yield
the desired goal of highly reliable thermal conductivity measurements. Extensive
e¡orts were expended in the late 1950s and 1960s in relation to the measurement
and characterization of the thermal conductivity of solid-state materials. These
e¡orts were made by a generation of scientists, who for the most part are no longer
active, and this expertise would be lost to us unless we are aware of the great strides
they made during their time. They did not have the advantage of computer data
acquisition and had to painstakingly acquire the data through careful and consid-
erate measurement techniques. The same issues are prevalent today and the same
care has to be employed, yet we have many advantages, such as high-speed, high-
density data acquisition. Hopefully, this chapter will serve not only as a testament
to those researchers of past generations whose great care in experimental design
and thought still stands today but as an extensive resource for the next-generation
researchers. Hopefully, the reader will gain a deeper appreciation of these points in
the following pages. Readers are encouraged to delve into the papers of authors
such as G. White, R. Berman, G. Slack, and R. Pohl, as well as many other superb
experimentalists of their age. An excellent and extensive reference for thermal con-
ductivity measurements can be found in Vol. 1 of Ref. 7.

2. STEADY-STATE METHOD (ABSOLUTE METHOD)

Determination of the thermal conductance of a sample is a solid-state transport
property measurement in which a temperature di¡erence (�T ) across a sample is
measured in response to an applied amount of heating power. This is essentially a
measure of the heat £ow through the sample. The thermal conductivity (�Þ is given
by the slope of a power versus �T sweep at a ¢xed base temperature with the
dimensions of the speci¢c sample taken into account. The thermal conductivity as
derived from a typical ‘‘steady-state’’ measurement method is
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�TOT ¼ PSAMLS=A�T; ð1Þ

where �TOT is the total thermal conductivity, PSAM is the power £owing through the
sample, LS is the length between thermocouples, �T is the temperature di¡erence
measured, and A is the cross-sectional area of the sample through which the power
£ows.

2.1. Overview of Heat Loss and Thermal Contact Issues

However, determination of P SAM is not such a simple task. Typically, an input
power, PIN, is applied to one end of the sample, and the power through the sample
is

PSAM ¼ PIN � PLOSS; ð2Þ

where PLOSS is the power lost to radiation, heat conduction through gases or
through the connection leads, or losses due to heat convection currents. The losses
can be substantial unless su⁄cient care is taken in the design of the measurement
apparatus and setup. These losses cannot be completely eliminated, but as stated an
appropriate experimental design would include design considerations to minimize
or su⁄ciently account for each loss term. For example, the thermocouple wires
should be small diameter (0.001 inch) and possess low thermal conductivity, such as
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FIGURE 1 Diagram of the steady-state thermal conductivity method used in one of our laboratories at
Clemson University (TMT). Small copper wires (£ags) are attached to the samples on which the Cn^Cr
thermocouples (0.001 inch diameter) are attached. A thin resistance heater (100 � strain gauge) is
attached to the top of the sample for the power source, I2R. Phosphor bronze current leads [# 38
(0.004’)] are attached to the strain gauge resistor heater. The typical sample size is 2-3 mm for the width
and/or thickness, and the total sample length is approximately 6^10 mm. (We acknowledge Prof. C.
Uher, Univ. of Michigan, for mounting suggestions).
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chromel or constantan wire. Also, we recommend using phosphor bronze (0.004
inch) lead wires for the input heater power. Phosphor bronze yields a relatively low
thermal conductivity material, yet one that also has reasonable values of electrical
conductivity. Heat loss through the connection wires of the input heater or the
thermocouple leads can be calculated and an estimate obtained for this correction
factor, which is typically less than 1^2% in a good experimental design. Correction
issues related to convection or radiation losses can be more di⁄cult to quantify. An
illustration of a sample mounted for steady-state thermal conductivity measure-
ments is shown in Fig. 1. The heater power is supplied by I2R Joule heating of
a 100-� strain gauge resistance heater attached to the top of the sample. The
complete description of the sample mounting and measurement techniques as
well as a thorough description of the apparatus has been given previously.11 One
advantage of this speci¢c apparatus is that it is mounted on a removable puck
system attached to a closed-cycle refrigerator system for varying the temperature.
This allows the sample to be mounted outside the apparatus and then essentially
‘‘plugged’’ into the measurement system, meaning little ‘‘downtime’’ of the appa-
ratus. The measurement sequence, temperature control and data acquisition are
obtained by a high-density computer-controlled experimental data acquisition pro-
gram that uses Labview software.
The steady-state thermal conductivity technique requires uniform heat £ow

through the sample; therefore, excellent heat sinking of the sample to the stable
temperature base as well as the heater and thermocouples to the sample is an
absolute necessity. Kopp and Slack discuss the subject of thermal anchoring and
the associated errors quite thoroughly.12 It is strongly suggested that each research-
er (and especially students) de¢nitely test any technique (and their mounting skills)
by measuring known standards and comparing values. Insu⁄cient thermal anchor-
ing can be di⁄cult to detect except by experienced researchers. There are, however,
a few systematic ‘‘checks’’ that can be performed to rule out errors due to poor
thermal anchoring. For example, thermal conductivity measurements are very im-
portant for evaluating the potential of thermoelectric materials.13 Two papers give
excellent reviews of the issues related to accurate measurements of the electrical and
thermal transport properties of thermoelectric materials, and readers are encour-
aged to examine them.14;15 The checks previously mentioned typically relate to
simultaneously measuring the thermopower (�) where �VSAM ¼ ��T; using sepa-
rate sample voltage leads attached to the sample. If a signi¢cant time lag exists
between changes in sample voltage and changes in the temperature gradient (mea-
sured by the thermocouples), then this suggests a problem with thermal anchoring.
Since the sample is its own best thermometer, one can compare changes in the
thermocouple voltage to that of the sample voltage as �T is varied, by using an
oscilloscope to measure the time di¡erences in the response of these two voltages to
a change in �T . A poor thermal contact between the thermocouple and the sample
can also be revealed by a change in pressure in the sample space. As the gas or air is
pumped out, the thermal link between the sample and the thermocouple can change
(deteriorate) and the measured thermopower would then change, due to an erro-
neous temperature di¡erence measurement. A large di¡erence between measure-
ments taken under vacuum and in a gas atmosphere usually indicates poor thermal
contact between sample and thermocouple. However, if only thermal conductivity
is measured, heat loss due to convection (or conduction via the gas medium) could
be causing the di¡erences. It is suggested that an individual’s mounting techniques
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be developed for thermopower measurements to more fully understand thermal
contact issues before proceeding with thermal conductivity measurements.
The authors prefer using a di¡erential thermocouple for thermal conductivity

measurements ; thus only two lead wires are coming o¡ of the sample to minimize
conduction heat loss. Each thermocouple leg must be a low-thermal-conductivity
material (Cu leads should be avoided). For faster sample throughput, it is often
desirable to use a permanently mounted thermocouple and thermally anchor the
sample and the thermocouple through a common medium with varnish or some
other thin contacting adhesive. This has advantages but is more likely to cause a
thermal anchoring problem resulting in an erroneous �T reading. At low tempera-
tures, calibration and subtraction of the lead contributions can also be a source of
error ; since �T is smaller, as is the signal-to-noise ratio of the thermocouple
voltage.

2.2. Heat Loss Terms

Heat loss due to radiation e¡ects between the surroundings and the sample, as well
as convection currents or conduction through any lead wires can be substantial.
The radiation loss (which can be quite large near room temperature) is given by

Q ¼ "�S�BAðTSAM4 � TSURR4Þ; ð3Þ

where T SAM and T SURR are the temperature of the sample and the surroundings,
respectively, �S�B is the Stephan^Boltzmann constant �S�B = 5.7 � 10�8 W/m2-K4,
and " (0 < " < 1) is the emissivity. Proper thermal shielding and thermal anchoring
are essential, and a thermal heat shield that is thermally anchored to the sample
heat sink is the ¢rst step. A heat shield and sample probe / base are described in
detail for our apparatus at Clemson University in Ref. 11. One might also attach
heaters at various points along the heat shield to allow the possibility of being able
to match the gradient along the sample. Using a feedback circuit coupled with
computer data acquisition and control can allow this to be automated. It is also
suggested to metal (e.g., Au) plate the inside of the heat shield in order to aid its
re£ectivity. Usually the upper temperature limit for measuring thermal conductivity
of a sample is restricted by radiation losses. A more complete description of the
issues related to high-temperature thermal conductivity measurements can be found
in an extensive chapter by M. Laubitz.16

Thus, one of the disadvantages in using a standard steady-state method is that
for temperatures above T � 150 K, radiation loss can become a relatively serious
problem and the question is how to e¡ectively deal with these losses. For relatively
large samples (short and fat), radiation e¡ects are typically negligible below 200 K.
In order to correct for the radiation loss at higher temperatures, one must either
measure the radiation or determine an estimate for the losses. One way in which to
account for the radiation correction is as follows. Once the total thermal conduc-
tivity (�T Þ is measured, the Wiedemann^Franz Law (�E= L0�T , where L0 is the
Lorentz number, � is the electrical conductivity, and T is the temperature) is used
to extract the electronic contribution (�EÞ to the thermal conductivity from the
previously measured electrical conductivity. From this, the lattice contribution (�LÞ
to the thermal conductivity is then determined, where �L ¼ �T � �E. Upon inspec-
tion of the resulting plot of the lattice thermal conductivity (�LÞ versus tempera-
ture, the curve most likely will exhibit a characteristic temperature dependence
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above the low-temperature phonon peak, the so-called crossover temperature.17

Typically for a crystalline material, �L will exhibit an inverse temperature depen-
dence at high temperatures, �L � 1/T , due to phonon^phonon scattering. Other
types of material may demonstrate other temperature dependence of �L, such as
1/T 0:5, or it may be independent of temperature.18

If the heat conduction and radiation losses have been minimized with the appro-
priate measurement system design, then radiation losses should be very small below
T � 150 K. Therefore, �L versus T is mathematically ¢t above the low-temperature
phonon peak (if one exists) to T � 150 K. This ¢t is applied and the lattice thermal
conductivity is extrapolated to T � 300 K. Then the extrapolated �L and the
measured �L are compared to each other, and their di¡erence is designated by
��L. The sample temperature is given by T + �T , where T is the base temperature,
or the temperature of the surroundings, T SURR (i.e., T = T SURRÞ. After a Taylor
expansion of (T SAMÞ4 - (T SURRÞ4 the radiation loss is found to be proportional to
T 3 as a function of the overall temperature. Thus, if ��L displays a temperature
dependence proportional to T 3, one can be relatively con¢dent that ��L is due to
radiation losses. For example, the quasicrystal sample, shown in Fig. 2, displays a
very characteristic shape; in this case the curve goes as 1/T from 80 K to 150 K.
Above 150 K the curve deviates from this ¢t. If a curve of 1/T is plotted in
conjunction with the calculated lattice and the di¡erence between the two is called
��L, it is observed that, near room temperature, the di¡erence in the calculated

���

���

���

���

���

���

���

	��

� �� ��� ��� ��� ��� ���


��������������������������



� 

�!
��
��

"�
�

��
�#
���

��
$

!
��
%

��
�


 !& ����� ��%�

� ���� �κ

'


�"�� �� �κ

'


� ���� �κ
(

�"�� �� �κ
(

�������� �κ
)
�*�(

�
σ


���

����

����

����

����

����

����

����

��	�

�
��
�

�
��
�

���
��
�

�
��
�

���
��
�

∆κ

�

�
�

���
�

�

T
he

rm
al

 C
on

du
ct

iv
ity

 (
W

 m
-1

 k
-1

)
T

he
rm

al
 C

on
du

ct
iv

ity
 (

W
 m

-1
 k

-1
)

FIGURE 2 Plot of the thermal conductivity as a function of temperature for an AlPdMn quasicrystal.
The total, lattice, and electronic contributions to the thermal conductivity are shown as closed circles,
closed diamonds, and closed triangles, respectively. The �E = L0�T is calculated from the Wiedemann-
Franz relationship discussed in the text. The total, lattice, and electronic thermal conductivities are
labeled, �TOT, �L, and �E , respectively. The di¡erence between the extrapolated or corrected and mea-
sured lattice thermal conductivity, ��L, is plotted as a function of T 3 in the inset, illustrating losses due
to radiation e¡ects.
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and measured lattice thermal conductivity is on the order of 1 W m�1 K�1. An inset
in Fig. 2 shows ��L plotted as a function of T 3, and a very linear curve is observed.
Thus, ��L is assumed to be due to radiation loss that is proportional to T 3 and can
be corrected for in the original measurements. The total thermal conductivity cor-
rected for radiation losses can be determined by adding the calculated electronic
thermal conductivity and the corrected lattice thermal conductivity together. With
this iterative process a ¢rst level of corrections for radiative losses is hopefully
achieved. These corrections should certainly be less than 15^20% at room tempera-
ture, otherwise better experimental design or a di¡erent sample size should be
employed. It also may be necessary to change the emissivity of the sample by
applying a thin coating, but this can contribute to other loss e¡ects.
Heat losses can also be due to convection or circulating gas £ow around the

sample. Heat convection is a more subtle e¡ect and less readily able to quantify as
conduction or radiation losses. The best way to minimize these convection losses is
to operate the measurement with the sample in a moderate vacuum (10�4^ 10�5

torr). If convection is still a problem, then possibly ba¥es can be integrated to
disturb the convection currents.
The other substantial heat loss mechanism is due to heat conduction. Thermal

resistance of leads, heaters, etc., as well as interface anchoring between the sample,
the heater, and the heat sink is important. A high vacuum will certainly reduce the
heat loss due to conduction through any gaseous medium around the sample.
Another source of heat conduction loss is via the thermocouple lead wires or other
measurement leads attached to the sample for temperature measurement. Long lead
lengths of small diameter (small A) with su⁄cient thermal anchoring (so essentially
no �T arises between the sample and shield) are important for minimizing this
e¡ect. One must accurately determine the power through the sample by considering
the various loss mechanisms.
Even if one minimizes or e¡ectively measures many of these losses, the accurate

determination of the sample length (LSÞ and cross-sectional area (A) can be a
challenge to achieving high precision within a 5^10% uncertainty. Again, measuring
known standards and thoroughly calibrating the apparatus are essential to under-
standing its resolution. Several standards with di¡erent values for their thermal
conductivity are suggested. Pyrex and Pyroceram are suggested as low-thermal-
conductivity standards (� < 4^5 W m�1K�1Þ, calibrated 304 stainless steel for
intermediate values (� < 20 W m�1K�1Þ, and HOPG graphite for higher values
(20 < � < 100 W m�1K�1Þ. The latter two can both be obtained from the National
Institute of Standards and Technology.19

3. THE COMPARATIVE TECHNIQUE

Other techniques may also be considered and are just as valid as the previously
described absolute steady-state method. In the comparative technique a known
standard is put in series between the heater and the sample. This technique, also
a steady-state heat £ow technique, achieves the best results when the thermal con-
ductivity of the standard is comparable to that of the sample. Indeed, the same
types of errors and corrections must be considered as for the absolute steady-state
technique. In addition, there are more sources of potential error due to thermal
contact e¡ects in the comparative technique than in the absolute technique, since
more thermal contact points are involved.
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FIGURE 3 Con¢guration for measuring of the thermal conductivity using a comparative technique,
where the sample is in series with a known standard.

FIGURE 4 Con¢guration for measuring thermal conductivity using a radial £ow technique. From Slack
and Glassbrenner, Thermal Conductivity of Germanium from 3 K to 1020 K, Phys. Rev. 120, No 3, (1960).
This requires rather large samples but radiation losses are minimized, thus making it appropriate for
high temperature.

194 Chap. 2.1 � MEASUREMENT TECHNIQUES FOR DETERMINING THERMAL
CONDUCTIVITY



Distiller Server - 67523_BULK.pdf - 000195 of 000290 - February 14, 2005

The power through the standard (�1Þ is equal to the power through the sample
(�2Þ, and if the thermal conductivity of the standards �1 is known, then the thermal
conductivity of the sample, �2, is

�2 ¼ �1fA1�T1L1=A2�T2L2g: ð4Þ

An illustration of a sample mounted for a comparative technique measurement is
shown in Fig. 3. One can also add another standard on the other side of the sample
(i.e., the sample is sandwiched between two known or standard materials), known
as the double comparative technique. But again, more thermal contact points are
added which can be potential sources of error.

4. THE RADIAL FLOW METHOD

The conventional longitudinal heat £ow method can be satisfactory at low tem-
peratures, but serious errors can occur at high temperatures due to radiative losses
directly from the heater and from the sample surface. In the radial heat £ow
method, heat is applied internally to the sample, generally minimizing radiative
losses from the heat source. As presented by Tye,20 radial £ow methods have
been applied to solids having a wide range of thermal conductivities. Since radial
£ow methods are relatively more di⁄cult to apply than linear £ow methods, they
are not commonly employed below room temperature. An illustration diagram of
the radial £ow method is shown in Fig. 4.21

Internal sample heating has been accomplished in a variety of sample geometries,
including imbedding in the sample, at the center of a hollow sample, and by direct
electrical heating of the sample itself. The symmetry of the sample geometry must
correspond to the geometry of the heater and permit inclusion of the heater.
Chapter 4 of Tye20 gives a comprehensive review of ¢ve classes of apparatus in
radial methods.

Class 1. The simplest to employ is a cylindrical geometry with a central source or
sink of power and assumed ‘in¢nite’ length, therefore without end guards.

Class 2. Cylindrical geometry frequently consisting of stacked disks and a central
source or sink but of ¢nite length, therefore having end guards.

Class 3. Spherical and ellipsoidal geometry with a completely enclosed heat source,
having some sample preparation di⁄culties.

Class 4. Concentric cylindrical sample geometry consisting of known and unknown
thermal conductivities with a central heat source or sink and analyzed by
comparative methods.

Class 5. Electrically self-heating samples, having cylindrical geometry where the
radial temperature distribution is analyzed.

In the frequently employed cylindrical symmetry, heat is generated along the axis
of a cylinder. At steady-state conditions the radial temperature ¢eld is measured at
two di¡erent radii. For heat £ow in a cylinder between radii r1 and r2, assuming no
signi¢cant longitudinal heat loss, thermal conductivity � is found by solving

P ¼ �� Tr1 � Tr2½ �=
Zr1

r2

dr

2�r
ð5Þ
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for � :

� ¼ P ln r2=r1ð Þ
2�L�T

; ð6Þ

where P is heat energy input per unit time, L is sample length, �T is the tempera-
ture di¡erence between the thermocouples, and r1 and r2 are the radial positions of
the inner and outer thermocouples, respectively.
Slack and Glassbrenner employed a combination of linear and radial methods to

measure the thermal conductivity of germanium from 3 to 1020 K.22 This was
accomplished by using di¡erent samples in two di¡erent apparatus, and then relat-
ing the two measurements in overlapping temperature ranges by correcting the low-
temperature results to match the high-temperature curve. A conventional linear
method was used below 300 K and a radial method above 300 K to limit error
due to radiation losses. Figure 4, taken from reference 22, illustrates the sample
con¢guration for the radial £ow method. The sample size was relatively large, a 6-
cm-long cylinder with a 1.3-cm radius (but this is generally considered small for a
radial £ow sample). The cylinder was sectioned and longitudinal grooves were cut
for the central heater and thermocouples at r1 and r2, which were cemented in
place. In cylindrical geometry, according to Carslaw and Jaeger, as long as the
length-to-diameter ratio is greater than 4 to 1, the end-loss error is less than
0.5%.23 Since in Eq. (5), � depends on ln(r2/r1Þ, the measurement of r1 and r2 is
less critical than the measurement of thermocouple separation in the linear geome-
try as shown in Fig. 1. Even so, Glassbrenner and Slack reported an improvement
in the radial thermocouple location error from 20% in 1960 to 5% in 1964 by the
use of alumina tubing in holes in the sample.24

More recently (1995), thermal di¡usivity was measured at high temperatures
(800^1800 K) by Khedari et al: by employing a cylindrical geometry radial heat
£ow apparatus and a periodic stationary method.25 In the periodic stationary
method the heat source is sine modulated, creating a radial thermal sine wave
through the sample. Thermal di¡usivity is calculated from the phase ratio and
amplitude ratio coming from the thermocouple signals at r1 and r2. The thermo-
couples were placed in axial holes in the sample. The time constants were adjusted
by adjusting the experimental dimensions.
The uniformity of heat £ow, the in£uence of axial heat £ow (the in¢nite cylinder

assumption), the thermocouple position measurement error, and the disturbance of
the thermal ¢eld around the thermocouples were all experimentally evaluated by
Khedari et al:25 They found a dependency of the measurements on the frequency
and a gap between the di¡usivity calculated from the phase ratio and the di¡usivity
calculated from the amplitude ratio.
Benigni and Rogez26 continued the work of Khedari et al:, and in 1997 they

reported experimental data and a new model showing three factors acting in par-
allel that in£uenced the total thermocouple contact conductance, correcting much
of the error reported by Khedari et al: These three factors, solid conduction at
contact points, gas conduction, and radiation within the drilled hole containing a
thermocouple, were found to be the main problems to be corrected to increase
accuracy.
Radial methods are not often used for low-temperature measurement of thermal

conductivity since relatively easier longitudinal methods usually o¡er satisfactory
results. In addition, the radial £ow method typically requires much larger samples
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than the longitudinal or linear methods, and this can be di⁄cult to achieve with
high-grade research polycrystalline or single-crystal materials. The high-tempera-
ture advantage due to minimum radiative losses from the heat source is the primary
reason to choose a radial method.
The next several techniques will just be summarized, and it is suggested that the

reader refer to the references for a more complete description. Many are not steady-
state measurements but are more like quasi-linear or pulsed power heat £ow meth-
ods. Some are incorporated into commercial systems, and one should contact the
companies for speci¢c details of the measurement systems. A technique that is
becoming popular for thermoelectric materials, as well as for many nonconducting
low-thermal-conductivity systems, is the ‘‘3-! technique.’’2;27 The 3-! technique was
originally developed for measuring the thermal conductivity of glasses and other
amorphous solids and is appropriate for measuring the thermal conductivity of very
thin samples or thin ¢lms. It is discussed in this book.

5. LASER-FLASH DIFFUSIVITY

Another technique for measuring the thermal properties of thin-¢lm and bulk
samples is the laser-£ash thermal di¡usivity method.28 In this technique one face
of a sample is irradiated by a short (� 1 ms) laser pulse. An IR detector monitors
the temperature rise of the opposite side of the sample. The thermal di¡usivity is
calculated from the temperature rise versus time pro¢le. Algorithms exist for cor-
recting various losses typically present in this measurement. The thermal conduc-
tivity is related to the thermal di¡usivity, D = �/�dCp, where �d is the density, and
Cp is the heat capacity. At high temperatures where the heat capacity (CP Þ is a
constant, the thermal di¡usivity measurement essentially yields the thermal con-
ductivity. Therefore, in principal, this technique can be used to measure thermal
conductivity. However, the utility of this method requires fairly stringent sample
preparation requirements. In order to prevent ‘‘£ash-throughs’’ to the IR detector,
there is very little £exibility in the required sample geometry (typically thin disks or
plates). In addition, the sample surfaces must be highly emissive to maximize the
amount of thermal energy transmitted from the front surface and to maximize the
signal observed by the IR detector. Usually this requires the application of a thin
coating of graphite to the sample surfaces. If good adhesion is not achieved, this
coating procedure can potentially be a source of signi¢cant error.
Commercial units are available that allow measurement of thermal di¡usivity at

temperatures from 77 K to �2300 K.29 These units are typically automated and
reasonably easy to use. The thermal di¡usivity is related to thermal conductivity
through the speci¢c heat and sample density; i.e., the laser-£ash method is some-
times used to determine thermal conductivity indirectly when the speci¢c heat and
density have been measured in separate experiments. However, these systems re-
quire a relatively large sample size, a 2-inch diameter disk for some systems. This
can be di⁄cult to obtain for a ‘‘research sample.’’

6. THE PULSE-POWER METHOD (‘‘MALDONADO’’ TECHNIQUE)

Traditional methods for measuring thermal conductivity typically require relatively
long waiting times between measurements to enable the sample to reach steady-
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R(T1)  Heater Resistance 
C(T1)  Heater Heat Capacity 

Bath T0 

K(T1-T0)  Sample Thermal 
Conductance 

I(t) Current Source 

FIGURE 5 Schematic for ‘‘Maldonado’’ technique as described in Ref. 5.

FIGURE 6 Temperature rise and fall for pulsed power for measuring of thermal conductivity using the
‘‘Maldonado’’ technique. From Ref. 5. The time dependence of the temperature di¡erence across the
sample is showing where (��) represents a simulation and (o) represents experimental data.
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state considerations. These time delays may allow various o¡set drifts to in£uence
the measurement. With the pulse-power method described here, the bath tempera-
ture is slowly drifted, while the heater current that generates the thermal gradient is
pulsed with a square wave.5 Maldonado applied this technique in 1992 for the
simultaneous measurement of heat conductivity and thermoelectric power.5 A dia-
gram of the sample setup is shown in Fig. 5. Here we describe only the application
to the measurement of thermal conductivity. Since thermal equilibrium is never
established, time between measurements can be signi¢cantly reduced, facilitating
higher-measurement resolution. The experimental setup is basically the same as in
steady-state measurements except that the heating current is pulsed with a square
wave of constant current, thereby creating small thermal gradients. Figure 6 shows
the response of the sample to the pulsed power with the ‘‘Maldonado’’ method. The
experimental setup is basically the same as in steady-state measurements except that
the heating current is pulsed with a square wave of constant-amplitude current,
thereby creating small thermal gradients. No steady-state thermal gradient is estab-
lished or measured.
The heat balance equation for the heater in Fig. 5 is written as the sum of the

current dissipated in the heater and the heat conducted by the sample:

dQ

dt
¼ CðT1Þ dT1

dt
¼ RðT1ÞI2ðtÞ �KðT1 � T0Þ: ð7Þ

In Fig. 5, dQ/dT is the time rate of change of heat in the heater, T1 is the heater
temperature, C is the heater heat capacity, R is the heater resistance, and K is the
sample thermal conductance.
Since K is a function of temperature, the temperature di¡erence, T1 ^ T0 is kept

small with respect to the mean sample temperature so that K is considered as a
function of mean sample temperature. The bath temperature T0 is allowed to drift
slowly and a periodic square-wave current with period 2� is applied through the
resistance heater, which causes T1 to vary with period 2� . Maldonado arrives at a
solution of Eq. (1) by including several simpli¢cations. Since, CðT Þ, RðT Þ, and
KðT Þ are smooth functions of T , then T0 is used instead of T1 as the argument
of C, R, and K. In addition, an adiabatic approximation is employed by consider-
ing T0 as nearly constant, since the temperature drift is slow compared to the
periodic current. The solution has a sawtooth form as shown in Maldonado’s ¢gure
(Fig. 6). The di¡erence between the smooth curves through the maxima and mini-
ma yields a relation for thermal conductance:

K ¼ RI20
�Tpp

tanh
K�

2C

� �

: ð8Þ

The overall accuracy is reported by Maldonado to be better than 5%, with the
principal error sources being �T measurement and, of course, sample geometry
measurement for calculation of thermal conductivity from the thermal conductance.
An advantage of this method is that the sample temperature is slowly slewed while
the measurement is performed and can save time in the measurement sequence since
achieving a steady-state is not necessary. This technique has recently been employed
in a commercial device sold by Quantum Design Corporation.30
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7. PARALLEL THERMAL CONDUCTANCE TECHNIQUE

Thermal conductivity measurements on relatively small samples are an additional,
yet very important, challenge for the scienti¢c community. For several reasons,
including size dependence e¡ects or, perhaps, natural size limitations, it is impor-
tant to be able to measure these smaller samples. In order to measure the thermal
conductivity of small needlelike single-crystal samples (2.0 � 0.05 � 0.1 mm3Þ; such
as pentatellurides and single-carbon ¢bers, a new technique called parallel thermal
conductance (PTC) was recently developed.6 A thermal potentiometer measurement
method had been developed previous to the PTC technique by Piraux, Issi, and
Coopmans to evaluate the thermal conductivity of thin carbon ¢bers.31 However,
the measurement was quite laborious and tedious.
In the more typical steady-state method for measuring thermal conductivity,

thermocouples are attached to the sample to measure the temperature gradient
and a heater is included to supply the gradient. However, attaching thermocouples
and heaters to small samples essentially minimizes the necessary sensitivity needed
to perform these measurements. Thus, the measurement of the thermal conductivity
of small samples and thin ¢lms has been a formidable challenge, with few successes,
due to heat loss and radiation e¡ects. It is also di⁄cult for the small samples to
support the heaters and thermocouples without causing damage to the sample.
In essence, the PTC technique is a variation of a steady-state technique (P vs.

�T ), which is adapted to measure the thermal conductivity of these types of sam-
ples as described in the following. Due to the inability of a sample of this size to
support a heater and a thermocouple, a sample holder or stage had to been devel-
oped. Figure 7 illustrates the mounting and setup for the PTC technique. This
technique requires that the thermal conductance of the sample holder itself must
be measured ¢rst, which determines the base line or background thermal conduc-
tion and losses associated with the sample stage. The second step consists of attach-

FIGURE 7 Sample con¢guration and mount for measuring thermal conductivity using the PTC techni-
que.
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ing the sample and measuring the new thermal conductance of the system. By
subtraction, PTC is calculated. This conductance is due to the sample, thermal
contacts and blackbody radiation from the sample. The contributions of heater
and thermocouple lead wires and radiation e¡ects of the holder have been sub-
tracted. Of course, one of the necessary components of this technique is the repro-
ducibility of the thermal conductance of the holder as a function of time and
temperature, as well as being able to achieve a very low overall thermal conduc-
tance of the holder. The results from this technique enabled the measurement of
several small samples that could not be measured by other techniques.32 However,
accurate determination of sample dimensions can be a limiting factor in determin-
ing absolute thermal conductivity values.

8. Z-METERS OR HARMAN TECHNIQUE

Another widely used technique for characterizing thermoelectric materials is the
‘‘Harman Technique’’ or Z-meter.33�36 This is a direct method for obtaining the
¢gure of merit, ZT , of a material or a device. Consider the voltage as a function of
time for a thermoelectric material under various conditions. If there is no �T and I
= 0, then V S = 0, where V S is the sample voltage. A current, I, is applied, and the
voltage increases by IRS, where RS is the sample resistance, to the value V IR.
Recall that when a current is applied to a thermoelectric material a temperature
gradient, �T , arises from the Peltier e¡ect (QP ¼ �IT ) and a voltage, V TE, will add
to the IRS voltage. Under steady-state or adiabatic conditions, the heat pumped by
the Peltier e¡ect will be equal to heat carried by the thermal conduction;

�IT ¼ �A�T=L: ð9Þ

One can derive a relationship between ZT and the adiabatic voltage (VA = VIR+
VTEÞ and the IR sample voltage, V 51;52

IR

ZT ¼ VA=VIR � 1 ¼ �2T=��; ð10Þ

where � is the measured electrical resistivity of the sample. This relationship is a
reasonable approximation to ZT but assumes ideal conditions unless corrections
are accounted for, such as contacts, radiation e¡ects, and losses. The ¢rst criterion
is that the sample typically needs to possess a ZT � 0.1. Also, contact e¡ects,
sample heating from the contacts and the sample resistance, should be negligible,
and �T e¡ects from contact resistance di¡erences can also be negligible. The
thermal conductivity can be estimated from the Harman technique in two ways:
¢rst measure R and �, then ZT from Eq. (8), and the thermal conductivity can then
be determined. Another way is to use Eq. (9) in the form

I ¼ �ðA=�TLÞ�T: ð11Þ

Then at a constant temperature, the following relationship holds, where
I ¼ �(A=�TL) �T = �C0�T , where C0 is a constant at a given T . Thus, the linear
part of the slope of an I ��T plot will yield the thermal conductivity. The ZT
determined from the Harman method is essentially an ‘‘e¡ective ZT ,’’ or, in other
words, the operating ¢gure of merit of the device. This technique requires that
essentially no contact resistance e¡ects exist (recall I2fRC1 - RC2g = �PC � �T
across the sample from I2R heating). Information from this technique should be
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compared to the measurements of the individual parameters that go into ZT . It
should not be a substitute for knowing the parameters.

9. SUMMARY

In summary, several methods have been presented and discussed for the experi-
mental determination of the thermal conductivity of a bulk solid-state material.
Much care must be taken in the experimental design of the apparatus and the
evaluation of the resulting data. Issues relating to understanding loss terms such
as radiation or heat conduction were discussed along with issues related to appro-
priate heat sinking of the sample and corresponding measurement lead wires. Sev-
eral techniques were discussed and one must then determine which technique is
most appropriate for the speci¢c sample geometry and the speci¢c measurement
equipment and apparatus available. However, the determination of the thermal
conductivity of a material to within less than 5% uncertainty may be quite formid-
able, and most often a serious limiting factor may be the accurate determination of
the overall sample dimensions.
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Chapter 2.2

EXPERIMENTAL TECHNIQUES FOR THIN-
FILM THERMAL CONDUCTIVITY
CHARACTERIZATION

T. Borca-Tasciuc

Department of Mechanical, Aerospace and Nuclear Engineering
Rensselaer Polytechnic Institute Troy, NY, USA

G. Chen

Mechanical Engineering Department, Massachusetts Institute of Technology,
Cambridge, MA, USA

1. INTRODUCTION

Knowledge of the thermal conductivity of thin ¢lms and multilayer thin-¢lm struc-
tures is critical for a wide range of applications in microelectronics, photonics,
microelectromechanical systems, and thermoelectrics.1�4 The last 20 years have
seen signi¢cant developments in thin-¢lm thermal conductivity measurement tech-
niques.5�8 Despite these advances, the characterization of the thermal conductivity
of thin ¢lms remains a challenging task. Direct measurements of the thermal con-
ductivity, for example, typically require the determination of the heat £ux and the
temperature drop between two points of the sample. Figure 1 shows a typical thin-
¢lm sample con¢guration and the experimental challenges associated with the ther-
mal transport characterization of a thin-¢lm-on-substrate system. Often, the ther-
mal conductivity of thin ¢lms is anisotropic, as with polycrystalline thin ¢lms with
columnar grains9 or superlattices made of periodic alternating thin layers. The
determination of the thermal conductivity in di¡erent directions (e.g., the cross-
plane direction, which is perpendicular to the ¢lm plane, or the in-plane direction
which is parallel to the ¢lm plane) encounters di¡erent challenges. For obtaining
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the cross-plane thermal conductivity, the experiment typically requires ¢nding out
the temperature drop across the ¢lm thickness, which ranges from nanometers to
microns. The di⁄culties consist of (1) creating a reasonable temperature drop
across the ¢lm without creating a large temperature rise in the substrate, and (2)
experimentally measuring the temperature drop across the ¢lm. On the other hand,
the in-plane thermal conductivity measurement may look easier because tempera-
ture sensors can be placed along di¡erent locations on the ¢lm surface. However,
heat leakage through the substrate makes it di⁄cult to determine the actual heat
£ow in the plane of the ¢lm.
To overcome these di⁄culties, di¡erent strategies have been developed to mea-

sure the thin-¢lm thermal conductivity, or thermal di¡usivity, in di¡erent direc-
tions. These strategies are shown schematically in Fig. 2. In the cross-plane direc-
tion, the general strategies involve (1) creating a large heat £ux through the ¢lm
while minimizing the heat £ux in the substrate and (2) measuring the surface
temperature rather than the temperature drop. These can be realized by, for ex-
ample, using microfabricated heaters directly deposited on the ¢lm. Furthermore,
by using a small heater width, the heat £ux going through the ¢lm is large, while
the heat spreading inside the substrate signi¢cantly reduces the temperature drop in
the substrate. Another technique is to use transient or modulated heating that limits
the heat-a¡ected region to small volumes within the ¢lm or its immediate surround-
ings. As for the in-plane direction, one often-used strategy is to remove the sub-
strate, such that the heat £ux through the ¢lm can be uniquely determined, or to
deposit the ¢lms on thin, low-thermal-conductivity substrates, which minimizes
heat leakage. Other methods have also been developed that take advantage of
lateral heat spreading surrounding small heat sources.
In the following sections, di¡erent methods for thin-¢lm thermophysical property

measurements are presented. The techniques are categorized based on di¡erent
heating and temperature sensing methods: electrical heating and sensing based
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characterization challenges

Cross-Plane (⊥⊥⊥⊥) In-Plane (||)
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FIGURE 1 Typical sample con¢guration and challenges raised by the thermal conductivity characteriza-
tion of thin ¢lms. Because the ¢lm typically has anisotropic thermal properties, measurements must be
carried out in both the cross-plane and in-plane directions. For the cross-plane direction the di⁄culties
consist of creating a reasonable temperature drop across the ¢lm without creating a large temperature
rise in the substrate and experimentally determining the temperature drop across the ¢lm. The in-plane
thermal conductivity measurement is a¡ected by heat leakage through the substrate, which makes it
di⁄cult to determine the actual heat £ow in the plane of the ¢lm.
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FIGURE 2 Strategies developed to measure the thin-¢lm thermal conductivity, or thermal di¡usivity, in
di¡erent directions. In the cross-plane direction, the general strategies are creating a large heat £ux
through the ¢lm while minimizing the heat £ux in the substrate and measuring the surface temperature
rather than the temperature drop. For the in-plane direction, often-used strategies are to remove the
substrate such that the heat £ux through the ¢lm can be uniquely determined or to deposit the ¢lms on
thin, low-thermal-conductivity substrates, which minimizes heat leakages. Other methods take advantage
of the lateral heat spreading that surrounds small heat sources.
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TABLE 1. Summary of Thin-Film Thermophysical Properties 
Characterization Techniques

The techniques are categorized based on di¡erent heating and temperature sensing methods: electrical
heating and sensing, optical heating, and combined electrical/optical methods.
The symbols on the right of each method indicate the direction [in-plane (jjÞ, cross-plane (?Þ, or both]

along which the thermophysical properties characterization is performed.
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on microheaters and sensors, optical heating and sensing methods, and combined
electrical/optical methods. The methods presented in this chapter and their range of
applications are summarized in Table 1. Representative methods in each category
are selected for a more detailed discussion. Complementary information on ther-
mophysical property characterization methods can also be found in several other
review papers.5�8

2. ELECTRICAL HEATING AND SENSING

The thin-¢lm thermal conductivity characterization methods presented in this sec-
tion use electrical heating and sensing techniques. Some of the methods to be
discussed employ the heaters also as temperature sensors, while in other techniques
separate heaters and temperature sensors are used. Moreover, some of the techni-
ques use the ¢lm itself as a heater and a temperature sensor. The advantages of
electrical heating and sensing methods, compared to optical heating and sensing
techniques later discussed, are that the amount of heat transfer into the sample can
be controlled precisely and the temperature rise accurately determined. Such infor-
mation makes it easier to obtain the thermal conductivity directly. Many of the
techniques discussed employ microheaters and microsensors because high heat
£uxes can be created and temperature rises can be pinpointed at micron scales.
In the following discussion, the content is further divided into the cross-plane and
the in-plane thermal conductivity measurements.

2.1. Cross-Plane Thermal Conductivity Measurements of Thin Films

Experimentally measuring the temperature drop across a ¢lm thickness that may be
as small as a few nanometers makes the cross-plane thermal conductivity charac-
terization of thin ¢lms a challenging task. Direct probing of the temperature at the
¢lm^substrate interface by electrical sensing is typically hard to achieve without the
removal of the substrate, unless the sensors are fabricated before the deposition of
the ¢lm. If the latter approach is taken, one must ensure that the ¢lms deposited on
the temperature sensors have similar microstructures to the ones used in reality and
that the sensors used are compatible to the fabrication processes. Some measure-
ments on spin-on polymers adopt this approach,10 but for most applications em-
bedding temperature sensors underneath the ¢lm is not practical. Consequently,
several methods have been developed to infer the temperature drop across the ¢lm.
These techniques will be presented in the remainder of this section.

2.1.1. The 3! method

A widely implemented approach for measuring the cross-plane thermal conductivity
of thin ¢lms is the 3! method.11 Although initially developed for measuring the
thermal conductivity of bulk materials, the method was later extended to the ther-
mal characterization of thin ¢lms down to 20 nm thick.11�19 Moreover, the 3!
technique was recently adapted for measurement of the in-plane and cross-plane
thermal conductivity of anisotropic ¢lms and freestanding membranes.20�22 This
technique is currently one of the most popular methods for thin-¢lm cross-plane
thermal conductivity characterization; therefore it is discussed in more detail.
In the 3! method a thin metallic strip is deposited onto the sample surface to act
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as both a heater and a temperature sensor as shown in Fig. 3. An AC current,

IðtÞ ¼ I0 cosð!tÞ; ð1Þ

with angular modulation frequency (!Þ and amplitude I0 passing through the strip,
generates a heating source with power

P ðtÞ ¼ I20Rh cos
2 !tð Þ ¼ I20Rh

2

8
>>:

9
>>;

DC

þ I20Rh cosð2!tÞ
2

8
>>:

9
>>;

2!
; ð2Þ

where Rh is the resistance of the strip under the experimental conditions. Therefore,
the corresponding temperature rise in the sample is also a superposition of a
DC component and a 2! modulated AC component:

T ðtÞ ¼ TDC þ T2! cosð2!tþ ’Þ; ð3Þ

where T2! is the amplitude of the AC temperature rise and ’ is the phase shift
induced by the thermal mass of the system. If the resistance of the heater depends
linearly on temperature, there is also a 2! variation in the resistance of the heater:

RhðtÞ ¼ R0f1þ Crt TDC þ T2! cosð2!tþ ’Þ½ �g

¼ R0 1þ CrtTDCð ÞDCþ R0CrtT2! cosð2!tþ ’Þð Þ2!; ð4Þ

where Crt is the temperature coe⁄cient of resistance (TCR) for the metallic heater
and R0 is the heater resistance under no heating conditions. The voltage drop
across the strip can be calculated by multiplying the current [Eq. (1)] and the
resistance [Eq. (4)] :

V ðtÞ ¼ IðtÞRhðtÞ ¼ I0R0 1þ CrtTDCð Þ cosð!tÞ½ �power source

þ I0R0CrtT2!

2
cosð3!tþ ’Þ

8
>:

9
>;

3! mod
þ I0R0CrtT2!

2
cosð!tþ ’Þ

8
>:

9
>;

1! mod
: ð5Þ

This expression contains the voltage drop at the 1! frequency based on the DC
resistance of the heater and two new components proportional to the amplitude of
the temperature rise in the heater, modulated respectively at 1! and 3! frequencies.
The 3! voltage component is detectable by a lock-in ampli¢er and is used to
measure the temperature amplitude of the heater:

T2! ¼ 2V3!

I0R0Crt
’ 2V3!

CrtV1!
; ð6Þ
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FIGURE 3. (a) cross-sectional view and (b) top view of the heater/temperature sensor deposited on the
¢lm on substrate sample in the 3! method.
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where V 1! is the amplitude of the voltage applied across the heater. The frequency-
dependent temperature rise of the heater is obtained by varying the modulation
frequency of the current at a constant applied voltage V 1!.
One challenge of the 3! technique is measuring the small 3! signals, which are

usually about three orders of magnitude smaller than the amplitude of the applied
voltage. Typically, cancellation techniques are employed to remove the large 1!
voltage component before measuring the 3! signal.11

The heat conduction model used to obtain the substrate and the thin-¢lm thermal
conductivities is of crucial importance to the accuracy of the thermal conductivity
determination. A simpli¢ed model using a line source approximation for the heater,
one-dimensional frequency-independent heat conduction across the thin ¢lm, and
two-dimensional heat transport in a semi-in¢nite substrate, is often used in the data
analysis.12 Under these assumptions the temperature amplitude of the heater can be
written as

TSþF ¼ TS þ p dF
2 bw kF

; ð7Þ

where b is the half-width of the heater, p=w is the power amplitude dissipated per
unit length of the heater, dF is the ¢lm thickness, kF is the cross-plane thermal
conductivity of the ¢lm, and TS is the temperature rise at the ¢lm^substrate inter-
face.
The heater measures only the temperature rise on the top surface of the sample

(TSþF Þ which includes the temperature drops across the ¢lm and substrate. To
determine the thermal conductivity of the ¢lm, one must know the temperature
at the interface between the ¢lm and the substrate (TSÞ. This can be determined by
either of two approaches. One approach is to calculate the temperature rise at the
¢lm^substrate interface. From the line source approximation the temperature am-
plitude of the heater on a bare semi-in¢nite substrate is12;23

T S ¼ p

�w kS
0:5 ln

�S

b2

� �

� 0:5 ln 2!ð Þ þ �

� �

� i
p

4w kS

8
>:

9
>; ¼ p

�w kS
f linearðln!Þ;

ð8Þ

where �S is the thermal di¡usivity of the substrate, � is a constant �1,12 and f linear
is a linear function of ln !. Combining Eq., (7) and (8), it becomes clear that the
substrate thermal conductivity can be determined from the slope of the real part of
the experimental signal as a function of ln(!Þ. We will call this method the slope
method.
A di¡erent way to estimate the temperature drop across a thin ¢lm is to infer it

experimentally. The di¡erential technique23 measures the di¡erence of the top sur-
face temperature rise between the sample and a reference without the ¢lm or an
identically structured ¢lm of lesser thickness. Figure 4 shows the method schematic
and examples24 of the temperature rise measured by 2-�m- and 30-�m-width hea-
ters deposited onto the specimen (TF Þ and reference sample (TRÞ. The sample is a
1.075-�m Ge quantum-dot superlattice ¢lm deposited on the Si substrate with an
intermediate 50 nm Si bu¡er layer. The electrical insulation between the heater and
the ¢lm is provided by an �100 nm SixNy layer.
Although Eq. (7) and Eq. (8) are often used in data analysis, one must bear in

mind that these are approximations and have limitations. A more detailed, two-
dimensional heat conduction model has been developed and used to analyze the
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validity of these simpli¢cations.23 Some of the ¢ndings are discussed later in the
context of an anisotropic ¢lm deposited on an isotropic substrate. The model
indicates that for the line source approximation [Eq. (8)] to be valid (within 1%
error), the thermal penetration depth in the substrate

ffiffiffiffiffi
�S

2!

p
must be at least 5 times

larger than the heater half-width. Also, for the semi-in¢nite substrate approxima-
tion required by Eq. (8) to be valid (within 1% error), the thermal penetration depth
is at least 5 times smaller than the substrate thickness. Since these conditions put
opposite requirements on the frequency range of the measurement, it implies that if
the ratio between the substrate thickness and heater half-width is less than 25, it is
not possible to simultaneously minimize the substrate e¡ects and still satisfy the line
source approximation within 1% error. In addition to these considerations, the
speci¢c heat of the heater and the ¢lm, the thermal resistance of the ¢lm, and
the thermal boundary resistance between the ¢lm and the substrate also a¡ect
the accuracy of Eq. (8) and, consequently, the substrate thermal conductivity de-
termination using the slope method, which is explained in a later section.
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FIGURE 4. Example of an experimentally determined temperature drop across a Ge quantum-dot super-
lattice ¢lm using a di¡erential 3! method. In this method similar heaters are deposited on the sample and
a reference without the ¢lm of interest. The temperature drop across the ¢lm is given by the di¡erence in
the temperature rise of similar heaters under similar power dissipation conditions. If the experiment is
performed using a pair of large-width or narrow-width heaters, the anisotropic properties of the ¢lm may
be determined. The solid lines are calculated by using Eq. (9) and the ¢tted thermophysical properties of
the sample.
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The approximation of steady-state one-dimensional heat conduction across the
thin ¢lm [i.e., Eq. (7)] requires that the substrate thermal conductivity be much
higher than that of the ¢lm. This is easily understood from the limiting case of a
semi-in¢nite substrate deposited with a ¢lm of identical material as the substrate. In
this situation the temperature sensor on the surface measures the same temperature
as without the ¢lm, and, correspondingly, the temperature drop across the ¢lm is
zero (neglecting thermal boundary resistance). Furthermore, Eq. (7) is based on
one-dimensional heat conduction across the thin ¢lm and requires minimization of
the heat spreading e¡ects inside the ¢lm, which depends on the ¢lm thermal con-
ductivity anisotropy KFxy (ratio between the in-plane and cross-plane thermal
conductivities) and the aspect ratio between heater width 2.6 and ¢lm thickness
dF . For example, if the cross-plane ¢lm thermal conductivity is much smaller than
the substrate thermal conductivity and

ffiffiffiffiffiffiffiffiffi
kFxy

p
dF
b <10, the heat spreading e¡ect could

be accounted for by the one-dimensional heat conduction model if the width of the
heater is replaced by a ‘‘corrected’’ width of 2b + 0.76dF

ffiffiffiffiffiffiffiffiffi
kFxy

p
.

In situations where such conditions do not hold, the general expression for the
heater temperature rise on a multilayer ¢lm^on^¢nite substrate system with aniso-
tropic thermophysical properties must be used. Neglecting the contributions from
the heat capacity of the heater and thermal boundary resistances, the complex
temperature amplitude of a heater dissipating p=w W/m peak electrical power per
unit length is23;25

�T ¼ �p

�wky1

Z1

0

1
A1B1

sin2ðb �Þ
b2�2 d�; ð9Þ

where

Ai�1 ¼
Ai

kyiBi

kyi�1Bi�1
� tanhð’i�1Þ

1�Ai
k
yi
Bi

kyi�1Bi�1
tanhð’i�1Þ

; i ¼ from2 to 12 ð10Þ

Bi ¼ kxy i �
2 þ i2!

�y i

8
>>:

9
>>;

1=2

; ð11Þ

’i ¼ Bi di kxy ¼ kx=ky: ð12Þ

In these expressions, n is the total number of layers including the substrate,
subscript i corresponds to the ith layer starting from the top, subscript y corre-
sponds to the direction perpendicular to the ¢lm/substrate interface (cross-plane), b
is the heater half-width, ky and kx are respectively the cross-plane and the in-plane
thermal conductivity of the layer, ! is the angular modulation frequency of the
electrical current, d is the layer thickness, and � is the thermal di¡usivity. If the
substrate layer (i = n), is semi-in¢nite, An = -1. When the substrate has a ¢nite
thickness, the value of An depends on the boundary condition at the bottom surface
of the substrate : An=-tanh(BndnÞ for an adiabatic boundary condition or
An = -1/tanh(BndnÞ if the isothermal boundary condition is more appropriate.
The above analytical expressions do not include the e¡ects of the thermal bound-

ary resistance between the heater and the ¢lm and the heat capacity of the heater.
For a heater of thickness dh and heat capacity (�c)h, with thermal boundary re-
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sistance Rth between the heater and the ¢rst ¢lm, and neglecting heat conduction
e¡ects inside the heater, the complex temperature rise of the heater becomes23

Th ¼ �T þRthp=2bw
1þ �cð Þhdhi2! Rth þ�T2bw=pð Þ ; ð13Þ

where �T is the average complex temperature rise determined from Eq. (9) for a
multilayer-¢lm-on-substrate structure under the same heating power with zero hea-
ter heat capacity and zero thermal boundary resistance. The thermal boundary
resistance, and equivalently, the ¢lm heat capacity and thermal resistance, impacts
the determination of the substrate thermal conductivity when using the slope meth-
od [based on the simple expression in Eq. (7) and Eq. (8)]. Indeed, experimental
results of SiO2 ¢lms on silicon substrates show that the substrate thermal conduc-
tivities determined from the slope method are smaller than standard values,15 and
this trend is attributed to the e¡ect of the additional thermal resistance of the SiO2

¢lm.23

The 3! technique employs modulation of the heat source, which brings several
advantages. One is that the AC temperature ¢eld can be controlled by the modula-
tion frequency. Choosing a reasonably high modulation frequency range, the AC
temperature ¢eld is con¢ned to the region close to the heater such that the substrate
can be treated as semi-in¢nite. This approach avoids the in£uence of the boundary
condition at the substrate side. Another advantage of the modulation technique is
that the AC signal is less sensitive to the radiation heat loss compared to DC
measurement methods. The AC modulation also leads to the possibility of deter-
mining the substrate properties in addition to the ¢lm properties.
Moreover, by performing the measurements over a wide frequency range it is

possible to determine both the thermal conductivity and volumetric heat capacity of
thin ¢lms.26 The thermal conductivity measurement is performed at relatively low
frequencies, where the temperature drop across the ¢lm is frequency independent.
On the other hand, at adequately high frequencies, the heat-a¡ected region can
e¡ectively be con¢ned into the ¢lm, in which case the temperature drop across the
¢lm becomes sensitive also to the volumetric heat capacity of the ¢lm.

2.1.2. Steady-State Method

A steady-state method has also been employed to determine the cross-plane thermal
conductivity of dielectric ¢lms and the thermal boundary resistance between a
microfabricated heater/thermometer and the substrate.27;28 In the 3! technique
just one metallic strip acts as both the heater and the temperature sensor, whereas
in the steady-state method at least two, and sometimes three, strips are deposited
onto the ¢lm. One of the strips has a large width and serves as the heater and the
thermometer for the temperature rise of the ¢lm surface. A second thermometer is
situated in the vicinity of the heating strip and provides the temperature rise of the
substrate at a known distance away from the heater. One can use a two-dimen-
sional heat conduction model and a known thermal conductivity of the substrate,
to infer the temperature rise of the substrate at the heater location from the tem-
perature rise of the second thermometer. If the substrate thermal conductivity is
unknown, a third thermometer situated at a di¡erent position away from the heater
can be used to determine the substrate thermal conductivity. Typically the di¡er-
ence between the temperature of the second thermometer and the temperature of
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the substrate underneath the ¢rst thermometer is small because of the short separa-
tion of the thermometers and because of the large thermal conductivity of the
substrate. The temperature drop across the ¢lm is then determined by taking the
di¡erence between the experimental temperature rise of the heating strip and the
predicted temperature rise of the substrate at the heater location. The heat spread-
ing into the ¢lm is typically neglected for low-thermal-conductivity ¢lms, and a one-
dimensional heat conduction model is used to determine the thermal conductivity
of the ¢lm. For high-thermal-conductivity ¢lms such as silicon, heat spreading may
allow the in-plane thermal conductivity for special sample con¢gurations to be
determined, as discussed later. The thermal boundary resistance between the heater
and the substrate could also be determined by performing the experiment with the
thermometer array deposited directly onto the substrate.27 Because the measure-
ment is done at steady state, the boundary condition at the backside of the sub-
strate is important for determining the temperature underneath the heater.

2.2. In-Plane Thermal Conductivity Measurements

As shown in Fig. 1, the main challenge in determining the in-plane thermal con-
ductivity of a thin ¢lm is estimating the heat transfer rate along the ¢lm because the
heat leakage to the substrate can easily overwhelm the heat £ow along the ¢lm. To
address this issue, several strategies have been developed, such as (1) depositing the
¢lms on thin substrates of low thermal conductivity, (2) making freestanding ¢lm
structures by removing the substrate, (3) using microheaters and temperature sen-
sors and/or special sample con¢gurations to sense the lateral heat spreading in the
¢lm.
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FIGURE 5 Major experimental methods for in-plane thermal conductivity characterization: (a) con¢g-
uration of the membrane method; (b) con¢guration of the bridge method; (c) in-plane heat spreading
methods using buried thermal barriers and narrow-width heaters. A qualitative comparison between the
spreading e¡ects of narrow and wide heaters is shown.

Sec. 2 � ELECTRICAL HEATING AND SENSING 215



Distiller Server - 67523_BULK.pdf - 000216 of 000290 - February 14, 2005

Several in-plane thermal conductivity measurements have been developed with
the ¢rst two strategies by making suspended structures.29�40 Representative con-
cepts are shown in Fig. 5. In one con¢guration the heater and temperature sensors
are fabricated on a large membrane (Fig. 5a).30�39 The membrane can be a thin-
¢lm-on-thin-substrate structure suspended between massive heat sinks;29;30 or the
substrate underneath the ¢lm may be removed over an area, making the ¢lm a free-
standing structure with the frame playing the role of a heat sink.32�38 In both
situations, heat generated from the heater spreads from the middle of the mem-
brane toward its edges and the temperature pro¢le is detected by one32 (the heater
itself), two,34�38 or more thermometers39 situated at various locations of the mem-
brane. Alternatively, the membrane can be shaped as a cantilever beam and the
heater can be suspended at one edge,33;35;40 in which case the heat will be conducted
toward the heat-sink edge of the ¢lm. On the other hand, if the membrane is
conducting or semiconducting, another con¢guration shown in Fig. 5b is to shape
the membrane into a bridge and to pass current directly through the ¢lm.29;31 In
this case heat spreads out along the bridge axis direction and the average tempera-
ture of the bridge is measured and correlated to the thermal conductivity.
The in-plane thermal conductivity of ¢lm-on-thick-substrate systems can be mea-

sured by exploring the heat spreading e¡ect (Fig. 5c) into the ¢lm by using small
heaters10;23 or buried thermally insulating layers, which provide additional thermal
resistance between the ¢lm and the substrate, to force more heat £ow along the ¢lm
plane direction.41;42

The foregoing strategies and their applications to various in-plane thermal con-
ductivity methods will be discussed in greater detail.

2.2.1. Membrane Method

The principle of the membrane method for the in-plane thermal conductivity char-
acterization is shown in Fig. 5a. The membrane ¢lm is supported around the edges
by a relatively massive frame, usually the substrate onto which the ¢lm is grown,
which also plays the role of heat sink. In the middle of the membrane, parallel with
the membrane width, a thin, narrow strip of electrically conducting material acts as
a heater and temperature sensor when electrical current passes through it. The
temperature rise of the heater is determined typically by measuring the change in
its electrical resistance. The experiments are performed in a vacuum ambient to
minimize the e¡ect of convection heat transfer. The temperature response of the
strip under steady-state, pulsed, and modulation heating, coupled with appropriate
heat transport modeling, can be used to determine the thermal conductivity, ther-
mal di¡usivity, and heat capacity of the membrane.
Steady-State Methods. The steady-state heating method for in-plane thermal

conductivity measurement is discussed ¢rst, followed by transient heating techni-
ques. In the simplest case, assuming one-dimensional steady-state heat conduction
in the plane of the ¢lm and along the direction perpendicular to the axis of the
heating strip, the thermal conductivity of the ¢lm can be determined as

k ¼ pL

wd ðTh � TsÞ ; ð14Þ

where p=w is power dissipated in the heater per unit length, L is the distance from
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the heater to the heat sink, Th is the heater temperature rise, and Ts is the tem-
perature of the sink.
If the membrane is made of more than one ¢lm, and/or the substrate is not an

ideal heat sink, a more complex thermal resistance network should be employed
instead. Figure 6 shows an example of a one-dimensional thermal network used to
describe the heat conduction in a Si membrane.43 In this experimental con¢guration
the heater at the center of the membrane, which also acts as a resistive thermo-
meter, is electrically insulated from the Si membrane by a Si3N4 layer. The thermal
resistance network thus includes the thermal resistance of the Si3N4 ¢lm directly
underneath the heater, the silicon membrane resistance, the spreading thermal
resistance of the substrate, and contact resistance between the silicon substrate
and a large heat sink. The spreading resistance in the substrate and thermal contact
resistance can be important if the measured membrane has a relatively high thermal
conductivity. In order to determine the substrate spreading resistance, a tempera-
ture sensor should be deposited on the substrate at the place where the membrane
meets the substrate. Alternatively, temperature sensors can also be deposited on the
membrane. Such an arrangement, however, can lead to complications due to the
(usually) high thermal conductivity of the sensor material, which can create addi-
tional heat leakage along the temperature sensors. Figure 7 shows the various
thermal resistances determined experimentally as a function of temperature. The
thermal resistance of the Si3N4 layer is determined from experimentally measured
thermal conductivity of the Si3N4 layer by using the 3! method. The in-plane
thermal conductivity of the silicon membranes is calculated by isolating the thermal
resistance of the membrane, RMembrane, from the total thermal resistance, Rheater,
after subtracting the thermal resistance of the Si3N4 layer underneath the heater.
The combined spreading and the contact resistance in the substrate and between the
substrate and sample holder are determined by the edge temperature sensor. Figure
7b shows an example of the measured thermal conductivity of a 4.67-�m-thick
silicon membrane, as determined by the aforementioned method, together with
bulk experimental data of silicon.
Several conditions must be met in order to ful¢ll the one-dimensional approx-

imation: (1) the designed geometry of the membrane must force heat conduction in
the ¢lm along the direction perpendicular to the heater length; (2) the heat con-
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FIGURE 6. (a) Sketch of the sample and (b) thermal resistance network for a membrane on a nonideal
heat sink.
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duction loss along the heater and temperature sensors must be reduced to a mini-
mum; (3) radiation loss must be minimized.
One way to address the ¢rst requirement is to shape the membrane as a cantilever

beam connected with just one side to the substrate while the heater is suspended at
the opposite side,33;35 as opposed to anchoring the membrane with all sides to the
substrate. To reduce heat conduction loss along the heater and temperature sensors,
one can use IC fabrication methods to minimize the heater/sensor cross-sectional
area. Finally, the radiation heat loss can be reduced by performing the experiments
under small temperature rise or by coating the high-temperature-rise areas with
low-emissivity materials. However, if the aforementioned conditions cannot be
met, more sophisticated heat transport models must be applied to determine the
in-plane thermal conductivity of the ¢lm. Alternatively, AC or transient-based
heating and measurements can reduce the e¡ects of heat loss through the metal
heater and by thermal radiation.34

The following paragraphs describe several implementations of in-plane thermal
conductivity characterization by steady-state membrane methods. In the ¢rst ex-
ample bulk heaters and temperature sensors are employed, while in the second
example the membrane is instrumented with a microfabricated heater and micro-
fabricated temperature sensors. Additional reports using microfabricated test struc-
tures are brie£y discussed.
In one of the earliest methods40 to determine the in-plane thermal conductivity of

thin ¢lms, pairs of ¢lm-on-substrate and bare substrate specimens with identical
dimensions are mounted with one side onto a large common block while the other
sides are suspended. On the side opposite to the common block, a small piece of
lead sheet serving as a radiative heat sink is attached to each membrane. The
experiment is carried out in vacuum by heating the common block above the
ambient temperature, which is kept constant. The method does not use microfab-
ricated thermometers. Instead, ¢ne thermocouples are used to monitor the tempera-
ture of the common block and each suspended heat sink. The heat transfer rate
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FIGURE 7 (a) Experimentally determined thermal resistance, including the total heater thermal resis-
tance, the Si3N4 thermal resistance, and the heat sink thermal resistance for sample con¢guration as
shown in Fig. 6(a); and (b) thermal conductivity of a 4.67-�m single-crystal silicon membrane together
with that of bulk silicon crystal.
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through each sample is calculated from the radiative heat loss to the ambient of the
suspended heat sink. A one-dimensional heat conduction model is used to relate the
temperature drop along the samples to the heat transfer rate and to infer the
thermal conductivity of the ¢lm from the di¡erence between the e¡ective thermal
conductivities of the ¢lm-on-substrate and bare substrate samples. The method
relies on one’s capability of making geometrically identical sample and substrate
specimens, with identical heat sinks attached to each sample, and is limited to ¢lm-
on-substrate systems on which the in-plane heat conduction along the ¢lm is sig-
ni¢cant compared to the total heat £ow through the ¢lm-on-substrate system, such
as copper ¢lms on thin mica substrates where the reported contribution of the ¢lms
was �30^35%. Moreover, careful consideration must be given to radiation loss
through the membrane itself if the sample has a large emmissivity or if the experi-
ment is performed at high temperature.
In this technique the ¢lm thermal conductivity was extracted from the thermal

conductivity of the ¢lm-on-substrate system. For su⁄cient accuracy the product of
thermal conductivity and ¢lm thickness must be comparable to the product of
thermal conductivity and substrate thickness. One strategy is to deposit the ¢lms
on thin substrates of extremely low thermal conductivity. In this method,30 two
opposite sides of the membrane are anchored between two relatively massive copper
blocks, which serve as heat sinks. Through microfabrication techniques, a heater/
temperature sensor is deposited in the middle of the freestanding section of the
membrane, with its axis parallel to the membrane sides that are anchored to the
copper blocks. The heat transfer model assumes the heat £ow within the foil is
essentially one dimensional and takes into account radiation losses and the heat
conduction loss at the edges of the heater. To determine simultaneously the un-
known thermal conductivity and emmissivity of the membrane, one performs mea-
surements on at least two identical foils of the same thickness but di¡erent lengths.
The properties of the insulating foils are ¢rst measured. Then thin ¢lms, either
electrically conducting or insulating, can be deposited onto the free side (no heater)
of the foils, and the experiment is repeated. The ¢lm properties are extracted by
subtracting the foil properties from the e¡ective thermal properties of the ¢lm-on-
substrate system. The method allows for in situ thermal conductivity measurement
of thin ¢lms during deposition.
In this example the heating and sensing strips were patterned on the membrane

through microfabrication technology.44 Due to its intrinsic advantages, such as ease
of miniaturization, integration, and batch fabrication, microfabrication is employed
to make better test structures for the in-plane thermal conductivity measurements.
For example, the technology may allows us to selectively remove the substrate from
underneath a well-de¢ned area of the ¢lm. Film-only freestanding test structures
fabricated in this way make it possible to determine the in-plane thermal conduc-
tivity of low-thermal-conductivity thin ¢lms deposited on thick and high-thermal-
conductivity substrates. This approach has been used, for instance, to determine the
thermal conductivity of silicon nitride,34 SiO2^Si3N4 sandwich ¢lms,32 thermal
CMOS MEMS ¢lms,35 doped polysilicon,36 and single-crystal silicon ¢lms,38 which
were all initially deposited on silicon substrates. Moreover, microfabrication facil-
itates deposition of thermometer arrays for measuring the temperature pro¢le of
the membrane at variable distances from the heater.34�39 With a small constant
current passing through the sensor strip, the voltage change across the sensor
re£ects the temperature changes of the ¢lm at the sensor location. This strategy
reduces the uncertainty due to the unknown thermal boundary resistance between
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the heater and the ¢lm underneath. However, when multiple-sensor arrays are used,
the heat losses introduced by the sensors must be minimized.39

Transient Heating Methods. This section addresses thin-¢lm in-plane thermophy-
sical properties characterization methods based on transient or periodic electrical
heating and the corresponding temperature sensing. The heating source is obtained
by passing a nonsteady electric current through the heating strip. Relative to the
time dependence of the heating source, the transient techniques can be categorized
as pulse and modulation techniques. Some techniques are used to determine both
thermal conductivity and thermal di¡usivity of the ¢lm, since under transient heat-
ing the temperature response of the ¢lm depends also on its thermal mass. In the
following, the pulsed heating technique is presented ¢rst, followed by the modula-
tion heating technique.
The heat pulse method employs a heat pulse induced by passing an electric

current pulse through the heating strip. For a rectangular heat pulse of duration
t0 and for a simple one-dimensional transient heat conduction model, the analytical
solution for the temperature response T (x; t) of a thin ¢lm membrane is34

T x; tð Þ � T0 ¼ 2A
k

L� xð Þ þ
X1

n¼0

Bn cos �nxð Þ exp ���2
nt

� �
for 0 < t < t0;

ð15Þ

T x; tð Þ � T0 ¼
X1

n¼0

Bn cos �nxð Þ exp ���2
nt

� �
1� exp ��2

nt0
� �� �

for t > t0;

where � is the thermal di¡usivity along the membrane, 2A is the magnitude of the
heat £ux along x, and

Bn ¼ � 16AL

kð2nþ 1Þ2�2 ; �n ¼ 2nþ 1ð Þ�
2L

: ð16Þ

The experiments measure the transient temperature pro¢le at the sensor position
during and after the heat pulse. If the speci¢c heat and density of the sample are
known, the thermal di¡usivity or the thermal conductivity can be found by ¢tting
the experimental temperature pro¢le with the help of Eq. (15). Some examples using
the electrical pulse heating technique include thermal di¡usivity measurement of
freestanding silicon nitride ¢lms,34 thermal di¡usivity and speci¢c heat capacity of
SiO2^Si3N4 sandwich ¢lms,34 and heat capacity of thin organic foils.30 A one-
dimensional theoretical model which includes radiative heat transfer is presented
in Ref. 30.
Modulation heating techniques employ an AC current modulated at angular

frequency ! passing through the heating strip, which generates a DC and an AC
heating component modulated at 2!. This is similar to electrical heating in the 3!
method. The solution for the temperature rise in the membrane is the superposition
between a DC temperature component and an AC temperature (T acÞ modulated at
2! angular frequency. For modulation frequencies where the thermal penetration
depth is much larger than the thickness, the temperature gradients across the
membrane thickness can be neglected and heat transfer assumed to take place
just in the plane of the membrane. Using complex representation, one can write
the temperature rise at a position x away from the heater as
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Tac ¼ � xð Þei2!t; ð17Þ

where � is the complex amplitude of the ac temperature rise. In a purely one-
dimensional heat conduction model with no convection and radiation losses, the
solution for the complex temperature rise in the semi-in¢nite membrane is

� xð Þ ¼ q

km

1
1þ e2mL

emx � em 2L�xð Þ
h i

; ð18Þ

where q is the amplitude of the heat £ux generated by the heater and m ¼
ffiffiffiffiffi
i2!
�

q
.

Due to the membrane symmetry, half of the generated heat £ux in the heater
contributes to the temperature rise. Equation (15) contains both the amplitude
and the phase of the AC temperature and can be used to determine the thermo-
physical properties of the ¢lm by ¢tting the experimental temperature signals col-
lected at di¡erent locations and modulation frequencies. Furthermore, if L! 1
(the heater is far away from the heat sink), Eq. (15) becomes

� xð Þ ¼ q

km
e�mx; ð19Þ

after taking the logarithm of the temperature amplitude, we obtain for Eq. (16):

ln Amp � xð Þ½ �f g ¼ ln
q

k

ffiffiffiffiffiffiffiffiffiffi
0:5�

p� �
� 0:5 ln !ð Þ �

ffiffiffiffi
!

�

r

x: ð20Þ

The phase of the temperature signal is

phase ¼ �

4
þ

ffiffiffiffi
!

�

r

x: ð21Þ

Equations (17) and (18) suggest several ways to back out the thermal di¡usivity
of the ¢lm. If the thermal signal is collected at the same frequency for di¡erent
locations (using an array of thermometers), the thermal di¡usivity of the membrane
can be inferred from the slopex of the phase (in radians) and/or the slope of the
ln(Amp) plotted as a function of location x :

� ¼ !

slope2x
: ð22Þ

Furthermore, if the signal is collected at the same location x0 but for di¡erent
modulation frequencies, the thermal di¡usivity of the membrane can be inferred
from the slope ffiffiffi

!
p of the phase and/or the slope of the ln(Amp*

ffiffiffi
!

p Þ plotted as a
function of

ffiffiffi
!

p
:

� ¼ x20
slope2 ffiffiffi

!
p : ð23Þ

In order to determine the thermal conductivity of the membrane, the temperature
amplitude for di¡erent modulation frequencies is collected at x = 0 and plotted as a
function of 1ffiffiffiffi

2!
p . Equation (17) implies

ffiffiffiffi
�

p
k

¼ slope 1= ffiffiffiffi
2!

p

q
: ð24Þ
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Therefore, the thermal conductivity can be extracted by using the previously de-
termined values of the ¢lm di¡usivity.
Examples using the modulation heating technique include in-plane thermal dif-

fusivity characterization of silicon nitride ¢lms34 and Si/Ge superlattice structures.39

For instance, Fig. 8 shows the in-plane thermal di¡usivity of a freestanding Si/Ge
superlattice membrane,39 calculated by using Eq. (19) for both amplitude and phase
signals and as a function of modulation frequency. At low frequencies the one-
dimensional approximation is not valid, and the model yields frequency-dependent
values for thermal di¡usivity. For frequencies larger than 40 Hz the calculated
thermal di¡usivity becomes frequency independent, indicating the applicability of
the one-dimensional model. In order to include the e¡ect of lateral heat spreading,
an analytical two-dimensional heat conduction model was also developed.39

2.2.2. Bridge Method

The principle of the bridge method for the in-plane thermal conductivity character-
ization is shown in Fig. 5b. The method is only applicable if a current can pass
through the ¢lm itself or another conducting layer with known properties deposited
onto the ¢lm. The ¢lm is patterned as a thin strip, which bridges the gap between
two heat sinks. The ¢lm itself serves as a heater and temperature sensor when an
electric current passes through it. The temperature rise of the heater is determined
by measuring the change in its electrical resistance. Similar to the membrane meth-
od the experiments are performed in a vacuum ambient to minimize the e¡ect of
convection heat transfer. The temperature response of the strip under steady-state,
pulsed and modulation heating, coupled with appropriate heat transport modeling,
can be used to determine the thermal conductivity, thermal di¡usivity, and heat
capacity of the ¢lm.29 In the following, applications of steady-state and transient,
bridge method will be discussed.
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FIGURE 8 Thermal di¡usivity of the ¢lm calculated based on Eq. (19) as a function of the modulation
frequency of the current. At low frequencies, the one-dimensional approximation is not valid, and the
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Steady-State Methods. The bridge method constrains the heat £ow to one dimen-
sion. In this sense it avoids the potential complication of two-dimensional heat
conduction e¡ects in the membrane. However, the thermal conductivity depends
on temperature pro¢le along the bridge, which further depends on the radiation
and convection heat losses (if the measurement is not done in vacuum) and on the
thermal resistance at the two ends of the bridge. In a one-dimensional steady-state
model, neglecting convection e¡ects, the average temperature of the bridge TM is45

TM � T0 ¼ I2RðT0Þ
�2kdw=2Lþ 16"�T 3

0Lw
; ð25Þ

where � is the Stefan^Boltzmann constant, T0 is the ambient and heat sink tem-
perature, " is emissivity of the bridge surface, and R is the bridge electrical resis-
tance. The unknown thermal conductivity and emissivity can be determined simul-
taneously by performing measurements on identical ¢lms that have di¡erent bridge
lengths. The technique has been employed, for example, to determine the in-plane
thermal conductivity of bismuth ¢lms29 deposited on thin insulating foils, enabling
one to measure the thermal conductivity of ¢lms as thin as 10 nm and with low
thermal conductivities (1 W/m-K). The ¢lms are evaporated onto very thin organic
foils, as thin as 40 nm and with a thermal conductivity of 0.2^0.25 W/m-K. How-
ever, to ¢nd the thermal conductivity of the ¢lm, the substrate thermal conductivity
must be known since the method does not apply for nonconducting materials (such
as the organic foils used for substrates). Other in-plane thermal conductivity mea-
surements using the steady-state bridge method have been reported for uniformly
doped polysilicon bridges.31

A di¡erent embodiment of the bridge method is applicable to materials that
allow embedding the heater within a spatially well-de¢ned region of the bridge
by locally changing the electrical resistivity of the materials. This allows for loca-
lized heat generation and temperature sensing. One example of this approach is the
thermal conductivity measurement of heavily doped low-pressure chemical-vapor-
deposited polycrystalline silicon ¢lms.31 In this method the polycrystalline silicon
¢lm is patterned in the shape of a bridge suspended above the silicon substrate on
oxide pillars. The bridge has a narrow, lightly doped region at its center and is
heavily doped elsewhere. The resistance of the heavily doped region is negligible
compared with that of the lightly doped region. This doping pro¢le concentrates
heating and temperature sensing at the center of the bridge when a current passes
through it. Under a simple one-dimensional heat conduction model, neglecting
convection and radiation losses, the temperature pro¢le along the bridge is linear.
Moreover, if the bridge supports remain at the ambient temperature during heating,
the thermal conductivity of the bridge can be determined from the slope of the
power dissipated in the center region as a function of the center temperature of the
bridge. However, to infer the temperature of the heater region, the temperature
dependence of resistance must be carefully calibrated. One strategy is to submerge
the setup in an oil bath with controlled temperature and to measure the current^
voltage characteristic of the bridge as a function of the bath temperature. Ideally,
small currents should be used during the calibration such that negligible heating is
produced into the bridge and the system can be considered isothermal. However, if
the probing currents are large, the heating of the bridge center above oil tempera-
ture must be considered.31 The heating of the bridge supports may also need to be
taken into account.31
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Transient Heating Methods. By using heat pulse and modulation heating, one can
adapt the bridge method to determine the thermal di¡usivity or the speci¢c heat
capacitance of the ¢lm. Pulse heating is discussed ¢rst.
In pulse heating, when an electric current is pulsed through the ¢lm the instan-

taneous experimental temperature rise of the ¢lm is related to the time constant of
the bridge by45

TM � T0 � 1� exp �t=�ð Þ½ �: ð26Þ

With a one-dimensional transient heat conduction model (which includes radiation
loss), the time constant can be related to the speci¢c heat capacity of the bridge45

by

� ¼ �cd2Lw
�2kdw=2Lþ 16"�T 3

0Lw
: ð27Þ

where � is density and c is speci¢c heat of the bridge.
Therefore, in combination with the steady-state method, which yields the thermal

conductivity of the ¢lm, the transient heat pulse method can be employed to
determine the speci¢c heat or thermal di¡usivity. To measure the speci¢c heat,
one monitors the time dependence of the average ¢lm temperature immediately
after turning on the heating voltage in a form of a step function, and ¢ts the
experimental time constant with Eq. (27). For a ¢lm-on-thin-substrate bridge, the
speci¢c heat of the substrate foil must be known and cannot be much larger than
the ¢lm in order to perform the speci¢c heat measurements accurately.
Modulation heating employs an AC current passing through the bridge. Similar

to discussions from previous sections, through thermoresistive e¡ects the modula-
tion heating generates a 3! voltage proportional to the amplitude of the tempera-
ture oscillations of the bridge. Thus, a model for heat transport under modulation
heating in the bridge setup was developed.46 At low and high frequencies the exact
solutions can be approximated with simpler expressions, facilitating the determina-
tion of thermal conductivity and heat capacitance of the ¢lm.
At low modulation frequencies the heat capacitance of the bridge has little e¡ect

on temperature rise. The thermal conductivity can be determined from the follow-
ing relation between the root-mean-square values of 3! voltage (Vrms

3! Þ and current
(IrmsÞ, and the sample’s length 2L, cross section �, thermal conductivity k, electrical
resistance R, and dR/dT(R’) :

V rms
3! ¼ 4I3rmsRR

;
2L

�4k�
ð28Þ

At high modulation frequencies the temperature signal is dominated by the heat
capacity of the sample, which can be determined from the approximate expression
of the 3! signal:

V rms
3! ¼ I3rmsRR

;

4!�c2L�
: ð29Þ

Therefore, performing the measurements over a wide frequency range allows both
thermal di¡usivity and thermal conductivity of the ¢lm to be determined with this
method.
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2.2.3. In-Plane Thermal Conductivity Measurement Without Substrate
Removal

The in-plane thermal conductivity methods presented use thin freestanding struc-
tures in order to force heat transport in the plane of the ¢lm. The techniques
require either substrate removal, which implies additional complexity in making
the test structures, or depositing the ¢lms on thin and low-thermal-conductivity
supporting ¢lms, which may not be applicable generally, for example, if ¢lms must
be grown epitaxially. Techniques for in-plane thermal conductivity measurements,
without requiring the test structure preparations we have discussed, are presented
here and shown schematically in Fig. 5c. Some of the techniques can be employed
for simultaneous in-plane and cross-plane thermal conductivity characterization.
In one technique the ¢lm to be measured is separated from the substrate by a

low-thermal-conductivity layer.41;42 The heat source can be a heating strip deposited
onto the ¢lm surface42 or a low-resistivity region embedded into the ¢lm41 (if the
¢lm is semiconducting). When an electric current is passed through the heater, its
temperature rise is sensitive to the in-plane thermal conductivity of the ¢lm. In one
report41 the steady-state temperature distribution in the ¢lm plane is detected by
electrical resistance thermometry in metallic strips deposited parallel to the heater
at various distances. A heat conduction model was developed to back out the
thermal conductivity of the ¢lm from the experimental temperature rise and input
power. The model considers heat conduction along the ¢lm and across the thermal
barrier layer to the substrate. In a di¡erent example modulation heating and detec-
tion in just one strip were used.42 If a semiconducting heating strip de¢ned by pn
junctions is also used as a temperature sensor, particular attention must be given to
temperature calibration because the temperature coe⁄cient of resistance of semi-
conductors obtained under nearly isothermal calibration conditions may not be
applicable to the experimental condition that has a large temperature gradient
across the space-charge region of the pn junction.
The heat spreading e¡ect was obtained in the foregoing method with a low-

thermal-conductivity layer underneath the ¢lm to force more lateral heat spreading.
Alternatively, a similar e¡ect can be obtained by using small-width heaters.20;22;23

No thermal barrier layers are necessary in this case. This method requires the
simultaneous determination of the cross-plane thermal conductivity, which can be
obtained with a larger-width heater (sensitive to the cross-plane transport). The
temperature rise of the heating strip subjected to modulation heating and deposited
on a multilayer thin ¢lm on substrate system is given by Eq. (9). As discussed in
Sect. 2.1.1, the heat spreading e¡ect inside a ¢lm is proportional to the ¢lm aniso-
tropy and to the ratio between ¢lm thickness and heater width. As the ¢lm thick-
ness becomes much smaller than the width of the heating strip, the in-plane thermal
conductivity determination becomes more di⁄cult. Anisotropic thermal conductiv-
ity measurements performed with modulation heating and a pair of di¡erent heater
widths include dielectric thin ¢lms20 and semiconductor superlattices.22;24

3. OPTICAL HEATING METHODS

Optical heating methods use radiation energy as the heat source. Unlike the micro-
fabricated heater and sensor methods discussed in the previous section, optical-
heating-based methods typically use the dynamic response of the sample because
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it is usually di⁄cult to determine exactly the amount of heat absorbed in the
sample. From the temporal response caused by the sample temperature rise, the
thermal di¡usivity or thermal e¡usivity (the product of the thermal conductivity
and the volumetric speci¢c heat) of studied samples is often obtained, rather than
direct measurements of the thermal conductivity of the sample. Because the density
and speci¢c heat of dense thin ¢lms normally do not change signi¢cantly from their
corresponding bulk materials, the bulk density and speci¢c heat can be used to
backout the thermal conductivity of thin ¢lms.
The variation of the sample temperature under time-varying heating conditions

generates di¡erent signatures that can be detected and used for obtaining the
thermal di¡usivity/e¡usivity of the samples. Examples of these signatures, as shown
in Fig. 9, are the thermal emission, refractive index change in both the sample and
the surrounding media, and the thermal expansion in the solids and the surround-
ing media. All these signatures have been explored in the past to determine thin-¢lm
thermal di¡usivity/e¡usivity. Conference proceedings and monographs on photo-
thermal and photoacoustic phenomena are excellent resources on these meth-
ods.47;48 We will divide our discussion into time-domain methods and frequency-
domain methods. Time-domain methods typically use pulse heating and measure
the decay of thermally induced signals, while frequency-domain methods employ
modulated heating and measure the amplitude and phase of thermally induced
signals. Time-domain signals contain more information because a transient heat
pulse includes many di¡erent frequency components, but the signals have larger
noise compared to frequency-domain signals that can be detected by phase-sensitive
lock-in techniques.

3.1. Time-Domain Pump-and-Probe Methods

For thin-¢lm thermophysical properties measurements, it is usually desirable to
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FIGURE 9 Variation of the sample temperature under time-varying heating conditions generates di¡er-
ent signatures that can be detected and used for obtaining the thermal di¡usivity/e¡usivity of the
samples. Examples of these signatures, as shown, are the thermal emission, refractive index change in
both the sample and the surrounding media, and the thermal expansion in both the solids and the
surrounding media.
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have the pulse length shorter than the thermal penetration depth of the ¢lm. Put in
terms of order of magnitude, this can be written

t0 < d2=3�: ð30Þ

For a ¢lm thickness of 1 micron and thermal di¡usivity of 10�5 m2/s, the thermal
signal should be collected in less than 10�7 s to avoid the in£uence of the substrate.
This constraint requires that the heating pulse be much shorter than 10�7 s. A
commercial available laser-£ash apparatus typically cannot reach such a temporal
resolution. In the past, femtosecond, picosecond,49;50 and nanosecond lasers51 were
used in the measurement of the thermal di¡usivity of thin ¢lms.
The temperature response is typically probed with another laser beam through

the change of the re£ectivity of the samples caused by the temperature dependence
of the refractive index. For this reason pulsed laser heating and photothermal
re£ectance probing are also called the pump-and-probe method. Typically, the
re£ectivity (r) of the samples varies with temperatures only slightly:

1
r

dr

dT
� 10�3 � 10�5; ð31Þ

with metals typically on the order of 10�5 and semiconductors in the range of 10�3^
10�4, depending on the laser wavelength. In most cases, to create surface heating
and to avoid the complication of electron^hole generation and transport, metal-
coated surfaces are preferred. The small temperature dependence of the re£ectance
means that the thermal signal is small. For a 10oC temperature rise, for example,
the thermal signal creates a change of only 10�4 in the re£ected power.50 Such a
small change can be easily overwhelmed by the noise of the probe laser or the
detection circuit.
For nanoscale laser heating the temporal temperature response can be directly

measured with fast radiation detectors. The temperature variation generated by a
single pulse is captured, but averaging of many pulses is needed to reduce the
noise.51 For femtosecond and picosecond laser heating, photodetectors are not
fast enough, and the temporal response is often measured by a time-delayed probe
beam. Thermal response to a single pulse is inferred from repetitive measurements
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FIGURE 10 Illustration of a time-delayed pump-and-probe detection scheme: (a) heating laser pulse
trains are externally modulated; (b) temperature response of the sample to each pulse; (c) re£ectance of
the probe beam, time-delayed relative to the heating beam, has a small change that depends on transient
temperature; and (d) detector measures an average of many re£ected pulses within each modulation
period; this average signal has a small change that is proportional to the small re£ectance change of each
pulse and is detected by a lock-in ampli¢er.
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of the probe response to many identical heating pulses. Figure 10 explains the basic
idea behind such a time-delayed pump-and-probe method. The laser pulse trains
from mode-locked pulse lasers such as a Ti^sapphire laser typically have pulse
durations of 10�14^10�11 s, and the pulse is repeated about every 100 MHz
(Fig.10a). The laser beam is externally modulated by an acousto-optic modulator
at a few MHz for phase-locked detection of the small thermal signal. The thermal
response of the sample, under the quasi steady-state condition, is shown in Fig.
10b. For detection of the thermal response following heating, a probe laser beam,
split from the same laser beam, is directed onto heating area. This probe laser beam
has a controllable, longer path length, which creates a time delay relative to the
heating (pumping) beam. Due to the temperature rise, there will be a small mod-
ulation in the re£ected (or transmitted) probe pulses falling in the period when the
pump pulses are not blocked by the external acousto-optic modulator (Fig.10c).
The photodetector averages over a number of the probe laser pulses (Fig.10d), and
the small power variation in the time-averaged re£ectance signal of the probe beam
is picked up by a lock-in ampli¢er. The amplitudes of the probe beam intensity
variation at di¡erent delay times give the thermal response of the sample to the
pulse train. This response is often interpreted as that of a single pulse.
The time-delayed pump-and-probe method was originally developed to study the

nonequilibrium electron^phonon interactions and was later adapted for a variety of
applications, including the thermal di¡usivity measurement of thin ¢lms and super-
lattices,49;50 the study of thermal boundary resistance,52 ¢lm thickness determina-
tion, and the study of acoustic phonons.53 A variety of factors should be considered
in the time-delayed pump-and-probe experiment. Some key considerations will be
explained later.
The ¢rst factor is the time period to be examined. Figure 11 shows a typical

probe-response curve to femtosecond laser heating of a metal ¢lm on a substrate.54

In the range of femtoseconds to a few picoseconds, the electrons and, phonons are
out of equilibrium, and the probe laser response is mostly from the hot electrons.55

This region is not of interest if the purpose is to measure the thermal di¡usivity
and, from which, the thermal conductivity. Also in the ¢gure are acoustic echoes

Electron-Phonon Interaction 

Acoustic Reflection 

FIGURE 11 Typical behavior of a photothermal re£ectance signal. (Courtesy of P. M. Norris)
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due to re£ection of acoustic waves at the interface between the ¢lm and the sub-
strate, which should be ignored in ¢tting for the thermal di¡usivity.56 The decay of
the metallic thin-¢lm temperature after the pulse is governed by (1) thermal bound-
ary resistance between the ¢lm and the substrate and (2) thermal di¡usion in the
layers underneath, including possibly other thin ¢lms and the substrate.57 To use
this method to measure the thermal conductivity of the dielectric or semiconducting
thin ¢lms, one should coat the surface with a metallic thin ¢lm to absorb the laser
beam. The thickness of the metallic thin ¢lm must be thicker than the absorption
depth to block the laser beam, yet thin enough so that the temperature of the
metallic ¢lm can be approximated as uniform during the subsequent di¡usion inside
the dielectric or semiconducting ¢lm.50 The alternative of including heat conduction
inside the metallic thin ¢lm is possible but introduces new uncertainties in the
thermophysical properties.
On the experimental side, the laser power £uctuations and the probe beam loca-

tion drift caused by the mechanical delaying stage increase the experimental un-
certainties. Methods to minimize these factors have been developed. The utilization
of in-phase and out-of-phase components collected by the lock-in ampli¢er also
provides an e¡ective way to minimize the uncertainties in the relative overlapping
of the pump and probe beams.52

A few other factors should enter the consideration of the data analysis. When a
large temperature gradient overlaps with the optical absorption depth, the photo-
thermal re£ectance signal may depend on the internal temperature distribution.58

This e¡ect is important for the short period when the pump and the probe pulses
overlap or immediately following the pump pulse. A more severe problem is that
the surface temperature may not relax to the uniform temperature state between the
pulses and thus the photothermal re£ectance signal is not the response to a signal
pulse but a quasi-steady-state response to periodic pulses. Proper consideration of
the pulse thermal overlap between pulses is important.50;52 A third question is on
the more fundamental side. The thermal di¡usion in the substrate is often described
by the Fourier heat conduction equation, which is not valid when the time scale of
the event is comparable to the phonon relaxation time. Existing experiments show
that the thermal conductivity of the substrate inferred from the long time-decay
signals is lower than bulk values.57 Although this may be due to the interface
microstructures, the nonlocal phonon transport can be another reason.59 At this
stage no systematic studies exist to clarify this problem.
Because of the short pulse used in the time-domain pump-and-probe method,

there is very little lateral heat spreading during the experiment, and the methods are
mostly suitable for the measurement of transport properties along the optical axis
directions, i.e., in the cross-plane directions of thin ¢lms. For the in-plane thermal
di¡usivity measurement, a technique called transient grating is suitable.60 This
technique splits the original laser beam into three beams. Two of them are used
to create a lateral interference pattern on the sample by overlapping the two in-
cident beams at an angle. This interference pattern also creates a transient grating
due to the refractive index dependence on the temperature. The third beam, again
time delayed, passes through the grating and is di¡racted. By measuring the in-
tensity of the di¡racted signal as a function of the delay time, the thermal di¡usivity
along the ¢lm-plane direction can be determined. This technique has been used for
the characterization of the thermal di¡usivity of high-temperature superconducting
¢lms.61
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3.2. Frequency-Domain Photothermal and Photoacoustic Methods

By periodically heating the samples, the signal detection can be accomplished
through the use of lock-in ampli¢ers. Depending on the signature detected, various
pump-and-probe methods have been developed and named di¡erently.47;48;62;63 The
thermal penetration depth, determined by the modulation frequency � ð�/�f)1=2, is
typically longer than the ¢lm thickness so that the substrate e¡ect must be taken
into account in most of the experiments. This requires that the substrate properties
be accurately known or determined by experiment. Some of these methods will be
discussed.

3.2.1. Photothermal Re£ectance Method

Similar to the time-domain pump-and-probe method, the photothermal re£ectance
method in the frequency domain is completed by periodically modulating a con-
tinuous-wave heating laser, such as an argon laser or a diode laser, and detecting
the small periodic change in the intensity of the re£ected beam of a continuous-
wave probe laser, typically a He^Ne laser or a diode laser. This re£ectance mod-
ulation is again due to the temperature dependence of the refractive index. Because
the modulation is relatively slow, the probe laser is usually a di¡erent laser source
such that the pump laser can be ¢ltered out before entering the detector. The
photothermal re£ectance method has been used to measure the thermal di¡usivity
of thin ¢lms and the ¢lm thickness.64 By scanning a focused probe beam around the
pumping beam, maps of the amplitude and phase distributions can be obtained for
modulation at each frequency. Such information can potentially be used to deter-
mine the anisotropic properties of thin ¢lms or to obtain the distributions of the
thermal di¡usivity.65;66 For such applications, ideally, it is better to scan the probe
beam with a ¢xed pump beam. In reality, however, it is better to ¢x the probe beam
and scan the pumping beam, because the surface re£ectance £uctuation will impact
more directly on the probe beam. The motion of the heat source during the scan-
ning of the pump laser calls for careful consideration of the scanning speed and
modulation frequency such that the ¢nal results are equivalent to the scanning of
the probe beam relative to a ¢xed heating spot.67

3.2.2. Photothermal Emission Method

Instead of measuring the re£ectance change caused by the heating, one can collect
the thermal emission from the sample and use it to obtain the thermal di¡usivity of
thin ¢lms. The ¢rst use of the photothermal emission signal was based on pulsed
laser heating to measure thermal di¡usivity of thin ¢lms and thermal boundary
resistance.68;69 Modulation-based techniques were also developed for thin-¢lm ther-
mal di¡usivity measurements.70 In a photothermal radiometry experiment, the ther-
mal emission signal from the sample is a convolution of the thermal waves and
thermal emission generated in the sample. The thermal emission from the sample
can be volumetric, depending on the optical properties of the sample at the detec-
tion wavelength. The volumetric emission contributes additional uncertainties to
the thermophysical property determination. Thus, if the photothermal radiometry
method is used for thermophysical property determination, care should be taken in
the sample preparation so that thermal emission is from the surface. On the other
hand, the volumetric characteristic of thermal emission (and also absorption) can
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be utilized to characterize other properties of the samples, such as electron di¡u-
sivity and recombination characteristics.71

3.2.3. Photothermal Displacement Method

The radiative heating of samples also creates thermal expansion that can be mea-
sured by various methods, such as interferometry72 and the de£ection of a probe
laser beam. These signals have been used to infer the thermal di¡usivity of thin
¢lms and the thermal boundary resistance between the ¢lm and the substrate.72;73

The interpretation of the photothermal displacement signal requires solving the
thermoelastic equation to determine the pro¢le of the surfaces due to heating
and thermal expansion, which in turn needs information on the thermal expansion
coe⁄cient and Poisson ratio of the ¢lms and the substrate. These additional para-
meters add to the uncertainty of the thermal di¡usivity determination. Despite these
disadvantages, in cases when the thermal displacement signal is much larger than
photothermal re£ectance signals, such as in the measurement of polymer layers that
have a large thermal expansion coe⁄cient, the use of the photothermal displace-
ment signal may be preferable.73

3.2.4. Photothermal De£ection Method (Mirage Method)

The photothermal de£ection method, sometimes also called the Mirage method,
explores the de£ection of a laser beam when it passes through a temperature
gradient caused by the temperature dependence of the refractive index. Usually,
the temperature gradient created on the air side is utilized. This technique was
originally developed to observe the optical absorption spectroscopy of materials,74

but was later extended for determining the thermophysical properties of thin
¢lms.75�77 This technique requires the knowledge of the probe beam location re-
lative to the heating beam and relative to the heated surface.

3.2.5. Photoacoustic Method

In the photoacoustic method the acoustic waves generated by the heating of the
sample and the subsequent thermal expansion in the gas side can be measured and
used to ¢t the thermophysical properties of the sample. The ambient £uid, typically
air, is often used as the medium to couple the acoustic wave.62;78�80 The detection
of the acoustic waves in the gas side often employs commercial microphones.
Thermoacoustic spectroscopy has been widely used for characterizing the optical
properties of solids.62 The photoacoustic signal typically depends on the thermo-
physical properties of the coupling gases that are usually known.81;82 Compared to
the photothermal displacement method, it has fewer unknown parameters. Com-
pared to the photothermal de£ection method, it does not need precise determina-
tion of the relative location of the probe beam and the sample. In actual determi-
nation of the thermophysical properties of thin ¢lms, however, the phase delay
caused by the acoustic wave propagation must be calibrated and taken into con-
sideration in the ¢nal data processing.
In addition to these photothermal techniques, other signal detector methods,

such as the through pyroelectric e¡ect,83 have also been developed and employed
in determining thermophysical properties of thin ¢lms. In the next section we
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discuss also the use of a thermoelectric response as a signal to determine thermal
di¡usivity.

4. OPTICAL^ELECTRICAL HYBRID METHODS

Hybrid methods that combine electrical heating and optical detection, or vice versa,
are also used. One well-developed method is the AC calorimetry method, in which a
laser beam is used to heat the sample and the detection is done by small thermo-
couples or sensors directly patterned onto the sample, as shown in the insert of Fig.
11.6;84 The distance between the laser and the sensor is varied. Under appropriate
conditions the thermal di¡usivity along the ¢lm plane can be calculated from phase
or amplitude data. Figure 12 gives an example of the phase data for GaAs/AlAs
superlattices.85 For the in-plane property measurement, commercially available
thermocouples can satisfy the required frequency response because heating is typi-
cally limited to a few Hz up to 100 Hz. For the cross-plane thermal di¡usivity,
however, the thermocouple response is too slow. Chen et al.86 employed microfab-
ricated resistance thermometers and modulated optical heating to obtain the ther-
mal di¡usivity perpendicular to the cross-plane direction of short-period GaAs/
AlAs superlattices used in semiconductor lasers.
Although commercial thermocouples have a slow response, the thermoelectric

e¡ect is not limited to between two thermocouple strips. A thermocouple can be
made by using a conducting ¢lm as one leg of the thermocouple and a sharpened
metallic strip pressed onto the ¢lm as the other leg. Such a thermocouple does not
have a junction mass and can have fast thermal response. Such a photothermo-
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FIGURE 12 Normalized phase and amplitude signals as functions of the relative displacement of a laser
beam away from the thermocouple in the ac calorimetry measurements of the in-plane thermal di¡usivity
of a GaAs/AlAs superlattice.
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electric method has been used in the con¢gurations of thermal mapping and single
point measurements of thermal di¡usivity of thin ¢lms87 and nanowire composite
samples.88 Figure 13 shows an image of the amplitude and phase of a gold-on-glass
sample obtained with the photothermoelectric method.
As an alternative to the optical heating method, the sample can be heated with an

electrical signal and the thermal signal can be detected by the re£ectance change51

or thermal emission from the sample.89 As discussed before, one advantage of
electrical heating is that power input can be determined precisely. Optical-based
detection, however, does not provide this advantage because the detected signals
are usually not the absolute temperature rise of the sample.

5. SUMMARY

In this chapter we summarized various methods developed for thin-¢lm thermo-
physical property measurements. We divide the measurement techniques into three
categories : (1) electrically based, (2) optically based, and (3) a hybrid of optical and
electrical.
Electrical heating and sensing methods have the advantage that the power input

into the sample and the temperature rise can be precisely determined, which allows
direct deduction of thermal conductivity. Many recently developed electrical heat-
ing and sensing methods rely on microfabrication for heaters and temperature
sensors. These methods, although allowing direct determination of thermal con-
ductivity and potentially thermal di¡usivity and speci¢c heat, rely heavily on the
availability of microfabrication facilities. For conducting samples the external hea-
ters and temperature sensors should be carefully instrumented to minimize the
impacts of current leakage into the ¢lm.
The optical heating and sensing methods, on the other hand, usually require

minimal sample preparation. Since the optical power input and the temperature
rise are more di⁄cult to determine, thermal di¡usivity is measured, rather than a
direct measurement of thermal conductivity, by ¢tting the normalized time response
of sample under transient heating. Such ¢tting often requires the speci¢c heat and
density of the samples as input parameters.
Despite the large number of techniques developed in the past for thin-¢lm ther-

mophysical property measurements, this chapter shows that thin-¢lm thermophy-

(a) Amplitude signal
(b) Phase signal

FIGURE 13 Two-dimensional normalized phase and amplitude signals as functions of the relative dis-
placement of a laser beam away from the thermocouple junction in the photothermoelectric method.
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sical properties measurement is by no means easy. The choice of methods depends
on sample constraints and available facilities.
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Chapter 3.1

CERAMICS AND GLASSES

Rong Sun and Mary Anne White

Department of Chemistry and Institute for Research in Materials
Dalhousie University, Halifax, Nova Scotia B3H 4J3 Canada

1. INTRODUCTION

Glasses and ceramics are important materials. They have various applications,
which require very high thermal conductivity (e.g., as heat sinks) to very low
thermal conductivity (e.g., as thermal insulation). Understanding, and hence tailor-
ing, the thermal conductivities of glasses and ceramics can be predicated on Slack’s
¢nding1 that for nonmetallic crystals in which phonons are the dominant heat
transport mechanism, the thermal conductivity can be increased by the following
factors: (1) low atomic mass; (2) strong interatomic bonding; (3) simple crystal
structure (small unit cell) ; (4) low lattice anharmonicity.
In this chapter we have summarized selected recent ¢ndings with regard to ther-

mal conductivities (�Þ and, to a lesser extent, thermal di¡usivities of ceramics and
glasses. Our selection of recent work is meant not to be exhaustive but illustrative
of the factors at play in determining �, with an emphasis on technological impor-
tance of the thermal conductivities of the materials.

2. CERAMICS

Ceramics history dates back at least 35,000 years, but new ceramics with new
applications are being developed virtually daily. Applications of ceramics are lar-
gely based on their high-temperature stability. A recent review of advanced engi-
neering ceramics2 summarizes many novel ceramics based on monolithic, compo-
site, and cellular architectures. In each application thermal conductivity is an
important consideration.
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2.1. Traditional Materials with High Thermal Conductivity

Materials with high thermal conductivities are required in many applications, espe-
cially those related to microelectronics. For example, a 10 K increase in tempera-
ture in a CMOS leads to a twofold increase in failure rate.3 Furthermore, thermal
management in microelectronics is better if heat is uniformly dissipated,4 making
high-thermal-conductivity materials desirable.

2.1.1. Aluminum Nitride (AlN)

Aluminum nitride is not a new material, but its thermal properties have received
intense attention during the past decade. Its applications include electronic packa-
ging and heat sinks, because of its high thermal conductivity and the good match of
its thermal expansion with that of silicon.5�9 Furthermore, it has a low dielectric
constant and low loss tangent.10;11 Aluminum nitride has been proposed as an
alternative to alumina and beryllia for microelectronic devices.12;13

The room-temperature thermal conductivity of pure AlN along the c-axis can be
as high as 320 W m�1K�1,14 but the thermal conductivity is usually considerably
lower for polycrystalline AlN. By reduction in grain boundaries, the room-tempera-
ture thermal conductivity of polycrystalline AlN has been raised from about 40 W
m�1K�1to 272 W m�1K�1,15;16 which is close to the intrinsic value. However, pure
AlN is di⁄cult to densify, so e¡orts have been made to include additives without
decreasing thermal conductivity.
Both processing and the presence of impurities can a¡ect the thermal conductiv-

ity of AlN. The presence of oxygen will reduce the thermal conductivity (the sub-
stitution of N sites by O gives concomitant Al vacancies),17 but other additives can
increase the thermal conductivity. Processing that leads to reduction in grain
boundaries also can be used to enhance the thermal conductivity.
Additives such as rare-earth lanthanide oxides, generalized as Ln2O3, will e¡ec-

tively enhance AlN’s thermal conductivity.18 In one investigation,18 starting from
high-purity AlN powder and lanthanide oxide powders with average particle sizes
of 1^5 �m, samples with di¡erent oxide additive concentrations were uniaxially
pressed at 35 MPa and then isostatically pressed at 200 MPa. The concentration
of dopant was equimolar to the initial amount of oxygen in the AlN powder,
assuming all the oxygen to be in the form Al2O3. Densi¢cation was carried out
by sintering in a N2 £ow with graphite with a ramp time of 10 K/min at various
temperatures above 1000oC and for varying times. Selected results from this study
are shown in Table 1.
From these results18 we see that Y2O3 and Sm2O3 are the most e¡ective addi-

tives, giving the largest increase in thermal conductivity. In all cases, annealing for a
longer time also increased thermal conductivity, and, in most cases, a higher anneal
temperature had the same e¡ect. Recently, Xu et al.19 have shown that the thermal
conductivity of Sm2O3-doped AlN increases with increased sintering time and by
not including packing powder in the sintering process; however, their highest room-
temperature thermal conductivity was 166 W m�1 K�1, somewhat lower than that
reported elsewhere,18 showing again the sensitivity to preparation conditions.
The concentration of the additive also a¡ects thermal conductivity, as shown in

Table 2 for added Y2O3. Thermal conductivity is maximized in this case with about
8 wt% Y2O3. The same conclusion was reached at higher temperatures, up to about
1200oC.18
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Studies20 of AlN with added YF3 show that this dopant can be used to reduce
the intergranular oxygen content (through sublimation of YOF and formation of
Y2O3Þ. In this way, a room-temperature thermal conductivity of AlN of 210
W m�1 K�1 has been achieved.
The addition of lanthanide oxides and other sintering aids raises the thermal

conductivity by acting as ‘‘getters’’ for oxygen impurities.18 Watari et al.21 have
shown that selected sintering aids can produce high-thermal-conductivity AlN at
lowered sintering temperatures, due to the reduction in liquid temperature in this
system and the correspondingly lower temperature required to achieve the reaction
to form metal oxide. Their results are summarized in Table 3. Li-doped AlN
showed higher thermal conductivity and higher strength.
In another study Watari et al. have shown that similar improvements in the

room-temperature thermal conductivity of AlN can be made by ¢ring in a N2

(reducing) atmosphere with carbon.17 The N2 and carbon lead to reduction of
the amount of oxygen, and, moreover, the grain boundary phase migrates to the
surface of the sample. Both these e¡ects enhance thermal conductivity to as high as
272 W m�1K�1 at room temperature for a sample with 8-�m grains,17 i.e., very
close to the value for a single crystal of AlN. However, at lower temperatures the
thermal conductivity of the ceramic was much less than that of the single crystal.
Analysis of the thermal conductivity of the ceramic leads to a calculated phonon
mean free path of 6 �m at T = 100 K, which corresponds closely to the grain size,

TABLE 1 Room-temperature Thermal Conductivities of AlN^Ln2O3 Ceramics Sintered at Di¡erent
Temperatures and for Di¡erent Durations18

Additive � (W m�1 K�1Þ

1850oC for 100 min 1850oC for 1000 min 1950oC for 1000 min

4.91 wt% Y2O3 176 232 246
8.29 wt% Lu2O3 150 203 202
3.42 wt% Sm2O3 184 220 246
3.41 wt% Nd2O3 181 199 229
3.41 wt% Pr2O3 172 194 231

TABLE 2 The e¡ect of added Y2O3 on the room-temperature thermal conductivity of AlN.18

Wt % Y2O3 � (W m�1 K�1Þ

0 70
1 104
2 154
4 170
8 176
15 165
20 157
25 142
40 94
75 38
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so the predominant resistance is attributed to grain boundaries.18 This analysis
shows that the grain boundaries are not as important at room temperature because,
at T= 300 K, the phonon mean free path is much smaller than the grains. However,
other studies (vide infra) have shown that maximizing the grain size is still impor-
tant for increasing the room-temperature thermal conductivity.
For example, a reheating step in the preparation of AlN has been found to

further improve thermal conductivity.22 In this study three heating procedures
were followed for Dy2O3/Li2O/CaO-doped AlN: (A) sintering at 1600oC for 5 h;
(B) sintering at 1600oC for 1 h, followed by reheating at 1600C for 15 h; or (C)
sintering at 1600oC for 1 h, followed by reheating for 45 h. The results are pre-
sented in Table 4.
A detailed study of the annealing time and the relationship to microstructure and

thermal conductivity of Y2O3-doped AlN has been made by Pezzotti et al.23 Their
results are presented in Table 5. In general, they found that longer annealing times
lead to increased AlN grain sizes, larger aggregates of Y2O3 at the junctions of AlN
grains (rather than continuous wetting on isolated grains), and, hence, enhanced
thermal conductivity. Similar recent studies of AlN with CaF2 and Y2O3 con¢rm
that during sintering at 1650oC the inhomogeneities move from the grain bound-
aries to form discrete pockets, thereby enhancing the densi¢cation and increasing
thermal conductivity.24

In summary, the thermal conductivity of AlN can be maximized by reduction of
oxide impurities, through the use of dopants or N2 atmosphere treatments, increase
in grain size (through long sintering or annealing times), and removal of impurities
from grain boundaries.

TABLE 3 Room-temperature Thermal Conductivities of AlN Samples with Various Sintering Aids,
Fired at 1600oC for 6 h21

AlN sample 4.0% LiYO2

+ 0.5% CaO
0.47% Li2O

+ 3.53% Y2O3

+ 0.5% CaO

3.53% Y2O3

+ 0.5% CaO
3.53% Y2O3

� (W m�1K�1Þ 180 130 100 40

TABLE 4 Thermal Conductivities at Room Temperature for Doped AlN Following Di¡erent Sintering
Treatment.22

� (W m�1K�1Þ
Dopants in AlN 1600oC for 5 h 1600oC for 1 h, fol-

lowed by 1600oC for
15 h

1600oC for 1 h, fol-
lowed by 1600oC for

45 h

4% Li2O + 2% CaO 54 64 112

0.5% Li2O + 0.5%
CaO + 7% Dy2O3

89 95 163

0.5% Li2O + 0.5%
CaO + 9% Dy2O3

84 90 150
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2.1.2. Silicon Nitride (Si3N4)

Silicon nitride (Si3N4) can have a room-temperature thermal conductivity as high as
200 to 320 W m�1K�1.25 Furthermore, its mechanical properties are superior to
those of AlN, making Si3N4 very useful as an electrical substrate. However, rela-
tively low thermal conductivities have been reported for Si3N4 ceramics, ranging
from 20 to 70 W m�1K�1.26

Hot pressing27;28;29 and hot isostatic pressing (HIP) or a combination of these
two methods30 can be used to develop high-thermal-conductivity Si3N4. For exam-
ple, Watari et al.30 developed a HIPed Si3N4 with a room-temperature thermal
conductivity of 102 W m�1K�1perpendicular to the hot-pressing axis, compared
with 93 W m�1K�1for the HIP sample. In this case the process included mixing of
high-purity 0.8 �m �-Si3N4 raw powder and 3.5 wt% Y2O3, followed by sieving,
then hot pressing at 1800oC in £owing N2, then HIP sintering at 2400oC for 2 h
under £owing N2: The HIP treatment resulted in large �-Si3N4 grains, dimensions
10^50 �m, and the elimination of smaller grains. The grain size is much larger than
the room-temperature phonon mean free path (ca. 20 nm), showing that the pre-
dominant thermal resistance mechanism is point defects and dislocations within the
grains.30

Other researchers have succeeded in improving the thermal conductivity of Si3N4

by adding �-Si3N4 particles as seeds.31�33 Although seeding leads to larger grains,
the mechanical properties deteriorate. Furthermore, above a certain grain size, the
room-temperature thermal conductivity no longer increases,26 for reasons described
earlier.
As for AlN, the thermal conductivity of Si3N4 can be improved by the addition

of dopants and control of the sintering time and temperature. For example, Si3N4

sintered with 5 wt% Y2O3 and 2^4 wt% MgO can have room-temperature thermal
conductivities as high as about 80 W m�1 K�1, if sintered at a temperature su⁄-
ciently high to remove Mg5Y6Si5O24.34

The ceramic Si3N4 with the highest room-temperature thermal conductivity, 110^
150 W m�1 K�1, has been produced by chemical vapor deposition, which allowed
careful control of the oxygen content.35 However, because of the millimeter-sized
grains, this led to a material with poor mechanical properties. As we now know,
such large grains are not required for high thermal conductivity, so there is scope

TABLE 5 In£uence of the Anneal Time at 1800oC on the Room-Temperature Thermal Conductivity,
Grain Size, Grain Boundary Thickness, and the Size of the Y2O3-Based Phase Trapped at Triple
Junctions of the AlN Matrix of 5 wt% Y203-Doped AlN23

Annealing time (h) 0 5 10 20 30 50

� (W m�1K�1Þ 174 207 221 224 223 224
AlN grain size (�m) 2.5 6.3 8.3 10.0 10.7 11.2
Grain boundary thickness (�m) 0.45 0.25 0.08 0.01 � 0:005 � 0:005
Y2O3 triple-grain junction (�m) 0.75 2.3 2.9 3.3 3.4 3.4
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for development of methods to produce small-grain, high-purity Si3N4; which could
have both high thermal conductivity and good mechanical properties.

2.1.3. Alumina (Al2O3)

Alumina (Al2O3;) is a useful ceramic because of its great abundance (alumina-
containing materials make up about 15% of the earth’s crust). Although not as
high in thermal conductivity as AlN or Si3N4, it still has relatively high room-
temperature thermal conductivity (ca. 30 W m�1 K�1Þ, low thermal expansion,
and high compressive strength, making it useful where good thermal shock resis-
tance is required. Furthermore, alumina is resistant to most chemicals, and is a
good electrical insulator with high wear resistance. Therefore, alumina is extensively
used for mechanical and electronic devices in the ceramic industry.36

Nunes Dos Santos et al.37 have systematically studied Nb2O5-doped Al2O3 with
variation in Nb2O5 concentration and sintering temperature. Nb2O5 is useful be-
cause of the Nb2O5^Al2O3 eutectic at 1698 K, allowing densi¢cation and, hence,
enhanced mechanical properties, via formation of a transient liquid phase.38 After
sintering at a relatively high temperature (1723 K), the porosity can be reduced to
3% for a sample with 6% Nb2O5. However, the addition Nb2O5 has detrimental
e¡ects on thermal conductivity, reducing the room-temperature value from ca. 15 to
4 W m�1 K�1, when 6% Nb2O5 is added. The plausible reason is that Nb acts as an
impurity in the Al2O3 lattice and thus increases the phonon scattering.37 It would
appear that other means to improve the mechanical properties of alumina must be
sought if high thermal conductivity is required.

2.2. Novel Materials with Various Applications

2.2.1. Ceramic Composites

Besides traditional high-thermal-conductivity ceramics, a number of novel ceramic
composite materials have been developed in recent years.

2.2.1.1. Diamond Film on Aluminum Nitride. Diamond ¢lm (up to 12 �m) can
be synthesized on AlN ceramic substrates (giving DF/AlN) by hot-¢lament chemi-
cal vapor deposition (HFCVD). With a high electrical resistance and low dielectric
coe⁄cient, DF/AlN has potential applications in electronic devices. The room-tem-
perature thermal conductivity has been investigated as a function of ¢lm thickness;
results are given in Table 6. The thermal conductivity increased with ¢lm thickness,
giving a maximum thermal conductivity of 205 W m�1K�1at room temperature,
73% greater than the AlN substrate.39 Furthermore, the adhesion of the ¢lm to the
AlN is very good due to the formation of aluminum carbide.

2.2.1.2. Silicon Carbide Fiber-Reinforced Ceramic Matrix Composite (SiC-
CMC). Silicon carbide ¢ber-reinforced ceramic matrix composites are being devel-
oped for thermostructural materials, but most cannot be used at high temperature
in air due to oxidation resistance and/or heat resistance of the ¢ber and inter-
phase.40;41 However, Ishikawa et al.42 have reported a SiC-CMC, which maintains
its strength (over 600 MPa) and stability in air up to 1600oC, with thermal con-
ductivities as high as 35 W m�1 K�1 at 1000oC. The ¢bers were made from close-
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packed, ¢ne hexagonal columns of sintered �-silicon carbide crystals, with no ap-
parent second phase at the grain boundaries.

2.2.1.3. Carbon Fiber-Incorporated Alumina Ceramics. In a continuing search
for high-thermal-conductivity materials for microelectronics applications, Ma and
Hng43 recently developed an Al2O3-layered substrate in which carbon ¢bers had
been incorporated. Di¡erent thicknesses of the alumina layers were used to inves-
tigate the e¡ect of the alumina/carbon ¢ber thickness ratio. The results, presented in
Table 7, show dramatic improvement of the thermal conductivity as the carbon
content increases. A further favorable feature for microelectronics applications is
that the dielectric constant also decreases as the carbon content increases.

2.2.1.4. Ceramic Fibers. Due to their low thermal conductivities, ceramic ¢bers
have important applications related to high-temperature thermal isolation. Maq-
sood et al. have investigated the thermal conductivities of several commercial cera-
mic ¢bers as functions of temperature and load pressure,44 as summarized in Tables
8 and 9. The variation in thermal conductivity with temperature is rather small. In
addition, they determined the variation of the room-temperature thermal conduc-
tivity with pressure up to 9.7 kN m�2. At most, the thermal conductivity increased
by 12% (for Nextel) on increasing the load pressure. Under all these conditions
Nextel/VK-80 was found to have the best thermal insulating ability.

2.2.1.5. Glass-Ceramic Superconductor. The thermal conductivities of super-
conductors are known to be exceptionally low below Tc because the Cooper pairs
do not interact with the thermal phonons; this can allow superconductors to be
used as thermal switches in the vicinity of the critical temperature.45 Recent inves-
tigations of a glass-ceramic superconductor, (Bi2����Ga�Tl�ÞSr2Ca2Cu3O10þx, pre-

TABLE 6 Room-temperature Thermal Conductivity of DF/AlN Composites with Varying Thicknesses
of Diamond Film39

Thickness of diamond ¢lm (�m) 2 6 9 12

� (W m�1K�1Þ 132 183 197 206

TABLE 7 Room-Temperature Thermal Conductivity and Dielectric Constant at 7.5 MHz for Carbon-
Fiber-Incorporated Alumina Substrates, as a Function of the Ratio of the Thickness of the Carbon layer
to the Aluminum Layer.43

Thickness ratio 0 0.037 0.062 0.130 0.213 0.588

� (W m�1K�1Þ 8.0 12.7 15.2 22.5 30.6 52.1
Dielectric constant 6.02 3.65 3.16 3.04 2.61 1.24
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pared by melt quenching, show46 the expected decrease in thermal conductivity far
below Tc, but a small peak in thermal conductivity, with � of the order of 0.5 W
m�1 K�1(with the exact value depending on the composition), near Tc. The peak
has been attributed to electron^phonon coupling.46

2.2.2. Other Ceramics

2.2.2.1. Rare-Earth Based Ceramics. Rare-earth-based ceramics have applica-
tions in the nuclear industry, particularly in neutron absorption, nuclear control
rods, and radioactive waste containment. Quanti¢cation of their thermal properties,
especially high-temperature thermal conductivity, is an important part of their as-
sessment. The high-temperature thermal conductivities of LaAlO3 and La2Zr2O7

(high-temperature container materials, solid electrolytes and potential host materi-
als for ¢xation of radioactive waste), SmZr2O7, Eu2Zr2O7, Gd2Zr2O7, and GdAlO3

(neutron absorption and control rod materials) are given in Table 10.47;48

In all these materials the thermal conductivity drops with increasing temperature
up to about 1000 K, indicating that the dominant heat transport mechanism is
phononic. As the temperature increases, the phonon mean free path decreases until
it reaches its minimum value, of the order of interatomic distances. At higher

TABLE 8 Room-Temperature Thermal Conductivities of Ceramic Fibers at Ambient Pressure44

Trademark (Composition) Temperature (K) � (W m�1K�1Þ

VK (60Al2O3/40SiO2Þ 293 0.0376
ABK (70Al2O3/28SiO2/2B2O3Þ 293 0.0345
Nexel/VK-80 (80Al2O3/20SiO2Þ 294 0.0305

TABLE 9 Room-Temperature Thermal Conductivities of Ceramic Fibers under a Load of 1.7 kNm�2 44

Trademark Temperature (K) � (W m�1K�1Þ

VK-60 298 0.0566
473 0.0793
673 0.1074
873 0.1320
1073 0.1700

ABK 298 0.0531
473 0.0657
673 0.0721
873 0.1037
1073 0.1300

Nextel/VK-80 298 0.0465
473 0.0501
673 0.0562
873 0.0795
1073 0.1100
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temperatures the thermal conductivity increases slightly, especially for
SmZr2O7; Eu2Zr2O7 and GdAlO3, indicating a contribution from radiative heat
transfer.47

2.2.2.2. Magnesium Silicon Nitride (MgSiN2Þ: Magnesium silicon nitride
(MgSiN2), has been proposed as an alternative heat sink material for integrated
circuits.1;49 Nonoptimized electrical and mechanical properties are comparable with
those of Al2O3 and AlN,49;50 and it had been suggested that the optimized room-
temperature thermal conductivity could be 30 to 50 W m�1 K�1.51 Bruls et al.52

carried out a systematic study of MgSiN2 ceramics with and without sintering
additives, and optimized the production of low-oxygen (< 1 wt%), fully dense,
large-grain ceramics with no grain boundary phases and secondary phases as sepa-
rate grains. From these samples, which gave a maximum room-temperature thermal
conductivity of 21^25 W m�1 K�1, they concluded that the intrinsic thermal con-
ductivity of MgSiN2 would not exceed 35 W m�1 K�1.52

2.2.2.3. Thermoelectric Ceramics. The development of novel materials for ther-
moelectric applications is an active ¢eld, and ceramic materials are being investi-
gated in this context. Oxides are especially important because of their resistance to
oxidation. The main aim of thermoelectrics is to develop materials with high values
of the ¢gure of merit, ZT, where Z ¼ S2�/� (S is the Seebeck coe⁄cient, � is the
electrical conductivity), and T is the temperature (in K).
Bi2�xPbxSr3�yYyCo2O9�� is a polycrystalline ceramic with high potential as a

good thermoelectric material because of its high-temperature stability. A recent
study53 varied x and y and found that x ¼ y = 0.5 gave the best thermoelectric
properties. The thermal conductivity (see Table 11) decreased as the temperature
increased, indicating dominance of thermal phonon^phonon resistance, showing
that ZT would be improved as temperature is increased. The value of ZT was
0.006 at T = 300 K, rising to 0.052 at T = 800 K.
Katsuyama et al.54 reported studies of another thermoelectric ceramic,

(Zn1�yMgyÞ1�xAlxO, as functions of both x and y. The thermal conductivity was
found to decrease as the temperature increased, but without a systematic depen-
dence on x when y = 0. However, the value of ZT for y = 0 was found to increase
with decreasing x and increasing T , to a maximum ZT for Zn0:9975Al0:0025O of 0.074
at 1073 K. When x = 0.0025 and y was varied, ZT was optimized at y = 0.10,

TABLE 10 Thermal Conductivities of Several Rare-Earth-Based Ceramics Used in the Nuclear
Industry47;48

Temperature (K)

� (W m�1K�1Þ 673 773 873 973 1073 1173 1273 1373

LaAlO3 2.63 2.22 2.00 1.92 1.90 1.87 1.88 1.87
SmZr2O7 1.73 1.67 1.58 1.49 1.51 1.50 1.50 1.55
Eu2Zr2O7 1.66 1.63 1.56 1.57 1.58 1.58 1.60 1.65
GdAlO3 6.58 4.98 4.04 3.56 3.38 3.38 3.42 3.69
La2Zr2O7 2.27 1.82 1.64 1.47 1.42 1.33 1.29 1.29
Gd2Zr2O7 1.78 1.33 1.24 1.16 1.02 0.98 1.02 0.98
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corresponding to (Zn0:90Mg0:10Þ0:9975Al0:0025O, with a maximum ZT of 0.10 at 1073
K.

3. GLASSES

3.1. Introduction

The origins of glass are thought to be in Mesopotamia, more than 5000 years ago.
Although this likely was soda lime glass, we know now that many more materials
are glass formers. Technically important glasses range from polymers and other soft
materials to metallic alloys. Here we concentrate on the thermal conductivity and
related properties of one glass family, chalcogenide glasses, i.e., those containing S,
O, Se, and Te, as illustrative of several of the factors governing thermal conduc-
tivity of glasses.

3.2. Chalcogenide Glasses

Chalcogenide glasses have been extensively studied for a long time. They are nor-
mally p-type semiconductors55 and can be used as switching and memory devices.56

One of the features of amorphous solids is that the thermal conductivity increases
with increasing temperature and approaches a nearly-temperature-independent va-
lue near the softening temperature.57

Velinov and Gateshiki58 studied the thermal di¡usivities of GexAs40�x(S/Se)60.
The thermal di¡usivity was found to vary with the average coordination number,
Z, and this was explained on the basis of changes in the chemical ordering and in
the network topology. Their results are summarized in Table 12.
Hegab et al.59 studied another chalcogenide glass, Te82:2Ge13:22Si4:58. They inves-

tigated the thermal conductivity and other properties as a function of temperature
and ¢lm thickness; the results for the bulk sample are summarized in Table 13.
They show an increase in thermal conductivity with increasing temperature, typical
of an amorphous sample. The electrical response shows memory-type switching.
Philip et al.60 reported the thermal conductivity and heat capacity of

Pb20GexSe80�x and PbyGe42�ySe58 as functions of the Ge and Pb concentrations.
The thermal conductivity increases with increasing x or y up to x = 21 and y = 8
and then decreases sharply, as summarized in Tables 14 and 15. These materials
exhibit changeover from p-type to n-type semiconductors at speci¢c compositions,
and the p to n transition reduces the phonon mean free path and, consequently,
reduces the thermal conductivity for x > 21 and y > 8.60

Srinivasan et al.61 studied the thermal di¡usivity, optical band gap, and mean
coordination number, hri, of GexSb5Se90�x and GexSb10Se90�x glasses. As shown in
Tables 16 and 17, the thermal di¡usivity reaches a peak at hri= 2.6, indicating that

TABLE 11 Thermal Conductivity of Bi2�xPbxSr3�yYyCo2O9��, for x ¼ y = 0.553

Temperature (K) 300 400 600 800

� (W m�1K�1Þ 1.0 0.9 0.8 0.8
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the network is most ordered at this composition and then decreases with further
increase in hri.
The room-temperature thermal di¡usivity of chalcogenide glasses of composition

GexTe1�x has revealed a relationship between thermal properties and network
ordering.62 The thermal di¡usivity exhibited peaks at x = 0.2 and x = 0.5 (see
Table 18). The ¢rst peak was explained by the chemically ordered network mod-
el,63;64;65;66 in which x = 0.2 represents the crossover from a one-dimensional net-
work to a three-dimensional network. The second peak corresponds to the forma-
tion of GeTe.62

TABLE 12 Values of Average Coordination Number, Z, and Room Temperature Thermal Di¡usivity of
GexAs40�xS60 and GexAs40�xS60 58

x Z Thermal di¡usivity of GexAs40�xS60
(10�3 cm2 s�1Þ

Thermal di¡usivity of GexAs40�xSe60
(10�3 cm2 s�1Þ

0 2.40 2.40 2.16
0.10 2.50 1.89 1.67
0.15 2.55 1.51 1.60
0.22 2.62 1.70 1.89
0.25 2.65 1.92 1.90
0.27 2.67 1.98 1.95
0.32 2.72 2.52 2.03
0.36 2.76 2.72 2.34

TABLE 13 Thermal Conductivity as a Function of Temperature for Bulk Te82:2Ge13:22Si4:5859

T (K) 300 304 307 316 320 327 329 335 341 345 350

� (W m�1 K�1Þ 2.6 4.0 4.7 6.4 8.4 9.8 10.3 11.3 13.5 15.0 15.6

TABLE 14 Composition Dependence of Room-Temperature Thermal Conductivity of Pb20GexSe80�x
60

x 17 19 21 22 24

� (10�3 W cm�1 K�1Þ 3.97 3.99 4.01 3.72 3.41

TABLE 15 Composition Dependence of Room-Temperature Thermal Conductivity of PbyGe42�ySe58 60

y 0 4 6 8 10 14 20

� (10�3 W cm�1 K�1Þ 3.73 3.79 3.81 3.83 3.62 3.62 3.64
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3.3. Other Glasses

As one example of other glass systems, we present the results of thermal di¡usivity
measurements of vacuum-melted, low-silica, calcium aluminosilicate glass with var-
ious concentration of Nd2O3 in Table 19:67 The thermal di¡usivity decreases as the
concentration of Nd2O3 increases, indicating that Nd3þ acts as a network mod-
i¢er.67

TABLE 16 Values of Mean Coordination Number, hri, and Room-Temperature Thermal Di¡usivity of
GexSb5Se90�x

61

x hri Thermal Di¡usivity (10�2 cm2 s�1Þ

12.5 2.30 0.81
15.0 2.35 0.85
17.5 2.40 0.88
20.0 2.45 0.95
22.5 2.50 1.06
25.0 2.55 1.26
27.5 2.60 1.69
30.0 2.65 1.55
32.5 2.70 1.28
35.0 2.75 1.15

TABLE 17 Values of Mean Coordination Number, hri, and Room-Temperature Thermal Di¡usivity of
GexSb10Se90�x .61

x hri Thermal Di¡usivity (10�2 cm2 s�1Þ

10.0 2.30 0.93
12.5 2.35 0.99
15.0 2.40 1.01
17.5 2.45 1.08
20.0 2.50 1.21
22.5 2.55 1.58
25.0 2.60 1.94
27.5 2.65 1.85
30.0 2.70 1.81
32.5 2.75 1.71

TABLE 18 Room-Temperature Thermal Di¡usivity of GexTe1�x with Varying Concentration of Ge62

x 0.00 0.10 0.20 0.25 0.30 0.35 0.40 0.50 0.65 0.80

Thermal di¡usivity
(cm2 s�1Þ

0.013 0.0090 0.027 0.003 0.003 0.003 0.004 0.015 0.006 0.008
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4. CONCLUSIONS

In many applications of ceramic and glass materials, appropriate thermal conduc-
tivity is intrinsically linked to their applications. Through selected examples, we
have illustrated how recent advances in thermal conductivity allow us to better
understand thermal conductivities of ceramics and glasses, thereby advancing
uses of these important materials.
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Chapter 3.2

THERMAL CONDUCTIVITY OF
QUASICRYSTALLINE MATERIALS

A. L. Pope and Terry M. Tritt

Department of Physics and Astronomy, Clemson University, Clemson, SC,
USA

1. INTRODUCTION

For many decades x-ray di¡raction peaks were understood as re£ections from the
periodic lattice planes in a solid-state material.1 These planes could be clearly
identi¢ed and the crystal structure could be e¡ectively indexed and cataloged.
Much of our understanding of structural determination of crystals was seriously
challenged in the mid-1980s with the discovery of quasicrystals, or quasicrystalline
materials,2 materials exhibiting ¢vefold symmetry, which were forbidden to exist in
nature.3 Quasicrystals lack the long-range periodicity of a crystal and yet they
exhibit ‘‘structural order’’ which leads to very sharp and distinct x-ray di¡raction
peaks, in contrast to amorphous materials. These sharp and distinct x-ray di¡rac-
tion peaks could not be indexed by the then-existing crystallographic techniques
which had been developed for periodic crystal structures.
Quasicrystals display long-range positional order without short-range rotational

symmetry.2 Over 100 quasicrystalline systems exist at present and are seen to have
5-, 8-, 10-, or 12-fold symmetries, all of which are classically forbidden. It is striking
to note the high structural quality of the quasicrystals when compared with their
thermal transport properties, which are more reminiscent of a glass. Quasicrystals
typically exhibit thermal conductivity values on the order of � � 1^3 W m�1 K�1.
They are also very hard materials, and this property coupled with their low thermal
conductivity has made them attractive for use as thermal barrier coatings. They
have been used to coat frying pans to replace the more standard Te£on coatings.
We give a brief overview of thermal transport in the two most prominently mea-
sured classes of quasicrystals.
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Many quasicrystalline systems exist, but the most common quasicrystals are the
AlPdMn and AlCuFe quasicrystal systems. AlPdMn quasicrystals can be synthe-
sized in a 5-fold or 10-fold symmetry. Compositional variations exist even within a
speci¢c type of quasicrystal, so the following statements are designed to be taken as
generalization for the ¢vefold symmetric crystals aforementioned. The ¢vefold sym-
metric quasicrystals are stable and have a wealth of information available on them.
At low temperatures (T < 2 K) the thermal conductivity is observed to increase as
approximately T2. The thermal conductivity then increases with increasing tempera-
ture until a phonon-saturation plateau is observed to occur between 20 K and
100 K.4 This plateau is observed at much higher temperatures in quasicrystals
than in amorphous materials (Fig. 1).5 Above 100 K the thermal conductivity is
observed to begin to increase again.6;7 It is observed in AlPdMn quasicrystalline
systems that the lattice thermal conductivity is nearly constant above 150 K, with
the small increase in thermal conduction being due to the electronic contribution.
AlPdMn quasicrystals have thermal conductivity values on the order of � � 1^3 W
m�1 K�1 at room temperature. Once again, the variation in room temperature
thermal conductivity is due to di¡erent sample composition. It is also noted that
the electronic thermal conductivity continues to increase as temperatures are further
elevated. In fact, thermal conductivity increases until the material dissociates.
AlCuFe quasicrystals are ¢ve-fold symmetric and also have thermal conductivity

values about � � 1 and 3 W m�1 K�1 at room temperature. Thermal conductivity
in these quasicrystals behaves in much the same way as AlPdMn quasicrystals.
Thermal conductivity at 1000 K has been observed to be less than 10 W m�1

K�1 for AlCuFe quasicrystals.8 Perrot has calculated that the Wiedemann^Franz
relation holds at high temperatures for these materials, and is within 15% of the
accepted value. The validity of the Wiedemann^Franz relation indicates that the
scattering rate of the electrons is proportional to that of the phonons. Perrot
demonstrates that the lattice and electronic contributions to thermal conductivity
in AlCuFe increase with increasing temperature.

κ L
(W

m
-1

K
-1

)

FIGURE 1 Lattice thermal conductivity increases with increasing temperature until a phonon saturation
plateau is observed in both AlPdMn quasicrystals and amorphous SiO2.
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2. CONTRIBUTIONS TO THERMAL CONDUCTIVITY

The thermal conductivity in these materials is essentially sample independent.9

Small changes in composition, di¡erent annealing practices, and sample composi-
tion are observed to have little e¡ect on the overall magnitude of thermal conduc-
tivity, changing it by less than a factor of 2. Temperature-dependent thermal con-
ductivity measured from 2 K to 1000 K has been observed to have values below 10
W m�1 K�1 for the entire temperature range.10

In general, the total thermal conductivity of a material can be written as
�T ¼ �E þ �L, where �E and �L are the electronic and lattice contributions respec-
tively. The Wiedemann^Franz relationship provides a ratio of the electrical resis-
tivity (�Þ to the electronic part of the thermal conductivity (�EÞ at a given tem-
perature, which is the same for most metals (�E = L0T/�Þ, where L0 is the Lorentz
number (L0= 2.45 � 10�8 (V/K)2Þ. The Wiedemann^Franz relationship, which is
well behaved in most metallic systems, has also been shown to hold in many
quasicrystalline systems.11;12

To investigate the electronic contribution of the thermal conductivity utilizing the
Wiedemann^Franz relationship, one analyzes the electrical conductivity of AlPdMn
and AlCuFe. As is typical with many quasicrystalline systems, the electrical con-
ductivity increases with increasing temperature. The increase in electrical conduc-
tion is contrary to Matthiessen’s rule, implying that the weak scattering approx-
imation does not hold for quasicrystals. Electrical conductivity of these quasicrys-
talline systems (AlPdMn and AlCuFe) is about � � 102 ��1 cm�1.9;13;14 Applying
the Wiedemann^Franz relationship to these values of electrical conductivity, we
observe that the electronic contribution to thermal conduction is negligible below
150 K and begins to in£uence the temperature dependence of the total thermal
conductivity above 150 K. Thus, the thermal conductivity in the aforementioned
quasicrystalline systems will be considered to be governed primarily by the lattice
vibrations below 150 K. Lattice contributions continue to be signi¢cant above 150
K, but due to the continually increasing electronic contribution one must also
consider the electronic portion.
While electrical conduction in a quasicrystal is similar in many respects to elec-

tronic conduction in crystalline materials, thermal conduction in quasicrystals is
most easily compared to that of a glass (a-SiO2Þ, as seen in Fig. 1. In perfect
crystals the lattice vibrations are described by phonons. In amorphous materials,
where there is no lattice, heat is transported through localized vibrations or excita-
tions, which are often referred to as tunneling states. These localized vibrations lead
to the minimum thermal conductivity of a system.15

3. LOW-TEMPERATURE THERMAL CONDUCTION IN QUASICRYSTALS

The di¡erence in scattering mechanism between crystalline and amorphous materi-
als can be seen most acutely at low temperatures. At these temperatures (T < 2 K),
phonon modes are frozen out and boundary scattering and grain size e¡ects limit
the lattice thermal conductivity.16 This causes lattice thermal conductivity in crys-
tals to behave as T3 and lattice thermal conductivity in some glasses to behave as
T2, due to boundary scattering or scattering of phonons by tunneling states.17�19

Thompson has shown that both phonon scattering by electrons and tunneling states
exist in quasicrystalline materials.20 Therefore, quasicrystals can be classed as two-
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level systems. As such, any scattering by electrons will be observed only at higher
temperatures.

4. POOR THERMAL CONDUCTION IN QUASICRYSTALS

Thermal conductivity in quasicrystals is two orders of magnitude lower than alu-
minum, which is somewhat surprising since many quasicrystals are composed pri-
marily (�70) of aluminum. The question arises, as to what mechanisms allow the
thermal conduction to be so close to the minimum thermal conductivity. In amor-
phous materials large amounts of phonon scattering occur due to the irregular
structure of these materials. The mean free path is very small and essentially tem-
perature independent. This leads to low values of thermal conductivity, typically
about 1 W m�1 K�1 at 300 K. Thompson has observed in several AlPdMn quasi-
crystals that above 100 K the thermal conductivities of these materials approach the
minimum thermal conductivity.20

The thermal conductivity in quasicrystals can be described as glasslike due to the
phonon saturation peak seen as well as the small magnitude of thermal conductiv-
ity. This glasslike thermal conductivity is attributed to the large structural coher-
ence observed in these materials ; in AlPdMn the structural coherence can be up to
8000 A� . This structural coherence gives AlPdMn a large unit cell, which is a
component typically observed in low-thermal-conductivity materials.21

Janot has explained the poor thermal conductivity observed in quasicrystalline
materials as being due to the reduced range of phonons due to variable-range
hopping.19 An alternative explanation is that the quasiperiodic lattice scatters pho-
nons as if a point defect exists at every atomic site.22 This gives rise to scattering
such as is observed in amorphous materials.

5. GLASSLIKE PLATEAU IN QUASICRYSTALLINE MATERIALS

Thermal conductivity increases with increasing temperature until a phonon satura-
tion plateau is observed to occur between 20 K and 100 K.23 This plateau is
observed at much higher temperatures in quasicrystals than in amorphous materi-
als.24 Kalugin et al. have explained the glasslike plateau utilizing a generalized
Umklapp process.25 Umklapp processes are a consequence of interplay between
two scattering processes. The natural length scale for an Umklapp process is the
reciprocal lattice spacing where the phonons are scattered outside the ¢rst Brillioun
zone and in a reduced zone scheme appears as a backward scattering process. Of
course, a reciprocal lattice or Brillioun zone does not exist for a quasicrystal.
Umklapp processes in crystals will decrease exponentially, but in quasicrystals these
Umklapp processes will lead to a power-law behavior of the mean free path.
Kalugin et al. compared this theory with quasicrystal data and observed that it
provides a reasonable explanation for the plateau-like feature observed in quasi-
crystalline materials.

6. SUMMARY

Overall, the thermal conduction in quasicrystalline materials appears to behave in a
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manner much as one would expect a glass to behave. At low temperatures, a T2

temperature dependence which is sometimes associated with some amorphous ma-
terials is evident in quasicrystals. As temperature increases, a phonon saturation
plateau is observed; as temperatures increase above 150 K, the electronic contribu-
tion of the thermal conductivity begins to become important. Quasicrystals are
fascinating materials displaying electronic properties most closely related to crystal-
line materials and thermal properties most closely associated with amorphous ma-
terials.
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Chapter 3.3

THERMAL PROPERTIES OF
NANOMATERIALS
AND NANOCOMPOSITES

T. Savage and A. M. Rao

Department of Physics and Astronomy, Clemson University, Clemson, SC
USA

Interest in the science and technology of nanomaterials has exploded in the past
decade mainly due to their extraordinary physical and chemical properties relative
to the corresponding properties present in bulk materials. A nanostructure is char-
acterized by its size, as indicated by the term, having its crucial dimensions on the
order of 1^100 nm. There is an assortment of groupings in which nanostructures
are often categorized. In this chapter our discussion on nanostructures will primar-
ily be divided into two groups: (a) nanomaterials, consisting of such structures as
nanotubes, nanowires or nanorods, and nanoparticles, and (b) nanocomposites,
which include a composite material incorporating any of the aforementioned na-
nostructures in a matrix, in particular, thin ¢lms of polymer/nanotube composites.
The extremely small ‘‘dimension’’ is what in many instances gives nanostructures

their unique physical and chemical properties. Kittel lists several reasons for these
unusual properties :1 (a) a signi¢cant fraction of the atoms in a nanomaterial is
composed of surface atoms, as opposed to a large fraction of interior atoms present
in bulk materials ; (b) the ratio of surface energy to total energy may be of the order
of unity; (c) the wavelength of electrons in the conduction or valence band is
restricted by geometric size and is shorter than the wavelength in the bulk solid;
(d) a wavelength or boundary condition shift will a¡ect optical absorption phenom-
ena; and (e) clearly de¢ned boundaries in magnetic monolayers such as, alternating
¢lms of ferromagnetic iron and of paramagnetic chromium, present an opportunity
for greater control over magnetic properties by tunneling of the magnetization
through the chromium barrier.
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This chapter will focus on heat transfer in nanomaterials, which depend primarily
on energy conduction due to electrons as well as phonons (lattice vibrations) and
the scattering e¡ects that accompany both (these include impurities, vacancies, and
defects). Thermal conductivity, �, the electrical conductivity, �, the thermoelectric
power (TEP) or Seebeck coe⁄cient, S (as it is often called), and the heat capacity,
C, all provide valuable insight into important physical characteristics of the nano-
material. Values for such quantities in nanomaterials and nanocomposites are often
useful for drawing comparisons to measurements in corresponding bulk materials.
These types of measurements are also important for when nanostructures are used
in various applications, such as nanoelectronic devices and gas sensors.

1. NANOMATERIALS

1.1. Carbon Nanotubes

We begin with the discussion of thermal properties of carbon nanotubes, which are
the latest molecular form of carbon, discovered in 1991 by Iijima.2 A nanotube can
be viewed as a graphene sheet rolled into a seamless cylinder with a typical aspect
ratio (length/diameter) exceeding 1000. Typically, carbon nanotubes are cast into
two groups: (a) single-walled (SWNTs) or (b) multiwalled (MWNTs), which are
basically a set of concentric SWNTs. Carbon nanotubes are generally synthesized
by one of three commonly used methods. The ¢rst is the electric arc discharge in
which a catalyst-impregnated graphite electrode is vaporized by an electric arc
(under inert atmosphere of �500 Torr), yielding carbon soot that deposits on the
inner surface of the water-cooled arc chamber.3 In the second method, commonly
known as laser vaporization, a pulsed laser beam is focused onto a catalyst-im-
pregnated graphite target (maintained in an inert atmosphere of �500 Torr and
�1200

�
C) to generate the soot that collects on a water-cooled ¢nger.4 Both tech-

niques are widely used for producing SWNTs and typically yield soot with 60^70%
of the sample as nanotubes and the remainder as nanoparticles. The third techni-
que, and perhaps the one with the most promise for producing bulk quantities of
nanotubes, is chemical vapor deposition (CVD). The nanotubes are formed by the
pyrolysis of a hydrocarbon source seeded by catalyst particles (typically ferromag-
netic particles such as Fe, Co, Ni, etc., are used) in an inert atmosphere and 700^
1200

�
C. The CVD process is usually the method of choice for preparing MWNTs,

although reports have shown that SWNTs can also be grown by this means.5

1.1.1. Electrical Conductivity, �

Since the conduction by electrons is one of the two main ways in which heat is
transferred in a solid, it is important to have an understanding of the electrical
conductivity, �. Electron transport in nanotubes can be discussed one-dimension-
ally (1D) due to their high aspect ratios (i.e., diameters ranging from <1 nm to 4
nm and lengths of up to several microns).6 This characteristic of nanotubes makes
them excellent candidates for use as molecular wires. Another important aspect of
nanotubes to electron transport is that they can be metallic or semiconducting,
depending on their diameter and chirality (a measure of the amount of ‘‘twist’’
in the lattice).7 All of the carbon atoms in the nanotube’s lattice lie entirely on the
surface, leaving the tube hollow as it were. The conduction of electrons in a 1D
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system such as a nanotube occurs ballistically or di¡usively.8 When the electrons
travel without being scattered, they are said to conduct ballistically. This type of
transport will only occur in a very small nanotube segment such that its length is
much shorter than the mean free path of the electron. However, in most instances
this is not the case, and the conduction of electrons is highly dependent on scatter-
ing e¡ects due to such things as phonons, impurities, and structural defects. The
performance of electronic devices based on carbon nanotubes is limited by the
Schottky energy barrier which the electrons must cross from the metal onto the
semiconducting nanotube.
The electrical conductivity, �, is a measure of how easily electrons are able to

£ow through a material. In metals,

� ¼ en�; ð1Þ

where e is the charge, n is the electron concentration (number of electrons per unit
volume), and � is known as the carrier mobility. The carrier mobility is the factor in
� that takes into account the scattering e¡ects mentioned. The sp2 carbon bonds in
the nanotube lattice give the � electrons (electrons that contribute to conduction) a
large mobility, but it is only the ‘‘armchair’’ tubes [designated by chiral vector
indices (n,n) or chiral angle = 30

� 6] that have a large carrier concentration, making
it a good electrical conductor and thus metallic in nature. This metallic behavior is
clearly seen by the band structure diagram in Fig. 1, in which the valence and
conduction bands intersect through the Fermi energy approximately one third of
the distance to the ¢rst Brillouin zone edge.9 Conversely, ‘‘zigzag’’ [indices (n,0) or
angle = 0

�6] or other chiral nanotubes have medium to small band gaps, making
them semiconducting to semimetallic. An interesting aspect of MWNTs is that the
individual shells of a given tube can have di¡erent chiralities. So, a single MWNT
can have both metallic and semiconducting layers. Upon multiple measurements of
bundles of MWNTs prepared using the arc discharge method, the average � has
been estimated to be �1000^2000 S/cm.10

Since the electrical conductivity is equal to the reciprocal of the electrical resis-
tivity, � (i.e., � =1/�), � is often determined experimentally in nanotubes through
measurements of the temperature dependence of � by using the standard four-probe
geometry. (Note: In many cases, measurements of � can be challenging because of

FIGURE 1 Band structure of (10,10) armchair nanotubes. The two central bands (labeled by their
di¡erent distinct symmetries) intersect at the Fermi energy, giving clear evidence of their metallic nature.9
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its dependence on sample dimensions. Because samples are often prepared by press-
ing nanotube material into mats or random arrays of nanotubes, de¢ning quantities
such as cross-sectional area and thickness can be quite di⁄cult. Therefore, electrical
resistance, R, is frequently reported rather than �, since R /�.) Recalling Matthies-
sen’s rule, we see that the net resistivity of a solid is due primarily to charge carrier
scattering and is given by

� ¼ �L þ �R: ð2Þ

The ¢rst term is resistivity due to scattering by phonons. The second term accounts
for any other e¡ects that contribute to the scattering cross section, such as impu-
rities and defects, and is known as the residual resistivity.
Figure 2 displays normalized resistivity data collected from thin ¢lms of SWNTs.

The samples were synthesized by the laser ablation method.11 Both samples were
annealed in vacuum to 1000

�
C. One was then measured, and the data are labeled as

pristine. The other sample was sintered by pressing it between electrodes and pas-
sing a high current (�200 A/cm2Þ through it while under vacuum. The pristine
sample demonstrates metallic behavior (d�/dT > 0) at higher temperature but
crosses over to negative d�/dT behavior at �180 K. This crossover point varies
widely over this temperature from sample to sample. The slope of the sintered data,
however, remains negative over all temperatures, arguing in favor of semiconduct-
ing or activated hopping behavior.
In a separate study similar results were seen for pristine SWNTs in the normal-

ized resistance data with a minimum at �190 K, as shown by Fig. 3.12 Introducing
impurity K atoms into the lattice results in a signi¢cant contribution from the
second term in Eq. (2) to the measured RðT Þ due to scattering e¡ects. The bottom
trace in Fig. 3 shows that K-doping has curbed the sharp upturn in the resistance at
low T , and, in fact, the slope remains strongly positive.
Another independent set of �(T Þ data is shown in Fig. 4.13 This set was taken

from samples of puri¢ed SWNTs that have had their hollow interiors ¢lled with C60

molecules. These structures have been nicknamed ‘‘peapods’’ and are often denoted
C60@SWNTs. Interactions between adjacent molecules of C60 as well as between
the C60 and the SWNT are believed to play an important role in electron transport
in these structures. In Fig. 4 the C60@SWNTs (¢lled circles) are seen to decrease �
(i.e. increase �) at lower temperatures, compared to the ‘‘empty’’ SWNTs (open
squares). The argument for this behavior is that the C60 molecules form new con-

FIGURE 2 Normalized �ðT Þ data to room temperature value for pristine and sintered SWNT ¢lms.11
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duction paths that are able to bridge localized defect sites that typically impede
electron transport in regular SWNTs at low T .

1.1.2. Thermoelectric Power (TEP)

In nanotubes thermoelectric power (or thermopower) measurements are often used
for determining the sign of the dominant charge carrier and for probing their
sensitivity to gas adsorption. The TEP is temperature dependent; however, this
dependence varies for metals and semiconductors. At any given temperature it is
the manner in which the charge carriers are transported and scattered that will
determine the TEP of the metal or semiconductor.
Since in most metals the TEP is sensitive to the curvature of the band structure

near the Fermi level through the Mott relation

FIGURE 3 Normalized four-probe RðT Þ data to room temperature value for pristine and K-doped
SWNTs.12 Note the change in sign of the slope of the pristine sample, but the slope of the K-doped
sample remains positive.

FIGURE 4 Temperature-dependent � data for regular SWNTs and ‘‘peapods’’.13 The � ratio for empty
ð�EÞ and ¢lled (�F Þ SWNTs is given in the inset.
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Sd ¼ �2k2T

3e
@ ln �

@"

� �

"¼EF

; ð3Þ

it is a good indicator of dominant carrier type. In this expression k is the Boltz-
mann constant, e is the electron charge, and EF is the Fermi energy. The subscript
d indicates that this is the contribution of the di¡usion thermopower to the total
TEP, and clearly we see that the TEP is linearly dependent on T . In many TEP
measurements a nonlinear dependence is often also observed in a plot of S versus
T . This nonlinear dependency is usually attributed to a combination of e¡ects,
which include contributions from semiconducting tubes, abrupt variations in the
density of states, or phonon drag.14 Phonon drag, denoted Sg, is an additional term
in the thermopower,15 and the total TEP in metals can be expressed as

Stot;met ¼ Sd þ Sg: ð4Þ

In semiconductors, the mechanism that determines the TEP is somewhat di¡erent
than that of metals. The general expression for the TEP in semiconductors is

Ssem � Eg

2eT
¼ k

2e
Eg

kT
; ð5Þ

where Eg is the gap energy (also known as the band gap).16 Written in the form of
the expression on the far right, we see that Ssem / Eg/kT. In contrast to Sd in
metals, the TEP in semiconductors is inversely proportional to T and increases
with decreasing temperature. However, the total TEP deviates from this relation-
ship near absolute zero and goes to zero due to its dependence on �.16

Whereas in metals the only charge carriers that contribute to � are electrons,
semiconductors have two types of free carriers^electrons and holes. A hole is simply
the absence of an electron in the valence band that behaves like a positively charged
electron. If electrons are the dominant charge carriers in a material, then the
material is said to be n-type. Conversely, if holes are the dominant carriers, the
material is said to be p-type. The total electrical conductivity, �tot, of a semicon-
ductor is the sum of the electrical conductivity due to electrons and holes (i.e.,
�tot=�e+�h, where �e and �h are given by Eq. (1) and n and � account for the
corresponding hole concentration p and mobility �h, respectively, in �hÞ. The total
TEP of a semiconductor can be written in terms of its � dependences as

Stot;sem ¼ Se�e þ Sh�h
�tot

; ð6Þ

where Se and Sh are the electron and hole di¡usion thermopowers, respectively, of
the semiconductor. In many semiconductors one of the two terms in Eq. (6) will
dominate and the other will only contribute a small part to the overall TEP. The
true control variables in the TEP of a semiconductor will, therefore, be the carrier
concentration of the dominant carrier type and the corresponding carrier mobility.
For example, an n-type semiconductor will have a negative TEP with a magnitude
depending primarily on the electron mobility, which is directly related to the elec-
tron energy.
The electronic properties of nanotubes are a¡ected greatly by their gas exposure

history, chirality, and diameter. The TEP has been observed to be particularly
sensitive to such changes. Exposure to oxygen (or air) has been shown to have a
dramatic e¡ect on the TEP in nanotubes.17�19 In Fig. 5a the TEP is plotted as a
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function of time as samples of puri¢ed SWNTs were cycled between vacuum and
O2.17 The temperature was held constant at 350 K during this experiment. The sign
of the TEP goes reversibly from positive to negative in a time frame of �15^20 min.
as O2 is removed and then reintroduced into the system. The magnitude of the TEP
swings from �+20 �V/K in the presence of O2 to � �12 �V/K in vacuum. The sign
reversal in the TEP is indicative of a change in the dominant charge carrier switch-
ing from n-type (in vacuum) to p-type (in O2Þ. A separate study showed that as T
decreases the saturation time due to O2 adsorption increases, going from an order
of minutes at T = 350 K to several days at T = 300 K and even longer for T < 300
K.18 Their TEP versus T data also clearly demonstrate the result of oxygen ex-
posure as shown in Fig. 5b. Here TEP data for a ¢lm of puri¢ed SWNTs in its O2-
saturated state as well as after being completely deoxygenated is given. Both curves
approach zero as T ! 0 and have roughly similar values of magnitude at room
temperature but are opposite in sign.
Another independent study also displays the role of O2 adsorption on nanotubes

as well as the e¡ect of exposure to various other gases.19 Interestingly, they reported
that collisions between gas particles and the nanotube wall can have a signi¢cant

b. a. 

FIGURE 5 (a) TEP ðSÞ versus time data for a SWNT ¢lm cycled between vacuum (S < 0) and O2

saturation (S > 0).17 (b) The T -dependent TEP data for a SWNT ¢lm that has been O2 saturated and
then deoxygenated.18

FIGURE 6 TEP versus time data for a SWNT mat at T = 500 K. The sample was initially air saturated.
It was then degassed and cycled between N2 and He (dark symbols) and vacuum (open symbols).19
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impact on the TEP. Figure 6 shows the time evolution of the TEP for a mat of as-
prepared SWNTs as it was exposed to a number of di¡erent environments at T =
500 K after it had ¢rst been air saturated. The air saturated SWNTs show an initial
TEP value of �+54 �V/K. As the sample chamber was evacuated to �10�6 Torr,
the TEP is seen to switch signs and then eventually £atten out over a period of �15
to a degassed (or deoxygenated) value of �-44 �V/K. The behavior of the TEP
upon repeated cycling of the sample between N2/vacuum and He/vacuum is shown
in the ¢gure. A peak corresponding with the presence of each gas can be observed
in the TEP data. The time needed to remove the O2 was much longer than the time
it took to rid the system of N2 or He. This fact is attributed to a stronger binding
between O2 and the walls of the SWNTs, suggesting an exchange of electrons
between the two (i.e., chemisorption).
The TEP and corresponding normalized R data of the SWNT sample used in

Fig. 6 are given in Fig. 7 as a function of T . The letters correspond with those in
Fig. 6, signifying the particular environment of the sample chamber during the
measurement. Note that each of the TEP plots in Fig. 7a demonstrates a linear
T dependence, with the exception of the air-saturated trace, which appears to have
a peak at �100 K, giving support for the dominance of the contribution to the
thermopower from metallic tubes. Recognizing that each of the normalized R traces
have been upshifted by the number indicated in parentheses and, in fact, nearly lie
on top of each other, a comparison of Figs. a and b clearly shows that the TEP is a
much more sensitive and reliable measurement than R for probing the e¡ects of gas
adsorption in nanotubes. The n-type nature of the TEP in pristine or degassed
SWNTs is believed to arise from the asymmetry in the band structure in metallic
tubes brought about by tube^tube interactions20 or lattice defects.21

There has also been evidence for the existence of the Kondo e¡ect through TEP
measurements of SWNTs.22 The TEP (T Þ data for as-prepared SWNT mats that
were synthesized with a variety of catalyst particles are given in Fig. 8. The broad
peak in the temperature range of 70^100 K has been attributed to the occurrence of
magnetic impurities in the SWNTs. This peak is often reported in SWNTs and is
typically associated with the Kondo e¡ect. The position and size of the peak
depend on the type of catalyst particle used. Each of the traces from SWNTs
obtained from Fe^Y, Co^Y, Ni^Y, or Ni^Co catalysts exhibit noticeable Kondo
peaks (the Fe^Y being the most signi¢cant at �80 �V/K at 80 K). On the other

a. b.
(a) (b)

FIGURE 7 The T dependence of (a) TEP and (b) normalized R for SWNT mats. The letters marking
each trace in both ¢gures (A, B, E, I) correspond with the letters in Fig. 6 that signify the condition of
the samples when they were measured. Values in parentheses indicate the amount of vertical shift in each
trace.19
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hand, the ones from Mn^Y and Cr^Y do not. Also, by treating the samples that do
display a Kondo peak with iodine, we can virtually eliminate this behavior, making
the TEP completely linear in T .
The e¡ect of ¢lling a SWNT with C60 molecules on the TEP is also worthy of

discussion. One study comparing puri¢ed regular SWNTs with C60@SWNTs
showed a marked decrease in the TEP as a function of T for C60@SWNTs.13

The regular SWNTs show a room temperature TEP value of �60 �V/K after air
saturation, whereas the C60@SWNTs saturate at �40 �V/K at 300 K. This is
argued as evidence for a signi¢cant phonon drag contribution to the thermopower
in pristine SWNTs, since the presence of C60 inside C60@SWNTs increases the
probability for phonon scattering and thus decreases the phonon relaxation time.
This e¡ectively reduces the response of the TEP because Sg is directly proportional
to the phonon relaxation time. Also, the interior of an empty SWNT is available
for oxygen adsorption, while C60 blocks the inner adsorption sites in a ¢lled
C60@SWNT. Both of these factors are thought to play a key role in determining
the TEP in C60@SWNTs.
Since much of the previous discussion in this section has been on SWNTs, a

general comparison between the TEP(T Þ of SWNTs and MWNTs should prove
quite useful (cf. Fig. 9).23 Plots of the T dependence of the TEP for four di¡erent
carbon samples are given in Fig. 9, which include data from as-prepared SWNTs
produced by the arc discharge (solid circles) and the laser ablation (open boxes)
techniques, as well as an as-prepared ¢lm of MWNTs grown by CVD (open dia-
monds) and a sample of highly oriented pyrolytic graphite (HOPG). All four sam-
ples were exposed to room air and room light for an extended period of time and
are, therefore, considered to be su⁄ciently O2-doped. Clearly, SWNTs have a much
higher room temperature TEP value (�+40 and +45 �V/K) than the MWNTs
(�+17 �V/K). Notice that the sign of the TEP of both the SWNTs and the
MWNTs is positive, indicating p-type behavior in oxygen^doped nanotubes. The
bulk graphite displays a room temperature value of � �4 �V/K. This ¢gure serves
as a quick reference guide for TEP(T Þ values in all three air-exposed carbon forms.
Finally, recent advances in mesoscopic thermoelectric measuring devices have

made measuring single nanotubes possible.24 Most TEP measurements to date
have been made on a collection of SWNTs or MWNTs in the form of mats or

FIGURE 8 TEP versus T data for SWNTs synthesized using assorted catalyst particles.22 The broad
Kondo peak is evidenced in the upper four traces.
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FIGURE 9 TEP versus T data for air-saturated SWNTs, MWNTs, and highly oriented pyrolytic gra-
phite (HOPG).23

FIGURE 10 SEM image and schematic of novel mesoscopic device used for measuring TEP in individual
nanotubes.24
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thin ¢lms and are thus not necessarily intrinsic to an individual tube. Figure 10
displays a SEM image and the schematic of a device currently being used to
measure the TEP of isolated nanotubes. The CVD process is used to grow an
isolated nanotube on a silicon oxide/silicon substrate. Contact electrodes are then
formed on the nanotube by electron-beam lithography. A microheater near one end
of the nanotubes is used to establish a temperature gradient of 0.1^0.5 K/�m. The
thermoelectric voltage is then measured from the electrode contacts using a high-
input-impedance voltage preampli¢er. Measurements of this kind have indicated
that individual nanotubes are capable of TEP values >200 �V/K at T < 30 K. This
type of technology should be able to provide valuable insight into the inherent
thermoelectric properties of individual nanotubes and opens the door for a variety
of di¡erent studies.

1.1.3. Thermal Conductivity, �

Thermal conductivity, �, is simply a measure of the ease with which heat energy can
be transferred through a material. It is a material-dependent property and is de¢ned
as the constant of proportionality relating the rate of heat £ux, jQ (i.e., heat energy
per unit area per unit time), through a solid to the temperature gradient across it :

jQ ¼ ��
�T

�x
: ð7Þ

An expression that relates � to the phonon mean free path, �, and the heat capacity
per unit volume, C, can be derived through the standard kinetic theory of gases and
is

� ¼ 1
3
Cv‘; ð8Þ

where v is the phonon velocity. Early work done in CNTs predicted thermal con-
ductivities that exceeded those seen in either diamond or graphite (two materials
with largest known �).25 Some of the ¢rst measurements in low-density mats of as-
prepared SWNT bundles produced a room temperature � of 0.7 W/m-K.26 The
�(T Þ data for this sample are shown in Fig. 11 over a temperature range of 8^350
K. The data exhibit very close to linear behavior over all T with a slight upturn in
d�/dT around 25 to 40 K. The low-temperature (<25 K) data shown in the inset are
quite clearly linear in T . Calculations of the Lorenz ratio (�/�T) indicated that the
electron contribution to � is very small, and therefore only phonon contributions
were used to ¢t the data. Since their model agrees well with general behavior of the
measured data, the authors argue that phonons dominate � over all T due to the
one-dimensionality of the SWNTs [i.e., phonon^phonon scattering (umklapp pro-
cesses) is reduced at high T in a 1D system].
Later measurements performed on high-density, thick ¢lms (�5 �m) of annealed

SWNT bundles after being aligned in a high magnetic ¢eld (HÞ showed a signi¢cant
increase in �:27 Also, the anisotropic nature of � in SWNTs is clearly evidenced by
the data in Fig. 12, where measurements have been made parallel to the direction of
H-alignment. Here � increases smoothly with T in both traces, but the room
temperature value is an order of magnitude greater in aligned SWNTs (�220 W/
m-K), compared to unaligned (�30 W/m-K). This experimental value for � in
aligned tubes is within an order of magnitude of what is observed in graphite or
even diamond.
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Theory predicts extraordinarily large values of � for isolated nanotubes. Room
temperature values of �6600 W/m-K have been calculated for an individual me-
tallic (10,10) armchair nanotubes28 which is nearly twice as much as the 3320 W/m-K
that has been reported in diamond.29 But much like the TEP, most � measure-
ments have been made in bulk samples of nanotubes in the form of mats or ¢lms,
making it di⁄cult to be certain of the intrinsic value of the individual tubes.
However, recent developments in microscale devices for the purpose of thermal
measurements have made it possible to measure the � of a single MWNT.30 Figure
13 gives the T dependence of � for a MWNT with diameter �14 nm. The behavior
is very similar to that in Fig. 12 for a SWNT mat, with the exception of the
downturn near T = 325 K. The most notable feature though, is the large room
temperature value of �3000 W/m-K which is greater than that of the SWNTs in
Fig. 12 by an order of magnitude but akin to the predicted value for an individual
SWNT mentioned earlier.

FIGURE 11 �(T) data for a mat of SWNT bundles.26 The low-temperature behavior is given in the inset.

FIGURE 12 Anisotropic nature �ðT Þ of dense SWNT mats.27 The ‘‘aligned’’ sample was done with a
high magnetic ¢eld.
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The reported � of C60@SWNT ‘‘peapod’’ structures is also of interest.13 One
might expect that C60 molecules inside the hollow lattice of a SWNT host would act
like ‘‘rattlers.’’ In the presence of bulk materials, rattlers can have the e¡ect of
reducing the thermal conductivity and thereby enhancing the ¢gure of merit,
ZT=S2�T/� (ZT is a dimensionless value that essentially measures a material’s
e¡ectiveness as a thermoelectric). However, this may not necessarily be the case
in a 1D system such as a nanotube. The �(T Þ data for air-exposed empty and C60-
¢lled SWNT bundles are given in Fig. 14. The general behavior as a function of T
is again very similar to that observed in Fig. 12, but interestingly, the C60@SWNTs
show very little variation in �(T Þ, and the change that is observed is actually a
slight increase in �(T Þ. The authors’ argument for this result is threefold: (a) the
one vibrational mode that could contribute to � produces a negligible sound velo-
city compared to that which originates from the LA mode of the tube; (b) the
interaction forces between the C60 and the tube are not su⁄cient to a¡ect the tube
sti¡ness by a sizable amount; and (c) � is reduced by localized e¡ects generated by

FIGURE 13 The T dependence of � for an individual MWNT of diameter 14 nm.30

FIGURE 14 �ðT Þ data comparing empty SWNTs to C60@SWNTs.13
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shifts in the C60 molecules. Consequently, the presence of C60 inside a nanotube
does not substantially alter �.

1.1.4. Heat Capacity, C

The heat capacity, C, of a solid is de¢ned by the temperature derivative of the
energy, U :

C� ¼ @U

@T

� �

�

; ð9Þ

where the subscript � indicates the parameter being held constant (i.e., volume or
pressure). Usually, volume is held constant for theoretical discussions, but most
measurements are made at constant pressure. At low temperatures it can yield
important information on phonon and electron behavior and system dimensional-
ity. In many solids the total heat capacity at constant volume (CV Þ is made up of a
phonon term and an electron term:

CV ¼ Cph þ Cel: ð10Þ

Calculations indicate that contributions due to phonons should dominate CV over
all T in nanotubes.31 From the Debye approximation at low T , Cph should scale as
T raised to the dimensionality of the system (i.e., Cph / Tn, where n is the dimen-
sion of the system).
Theory has shown that a 2D sheet of graphene indeed scales as T 2 ; however,

when this sheet is rolled into a seamless cylinder (i.e., a SWNT), Cph / T at su⁄-
ciently small radius.31 The result is suggestive of the quasi-1D nature of nanotubes
since the Cph behavior will cross over to 2D if the radius is larger than allowable for
a given value of T . This inverse relationship between the radius and temperature on
Cph can be seen in Fig. 15.31 The temperature at which Cph (and CV by virtue of the
dominance of the contribution due to phonons) scales as T will increase with
decreasing radius in SWNTs. In MWNTs it is the number of shells as well as
the radius that determines this behavior. As the number of walls and radii increase,
CV is expected to scale between T 2 and T 3, much closer to that of three-dimen-
sional graphite.
Measurements of the heat capacity at constant pressure (CP Þ for bundles of

puri¢ed SWNTs plotted as the speci¢c heat (=CP /mass) are shown in Fig. 16.32

The CP ðT Þ data in Fig. 16a show the behavior of CP from 2^300 K. Figure 16b

FIGURE 15 Schematic demonstrating the relationship between the radius (R), T , and Cph in SWNTs.31

For su⁄ciently small R and T ; Cph scales as T ; otherwise it scales as T 2.
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displays the low-temperature (<25 K) data. The presence of He is seen here to have
the e¡ect of increasing CP at low T (triangles). This result is in good agreement
with the theory, which predicts this rise in CP upon adsorption of He into the
interstitial channels of the SWNT bundles.33 A log^log plot of the data in Fig. 16a
(not shown here) was in very good agreement with that modeled from an individual
SWNT down to 4 K, demonstrating the 1D nature of the samples.32

Finally, more recent measurements of CP down to 0.1 K show that the heat
capacity is determined by three terms with di¡erent powers of T in samples of
puri¢ed SWNT bundles.34 Their data ¢t very well with the relation CP =
�T�2+�T0:62+�T3 over 0.3^4 K. The T�2 term is attributed to ferromagnetic cat-
alyst particles in the sample. Upon accounting for this contribution, the data are

a. b.

(a) (b)

FIGURE 16 The T dependence of CP per unit mass for SWNT bundles.32 (a) The cooling data from
room temperature to 2 K and (b) the low-T data showing the e¡ects of He exposure on CP .

FIG. 17 Upon subtracting the T�2 term, CP in bundles of SWNTs is seen to be the addition of a T 0:62

term and a T 3 term from 0.3^4 K.34
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seen to be in reasonable agreement with the remaining two terms, as shown by Fig.
17. The source of the T 0:62 term is not explicitly understood by the authors, how-
ever, the T 3 term is said to originate from the tube^tube coupling within the SWNT
bundles, thereby giving rise to the 3D behavior at low T .

1.2. Nanowires

Whereas carbon nanotubes are hollow graphene cylinders with large aspect ratios,
nanowires are solid cylinders with dimensions of the same order as nanotubes
(nanowires of shorter lengths having aspect ratios of �10 are typically referred
to as nanorods) and come in a wide variety of di¡erent materials. Several tech-
niques have been developed for nanowire synthesis. These include the template
method in which tiny pores in a chemically stable material are ¢lled by one of
an assortment of processes (e.g., vapor deposition, electrochemical deposition, pres-
sure injection, etc.) with the desired material of the nanowires, the vapor^liquid^
solid (VLS) method that uses the supersaturation of a liquid catalyst particle by
gaseous material to precipitate a solid in one direction, and the solution phase
growth of nanowires through the use of surfactants. Some types of nanowires
that have been synthesized with these methods include Bi, Bi2Te3, BN, CdS, Cu,
Fe, GaAs, GaN, Ga2O3, GaP, GaS, Ge, In, InP, InAs, MgO, Si, SiGe, SiO2, Sn,
SnO2, and ZnO. For a review on these and other techniques as well as the many
more types of nanowires that have been studied to date, see Ref. 8. Because, like
nanotubes, they can often be thought of as 1D systems, nanowires demonstrate
very unique properties compared to their bulk counterparts and show great poten-
tial for nanoscale devices.

1.2.1. Electrical Conductivity

The diameter size in nanowires is perhaps the most signi¢cant parameter in elec-
trical conduction. Electrical transport is expected to be comparable to that of bulk
material except when the diameter becomes small enough (on the order of the
electron wavelength).8 In this case 1D quantum size e¡ects can be expected. As
in nanotubes, electron transport in nanowires is expected to be primarily di¡usive,
except for extremely short wire segments.
Measurements in some semiconducting nanowires have exhibited particularly

unique properties. Silicon nanowires, one of the most extensively studied types of
nanowires, have shown an increase from 45 to 800 nS in the average room tem-
perature transconductance, with a peak value of 2000 nS across a single nanowire
with a diameter of 10^20 nm and a length of 800^2000 nm after treatment to reduce
the e¡ects of oxidation.35 In accordance with Eq. (1), they also showed an increase
in the average � from 30 to 560 cm2/V-s, with a peak value of 1350 cm2/V-s. Both
results are improvements on what is seen in planar silicon. Another study found
that GaN nanowires (diameter �30 nm; length �330 nm) had an average value of
� = 2.15 cm2/V-s at room temperature, compared to 380 cm2/V-s found in bulk
GaN.36

Measurements of the T dependence of R can also show the dramatic contrast
between nanowires and their bulk parents. For example, Fig. 18 clearly shows the
di¡erence in the RðT Þ data for bulk Bi and Bi nanowires of various diameters.37

Bismuth nanowires were calculated to crossover from semimetallic to semiconduct-
ing behavior at a diameter of �50 nm due to the e¡ects of quantum con¢nement.38
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The experiments in Fig. 18 con¢rmed this prediction by showing a transition at 48
nm. This crossover e¡ect is purely a result of the extremely small size of the Bi
nanowires and cannot be observed in its bulk form.

1.2.2. Thermoelectric Power

Thermoelectric measurements in certain types of nanowires demonstrate the distinct

FIGURE 18 Normalized resistance RðT Þ data for bulk Bi and several Bi nanowires of assorted dia-
meters.37

a. b.

(a) (b)

FIGURE 19 T dependence of the TEP comparing bulk and nanowire samples of (a) Bi39 and (b) Zn.8;40
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advantages of being extremely small as well. The TEP data in Fig. 19 present clear
evidence of this. Figure 19a shows the SðT Þ data for bulk Bi and Bi nanowires as
well as Bi nanowires alloyed with Sb (5 at.%).39 The magnitude of the TEP over all
T is increased by Sb alloying. Also, in both the Bi and Bi0:95Sb0:05 nanowires a
decrease in diameter corresponds to an increase in TEP magnitude. Each of the
four nanowire samples shows an enhanced room temperature value, but only the
Bi0:95Sb0:05 nanowire with a diameter of 45 nm is greater over the entire range of T .
A comparison of the measured TEP in bulk Zn and samples of Al2O3 and Vycor
glass with Zn nanowires embedded is given in Fig. 19b.8;40 Both samples containing
Zn nanowires exhibit enhancements in the TEP with respect to the bulk sample.
However, the smaller-diameter Zn nanowire (4 nm) samples show a huge increase
in TEP magnitude, in particular at T = 300 K.

1.2.3. Thermal Conductivity and Heat Capacity

Very little has been reported to date on the intrinsic thermal conductivity and heat
capacity in nanowires, due to the di⁄culty of these types of measurements. Mea-
surements show a strong dependence on diameter and surface oxidation.8 Some
�(T Þ data have shown that Si nanowires (diameter �22 nm) scale as T . Indicative
of their 1D nature, the CðT Þ data were linear in T as well.

1.3. Nanoparticles

Nanoparticles can be thought of as zero-dimensional (i.e., constrained in all three
directions) ¢ne particles usually containing 10 to 1000 atoms.1 They are sometimes
referred to as nanoclusters. They can be made of virtually any kind of material. An
understanding of their thermal properties is important for their use in the devel-
opment of nanoscale devices. For example, the use of thin ¢lms and coatings of
nanodiamond clusters in order to take advantage of the large thermal conductivity
of diamond shows promise in a variety of thermal management applications.

FIGURE 20 � data for ‘‘nano£uids’’ consisting of ethylene glycol and Cu nanoparticles normalized to
the � of regular ethylene glycol.41
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Nanoparticles have been reported to enhance the thermal conductivity in certain
£uids. Figure 20 shows the � versus nanoparticle concentration data for samples of
ethylene glycol containing Cu nanoparticles normalized to regular ethylene glycol.41

Each of these ‘‘nano£uids’’ exhibits improvements in � data. The most signi¢cant
increase in � (�40%) can be seen in the sample containing �0.3 vol.% Cu nano-
particles and thioglycolic acid (triangles), which was used to stabilize the nanopar-
ticles. The average diameter of the nanoparticles was less than 10 nm. Note that the
enhancement in � appears to be time dependent, as evidenced by the decrease in �
for the ‘‘old’’ samples (�2 months) as compared to the ‘‘fresh’’ ones (�2 days). The
authors do not specify the cause of this behavior, and it is believed that further
investigations are needed for a more thorough understanding of this phenomenon.
Most of the work reported on the thermal properties of nanoparticles has been in

the area of heat capacity. Calculations predict that C in nanoparticles, due to their
tiny size, will not follow Debye’s T 3 law seen in most solids at low temperatures but
an exponential behavior in T and particle size.42 However, measurements in certain
ferromagnetic nanoparticles like MnFe2O4 do show a T 3 dependence with the
contribution of an additional T 3=2 magnetic term.43 The CP ðT Þ data from 2 to
300 K are given for a sample of MnFe2O4 nanoparticles in Fig. 21. The data
increase with temperature over all T but show a de¢nite change at � T = 19 K.
For T < 19 K, the data (not show here) do indeed ¢t well an expression for C
consisting of T 3 and T 3=2 terms.

2. NANOCOMPOSITES

In this chapter we refer to nanocomposites as materials that have any of the
previously mentioned nanostructures embedded in them. These types of materials
have generated a lot of interest, since it is believed that the incorporation of certain
nanosized structures can enhance the host material’s various physical and chemical
properties and, of particular interest, their thermal properties.

FIGURE 21 CðT Þ data for a sample of MnFe2O4 nanoparticles.43 The arrow indicates a sharp change in
the data at � T = 19 K.
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2.1. Electrical Conductivity

Enhancements in � have been reported in a number of materials that include
nanostructures in their composition, speci¢cally nanotube/polymer composites.44�46

The � data as a function of SWNT content (wt.%) in ¢lms (thickness �100 nm) of
poly(3-octylthiophene) (P3OT) and SWNTs is shown in Fig. 22a.45 An increase in �
at room temperature by nearly ¢ve orders of magnitude can be seen as the SWNT
concentration is increased from 0 to 35 wt.%. A particularly sharp change occurs as
the amount of SWNTs increased from 12 to 20 wt.%. A signi¢cant change in � was
also seen in ¢lms (thickness �20 �m) of polyaniline (PANI) and MWNTs.46 The
table in Fig. 22b shows several measured quantities of the PANI/MWNT nano-
composites, including the room temperature �. The ¢rst column in this table cor-
responds to the MWNT concentration in the ¢lm: P-1 = 0 wt.%, P-2 = 0.5 wt.%, P-
3 = 1.0 wt.%, and P-4 = 5 wt.%. Both the 1 and 5 wt.% samples show an increase in
�, compared to ¢lms without MWNTs. It has also been reported that assorted
metal-oxide composites change from insulating to conducting upon evenly disper-
sing carbon nanotubes throughout the sample.47

2.2. Thermal Conductivity

The incorporation of carbon nanotubes into various materials can also have the
e¡ect of improving thermal conductivity. The �(T Þ data in Fig. 23 show a compar-
ison between samples of industrial epoxy with and without bundles of SWNTs
mixed into the composite.48 The epoxy with SWNTs (�1 wt.%) displays an increase
in � over the entire range of T . Most notably, the room temperature � value of the
SWNT epoxy exhibits an enhancement of 125%. This gives clear evidence of the
advantages in thermal management that can be attained by simply adding carbon
nanotubes to the given material.

3. APPLICATIONS

We close this chapter with a brief discussion of burgeoning applications of nano-
materials and nanocomposites which have demonstrated extraordinary potential
due to their exceptional properties. However, due to the nature of this chapter,

a. b. 

FIGURE 22 Enhancements in � seen in many nanotube/polymer composites is evidenced by � data in
¢lms of both (a) P3OT and SWNTs45 and (b) PANI and MWNTs.46
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this discussion will be restricted to only a couple of applications involving thermal
properties. One of the most recently reported applications for nanotubes is their use
as a ‘‘nanothermometer.’’49 Liquid Ga was seen to expand linearly with T over a
range of 50^500

�
C when placed inside a nanotube (diameter �75 nm and length

�10 �m). The electron microscope images in Fig. 24a^c display the Ga menisci at
58

�
C, 490

�
C, and 45

�
C, respectively. In Fig. 24d the reproducibility and precision of

the measurements are demonstrated by the height of the meniscus versus T data.
A second application that has shown a lot of promise is the use of nanotubes as

gas sensors. As discussed earlier, the TEP in nanotubes is extremely sensitive to gas
exposure. Based upon this fact the thermoelectric ‘‘nano-nose’’ was developed.50 By
using isothermal Nordheim^Gorter (S vs. �) plots like those in Fig. 25a, the ad-
sorption of various gases as well as the particular adsorption mechanism (i.e.,
physisorption or chemisorption) can be detected. In Fig. 25a the linear behavior
of H2, He, and N2 is indicative of physisorption of these gases onto the various
nanotube surfaces. On the other hand, the nonlinear response of NH3 and O2

shown in the inset signi¢es electron transfer between the gas molecules and the
nanotube (i.e., chemisorption). Figure 25b displays the T dependence of the TEP
for a puri¢ed SWNT mat after being degassed (S0Þ and then after being exposed to

FIGURE 23 �ðT Þ data for pristine epoxy and SWNT-epoxy nanocomposite.48

FIGURE 24 Images of the linearly varying Ga meniscus at (a) 58oC, (b) 490oC, and (c) 45oC inside a
carbon nanotube.49 The scale bar in (a) corresponds to 75 nm. (d) Reproducibility established by the
height versus T plot of the meniscus for both warming and cooling cycles.
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di¡erent hydrocarbon vapors (n = 3^5).51 After each measurement the sample was
degassed until it reached its initial value. As clearly seen in the ¢gure, exposure to
each hydrocarbon vapor renders a di¡erent SðT Þ signature. The results from both
of these studies demonstrate the potential for using nanotubes as highly sensitive
gas sensors. As these types of techniques and di¡erent technologies continue to
progress, the pace to exploit these nanomaterials appears to quicken, and the list
of their possible uses seems to grow exponentially.
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Bloch-Wilson theory, 83^85
Boltzmann equation (BE), 10, 12,

32^35, 43, 95, 162
linearization, 35, 47

Born-Oppenheimer approximation, 52
Boundary scattering, 78
Bridge method, 215, 222^224

Bulk materials, determining thermal
conductivity of, 187^188, 202; see
also speci¢c topics

Callaway model, 12, 16
Carbon-doped silicon dioxide (CDO),

172
Carbon ¢ber-incorporated alumina

ceramics, 245
Ceramic composites, 244^245
Ceramic ¢bers, 245
Ceramics, 239, 251

novel materials with various applica-
tions, 244^248

rare-earth based, 246^247
thermoelectric, 247^248
traditional materials with high ther-
mal conductivity, 240^244

Chalcogenide glasses, 248^250
Chalcogenides and oxides, novel, 145^

148
Chemical vapor deposition (CVD), 262
Clathrates, 137^141
Collisions, 24
Comparative technique, 193^195
Copper (CU) thin ¢lms, 169, 170
Crystalline insulators : see under Insula-

tors
Crystals, 100; see also Quasicrystals

boundary scattering, 117^118
phonon scattering by impurities, 115^
117

phonon scattering in pure, 114^115
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CsBi4Te6, 147
Current density : see Electric current

density

Debye approximation, 11^12, 94,
135^137

Debye equation of state, 119
Debye frequency, 51
Debye model
for phonon distribution, 118
of thermal conductivity of solids, 100

Debye temperature, 81, 119
Debye theory, 11
Debye’s equation for heat transfer in

gases, 94
Diamond, impurities in, 97
Diamond ¢lms, 174
on aluminum nitride, 244

Dielectric ¢lms, 171, 174
amorphous SiO2 ¢lms, 171^172
thin ¢lm coatings, 173^174

Di¡usion, bipolar, 8
Di¡usivity method, laser-£ash thermal,

197
Dislocations, 78
Drude formula, 25, 40
Drude model, 24^29

Elastic electron scattering, 42
Electric arc discharge, 262
Electric current density (JeÞ, 24, 35^36
Electrical conductivity (�Þ, 40^44
of carbon nanotubes, 262^265
of nanocomposites, 279^280
of nanowires, 276^277

Electrical heating and sensing, 208
cross-plane thermal conductivity

measurements of thin ¢lms, 208
steady-state method, 212^214
3! method, 208^213

in-plane thermal conductivity mea-
surements, 214^216
bridge method, 215, 222^224
membrane method, 215^222
without substrate removal, 225

Electrical resistivity, 170; see also Elec-
tronic thermal resistivity; Scatter-
ing processes

Electron-hole scattering, 68

Electron scattering; see also Scattering
processes

elastic, 42
Electronic thermal conduction, 3^9; see

also Lattice thermal conductivity
Electronic thermal conductivity, 23,

44^46, 80
Electronic thermal resistivity, 69 ; see

also Electrical resistivity
Electrons, 24

Fermi-Dirac distribution, 29^30
Fermi energy, 40
Fermi liquid theory, 65, 66
Fermi surfaces, 40^42, 68, 84^85
Film-on-substrate system, 218^219
Fourier law, 26
Friedel sum rule, 50
Fuchs theory, 170

GaAs/A1As superlattices (SLs), 178^
181

Gas sensors, use of nanotubes as, 281
Germanium, 129, 130
Glass-ceramic superconductor, 245^246
Glasses, 93^94, 239, 248, 250^251
chalcogenide, 248^250
comparison with crystals, 100
detailed models of thermal conductiv-
ity, 100^101

recent amorphous ice results, 101

Half-Heusler compounds, 141^142
e¡ect of annealing, 142
e¡ect of grain size reduction, 144^145
isoelectronic alloying on M and Ni
sites, 142, 144

Harman technique, 201^202
Heat current density: see Thermal cur-

rent density
Heat £ux, 10
Heat pulse method, 220, 224
Heat spreading e¡ect, methods of mea-

suring, 215, 216
Heat transfer method, 218^219
Heusler alloys, 142; see also Half-Heus-

ler compounds
HfNiSn, 142^144
Highly oriented pyrolytic graphite

(HOPG), 269, 270
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Horizontal processes, 46

Ice, 101
crystalline phases of, 98^99

Ideal resistivity, 58
Ideal thermal resistivity, 60, 84
Impurity scattering, 78, 80
Inclusion compounds, 99
Insulators, 93^94
minimal thermal conductivity, 101
phononic thermal conductivity in
simple crystalline, 94^97
acoustic phonons carry heat, 94^96
impurities, 97

role of optic modes in more complex,
97^99
molecular, 97^99
optic-acoustic coupling, 99^100

Kapaitza resistance, 154^156, 161
Kinetic theory, simple, 2
Klemens coe⁄cient and numerical solu-

tion, 83, 84

Laser-£ash thermal di¡usivity method,
197

Laser vaporization, 262
Lattice thermal conductivity, 9^17, 73
phonon thermal resistivity limited by
electrons, 73^77

prediction of, 118^120
in semiconductors, 112^114

Lattice vibrations: see Phonons
Lead selenide (PbSe), 128
Lead telluride (PbTe), 127^128
Liouville theorem, 34
Lorenz number (LÞ, 110, 111, 170^171
Lorenz ratio (LÞ, 45, 61, 85^86

Maggi-Righi-Leduc e¡ect, 77
Magnesium silicon nitride (MgSiN2Þ,

247
‘Maldonado’ technique, 197^199
Mass-defect scattering, 117
Matthiessen’s rule, 5, 43, 44, 46
Membrane method, 215^222
Metallic thin ¢lms: see under Thin ¢lms
Metals, 21, 87^88; see also speci¢c

topics
carriers of heat in, 22^23

Metals (cont.)
processes limiting phonon thermal
conductivity in, 73^79

pure, 28^29, 79^86
speci¢c heat, 29^32
thermal conductivity of real, 79^87
transport parameters for monovalent,
82^83

Microfabrication techniques, 219
Minimal thermal conductivity, 101
Mirage method, 231
MNiSn, 141^142
Modulation heating techniques, 220^

221, 224
Molecular dynamics (MD), 163
Mott relation, 265^266
Multiwalled nanotubes (MWNTs), 262,

263, 269, 270, 272, 280
MX3, 129

NaCo2O4, 147^148
Nanocomposites, 261, 279

applications, 280^282
electrical conductivity, 279^280
thermal conductivity, 280

‘Nano£uids,’ 278^279
Nanomaterials, 261

applications, 280^282
Nanoparticles, 278^279
‘Nanothermometer,’ 280^281
Nanotubes, carbon, 262

electrical conductivity, 262^265
heat capacity (C), 274^275
thermal conductivity (�Þ, 271^273
thermoelectric power (TEP), 265^271

Nanowires, 276
electrical conductivity, 276^277
thermal conductivity and heat capa-
city, 278

thermoelectric power, 277^278
Non-Kapitzic heat £ow, 161^162

analytic theory, 162^163
Normal processes (N-processes), 12,

115^116

Optic-acoustic coupling, 99^100
Optical-electrical hybrid methods,

232^233
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Optical heating methods, 225^226
frequency-domain photothermal and

photoacoustic methods, 230^232
time-domain pump-and-probe meth-

ods, 226^229
Parallel thermal conductance (PTC)

technique, 200^201
Partially stabilized zirconia (PSZ), 174
Pauli exclusion principle, 29, 30, 38, 62
Peltier coe⁄cient, 39
Peltier e¡ect, 39
Phonon-boundary scattering rate, 14^16
Phonon-dislocation scattering, 15
Phonon dispersion curves, 9^10
Phonon distribution, Debye model for,

118
Phonon distribution function, 10, 12
Phonon method, dominant, 17
Phonon-phonon normal scattering, 14
Phonon-point-defect scattering, 14
Phonon scattering(s), 14, 16; see also

under Crystals ; Scattering pro-
cesses

processes, 11^12, 17
relaxation rate, 15^16

Phonon spectrum, contribution to ther-
mal conductivity of di¡erent parts
of, 117, 118

Phonons, 9, 156^157; see also speci¢c
topics

acoustic, 94^96
mean free path, 11

Photothermal de£ection method, 231
Photothermal displacement method,

231
Photothermal emission method,

230^231
Photothermal re£ectance method, 230
Photothermal re£ectance signal,

228^229
Photothermoelectric methods, 232^233
Point-defect scattering, 115
Polyaniline (PANI), 280
Polysilicon ¢lms, 175^176
Pulse heating, 220, 224
Pulse-power method, 197^199
Pump-and-probe methods,

time-domain, 226^229
Pyrolytic graphite, highly oriented, 269,

270

Quasicrystalline materials, 255^256, 259
contributions to thermal conductiv-
ity, 257

glasslike plateau in, 258
Quasicrystals
low-temperature thermal conduction,
257^258

poor thermal conduction, 258

Radial £ow method, 194^197
Radial methods, classes of apparatus in,

195
Radiation, 102
Radiation loss, 191, 192
Relaxation time, 74, 116; see also under

Phonon scattering(s)
Relaxation time approximation, 34^35,

42^44, 68

Scattering processes, 46; see also speci¢c
topics

electron-electron scattering, 61^64
e-e processes and electrical resistiv-
ity, 64^69
e-e processes and thermal resistiv-
ity, 69^73

electron-phonon scattering, 50^61
impurity scattering, 46^50

Screened Coulomb interaction, 47
Seebeck coe⁄cient (S), 39, 45, 106, 107,

109, 111, 112, 142
Semiconductor lasers, 167^168
Semiconductor superlattices, 178^182
Semiconductors, 105^106, 149; see also

Clathrates ; Half-Heusler com-
pounds

electronic thermal conductivity in
bipolar conduction, 110^112
nondegenerate and degenerate,

109^110
separation of lattice thermal con-

ductivity and, 112^114
transport coe⁄cients for a single

band, 106^109
Semimetal thin ¢lms, 174, 176^177
Silicon, 128^129
Silicon carbide ¢ber-reinforced ceramic

matrix composite (SiC-CMC),
244^245
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Silicon dioxide (SiO2Þ, 171^172, 256
Silicon-germanium (Si-Ge) alloys, 129
Silicon nitride (Si3N4Þ, 243^244
Silicon thin ¢lms, 175^177
Silver, 6
Single-walled nanotubes (SWNTs), 262,

264, 267^275, 279^282
Size e¡ects, 168; see also Thin ¢lms
Skutterudite thin ¢lms and superlat-

tices, cross-plane thermal conduc-
tivity of, 177

Skutterudites, 129^130
binary (un¢lled), 130^131
e¡ect of doping on Co site, 132^133
¢lled, 133^137

Smith-Palmer equation, 87
Steady-state methods, 212^214, 216^

220, 223
Steady-state thermal conductivity tech-

nique, 188^189
heat loss and thermal contact issues,
189^191

heat loss terms, 191^193
Superlattices (SLs), 153^154, 163^164,

168, 182; see also Semiconductor
superlattices

parallel to layers, 154
perpendicular to layers, 154
multilayer interference, 156^157
temperature, 157^159
thermal boundary resistance,

154^156
with thick layers, 159^160

semiconductor, 178^182

TAGS-85, 128
Temperature, de¢ning, 157^159
Temperature sensors : see Electrical

heating and sensing
Thermal barrier coatings (TBCs),

173^174
Thermal conductivity, 1^2, 17
de¢ned, 2
standard formula for, 163

Thermal conductivity coe⁄cient (�Þ,
95^97

temperature dependence, 96^97
Thermal conductivity tensor, 94
Thermal current density (JQÞ, 25^26, 36
Thermal parameters, 134

Thermal resistivity ; see also Ideal ther-
mal resistivity; Lattice thermal
conductivity; Scattering processes

electron-electron (scattering) pro-
cesses and, 69^73

electronic, 69; see also Electrical re-
sistivity

Thermoelectric materials, 123^124, 149;
see also speci¢c materials

Groups IV and Group IV elements,
127^128

Thermoelectric power (TEP), 39, 265^
271, 277^278

Thin ¢lm coatings on dielectric ¢lms,
173^174

Thin-¢lm thermal conductivity charac-
terization, techniques for,
205^208, 233^234; see also speci¢c
techniques

Thin ¢lms, 167^168, 182; see also Di-
electric ¢lms ; Electrical heating
and sensing

metallic, 169^171
semiconductor, 174^177
semimetal, 174, 176^177

Thomas-Fermi screening parameter, 48,
53

Time-domain pump-and-probe
methods, 226^229

TiNiSn1�xSbx, 145
TiNiSn0:95Sb0:05, 145
Tl2GeTe5, 146^147
Tl9GeTe6, 146
Tl2SnTe5, 146^147
Transient heating methods, 220^222,

224
Transport coe⁄cients, 35^40

Umklapp processes (U-processes), 12,
77^80, 115^116

Vapor deposition, chemical, 262
Vaporization, laser, 262
Vertical processes, 46

Wiedemann-Franz law, 4^7, 23, 27, 39,
46, 86, 88, 106, 257

Yukawa potential, 47^48
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Z-meters, 201^202
Zr0:5FH0:5NiSn, 142^144
ZrNiSn, 142^144
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