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Preface

A Second Edition has given me several opportunities, which I have grasped with

some eagerness. The first involved a matter of house-keeping – the correction of

typos and an equation (Eq. (11.31)) in the First Edition. The second has allowed

me to add the theory of the elasticity of optical modes, which became formulated

too late to be included in the First Edition, but which resolved some uncertainties

regarding mechanical boundary conditions. Given the current interest in hot

phonons in high-power devices, I have updated the section on phonon lifetime.

But the greatest opportunity was to expand the book to include some of the topics

that grew in significance during the decade following the writing of the First

Edition. Four new chapters focus on spin relaxation, the III–V nitrides, and the

generation of terahertz radiation. In the burgeoning technology of spintronics, the

rate of decay of the spin-polarization of the electron gas is a crucial parameter,

and I have reviewed the mechanisms for this in both bulk and low-dimensional

material. The advance of growth techniques and the technological need for

higher-powered devices and for visible LEDs have thrust AlN, GaN, and InN

and their alloys into the forefront of semiconductor physics. New properties

associated with the hexagonal lattice have presented a challenge, and these are

described in the chapter on electrons and phonons in the wurtzite lattice, and

their role in heterostructures and multilayers is reviewed in a further chapter.

Considerable effort is being made to close the gap in the electromagnetic

spectrum, roughly between 300GHz and 30THz, in the emission spectrum of

sources of radiation. The final chapter focuses on some of the physical

mechanisms that are used or proposed to fill this gap. Terahertz radiation has

applications in astrophysics, study of the atmosphere, biology, medicine, security

screening, illicit material detection, non-destructive analysis, communications,

and ultra-fast spectroscopy. The development of a compact, coherent continuous-

wave, solid-state source is therefore of considerable technological importance.
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It was timely, therefore, that John Fowler of CUP suggested I tackle a second

edition of my book. His efforts and those of his CUP colleagues, Dawn Preston,

Lindsay Barnes and Anne Rix, in gently guiding an author, only partly computer

literate, through the mysteries of electronic publishing, were much appreciated. I

was also much delighted by Ann Ridley’s cover design of the wurtzite lattice that

has captured some of its quantum mystery.
In preparing this new edition I have been generously helped by friends, who

also happen to be colleagues. My warm thanks go to Angela Dyson, Ceyhun

Bulutay, Martin Vaughan, and Alan Brannick for much practical assistance, and

to Nic Zakhlenuik for his attempts (not always successful) to curb what passes for

intuition in favour of formal proof. But my timeless gratitude is for my wife,

Sylvia, who has borne the frequent fate over the last few months of book-

widowhood with unfailing good nature.

Thorpe-le-Soken BKR
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Introduction

It is the intellect’s ambition to seem

no longer to belong to an individual.

Human, All Too Human, F. Nietzsche

If one tells the truth, one is sure, sooner or later, to be found out.
(Phrases and Philosophies for the Use of the Young, O. Wilde)

This book has grown out of my own research interests in semiconductor multi-

layers, which date from 1980. It therefore runs the risk of being far too limited in

scope, of prime interest only to the author, his colleagues and his research students.

I hope that this is not the case, and of course I believe that it will be found useful by

a large number of people in the field; otherwise I would not have written it.

Nevertheless, knowledgeable readers will remark on the lack of such fashionable

topics as the quantum-Hall effect, Coulomb blockade, quantized resistance,

quantum tunnelling and any physical process that can be studied only in the

millikelvin regime of temperature. This has more to do with my own ignorance

than any lack of feeling that these phenomena are important. My research interests

have not lain there. My priorities have always been to try to understand what goes

on in practical devices, and as these work more or less at room temperature, the

tendency has been for my interest to cool as the temperature drops. The essential

entities in semiconductor multilayers are electrons and phonons, and it has seemed

to me fundamental to the study and exploitation of these systems that the effect of

confinement on these particles and their interactions be fully understood. This book

is an attempt to discuss what understanding has been achieved and to discover

where it is weak or missing. Inevitably it emphasizes concepts over qualitative

description, and experimentalists may find the paucity of experimental detail

regrettable. I hope not, though I would appreciate their point, but the book is long

enough as it is, and there are excellent review articles in the literature.
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At the risk of being boring, let me remind the reader what a semiconductor

multilayer is about. There are several kinds of layered structure, of which those

shown in Fig. 1 are the most common. They are interesting only insofar as they

have a dimension that is smaller than the coherence length of an electron, in

which case the electron becomes quantum confined between two potential steps.

The free motion of the electron is then confined to a plane and many of its

properties stem from this two-dimensional (2D) space. Electrons are not 2D

objects and never could be, but for brevity they are usually referred to as 2D

electrons when they are in the sort of layered structure shown in Fig. 1. The most

striking effects are the quantization of energy into subbands, as depicted in Fig. 2

and Fig. 3, and the consequent transformation of the density-of-states function as

shown in Fig. 4 for 3D, 2D, 1D and 0D electrons. Scattering events must now be

classified into intrasubband, intersubband and capture processes, as indicated in

Fig. 3. All of this is qualitatively well understood. The real problem here concerns

the description of the confined-electron wavefunction (Fig. 5), which involves

solving the Schrödinger equation in an inhomogeneous system. This problem is

as basic as one can get in a multilayer system and calls for a comprehensive

pseudopotential band structure computation. But for me, and anyone interested in

further describing scattering events, this approach is too computer-intensive and

inflexible, though in some cases there may be little alternative. An attractive

(because simple) approximation is to take as known and unchanged the Bloch

functions in each bulk medium and connect them at the interface, satisfying the

(a) (b)

(d)(c)

A

A A A A AA

B

B B BB

A B

E

x

∆Ec

∆Ev

Fig. 1 Types of multilayered structures: (a) Single heterojunction,
(b) Modulation-doped heterojunction, (c) Quantum well, (d) Superlattice.
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usual condition of current continuity. An even more attractive approximation is to

forget about the cell-periodic part of each Bloch function and have a rule for

joining the envelope functions. This is the effective-mass approximation. It is

widely used and the energy levels it predicts are close to what is observed in a

number of practical cases. Why it works so well is by no means obvious. A

discussion of this basic issue will be found in Chapter 2.

Identical problems are found in connection with the confinement of optical

phonons (Fig. 6). Adjacent media with different elastic and dielectric properties

obviously affect the propagation of elastic waves, but whereas the appropriate

boundary conditions for long-wavelength acoustic modes are well known, those

for optical modes are not. The interaction between electrons and optical phonons

is arguably the most important in semiconductor physics so it is truly important to

know how optical modes are confined in a layer. Once again one can resort to

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

20 40 60 80 100 120 140 160 180 200
d2(Å)

K2d2 = π

K2d2 = 2π

K1d1 = π

K1d1 = 2π

K1d1 = 0

00 ππ

Fig. 2 Subband structures in a GaAs/Al0.3Ga0.7As superlattice with 100 Å (¼d1)
barriers. The energy is in units of V0 ¼ 0.2eV and d2 is the well-width.
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extensive numerical computation of the relevant lattice electrodynamics, but, for

the same reason as in the case of electrons, what is needed is a reliable envelope-

function theory. This has proved to be difficult to come by, as the discussion in

Chapter 3 amply illustrates.

a
b

vo

c

d

E

0 k11

Fig. 3 Subband E�k11, diagram (k11 is the wavevector plane). The transitions
denote: a, b, capture into the well; c, intersubband scattering; d, intrasubband
scattering.

N(E) N(E)

N(E) N(E)

E1 E2 E3 E E1 E2 E3 E

E1 E2 E3 EE

(a) (b)

(c) (d)

Fig. 4 Density states function of energy: (a) 3D; (b) 2D; (c) 10; (d) 0D.
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The whole question of envelope-function theory versus numerical computation –

effectively continuum theory versus discrete theory – is extremely interesting.

Though there is no earthly reason why it should do so, it tends to invoke a

partisan response in the practitioners of the two approaches and may occasionally

A B

E

C

z

Fig. 5 Ground and excited state wavefunctions for an electron in a superlattice.

0
q

π
d

π
a

LA

L0

ω

Fig. 6 Phonon dispersion influenced by mechanical/electrical mismatch
at a heterojunction. Acoustic modes exhibit folding, optical modes exhibit
confinement.
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reveal a distinct difference in philosophy: the back-of-the-envelopers want

general principles, generally applicable; the number-crunchers want to get at least

one system right. The two approaches are complementary and, in principle,

mutually supportive. General principles can be gleaned from computation;

computation can test the validity of general principles. Being only dimly com-

puter literate I am afraid that, inevitably, envelope-function theory and its usage

permeate this book, and readers expecting discourses on the calculations of band

structure or lattice dynamics or on Monte Carlo or molecular dynamics simula-

tions will be disappointed.

Modelling the confinement of optical modes has proved to be unusually con-

troversial. The controversy has focussed on the boundary conditions, and

although much is now clear, there is still uncertainty regarding the elasticity of

optical displacement. Happily, in systems where the vibratory mismatch is large

the results of macroscopic and microscopic theory agree. (Oddly enough, the

situation in perhaps the first system studied – the free-standing slab of NaCl – is

still somewhat unclear.) In these systems the different polarizations of optical

modes hybridize and it is possible to give a reliable account of confinement.

Beginning with an account of bulk modes in Chapter 4, the description of

vibratory modes proceeds to confinement in a quantum well, superlattice and

other structures in Chapters 5, 6 and 7.

A central issue is the interaction between an electron and an optical mode in a

quantum well, and this is treated in Chapter 8. This particular topic has a history.

Before the hybridization of optical modes was understood there were several

simple models advanced describing this interaction. Many important aspects of

these models arose from electron confinement and remain relevant. Moreover, the

scattering rate derived from bulklike phonons and that derived from the so-called

dielectric-continuum model prove to be quite close to that derived from hybrid

theory and microscopic theory, at least in the system AlAs/GaAs. It seemed

worthwhile to an author devoted to simple models to start the book with an

account of these models in Chapter 1.

There are other scattering mechanisms apart from the electron–phonon inter-

action. Charged-impurity and interface-roughness scattering often determine the

mobility of electrons, and, of course, there is always alloy scattering in alloys.

These processes are described in Chapter 9. Electron–electron scattering is also

described there. It shares many grave problems with charged-impurity scattering

that are difficult to solve, and it cannot be said with confidence that the rapid

thermalization observed in optical experiments is fully explained by electron–

electron scattering. A somewhat different topic, also in the same chapter, is the

phenomenon of phonon scattering. Optical phonons are produced in abundance

by hot electrons and may themselves become hot and take on any drifted motion
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of the electrons. How far they do so depends upon their lifetime and how rapidly

they scatter. Hot-phonon effects are frequently observed when the density of

electrons is large.

A substantial population of electrons has a direct effect on all scattering

mechanisms through its screening action. Screening is a complex phenomenon,

particularly so when more than one subband is involved. The whole topic

occupies Chapter 10, and it could easily occupy a complete book.

I have a similar sentiment regarding Chapter 11, which gets down to the

statistics of scattering in a population of electrons. Two-body scattering events

are all very well to study on their own, but experiments generally look at

populations, not individuals – average quantities, not instances – so it is necessary

to look at the distribution function when the system is prodded optically or

electrically, and to look at how energy and momentum are relaxed and how that

depends on dimensionality. In this, for simplicity, I have sometimes committed

the heresy of ignoring any phonon confinement. This is not serious for acoustic

phonons.

In writing this book I have been keenly aware that references to all the work

that has been done in this field are far from being comprehensive. I have told

myself that this is not a review article, after all, but I feel that a suitable

acknowledgement may not have been made in every case. I hope I am wrong.

Where I am most certainly not wrong is the feeling that much of this book

owes its existence to my friends and colleagues at Essex, Cornell and elsewhere.

Mohamed Babiker and Nick Constantinou have contributed enormously, and my

account of the confinement of optical phonons and their interaction with electrons

has been informed significantly by our collaboration over the years. There have

been similarly important inputs from Collin Bennett and erstwhile collaborators

Martyn Chamberlain, Rita Gupta and Frances Riddoch. The Platonic forms of

theory are often grossly distorted in reality and I am grateful to my experimen-

talist colleagues Pam Bishop, Mike Daniels, Naci Balkan and Anthony Vickers

for their attempts, not always successful, to anchor my feet to the ground. In a

similar vein I am invigorated by the thought that semiconductors are actually

useful, which my annual wintering in Lester Eastman’s department at Cornell has

reinforced in a delightfully stimulating way, especially by my interaction with

graduate engineers like Luke Lester, Sean O’Keefe, Glen Martin, Matt Seaford

and Trung LeTran. And, of course, I am grateful to Brad Foreman, whose

graduate work at Cornell on quasi-continuum theory illuminated the whole field

of optical-phonon confinement, and Mike Burt at British Telecom, whose

analysis of the effective-mass approximation stimulated us all. My admiration of

analytic theory generated in the former Soviet republics is almost as fervent as

my admiration of its literature. It was, therefore, lucky for me to benefit from a
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Royal Society Fellowship held by Nicolai Zakhleniuk from Kiev, taken up at

Essex, and the insights gained regarding the electron distribution function were

exceptionally germane.

Books are not written in a vacuum. This one was written at home in between,

as is no doubt usual, myriad other things from professional duties and obligations

to gardening. During its production my wife suffered all kinds of chores with

remarkable good nature (which only occasionally degenerated into frightening

hysteria) and I am indebted to her for her extraordinary efforts on my behalf. Nor

did my offspring escape. In an extended encounter with what is known as an

equation editor Aaron Ridley developed a remarkable talent, and in certain cal-

culations of power-loss rates Melissa Ridley discovered numerical skills hitherto

dormant. Both took to unfamiliar tasks with great good nature, and their con-

tributions were much appreciated.
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1

Simple Models of the Electron–Phonon Interaction

Teach us delight in simple things.

The Children’s Song, R. Kipling

1.1 General Remarks

Evidently, the advent of mesoscopic layered semiconductor structures generated

a need for a simple analytic description of the confinement of electrons and

phonons within a layer and of how that confinement affected their mutual

interaction. The difficulties encountered in the creation of a reliable description of

excitations of one sort or another in layered material are familiar in many

branches of physics. They are to do with boundary conditions. The usual treat-

ment of electrons, phonons, plasmons, excitons, etc., in homogeneous bulk

crystals simply breaks down when there is an interface separating materials with

different properties. Attempts to fit bulk solutions across such an interface using

simple, physically plausible connection rules are not always valid. How useful

these rules are can be assessed only by an approach that obtains solutions of the

relevant equations of motion in the presence of an interface, and there are two

types of such an approach. One is to compute the microscopic band structure and

lattice dynamics numerically; the other is to use a macroscopic model of long-

wavelength excitations spanning the interface. The latter is particularly appro-

priate for generating physical concepts of general applicability. Examples are the

quasi-continuum approach of Kunin (1982) for elastic waves, the envelope-

function method of Burt (1988) for electrons and the wavevector-space model of

Chen and Nelson (1993) for electromagnetic waves and excitons. Some of this

will be discussed in later chapters in connection with the boundary conditions that

are useful for electrons and phonons.

Effective-mass theory has proved to be remarkably good for describing the

situation for electrons and holes (although a rigorous justification for its use has

9



not been available until recently), but obtaining a theory of equivalent simplicity

for optical phonons has been more problematic. Historically, boundary problems

connected with phonons were ignored in calculations of the electron–phonon

interaction, and only confinement effects associated with electrons were taken

into account. A review of these calculations is given later. It turns out that in

some cases the estimate of the scattering rate obtained by using a bulk phonon

spectrum is a reasonable approximation. An account of this work is in any case a

good introduction to the electron–phonon interaction, where differences from the

bulk interaction are solely due to electron confinement.

Nevertheless, the folding of the acoustic-mode spectrum and the confine-

ment of optical modes are readily observable in spectroscopy. In many cases

the effect of folding can be ignored, as far as the interaction with electrons is

concerned, but the same cannot be said about optical-mode confinement. Early

models of optical-mode confinement are described later, after which we return

to the polar interaction between electrons and optical phonons to describe the

effect of phonon confinement using these early models. In doing so we will

assume that the confinement of electrons is adequately described by particle-

in-a-box, effective-mass theory, with boundary conditions entailing the con-

tinuity of wave amplitude and of m*–1dw/dz (Friedman, 1956; BenDaniel and

Duke, 1966).

1.2 Early Models of Optical-Phonon Confinement

The effects of confinement (Fig. 1.1) are clearly seen in a number of studies of

Raman scattering from zone-centre modes in the GaAs/Gax Al1–x system, and this

work has been reviewed by Klein (1986), Cardona (1989, 1990) and Menendez

(1989). The typical range of wavevectors, k, observed by Raman scattering is of

order 104 to 105 cm–1 and it is found that k is quantized in correspondence

with the observed quantization of phonon frequency. In the GaAs/AlAs system,

k ¼ np/a0(m þ c), where n is an integer greater than zero, a0 is the thickness of a

monolayer of GaAs in the direction perpendicular to the planes (usually [100], in

which case a0 � 2.8 Å), m is the number of monolayers in the GaAs layer, and

c is a correction to the expected relationship k ¼ np/a0m, which would apply if

the interfaces between GaAs and AlAs were infinitely rigid. It is found that c � 1

as if the effective interfaces coincided with the Al ions immediately adjacent to

the GaAs. Observed frequencies falling in between modes of this scheme are

usually interpreted as interface modes of the type first described for an ionic slab

by Fuchs and Kliewer (1965). Raman experiments thus confirm the existence of

optical-mode confinement and the presence of other frequencies, plausibly

identified as interface modes (Fig. 1.2).
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1.2.1 The Dielectric-Continuum (DC) Model

The search for a continuum model of phonon confinement was motivated by the

need to describe the electron–phonon interaction in layered materials, particularly

that involving longitudinally polarized (LO) modes, its being the strongest in bulk

material at room temperature. The first approaches (Lassnig, 1984; Riddoch and

Ridley, 1985; and Sawaki, 1986) used the dielectric-continuum (DC) model of
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Fuchs and Kliewer, in which electromagnetic (EM) boundary conditions were

used. LO modes possess a scalar potential, f, associated with a zero permittivity,

and therefore the EM boundary conditions (continuity of the in-plane component

of electric field – or, equivalently, the continuity of f – and continuity of the

perpendicular component of electric displacement) imply that the potential

vanishes at the interface. This condition could be satisfied only by LO vibration

patterns with antinodes of uz, the relative ionic displacement in the direction

perpendicular to the layers, at the interfaces. The allowed modes could be clas-

sified as symmetric and antisymmetric, referring to the potential relative to the

midplane of the layer (Fig. 1.3), viz.:

f / ur ¼ kjjALe
ikjj:r cos kLz

symmetric uz ¼ 1kLALe
ikjj:r sin kLz

kLa ¼ ð2n� 1Þp
ð1:1aÞ

f / ur ¼ ikjjALe
ikjj:r sin kLz

antisymmetric uz ¼ kLALe
ikjj:r cos kLz

kLa ¼ 2np

ð1:1bÞ
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Fig. 1.2 Calculated dispersion curves for (a and b) AlAs and (c and d) GaAs
interface modes for the samples of Fig. 1.1 (A. K. Sood et al., 1985).
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We adopt here the common convention of orienting Cartesian axes so that the

z axis is normal to the plane of the layer (corresponding to the direction of crystal

growth), with r a position vector in the plane, and kL, kk the corresponding

wavevector components. The layer lies in the range –a/2 � z � a/2. The factor

AL is a normalizing constant proportional to ðk2jj þ k2LÞ�1=2
. (Note that these

displacements satisfy the condition for a longitudinally polarized mode, namely

r.u ¼ 0.) The well-known dependence of the potential f on the wavevector,

characteristic of the Fröhlich interaction, f _ k–1, stimulated the observation

that the strength of the interaction with electrons would be reduced by confine-

ment in thin layers as a consequence of the quantization of kL.

The DC model also describes interface polaritons, which in the so-called

unretarded limit (infinitely large velocity of light) are the quanta of Fuchs–

Kliewer surface modes. Interface polaritons, often referred to as interface pho-

nons (a practice that can be confusing given that mechanical interface modes may
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z
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Fig. 1.3 LO mode patterns predicted by (a) the hydrodynamic model; (b) the
dielectric-continuum model, uz is the optical displacement along the confinement
direction and u is the scalar potential (proportional to the optical displacement in
the plane).
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also exist), are transversely polarized EM waves. In the non-retarded limit, their

energy is totally mechanical, and the photon component is zero. Nevertheless,

they obey the usual electromagnetic dispersion relationship:

x2 ¼ ðk2jjþk2zÞ
eðxÞl0

ð1:2Þ

where m0 is the magnetic permeability of free space (assuming non-magnetic

material), and e(x) is the frequency-dependent permittivity:

eðxÞ ¼ e1
x2 � x2

LO

x2 � x2
TO

ð1:3Þ

in which e1 is the high-frequency permittivity and xLO, xTO are the zone-centre

LO and transversely polarized (TO) frequencies, related by the Lyddane–Sachs–

Teller formula x2
LO ¼ ðes=e1Þx2

TO, where es is the static permittivity. For

wavevectors large compared with the wavevectors of light, which would

propagate at frequencies near xLO and xTO in the absence of ionic motion, the

wavevector kz must be imaginary and of magnitude approximately equal to kk. In
a symmetric double heterostructure in which the barrier-frequencies of the LO

and TO bands are different from those of the well, as in, for example, AlAs/GaAs,

the interface modes associated with the well frequencies have the form

ur ¼ kjjAIe
ikjj:r cosh kjjz

symmetric uz ¼ �ikjjAIe
ikjj:r sinh kjjz

cothðkjja=2Þ¼ �r

ð1:4aÞ

ur ¼ ikjjAIe
ikjj:r sinh kjjz

antisymmetric uz ¼ kjjAIe
ikjj:r cosh kjjz

tanhðkjja=2Þ ¼ �r

ð1:4bÞ

where r is the permittivity ratio e(x)/eB(x), where eB(x) is the permittivity of the

barrier layers. The antisymmetric mode has the higher frequency (Fig. 1.4).

Associated with any ionic displacement is an electric field E given by

E ¼ �sq0u
e1

ð1:5aÞ

s ¼ x2 � x2
TO

x2
LO � x2

TO

ð1:5bÞ
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where s is the field factor and q0 is the ion charge density, so that when x ¼ xLO,

then s ¼ 1 and E ¼ ELO, the field of the LO mode. In the barrier region the fields

fall away exponentially according to exp (–z), for z > a/2. The amplitude has the

following proportionality (arising out of energy normalization):

AI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h=NMr

p
x

KI

KI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið2kjj sinh kjjaÞ

p
a

ð1:6Þ

where N is the number of unit cells and Mr is the reduced mass.
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A similar pair of interfacemodes appears at the barrier frequencies. In this case the

ionic displacement field is confined to the barrier regions with amplitudes that fall

away exponentially from the well, but in the well there are electric fields of the form

Er ¼ kjjBIe
ikjj:r cosh kjjz

symmetric Ez ¼ �ikjjBIe
ikjj:r sinh kjjz

tanhðkjja=2Þ ¼ �rB

ð1:7aÞ

Er ¼ ikjjBIe
ikjj:r sinh kjjz

antisymmetric Ez ¼ �kjjBIe
ikjj:r cosh kjjz

cothðkjja=2Þ ¼ �rB

ð1:7bÞ

BI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h=NMrx

p
=KIB

KIB ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffi
kjj =aÞ

q
fsinhðkjja=2Þ antisymmetric

fcoshðkjja=2Þ symmetric

ð1:7cÞ

where rB is the barrier permittivity factor e(x)/ew(x), where ew (x) is the permit-

tivity of the well. Note that the higher-frequency mode is now symmetric in the

well (Fig. 1.4(b)).

Unlike the situation for LO modes, interface modes, if retardation is taken into

account, have transverse, rather than longitudinal, electric fields, consonant with

their being EM waves. In the usual radiation gauge such fields are described by

a vector potential A viz: E ¼ �@A/@t; and the interaction with an electron is of

the form (e/m) A.p rather than ef. Light interacts with electrons only weakly, and
one might therefore expect that interface modes would contribute little to the

scattering rate, but because these modes reside far from the light line this turns

out not to be the case. Because the non-retarded waves are essentially mechanical

in character, the electric field of an interface mode can be regarded as deriving

from a scalar-potential reduced in magnitude from that of an LO mode only by

the field factor s, Eq. (1.5b), and this turns out to be a valid assumption, as we will

show in Chapter 8. As a consequence, any expected diminution of the scattering

rate as a result of LO confinement is going to be countered to some degree by the

action of interface modes.

1.2.2 The Hydrodynamic (HD) Model

The DC model thus provides a simple picture of the confinement of LO modes and

of unretarded interface polaritons, and it allows the scattering rate to be determined

in a straightforward way (Wendler et al., 1987, 1988; Mori and Ando, 1989).

Unfortunately, the DC model predicts the wrong mode patterns as seen in Raman
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scattering experiments. That this is so is evident from theory. The objection from

theory is that the model takes no account of mechanical boundary conditions, and

because the mechanical energy of optical modes is far greater than EM energy, this

neglect cannot be easily justified. It is, moreover, obvious that the DC model could

not be applied to a non-polar system such as Ge/Si, so it clearly does not provide an

account of confinement that is generally applicable. The objection from experiment

is that the mode patterns it predicts are simply not those observed. In spite of this it

turns out that the DC model provides a reasonable estimate of scattering rates in

some cases. This is discussed fully in Chapter 8.

An alternative to the DC model was presented by Babiker (1986), who

replaced EM boundary conditions by mechanical boundary conditions used for

acoustic waves in a fluid, namely the continuity of displacement and pressure.

Quite apart from the question of connection rules, this hydrodynamic (HD) model

contained the important step of introducing dispersion, which was necessary in

order to describe pressure. In systems with large mismatch of frequency, the HD

conditions reduce to uz ¼ 0 at the interface and one obtains (Fig 1.3)

f / ur ¼ kjjALe
ikjj:rcos kLz

symmetric uz¼ ikLALe
ikjj:rsin kLz

kLa ¼ 2np

ð1:8aÞ

f / ur ¼ ikjjALe
ikjj:rsin kLz

antisymmetric uz¼ kLALe
ikjj:rcos kLz

kLa ¼ ð2n� 1Þp
ð1:8bÞ

These modes have parities opposite to those of DC modes of the same order

number. One consequence of this was that the scattering rates of electrons dif-

fered markedly from the rates predicted by the DC model (Ridley, 1989).

Another consequence affected resonant Raman scattering. Scattering at a

frequency corresponding to an electron interband transition, besides being

usefully strong, is mediated in a quantum well by both the deformation-

potential interaction of the form D.u, where D is the optical deformation-

potential constant, and the polar interaction of form ef. The two interactions

have different polarization selection rules, which for backscattering configur-

ations are [z(x, y) – z] for the deformation interaction and [z(x, x) – z] for the

polar interaction, and they can thus be distinguished. For transitions involving

electron states of the same parity, which are those principally involved in an

interband process, the interaction must have even parity. The deformation

interaction effectively probes uz, and the polar interaction probes f. We have

defined the symmetry of the LO modes with respect to f; that means that the

polar interaction reveals symmetric modes, whereas the deformation interaction
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reveals antisymmetric modes. Because of dispersion each order of mode has a

characteristic frequency, with the lowest-order mode (n ¼ 1) having the highest

frequency. If the DC model were correct for the AlAs/GaAs system, the n ¼ 1

mode would show up in the configuration [z(x, x) – z]. In fact, the n ¼ 1 mode

shows up in the configuration [z(x, y) – z] (Zucker et al., 1984; Sood et al.,

1985), as predicted by the HD model.

1.2.3 The Reformulated-Mode (RM) Model

Microscopic calculations based on the bond-charge (Yip and Chang, 1984), shell

(Richter and Strauch, 1987) or rigid ion model (Molinari et al., 1986; Ren et al.,

1987, 1988; and Bechstedt and Gerecke, 1989) provided overwhelming con-

firmation that the ionic displacement vanished near the interfaces of the

AlAs/GaAs system. Nevertheless, the mode patterns generated were found to be

more complex than either the HD or the DC models predicted (Fig. 1.5). Certainly

it was clear that the HD model could not satisfy EM boundary conditions for

finite kk, and it was also clear that the neglect of shear stresses in formulating the

mechanical boundary conditions made the HD mode inapplicable to the problem

of TO confinement. In spite of this, the HD modes, having the right parity, were

used by a number of authors to estimate scattering rates (Trallero-Giner and

Comas, 1988; Ridley, 1989; and Guillemot and Clerot, 1991).

One of the curious features discovered by microscopic calculations was the dis-

appearance with increasing kk of the LO1 mode near k ¼ 0, with the result that the

highest-frequency mode became LO2. This latter mode was symmetric as predicted

by the HD model, but its form was not simply sinusoidal in that the potential

vanished at the interface as entailed in the DC model. In short, the actual mode

patterns appeared to be some mixture of the HD and DC models. Huang and Zhu

(1988) described the potential associated with these modes as follows (Fig. 1.6):

symmetric f / cos
npz

ðmþ 1Þa0

� �
� ð � 1Þn=2 n ¼ 2; 4; 6;:::

f / sin
l0pz

ðmþ 1Þa0

� �
þ Cnz

ðmþ 1Þa0

ð1:9aÞ

antisymmetric tan
lnp
2

� �
¼ lnp

2

Cn ¼�2sinh
lnp
2

� � ð1:9bÞ

where l3 ¼ 2.86, l5¼ 4.91, l7 ¼ 6.95, etc.; m is the number of monolayers; and

account has been taken of the penetration of the vibration as far as the first Al atom in

18 Simple Models of the Electron–Phonon Interaction



the barrier. These reformulated modes represent the situation quite well, provided

dispersion is neglected. When dispersion is included, as it is in the microscopic

models, it is clear that there is significant mixing of LO and interface modes. In the

absence of dispersion, however, a modified DC continuum model could be envis-

aged – the reformulated-mode (RM) model, which described bulklike modes

according to Eq. (1.9) and interface modes according to the DCmodel – even though

adoption of the DC model for interface modes ignores mechanical boundary con-

ditions once more. Estimates of the scattering rates for inter- and intrasubband

transitions using the RMmodel gave results close to the results using the DC model
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Fig. 1.5 Calculated optical displacement, uz, for low-order LO modes in a GaAs
quantum well: (a) q ¼ (0,0, qz ! 0); (b) qz 6¼ 0; (c) IP-like modes. For qx
(in-plane wavevector) ¼ 0, the patterns agree with the HD model except that
LO1 is missing when qz differs from zero. For qx 6¼ 0, the patterns become more
complex (Rucker et al., 1992).
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(Rudin and Reinecke, 1990, 1991; Haupt and Wendler, 1991; and Weber and Ryan,

1992), but it has been pointed out by Haupt and Wendler that in this dispersionless

model, modes with the same parity described by Eq. (1.9) are not mutually orth-

ogonal and must be made so. Once this is done, identical rates to those of the DC

model are obtained (Nash, 1992).

1.2.4 Hybrid Modes

Although the RM model was a significant step forward it obviously could not

claim that it had a satisfactory theoretical foundation. What was needed was a
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continuum model that derived from the basic equations of motion of the ions

and from the equations of electromagnetism and automatically reproduced the

principal features of microscopic numerical calculations, including the mixing

of modes. That such a theory appeared feasible became clear from the

attempts by lattice dynamicists to construct envelope functions describing the

ionic displacements (Chu et al., 1988; Tsuchiya et al., 1989). The first theories

of mode hybridization involved double hybrids �LO/TO for non-polar slabs,

LO/TO and LO/IP for layers with rigid interfaces (Zianni et al., 1992; Nash,

1992). Double hybrids are adequate for describing non-polar modes, but not

polar modes, and the need for triple hybrids of the type LO/TO/IP was evident

if boundary conditions on electric fields, electric displacement, ionic dis-

placement and elastic stress were all to be satisfied (Ridley, 1992, 1993;

Trallero-Giner et al., 1992) and will be described in later chapters. This theory

predicts anisotropic dispersion in a superlattice of AlAs/GaAs (Constantinou

et al., 1993) that is quantitatively in agreement with that observed in micro-

Raman scattering experiments (Haines and Scarmarcio, 1992) and reproduces

the dispersion in AlAs/GaAs obtained by microscopic calculations

(Chamberlain et al., 1994). It also leads to the same intrasubband rate as that

calculated numerically from a microscopic model (Rucker et al., 1991), and it

predicts an effective reduction of hybridization with increasing polarity,

which is supported by the observation of a significant role of the AlAs

interface mode in determining the scattering rate in the GaAs quantum well

(Tsen et al., 1991).

1.3 The Interaction of Electrons with Bulk Phonons

1.3.1 The Scattering Rate

The early calculations of the electron–phonon scattering in multilayered semi-

conductors ignored the folding of the acoustic modes and the confinement of the

optical modes and simply used the bulklike phonon spectrum and confined

electrons. The assumption regarding the acoustic modes is not a bad one, but the

same cannot be said about the assumption regarding the optical modes, though it

has been claimed that there exists a sum rule whereby the use of any complete set

of modes will give the same result (Herbert, 1973; Mori and Ando, 1989; and

Register, 1992). We will discuss this sum rule further in Chapter 8. Whatever the

theoretical status of such a sum rule, it is found that in the GaAs/AlAs system,

which is the only one comprehensively researched at the present time, the over-

all scattering rates obtained by using a bulk spectrum are very roughly the same

as those calculated taking phonon confinement into account (Rucker et al., 1991).
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More precisely, the actual rate varies between that obtained using GaAs bulk

modes for large well-widths to that obtained using AlAs bulk modes for narrow

wells. It is therefore useful to examine the rates using a bulk spectrum in order to

provide a reference for the purpose of assessing the effect of phonon confinement.

We give an account of the calculation of the scattering rates of confined electrons

caused by their interaction with bulk phonons. We assume that the interaction

between an electron and a phonon is weak enough for their respective states to be

relatively long-lived and therefore well defined, so that the scattering rate is given

by first-order perturbation theory embodied in the Fermi golden rule:

WðkÞ ¼ 2p
�h

Z
Mðk0; kÞj j2dðEf � EiÞdNf ð1:10Þ

where M(k0, k) is the matrix element connecting electron states k > and k0 >; Ef,

Ei are the final and initial energies and Nf is the number of final states. For the

electron–phonon interaction in which only one-phonon processes are allowed, with

the assumption that the final state is unoccupied, the rate can be written as follows:

WðkÞ ¼
Z

Wðk0; kÞ dðEðk0Þ � EðkÞ � �hxðqÞÞdk0 ð1:11Þ

where

Wðk0;kÞ ¼
X
q

C2ðqÞ Iðk0;k; qÞj j2ðnðxÞ þ 1=2� 1=2Þ
8p2qxðqÞ ð1:12Þ

Here, C(q) is the coupling coefficient, n(x) is the phonon occupation number, q is

the mass density in the case of the interaction with acoustic phonons and the

reduced-mass density for optical phonons, x(q) is the phonon angular frequency

and the upper sign is for emission, the lower for absorption. I(k0, k, q) is an overlap
integral of the form

Iðk0; k; qÞ ¼ Iðk0;kÞGðk0; k;qÞ ð1:13Þ
where, with uk(r) as the cell-periodic part of the electron wavefunction

Iðk0;kÞ ¼ R u�
k0 ðrÞukðrÞdr0 ð1:14Þ

and the integral is over the unit cell. This integral will be discussed at length in

Section 2.4 and no more needs to be said here. G(k0,k,q) is an overlap integral

involving the envelope functions of the electron and phonon, viz.:

Gðk0; k;qÞ ¼ R w�ðk0; rÞ’ðq; rÞwðk; rÞdr ð1:15Þ
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where w(k, r) and ’(q, r) are electron and phonon envelope functions, and the

integral is over the normalizing volume.

Confinement of electron and phonon states affects scattering in a number of

ways. Most obvious is the quantization of electron states, introducing subbands

with a modified density-of-states function (Fig. 1.7). Since all scattering processes

are proportional to the density of final states available, the effect of confinement is

direct. Moreover, the appearance of subbands calls for a classification of scattering

into intra- and intersubband processes (Fig. 1.8). Quantization of phonon wave-

vectors also has to be taken into account; in practice this means replacing integrals

by sums. Confinement also affects the envelope functions of electrons and pho-

nons, of which the major consequence is that crystal momentum in the confinement

direction is not, in general, strictly conserved. The parameter that quantifies this

effect is G(k0, k, q), which becomes, in general, a complicated function of the

wavevectors involved. However, it is usually safe to assume that the cell-periodic

parts of the electron wavefunction are unaffected by confinement, and hence

the cell overlap-integral I(k0, k) is still obtainable from the bulk expression

(Section 2.4), though the dependence on scattering angle will be affected by any

restrictions on the wavevector component.

Concerning notation, where both electrons and phonons are involved, the

convention of denoting electron wavevectors by k and phonon wavevectors by q

has been adopted.

In what immediately follows we intend to focus on the scattering rate as

distinct from the rates for momentum-relaxation and energy-relaxation. These

latter are needed for transport and hot-electron theory, topics that will be treated

in Chapter 11. The scattering rate itself determines the time the electron spends in

a given state and, of course, underpins the physically important energy- and

momentum-relaxation processes.

1.3.2 The Coupling Coefficients

Electrons and phonons react via the lattice distortion induced by vibration and, in

polar material, via the long-range electric fields that accompany ionic displace-

ments. The interaction via lattice distortion occurs in both polar and non-polar

materials and is quantified by a deformation potential, a vector D0 in the case of

optical waves, a tensor Nij in the case of acoustic waves. The symmetry of the

relevant electron states is important in determining the non-zero elements of these

deformation potentials. Thus the deformation-potential interaction with optical

modes is important for electrons only for intervalley processes and intravalley

processes within an L-valley, but it is always important for holes, and with (table)

respect to this scattering mechanism we will restrict our attention to holes.
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As regards the deformation-potential interaction with acoustic modes, which is

always present, we will for our purposes here ignore its tensor nature. As regards

the polar interactions we take them to be standard Fröhlich interaction for optical

modes and piezoelectric interaction for acoustic modes.

The dependence of the coupling coefficient C(q) on the phonon wavevector for

each of the interactions is of central importance in working out scattering rates,

and these are summarized for bulk modes in Table 1.1.

When phonon confinement is significant the dependence of the coupling

coefficient on the wavevector is more complicated, as we will see later, and in

addition there are interface modes to consider. In most situations it is not a bad

approximation to ignore these effects for the case of acoustic modes, and this is

true in some special situations for optical modes. In order to illustrate most

simply the effects of electron confinement on the scattering rate it is convenient to

ignore phonon confinement and assume that the phonon spectrum is bulklike, and

it is encouraging that this approach may not be too far from modelling some real

situations reasonably accurately.

Further simplifications can be made by assuming for optical modes an Einstein

spectrum and for acoustic modes a Debye spectrum with equipartition (x ¼ vq,

where v is the phase velocity, and n(x) ¼ kT/ �hx). We will also take I(k0, k)¼ 1.

This reduces Eq. (1.11) to

WðkÞ ¼ Wopt
ac

R P
q

f ðqÞ Gðk0;k; qÞj j2dðEðk0Þ � EðkÞ � �hxðqÞÞdk0 ð1:16Þ

where

Wopt ¼ C0
2

8p2qx0

nðxÞ þ 1

2
� 1

2

� �
; C0 ¼ D0 or

eei

e1
ð1:17aÞ

Wac ¼ C2
ackbT

8p2qv2�h
; Cac ¼ N or eKav

cav

es

� �1=2

ð1:17bÞ

Table 1.1. Coupling coefficient (unscreened) for bulk modesa

Deformation Polar

Optical Acoustic Optical Acoustic

Energy D0.u NijSij eu eKav(cav/es)
1/2u

C(q) D0 Nq (eei/e1)q–1 eKav(cav/es)
1/2

f(q) q0 q0 q–2 q–2

Note: a e2i ¼ qðx2
LO � x2

TOÞe1;Kav ¼ e14=ðescavÞ1=2, S ¼ strain, u ¼ displacement
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f qð Þ¼ qn ð1:17cÞ
and n ¼ 0 for deformation-potential scattering, n ¼ –2 for polar scattering

(see Table 1.1).

1.3.3 The Overlap Integral in 2D

We need to know the wavevector dependence of the overlap integral:

G k0;k;qð Þ ¼ R w�ðk0;rÞeiq:rwðk;rÞdr ð1:18Þ
Let us assume that the electron is confined totally in the region 0� z� a;

then

wðk;rÞ ¼ 2

aA

� �1=2

eikjj:rjj sin kzz; kz¼ np
a

ð1:19Þ

where kk and rk are vectors in the plane perpendicular to the z axis whose

area is A. This situation corresponds to a quasi-2D electron gas. Integration

over the plane gives

Gðk0;k;qÞ ¼ d
k
0
jj;kjjþq

Gðk0
z; kz; qzÞ ð1:20Þ

Gðk0
z; kz; qzÞ ¼

Za
0

wðk0; zÞeiqzzwðk; zÞ dz ð1:21Þ

Crystal momentum in the plane is conserved for wavevectors small enough

for umklapp processes to be impossible, as is the usual case. But as regards

momentum in the confining direction we have

Gðk0z; kz; qzÞ ¼
1

2

sin ðqz þ k0z � kzÞa=2
� 	
ðqz þ k0z � kzÞa=2 eiðqzþk0z�kzÞa=2

�

þ sin ðqz þ k0z þ kzÞa=2Þ
� 	
ðqz � k0z þ kzÞa=2 eiðqzþk0z�kzÞa=2

� sin ðqz þ k0z þ kzÞa=2Þ
� 	
ðqz þ k0z þ kzÞa=2 eiðqzþk0zþkzÞa=2

� sin ðqz � k0z � kzÞa=2Þ
� 	
ðqz � k0z � kzÞa=2 eiðqz�k0z�kzÞa=2

�
ð1:22Þ
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with no restriction on qz for given initial and final subband wavevectors, although

maxima in G(k0z, kz, qz) occur (Fig. 1.9) for the four momentum conserving values:

qz ¼ �ðk0
2 � kzÞ ð1:23Þ

Regarding the acoustic-phonon energy as negligible and taking the Einstein

approximation for all the optical modes allow us to decouple the sum over qz from

energy conservation for a given intra- or intersubband transition. Note that the sum

over qk has been reduced to one term by in-plane momentum conservation. Con-

verting the sum over qz to an integral we have to evaluate

X
qz

f ðqÞ Gðk0
z; kz; qzÞ



 

2 ¼ Z1
�1

f ðqÞ Gðk0
z; kz; qzÞ



 

2dqz a

2p
ð1:24Þ

and we have exploited the form of G(k0z, kz, qz) to allow us to extend the limits of

integration to �1 without too much error.

For the deformation-potential interaction we take f(q) ¼ 1 and obtain

Z1
�1

Gðk0
z; kz; qzÞ



 

2dqz a

2p
¼ 1þ 1

2
dn;m ð1:25Þ
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Fig. 1.9 Squared overlap integral for a single heterojunction (full lines) and for a
square well (dashed lines). In Gnm(qz)

2 n and m are subband suffices (Polonowski
and Tomizawa, 1985).
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where kz ¼ np/a and k0z¼mp/a. This result is exactly the one that would be

obtained by assuming strict momentum conservation in the confinement direction.

On the other hand, for the polar interaction we have f ðqÞ ¼ ðq2jj þ q2zÞ�1
, and

L2ðqjj Þ ¼
Z1
�1

Gðk0
z; kz; qzÞ



 

2
q2jj þ q2z

dqz
a

2p

¼ 1

2

1þ dn;m
q2jj þ ðk0

z � kzÞ2
þ 1

q2jj þ ðk0
z � kzÞ2

"

� 2
qjj
a

1� e�qjja cos ðk0
z � kzÞa

� �

·
1

q2jj þ ðk0
z � kzÞ2

� 1

q2jj þ ðk0
z � kzÞ2

 !2
3
5

ð1:26Þ

The first two terms are what would be obtained with strict momentum conser-

vation, which becomes a better approximation the larger the confinement length.

The momentum conservation approximation (MCA) becomes more accurate when

the phonon in-plane wavevector is small compared with k0z� kz, as can only

happen for intersubband transitions.

1.3.4 The 2D Rates

Obtaining the scattering rates associated with the non-polar interaction is

straightforward. For an inter- or intrasubband transition we replace the elemen-

tary volume in k0 space as follows:

dk0 ¼ k
0
jjdk

0
jjdh

2p
a

¼ m�

h2
dEðk0

jjÞdh
2p
a
; 0 � h � 2p ð1:27Þ

Thus

WnmoptðEÞ ¼ D2
0m

�

2qx0�h
2a

dnm þ 1

2

� �
nðxÞ þ 1

2
� 1

2

� �
ð1:28Þ

WnmacðEÞ ¼ N2kBTm
�

qm2�h3a
dnm þ 1

2

� �
ð1:29Þ

Both of these rates are proportional to the single-spin 2D density of states,

m*/2p�h2a, where m* is the effective mass of the electron (Fig. 1.10).
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The polar rates are more awkward and must be obtained numerically.

Analytical results can be obtained by adopting the MCA (Ridley, 1982). If this

is done, we obtain for the polar optical rate

WnmoptðEÞ ¼ e2x0

8a

1

e1
� 1

es

� �
nðxÞ þ 1

2
� 1

2

� �

·
1þ dmn

ðm� nÞ4E2
0 þ 2ðm� nÞ2 E0ð2EðkÞ � �hx�Þ þ ð�hx�Þ2

h i1=2
2
64

þ 1

ðmþ nÞ4E2
0 þ 2ðmþ nÞ2 E0ð2EðkÞ � �hx�Þ þ ð�hx�Þ2

h i1=2
ð1:30Þ
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Fig. 1.10 Scattering rates (arbitrary units) for non-polar phonons as a function of
electron energy. (s�1

K is the momentum-relaxation rate. The numbers refer to the
subbands occupied initially.)
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where

�hx� ¼ �hx0 �þðm2 � n2ÞE0 ð1:31aÞ

E0 ¼ �h2p2

2m�a2
ð1:31bÞ

EðkÞ ¼ �h2k2

2m� ð1:31cÞ

and for the piezoelectric rate (adding absorption and emission rates):

WnmacðEÞ ¼ e2K2
avkBT

4es�ha

·
1þ dm;n

ðm� nÞ4E4
0 þ 2ðm� nÞ2E0ð2EðkÞ þ ðm2 � n2ÞE0Þ þ ðm2 � n2Þ2E2

0

h i1=2
2
64

þ 1

ðmþ nÞ4E4
0 þ 2ðmþ nÞ2E0ð2EðkÞ þ ðm2 � n2ÞE0Þ þ ðm2 � n2Þ2E2

0

h i1=2
3
75

ð1:32Þ
Unfortunately, in this approximation the piezoelectric rate diverges for intra-

subband transitions, a catastrophe that comes about basically because of the

neglect of screening. In Fig. 1.11 the MCA results for polar optical-phonon

scattering are compared with those obtained numerically (Riddoch and Ridley,

1983). Marked deviations from the bulk scattering rate occur only for small

well-widths and for small energies, and the MCA results are grossly unreliable

for intrasubband transitions at small well-widths.

An analytic result for the polar optical-mode scattering rate can be obtained for

the important special case of threshold emission, i.e. when the electron has just

enough energy to emit a phonon and make an intrasubband transition. We return

to Eq. (1.16), but instead of integrating over z to obtain Eq. (1.22) we introduce a

form factor F(qk) thus:

W11optðEÞ ¼ e2x
8p2

1

e1
� 1

es

� �Z
a

2qjj
Fnmðqjj; qzÞdk0jj;kjjþqjjdðEðk0Þ

� EðkÞ þ �hxÞdk0
ð1:33Þ
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where

Fnmðqjj; qzÞ ¼
qjj
p

Z
w�ðk0z; kÞwiðkz; zÞwf ðk0z; z0Þw�

i ðk; z0Þ

·
eiqzðz�z0Þ

q2jj þ q2z
dz0 dz dqz

ð1:34Þ

The integration over qz can be carried out immediately, giving

FnmðqjjÞ ¼
Z

w�ðkz0; zÞwðkz; zÞwðkz0; z0Þw�ðk; z0Þe�qjjjz�z0jdz0dz ð1:35Þ

Now, at the threshold qk is fixed by momentum and energy conservation at the

value given by

3.0

2.0

2.0

2.0

W
1 

(k
)/

W
0

1.0

1.0

1.0

0
2 4

(b) b = 1

(c) b = 0.1

6 8 10

2 4 6 8 10
0

0
2 4

Ek /�v0

6 8 10

Fig. 1.11 Scattering rate for polar optical phonons (b ¼ �hx0/E1, E1 ¼ energy of
lowest subband). Dashed line: MCA result; dotted line: bulk result.
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qjj ¼ 2m�x
�h

� �1=2

� q0 ð1:36Þ

and we obtain

W11optð�hxÞ ¼ e2xm�

4�h2q0

1

e1
� 1

es

� �
F11ðq0Þ ð1:37Þ

where, for fully confined electron states

F11ðqjjÞ ¼ 1

2

gðg2 þ p2Þð3g2 þ 2p2Þ � p4ð1� e�2gÞ
½gðg2 þ p2Þ�2 ð1:38Þ

Here, g¼ qka/2. Fig. 1.12 shows F(qk). Note that Fnm(qk) is essentially a nor-

malized form of L2(qk), Eq. (1.26). Thus
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Fig. 1.12 Form factors: (a) for transitions within the lowest subband; (b) for
transitions between the lowest subband and subbands 2 and 3.
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FnmðqjjÞ ¼ 2q

a
L2ðqjjÞ ð1:39Þ

For vanishing well-width F11(qk) ¼ 1 and the rate becomes

W11optð�hxÞ ¼ e2xm�

4�h2qjj

1

e1
� 1

es

� �
ð1:40Þ

whereas the MCA result goes to infinity.

The same approach can be used to obtain an analytic expression for an

intersubband rate when the electron at the bottom of a subband emits a phonon

and makes a transition to a lower subband. In this case the in-plane phonon

wavevector is fixed at

qnm ¼ 2m�ðDEnm � �hx

�h2

� �1=2

ð1:41Þ

where DEnm is the energy difference between the subband minima. Thus the

general expression for threshold rates of these kinds is

Wnmopt ¼ e2xm�

4�h2qnm

1

e1
� 1

es

� �
FnmðqnmÞ ð1:42Þ

where

FnmðqnmÞ ¼ 2g
1þ dn;m

4g2 þ ðm� nÞ2p2 þ
1

4g2 þ ðmþ nÞ2p2

"

� 4gð1� e�2g cosðm� nÞpÞ

·
1

4g2 þ ðm� nÞ2p2 �
1

4g2 þ ðmþ nÞ2p2

 !2
3
5

ð1:43Þ

and g ¼ qnma=2 (Fig. 1.12(b)).

1.3.5 The 1D Rates

A similar analysis can be carried out for rectangular wires with electron con-

finement in the y and z directions. For non-polar scattering the rates are

Wnynz;mymzoptðEÞ ¼
ð2þ dnymy

Þð2þ dnzmz
ÞpD2

0

4qx0

· ½nðxÞNðEðkÞ þ �hx*Þ

þ nðxþ 1ÞNðEðkÞ � �hx*Þ�
ð1:44Þ
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Wnynz;mymzac
ðEÞ ¼ ð2þ dnymy

Þð3þ dnzmz
ÞpN2kBTNðEðkÞÞ

2qm2�h
ð1:45Þ

where N(E(k)) is the 1D density of states and

�hx* ¼ �hx0 � ½ðm2
y � n2yÞE0y þ ðm2

z � n2z ÞE0z� ð1:46Þ
where the upper sign denotes emission. The polar optical rate is shown in Fig. 1.13

(Riddoch and Ridley, 1984). In these cases the divergencies appearing in the

density of states at the subband edges produce striking departures of the rates from

those for bulk material. Fig. 1.14 gives a comparison of 1D and 2D rates.

1.4 The Interaction with Model Confined Phonons

In most cases the effect of confinement on the acoustic-phonon spectrum will be

small and the rates derived previously ought to be reasonably accurate. This is

also the case for optical modes interacting via the deformation-potential under the

conditions discussed. Here the scattering rate is simply proportional to the density

of final states, with no dependence on phonon wavevector. The situation is quite

different for the polar interaction. Here the interaction strength is proportional to

q–2. In bulk material q is limited only by momentum and energy conservation, but

confinement does not allow q to become arbitrarily small. In the 2D case with

complete confinement of the optical modes within a layer of width ‘a’,

q2 ¼ q2jj þ ðnp=aÞ2, and the freedom allowed by momentum and energy conser-

vation applies only to the in-plane component qk. As a result the interaction is

forced to occur with modes whose wavevectors may be appreciably larger than

those of the comparable interaction in bulk material, and consequently the

scattering rate is reduced. This effect was noticed for the case of a polar slab by

Riddoch and Ridley (1985) and for a quantum well by Sawaki (1986).

Restricting our attention to the polar interaction with optical modes, we note

that the part of the scattering rate immediately affected by confinement is the

overlap integral, G(k0 k, q). In the DC and HD models, the 2D overlap terms for

the LO modes are

Gðk0z; kz; qzÞ ¼
Za
0

wðk0z; zÞ
sin qzz

cos qzz

� �
wðkz; zÞdz; qz ¼ np

a
ð1:47Þ

where the sine is for the DC model and the cosine is for the HD model. In the case

of complete electron confinement, transverse momentum is conserved in the HD

model and G(k0z kz, qz) vanishes unless

1.4 The Interaction with Model Confined Phonons 35



2.0

1.5

1.0an
d

W
*(

k)
1* τ(
k)

an
d

W
*(

k)
1* τ(
k)

an
d

W
*(

k x
)

1*
τ(

k x
)

an
d

W
*(

k x
)

1*
τ(

k x
)0.5

0
0 2 4 6

Kinetic energy [�vo]

Kinetic energy [�ωo]

8 10

2.0

1.5

1.0

0.5

00 2 4

(a)

Eoz /�vo = 5.0
nz = 1

(b)

6 8

b) Emission

Eoz /�vo = 5.0
nz = 1

a) Absorption

Eoy /�vo = Eoz /�vo = 5.0
ny = nz = 1

Eoy /�vo = Eoz /�vo = 5.0
ny = nz = 1

b) Emission

a) Absorption

10

2.0

1.5

1.0

0.5

0
0 2 4 6

Kinetic energy [�vo]

Kinetic energy [�vo]

8 10

2.0

1.5

1.0

0.5

00 2 4 6 8 10

2.0

1.5

1.0

W
*(

k)
W

*(
k)

W
*(

k z
)

W
*(

k x
)

0.5

0

2.0

1.5

1.0

0.5

0

2.0

1.5

1.0

0.5

0

b) Emission

Eoz /�vo = 1.0
nz = 2

Eoz /�vo = 1.0
nz = 2

a) Absorption a) Absorption

Eoy/�vo  = Eoz/�vo = 1.0
ny = 2 
 nz = 1

b) Emission

Eoy/�vo = Eoz/�vo = 1.0
ny = 2 
 nz = 1

Kinetic energy [�vo]
0 2 4

(c) (d)

6 8 10

Kinetic energy [�vo]
0 2 4 6 8 10

2.0

1.5

1.0

0.5

0

Kinetic energy [�vo]
0 2 4 6 8 10

Kinetic energy [�vo]
0 2 4 6 8 10

Fig. 1.13 Polar mode scattering rates in 2D and 1D. Intrasubband: (a) 2D; (b) 1D;
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qz ¼ 2kz k0z ¼ kz
k0z � kz


 

 k0z 6¼ kz

�
ð1:48Þ

in which case it equals 1/2. For the DC model

Gð1; 1; nÞ ¼�2n

p
ð�1Þðnþ1Þ=2 1

n2
þ 1

4� n2

� �
n ¼ 1; 3::: intrasubband ð1 ! 1Þ

ð1:49aÞ

Gð2; 1; nÞ ¼ 2n

p
ð�1Þðn=2Þ 1

n2 � 9
� 1

n2 � 1

� �
n ¼ 2; 4::: intrasubband ð2 ! 1Þ

ð1:49bÞ

The rate is given in either case by

WijðkÞ ¼ e2x0m
�

�h2a

1

e1
� 1

es

� �
nðx0Þ þ 1

2
� 1

2

� �
X
n

jGði; j; nÞj2 q4z þ 2q2z ð2k2 �þq�20 Þ þ q�40
 ��1=2

ð1:50Þ

where q�20 ¼ 2m�x�
0=�h and G(l, l, n) ¼ l/2dn,2,G(2,1,n) ¼ 1/2(dn,1 þ dn,3) for the

HD model. Here, k is the in-plane wavevector of the electron. In particular, for

the intrasubband threshold emission rates, q20 ¼ 2m�x0=�h ¼ k2, and
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Fig. 1.14 Comparison of 2D and 1D rates. Dashed lines depict momentum-
relaxation rates; note that they can go negative in 1D as a consequence of the
bias of polar scattering toward forward scattering. Dotted lines indicate where
intersubband scattering can occur. For both cases E(K)/ �hx0 ¼ 0.3 (Riddoch and
Ridley, 1984).

1.4 The Interaction with Model Confined Phonons 37



WDC ¼ W08
�hx0

E0

� �1=2

ðnðx0Þ þ 1Þ
X
n

1

n
þ n

4� n2

� �2

·
1

ðnpÞ2 þ ðq0aÞ2
; n ¼ 1; 3; :::

ð1:51Þ

WHD ¼ W0

p2

2

�hx0

E0

� �1=2

ðnðx0Þ þ 1Þ 1

ð2pÞ2 þ ðq0aÞ2
ð1:52Þ

For the intersubband rate from the bottom of band 2 to band 1 we get

WDC ¼W08
�hx0

E0

� �1=2

ðnðx0Þ þ 1Þ
X
n

1

n2 � 9
� 1

n2 � 1

� �2

·
n2

ðnpÞ2 þ ðq�0aÞ2
; n ¼ 2; 4; :::

ð1:53Þ

WHD ¼ W0

p2

2

�hx0

E0

� �1=2

ðnðx0Þ þ 1Þ 1

ð4pÞ2 � ðq0aÞ2
"

þ 1

ð12pÞ2 � ðq0aÞ2
#

ð1:54Þ

W0 ¼ e2

4p�h
2m�x0

�h

� �1=2
1

e1
� 1

es

� �
ð1:55Þ

(N.B.: Since �hx0 ¼ DE12 – �hx0, we have ðq�0aÞ2 ¼ 3p2 � ðq0aÞ2, hence the

denominators in Eq. (1.54).) Fig. 1.15 compares these rates as a function of well-

width with the rates obtained with a bulk spectrum. Both models predict a

reduction in rates with increasing confinement. The DC model gives much higher

intrasubband rates than the HD model, and the reverse is true for intersubband

rates. This reflects the opposite symmetries of the modes in the two models.

Scattering by polar-optical phonons is often the most dominant process at room

temperature (and indeed down to about 40 K) in III–V compound semicon-

ductors, and so a reduction in this rate through confinement is attractive for many

technological applications. Unfortunately this reduction is countered by an

increase arising from the polar-optical interface modes whose influence

strengthens with decreasing well-width.

As mentioned in Section 1.2, each material composing the interface contributes

two interface modes, one of which has a symmetric potential in the well, the other

an antisymmetric potential. Symmetric modes are responsible for intrasubband
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transitions, asymmetric modes for intersubband transitions. The overlap integrals

now have hyperbolic sines and cosines, and there is no question of momentum

conservation in the confinement direction. Threshold rates can be readily obtained.

For the interface modes at the frequency of the material in the well we obtain

Wwellð1 ! 1Þ ¼W02
5p6

�hx0

E0

� �1=2

·
r20 tanhðq0a=2Þ

ðq0aÞ3ðð2pÞ2 þ ðq0aÞ2Þ2ðr0 þ cothðq0a=2ÞÞ2
ð1:56Þ

Wwellð2 ! 1Þ ¼W02
7p6

�hx0

E0

� �1=2

·
r20q0a cothðq0a=2Þ

ðp2 þ ðq0aÞ2Þ2ðð3pÞ2 þ ðq0aÞ2Þ2ðr0 þ tanhðq0a=2ÞÞ2
ð1:57Þ
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Fig. 1.15 Threshold scattering rates in GaAs for bulk (dotted), HD (broken),
DC (dot–dash), HZ (reformulate modes) (dash) and hybrid (continuous) models
as a function of well-width: (a) intrasubband, (b) intersubband. (kLL ¼ 2.8p (a),
3p (b))
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where r0 is the permittivity ratio e1w
=eBð Þ. For the interface modes at the barrier

frequency we get

WBarrierð1 ! 1Þ

¼ W02
5p6

�hx0

E0

� �1=2
r20 tanh

2ðq0a=2Þ
ðq0aÞ3ðð2pÞ2 þ ðq0aÞ2Þ2ðr0 þ tanhðq0a=2ÞÞ2

ð1:58Þ

WBarrierð2 ! 1Þ

¼ W02
7p6

�hx0

E0

� �1=2
r20q0a coth

2ðq0a=2Þ
ðp2 þ ðq0aÞ2Þ2ðð3pÞ2 þ ðq0aÞ2Þ2ðr0 þ cothðq0a=2ÞÞ2

ð1:59Þ
In Eqs. (1.56) and (1.57) all parameters (e.g., x0, q0, r0, E0) refer to values for the

well, and in Eqs. (1.58) and (1.59) all except Eo refer to values for the barrier. The

reader will note that both rates associated with the well modes vanish in the limit of

zero well-width (Fig. 1.16). In the same limit the intrasubband rate for barrier

modes is finite viz.

WBarrierð1 ! 1Þ ¼ W0

p
2

ð1:60Þ

which is equal to the rate for bulk phonons in the same limit (cf. Eq. (1.40)). The

intersubband rate vanishes. Thus, it is the barrier interface mode producing a
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Fig. 1.16 Scattering rates in a GaAs/AlAs quantum well for interface modes, as a
function of well-width: (a) intrasubband at AlAs phonon threshold energy;
(b) intersubband (initial state at bottom of subband 2); C0, GaAs normalizing
factor (¼ W0 in text). Short dashes, GaAs IP; dash–dot, AlAs IP. For comparison,
the dotted line is for DC LO modes and the continuous line is the total rate.
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symmetric potential in the well that maintains high intrasubband scattering rates in

narrow wells and vitiates the effect of the LO modes.

This conclusion, however, is not obviously valid in general because it neglects

the phenomenon of optical-mode hybridization. If hybridization of LO, TO, and

interface-polariton (IP) modes occurs, the components do not act independently,

and we have seen that confinement can have a marked effect. In subsequent

chapters we will explore this important effect of hybridization on scattering and

evaluate what may be termed the electron–hybridon interaction. We will find,

however, that in spite of the unphysical nature of the DC model, it reproduces the

scattering rates of the hybrid model remarkably well.
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2

Quantum Confinement of Carriers

Thou hast set them bounds

which they shall not pass.

Psalms ciii

2.1 The Effective-Mass Equation

2.1.1 Introduction

It is well known that an electron wave incident at a potential discontinuity has to

satisfy the twin conditions of continuity of probability and continuity of current. This

translates into the continuity of wavefunction and of its gradient. These rules must

apply in all cases, and in particular to heterostructures. The trouble here is that the

wavefunction of an electron in a solid is very complicated, in general, and the

Schrodinger equation of which it is a solution is usually far too complicated to solve

accurately.We know that in a periodic structure it has the form of a Blochwave, viz.:

wðrÞ¼V�1=2ukðrÞeik:r ð2:1Þ
where V is the normalization volume, and uk (r) has the periodicity of the lattice

together with a symmetry for k¼ k0 characteristic of the position k0 in the Brillouin

zone. In a layered structure that is lattice-matched there is still periodicity, but with

discontinuities in electron affinity there will be reflections setting up standing waves

with perhaps more than one conduction band involved.

In general, we can adopt one of two approaches. The first is to use the tech-

niques of band-structure calculations and calculate the eigenvalues and eigen-

states of the whole heterostructure. This is fundamentally sound in principle but

cumbersome in practice. Each new heterostructure requires time-consuming

numerical computation, and although this is worth doing for particularly

important structures, the method does not provide criteria for predicting the

properties of the virtually infinite number of possible structures that can be
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conceived. The second approach is to use the effective-mass approximation,

which, though imprecise, is well established conceptually in semiconductor

physics and is easily applicable in analytic form to all manner of heterostructures.

We will adopt this second approach here.

Actually, it is not obvious that effective-mass theory can apply in the presence

of abrupt steps in the potential that an electron encounters at a heterojunction.

The well-known effective-mass equation describing the energy levels of a shal-

low-level donor impurity is

��h2

2m*

� �
r2 þ VðrÞ

� �
FðrÞ ¼ ðE � En ð0ÞÞFðrÞ ð2:2Þ

where m* is the effective mass, F(r) is an envelope function, and En(0) is the nth

conduction-band edge, and its validity rests on the assumption that V(r) is a

potential energy that varies little over a unit cell – clearly not the case for a

heterojunction. But it can be true on either side. For example, if there are no space

charge effects, V(r) ¼ 0. Thus we can take the solutions on either side of the

interface and connect them according to some rule. The question is, what rule?

We know the rule for the total wavefunction, of course. Amplitude and gradient

across the interface must be continuous. But we have condensed all the microscopic

properties into the effective-mass tensor via k.p theory; the result for a simple band is

1

m*
ij

¼ 1

m0

dij þ 1

m0

X
m 6¼ n

ðpinmpjnm þ pjnmp
i
nmÞ

Enð0Þ � Eð0Þ

" #
ð2:3Þ

where i, j are x, y, and z; the pnm
i aremomentummatrix elements between bands n and

m, andm0 is the free electronmass. The connection between the envelope functionF

(r) and the totalwave function in the effective-mass approximation is derived froman

expansion over the first Brillouin zone

wnðrÞ¼
X
k

aðkÞunkðrÞeik:r ð2:4Þ

where, to first order in k.p theory

unkðrÞ¼ unoðrÞ þ �h

mo

X
m 6¼ n

k:pmn
Enð0Þ � Em ð0Þ umoðrÞ ð2:5Þ

and

wnðrÞ¼FðrÞuno � i�h

mo

X
m 6¼ n

rFðrÞ:pmn
Enð0Þ � Em ð0Þ umo ð2:6Þ

The lowest orderF(r) is seen to be the comparatively slowly varying envelope ofuno.

As long as m* is a constant in space, the effective-mass equation in Eq. (2.2)

is acceptable, but this is not the case in the presence of a heterojunction. In
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reality the interface will occupy a number of atomic sites and thus the effective

mass must be regarded as varying with distance. This means that the effective-

mass equation must be modified to maintain hermiticity. In the case where

motion in the plane of the interface is unfettered, say the (x, y) plane, the

modified equation is

� �h

2
r:

1

m*ðzÞr
� �

þ VðrÞ
� �

FðrÞ ¼ E � Enð0; zÞð ÞFðrÞ ð2:7Þ

Integrating this equation over an infinitesimally thin interface region leads to

the necessity for the continuity of

FðrÞ and
1

m*

dFðrÞ
dz

ð2:8Þ

This makes sense in that the current across the interface is therefore continuous.

But reference to Eq. (2.6) indicates that for w(r) to be continuous if F(r) is, then

the second term has to be negligible and the difference between the microscopic

components of the Bloch functions also has to be negligible. These conditions

are, unfortunately, not compatible with the continuity of the gradient of w since

the gradient of F(r) is discontinuous if the effective mass is. This suggests that

the effective-mass approach is unworkable, but in fact the boundary conditions

of Eq. (2.8) give results in agreement with experiment.

The reason why Eq. (2.8) works so well can be elucidated by starting off with a

more general expansion of the wavefunction, viz.:

wðrÞ ¼
X
n

FnðrÞunðrÞ ð2:9Þ

where un(r) is one of a complete set of periodic functions and Fn(r) is a slowly

varying envelope function with Fourier components confined to the first Brillouin

zone. Unlike the conventional approach, the expansion is for the whole structure,

not separate expansions for the semiconductors involved. Once w(r) is given for

the whole structure, the Fn(r) are given by an inversion formula, and are unique.

In this approach boundary conditions are entirely circumvented and clearly Fn(r)

and its gradient are continuous everywhere.

2.1.2 The Envelope-Function Equation

An equation for the Fn(r) can be obtained as follows (Burt, 1988). The Schrö-

dinger equation is

� �h2

2m0

r2wþ Vw ¼ Ew ð2:10Þ
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The kinetic energy is therefore

Tw ¼ �h

2m0

X
n

ðr2FnÞun þ 2ðrFnÞ 	 run þ Fnr2un
 � ð2:11Þ

(where the explicit dependencies on r have been dropped for brevity). This can be

expressed in terms of a slowly varying function with Fourier components

restricted to the first Brillouin zone by multiplying on the left by un
* and inte-

grating over a unit cell. The result is

Tw !
X
n

�h2

2m0

r2Fn þ
X
m

� i�h

m0

Pnm 	 rFm þ
X
m

TnmFm

" #
un ð2:12Þ

where

pnm ¼
Z

u*npumdr0; Tnm ¼
Z

u*uTumdr0 ð2:13Þ
are constants, and the un are normalized over the volume of the unit cell.

The potential energy is more awkward because of the step at the interface,

which introduces Fourier components outside the first zone. The way forward is

to expand everything in plane waves, viz.:

Vw ¼
X
n

X
kk0

X
GG0

VGðkÞFnðk0ÞunGeiðkþk0þGþG0Þ:r ð2:14Þ

where G and G’ are reciprocal-lattice vectors. Putting G ! G þ G0 and k þ k0 ¼
k1 þ G1 (since k þ k0 may introduce a wavevector lying outside the first zone),

one obtains

Vw ¼
X
n

X
m

X
kk0

X
GG0

VG�G0 ðkÞFnðk0ÞunG0eik1:ru*m;GþG1

� �
un ð2:15Þ

In this derivation use is made of the following:

un ¼
X
G

unGe
iG:r; eiG:r ¼

X
n

ðu�1ÞGnun ¼
X
n

u*nGun ð2:16Þ

The envelope-function equation is thus

��h2

2m0

r2FnðrÞ þ
X
m

� i�h

m0

PnmrFmðrÞþ
X
m

Z
Hnmðr; r0ÞFmðr0Þdr0 ¼EFnðrÞ

ð2:17Þ
where

Hnmðr; r0Þ ¼ TnmDðr� r0Þ þ Vnmðr; r0Þ ð2:18Þ
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Dðr� r0Þ ¼ 1

X

X
k

eik:ðr�r0Þ ð2:19Þ
Vnmðr; r0Þ ¼

X
kk0

X
GG0

u*n;GþG1
VG�G0 ðkÞumG0eiðk1:r�k0:r0Þ ð2:20Þ

and k, k0 are wavevectors within the first zone.

2.1.3 The Local Approximation

Equation (2.17) for the envelope function has a wide range of validity since

nothing has been assumed about the potential, but it is complicated by the non-

local nature of the latter, which arises if k þ k0 lies outside the first zone. If k þ k0

does not lie outside the first zone, then G1 ¼ 0, k1 ¼ k þ k0, and

Vloc
nm ðr; r0Þ ¼

X
kk0

X
GG0

u*nGVG�G0 ðkÞum0G0eik;rDðr� r0Þ ð2:21Þ

which reduces Eq. (2.17) to an ordinary differential equation (or rather a set of

coupled differential equations), viz.:

��h2

2m0

r2FnðrÞ þ
X
m

�ik

m0

Pnm 	 rFmðrÞ þ
X
m

HnmðrÞFmðrÞ ¼ EFnðrÞ ð2:22Þ

where
HnmðrÞ ¼ TnmðrÞ þ Vloc

nm ðrÞ ð2:23Þ

Vloc
nm ðrÞ ¼

X
k

X
GG0

u*nG:VG�G0 ðkÞumG0eik:r ð2:24Þ

It can be shown that for local microscopic potentials and slowly varying envelope

functions the non-local contributions are negligible, and so for most purposes the

envelope-function equation in the local approximation, Eq. (2.22) is adequate.

“Slowly varying” in this context is not the usual condition of restricting k to be

near zero, but the much less restrictive condition entailing insignificant spectral

weight outside the Brillouin zone. (See Foreman, 1995, for a justification of this

point from the standpoint of quasi-continuum theory. Quasi-continuum theory

will be described in the next chapter.)

Writing Eq. (2.24) in terms of the local potential V(r) we obtain

Vloc
nm ðrÞ ¼

X
GG0

u*nGumG0
X
k

Z
Vðr0Þe�iðkþG�G0Þ:r0eik:rdr0=X

¼
X
GG0

u*nGumG0

Z
Vðr0Þe�iðG�G0Þ:r0Dðr� r0Þdr0

ð2:25Þ
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Consider an interface at which V(r) changes abruptly, situated at (x, y, 0). Far

from the interface, say at (x, y, z), the integrand in Eq. (2.25) will be appreciable

only when r0 ¼ r. In the bulk of the material V(r) is periodic:

VðrÞ ¼
X
G

Vþ
Ge

iG:r: and Vloc
nm ðrÞ ¼

Vþ z> 0

V� z< 0

�
ð2:26Þ

where

V� ¼
X
GG0

u*nG:V
�
G�G0umG0 ¼

Z
u*nðrÞV�ðrÞumðrÞ dr0X0

ð2:27Þ

i.e. V� are the matrix elements of the local potential with respect to the periodic

functions un and um, independent of position within the bulk of each material.

If we take the interface to be z ¼ 0, then the local potential is of the form

VðzÞ ¼ hþðzÞVþðzÞ þ h�ðzÞV�ðzÞ ð2:28Þ
where hþ(z) is the usual step function:

hþðzÞ ¼ 0 z< 0

1 z> 0

�
ð2:29Þ

and
h�ðzÞ ¼ hþð�zÞ ð2:30Þ

the evaluation of Vnm
loc, (z) in Eq. (2.25) can be carried out using Eq. (2.28) to give

Vloc
nm0 ðzÞ ¼ hþðzÞVþ þ h�ðzÞV� þ oscillatory terms ð2:31Þ

The oscillatory terms that arise are well known to Fourier analysis and are

referred to as the Gibbs phenomenon. They can be approximately obtained by

noting that in bulk material Vnm
loc, (z) is defined only at each unit cell and it is the

same in each unit cell. It can thus be represented by the continuous function

Vloc
nm0 ðzÞ ¼ a

X1
l¼0

VþdB z� lþ l

2

� �
a

� �
þ a

X�1

l¼0

V�dB zþ lþ l

2

� �
a

� �
ð2:32Þ

where a is the unit-cell dimension, and

dBðzÞ ¼ 1

2p

Zp=a
�p=a

eikzdk ¼ sinðpz=aÞ
pz

ð2:33Þ

This gives a spatial variation of the cell-averaged potential that applies every-

where, including the interface. The envelope-function equation in the local

approximation then contains variables whose z-dependence is explicit.
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2.1.4 The Effective-Mass Approximation

A common situation is when the states of interest have an energy close to that at the

zone-centre of one of the bands, and the zone-centre eigenfunctions are similar in

the different materials forming the interface. In this case the non-diagonal elements

of Hnm(r) in Eq. (2.22) will be small and we can make the approximationX
m

HnmðrÞFmðrÞ ¼ EnðrÞFnðrÞ ð2:34Þ

and the envelope-function equation becomes

� �h2

2m0

r2FnðrÞ � i�h

m0

X
m

Pnm 	 rFmðrÞ ¼ ðE � EnðrÞÞFnðrÞ ð2:35Þ

In the bulk, En is the zone-centre energy of the nth band. If the energy is close to

the zone-centre energy of the sth band, ES(z), FS(r) will be bigger than any other

envelope function and then, to leading order

FmðrÞ ¼ � i�h

m0

Pms 	 rFsðrÞ
E � EmðrÞ ; m 6¼ s ð2:36Þ

Substitution in Eq. (2.35) with n ¼ s gives the required effective-mass equation

� �h2

2
r 	 1

m*ðrÞrFsðrÞ
� �

þ EsðrÞFsðrÞ ¼ EFsðrÞ ð2:37Þ

where

1

m*ðrÞ ¼
1

m0

þ 2

m2
0

X
m 6¼s

Pmsj j2
E � EmðrÞ ð2:38Þ

A further approximation is to ignore the oscillatory terms in Eq. (2.31) and assume

that the matrix element of the potential changes abruptly in crossing the interface

(the abrupt-interface approximation). Integration across this abrupt interface leads

to the necessity for Fs(z) and (l/m*(z)) dFs(z)/dz to be continuous. More accurate

profiles can be obtained by integrating the continuous function. In this case Fs(z)

and dFs(z)/dz are, of course, continuous, as Fig. 2.1 shows. Figure 2.1 also shows

that there is no contradiction and that the sharp changes in slope at the interfaces

are well approximated by the effective-mass boundary conditions.

When interband coupling cannot be neglected, as for example in narrow-gap

semiconductors, the Hamiltonian component in Eq. (2.34) cannot, in general, be

regarded as a simple step-function at the interface. Instead, pure interface con-

tributions arise that have a delta-function character, and these, in principle, can
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dominate the boundary conditions. In this case the continuity of (l/m*(z))dF(z)/dz

is no longer guaranteed (Foreman, 1995).

A similar analysis can be made for the valence band, with degenerate bands

involved, and we will use the results of such an analysis in Section 2.3.

For further readingon the topic of the effective-mass equation the reader is referred

to the articles by Altarelli (1986), Bastard and Brum (1986) and Burt (1988, 1992).

2.2 The Confinement of Electrons

Application of the effective-mass boundary conditions to the case of a single

quantum well where only simple, zone-centre conduction bands are involved

yields the dispersion equation

Z ¼ m*
WkB

m*
BkW

¼ þi tanðkWa=2Þ asymmetric

�i cotðkWa=2Þ symmetric

�
�h2k2W
2m*

W

¼ E;
�h2k2B
2m*

B

¼ E � V0

ð2:39Þ

where mW
* , mB

* are the effective masses in the well and barrier, kw kB are the wave-

vector components along the normal to the interface, a is the well-width andV0 is the

discontinuity in energy of the conduction bands. The two solutions are associated

with asymmetric and antisymmetric envelope-function patterns, with symmetry
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Fig. 2.1 Electron envelope function for a 10/10 superlattice ground state using
crystal pseudopotentials. Note that the envelope function is continuous on a
microscopic scale but displays a discontinuous slope when viewed mesoscopi-
cally (Burt, 1992).
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defined in relation to the midplane of the quantum-well layer (Fig. 5 of the Intro-

duction). In many cases these patterns can be represented accurately enough by

FðzÞ ¼ 2

a

� �1=2
sinðnpz=aÞ n ¼ 1; 3; 5:::
cosðnpz=aÞ n ¼ 2; 4; 6:::

�
ð2:40Þ

as if the carrier were completely confined (V0!1), but the energy levels are usually

considerably different from those for an infinitely deep well. The latter point is

underlined in Fig. 2 in the Introduction, which depicts the band structure for GaAs/

Al0.3Ga0.7As superlattice, and the dashed lines are the infinitely deepwell energies. In

the case of a superlattice, application of the effective-mass boundary conditions and

application of the Bloch theorem give the dispersion relation

cos kzðaþ bÞ ¼ cos kWa cos kBb� 1

2
Z þ 1

Z

� �
sin kWa sin kBb ð2:41Þ

where kz is thewavevector for propagation along the superlattice axis, and a and b are

the well- and barrier-widths, respectively. Basically, the single energy levels of the

single quantumwell are broadened intominibands. For stateswith kz¼ 0 or p/(aþ b)

the wave patterns are purely symmetric or purely antisymmetric within a well or a

barrier, but for intermediate values of kz the symmetry is mixed.

The electron wavefunction in a well of a superlattice can be represented by

FðzÞ ¼ AðS1cos kwzþ S2sin kwzÞ; zj j � a

2
ð2:42Þ

where

S1 ¼ ðeikzd þ eikBbÞ sin kwa

2

� �
þ iZ�1ðeikzd � eikBbÞ cos kwa

2

� �

S2 ¼ ðeikzd � eikBbÞ cos kwa

2

� �
� iZ�1ðeikzd þ eikBbÞ sin kwa

2

� � ð2:43Þ

and in a barrier by

FðzÞ ¼ AðT1cos kBz� T2 sin kBzÞ; zj j � b

2
ð2:44Þ

where

T1 ¼ eikzdðsin kWaþ iZ�1 cos kWaÞ � iZ�1
 �

cos
kBb

2

� �

� iZ�1 eikzd cos kWa� iZ�1 sin kWaÞ þ 1
 �

sin
kBb

2

� �

T2 ¼ eikzdðsin kWa� iZ�1 cos kWaÞ þ iZ�1
 �

sin
kBb

2

� �

� iZ�1 eikzd cos kWa� iZ�1 sin kWaÞ � 1
 �

cos
kBb

2

� �
ð2:45Þ
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Normalization gives

A¼ 21=2 S1j j2 þ S2j j2
� �

aþ T1j j2 þ T2j j2
� �

b
h

þ S1j j2 � S2j j2
� � ðsin kwaÞ

kw
þ T1j j2 � T2j j2
� �ðsin kBbÞ

kB

� ð2:46Þ

When the potential barrier is large, jZj ! 1, exp (ikBb) ! 0, and the dispersion

relation reduces to

sin kWa � �2ðcosðkzðaþ bÞÞÞ
Z sin kzbð Þ � 0 ð2:47Þ

The wavefunction in the well reduces to a single-quantum-well function multi-

plied by the phase factor exp(ikZd).

Motion parallel to the layers is unrestricted in quasi-2D systems and the full

envelope function and its energy for a single quantum well are

FðrÞ � 2

V

� �1=2

eik:r
sinðnpz=aÞ n odd
cosðnpz=aÞ even

�
ð2:48aÞ

E ¼ En þ �h2k2

2m*
W

ð2:48bÞ

where V is the normalizing volume, k and r are vectors in the plane and En is the

subband energy determined from Eq. (2.39).

Effective-mass theory has also been applied to quantum wires, with elliptical

cross-sections of various eccentricity, to quantum dots and to cases where there is

a magnetic field.

Another type of confinement operates in the technologically important system

of the high-electron-mobility transistor (HEMT). Here, electrons donated by

impurities in the barrier fall over the potential cliff at the heterojunction and are

confined near the interface by the electrostatic attraction of the positive charges of

the impurities. The ground-state wavefunction is often approximated by the

Fang–Howard expression (Fig. 2.2):

wðzÞ ¼ b3

2

� �1=2

ze�bz=2 ð2:49Þ

where b is a parameter chosen to minimize the energy

E ¼
Z1
0

eVðzÞwðzÞ2 dzþ
Z1
0

wðzÞ �h2

2m*

d2wðzÞ
dz2

dz ð2:50Þ
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and V(z) is the electrostatic potential that comprises components associated with

the charged donors, the electrons themselves and image charges induced in the

barrier. In III-V systems the latter are often ignored, and we will do that here. If

the surface density of donors is Ns, and this is taken to be equal to the carrier

density, the field that an electron experiences is given by

FðzÞ ¼ � eNs

2e
1�

Zz
0

wðz0Þ2dz0
0
@

1
A ð2:51Þ

and so

VðzÞ ¼ eNs

2e

Zz
0

1�
Zz0
0

wðz00Þ2dz00
0
@

1
A ð2:52Þ

Thus

E ¼ 33e2Ns

32eb
þ �h2b2

8m*
ð2:53Þ

and the energy is minimized when

b ¼ 33e2Ns

8e�h2

� �1=3

ð2:54Þ

More elaborate variational wavefunctions have been used (Ando, 1982; Takada

and Uemura, 1977) that give somewhat better agreement with wavefunctions and

energies generated numerically by solving the coupled Schrödinger and Poisson

equations, but the extra accuracy is often regarded as dispensable.

Transistors with high sheet-charge densities are becoming increasingly com-

mon, and there is therefore a need to take into account the population of the
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0.0
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z
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�
(z

)

Fig. 2.2 Fang–Howard wavefunctions for the ground and excited states in a
single heterojunction system.
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second subband. The simplest form for the wavefunction in the second subband

that is orthogonal to that for the ground state is

wðzÞ ¼ 3b3

2

� �1=2

z 1� b

3
z

� �
e�bz=2 ð2:55aÞ

Once again, b can be chosen to minimize the total energy, taking into account the

population of both subbands. A more accurate form requiring two variational

parameters is (Fig. 2.2)

wðzÞ ¼ 3b52
2ðb21 � b1b2 þ b22Þ
� �1=2

z 1� b1 þ b2

6
z

� �
e�b2z=2 ð2:55bÞ

The scheme can obviously be extended to the case of three or more subbands.

More often than not, wavefunctions, energies and populations are generated

numerically (Fig. 2.3) from which analytic forms for the wavefunctions can be

obtained for use in scattering problems.

The quantum states can sometimes be engineered by inserting a monolayer;

that can be done successfully even when there is considerable lattice mismatch.

Examples are a layer of AlAs or of InAs in a GaAs quantum well. The former

layer introduces a repulsive potential, whereas the latter introduces an attractive

potential. These d-function-like potentials modify the electron wavefunction

basically by introducing a change in slope. In addition they modify the optical

vibrations, a topic we will return to in Section 7.2. Alloy grading is also used to

engineer the quantum confinement of electrons.

2.3 The Confinement of Holes

In bulk material the band structure for holes is complicated by the triple

degeneracy (not counting spin) associated with p-orbitals. Spin-orbit coupling

reduces the degeneracy by 1. In direct-gap III-V compounds there are, there-

fore, four zone-centre bands of prime importance: the conduction band, whose

unit-cell wavefunction has s-orbital symmetry, j iS #i and j iS "i; a doubly

degenerate valence band plus split-off band characterized by p-orbitals of the

form jðX � iYÞ # =
ffiffiffi
2

p �
, jðX þ iYÞ # =

ffiffiffi
2

p �
and jZ "i; jZ #i, jðX � iYÞ " =

ffiffiffi
2

p �
,

and jðX � iYÞ # =
ffiffiffi
2

p �
. Away from the zone-centre these bands couple via k.p

interaction, which leads to an 8 · 8 matrix Hamiltonian. The coupling is suf-

ficient to describe the curvatures and hence the effective masses of the con-

duction, light-hole and split-off bands to a good approximation, but the

curvature of the heavy-hole band is determined by the interaction with more
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remote bands. Once the effective mass of the conduction band is determined,

the 8 · 8 matrix can be resolved approximately into a 2 · 2 matrix for the

conduction band and a 6 · 6 matrix for the valence bands. The latter gives rise

to the Schrödinger equation:

Pþ Q� E L M 0 iL
ffiffiffi
2

p �i
ffiffiffi
2

p

L* P� Q� E 0 M �i
ffiffiffi
2

p
Q i

ffiffiffiffiffiffiffiffi
3=2

p
L

M* 0 P� Q� E �L i
ffiffiffiffiffiffiffiffi
3=2

p
L* �i

ffiffiffi
2

p
Q

0 M* �L* Pþ Q� E �i
ffiffiffi
2

p
M* �iL*=

ffiffiffi
2

p

�iL*=
ffiffiffi
2

p
i
ffiffiffi
2

p
Q i

ffiffiffiffiffiffiffiffi
3=2

p
L i

ffiffiffi
2

p
M P� D0 � E 0

i
ffiffiffi
2

p
M* �i

ffiffiffiffiffiffiffiffi
3=2

p
L* i

ffiffiffi
2

p
Q iL=

ffiffiffi
2

p
0 P� D0 � E
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Fig. 2.3 Numerical results for a AlInAs/GaInAs/InP MODFET with d-doping
(5 · 1012 cm�2) and a 50-Å spacer: energy profile and energies of the
first three subbands relative to the Fermi level and corresponding wave-
functions.
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where E is the hole energy and D0 is the spin–orbit splitting. The other

parameters are

p ¼ �h2

2m0

ðc1½k2x þ k2y � þ kzc1kzÞ; Q ¼ �h2

2m0

ðc2½k2x þ k2y � þ kzc2kzÞ

L ¼ � i
ffiffiffi
3

p

m0

�h2ðkx � ikyÞkzc3; M ¼ �h2

2m0

ð
ffiffiffi
3

p
ðk2x � k2yÞc2 � i2

ffiffiffi
3

p
kxkyc3Þ

ð2:57Þ

ci are the Luttinger parameters, which arise from the k.p interactions with other

bands, viz.:

c1 ¼ � 1

3
1þ 2

m0

X
n

p21n

E0 � En

 !

c2 ¼ � 1

6
1þ 2

m0

X
n

p21nx � p21ny

E0 � En

 !

c3 ¼ � 1

3m0

X
n

p1nxpn2y � p1nypn2x

� �
E0 � En

ð2:58Þ

where the pnma are momentum matrix elements, i.e. h n j pa j m i. Their magnitudes

are determined by experiments, e.g. measurements of magneto-resistance and

cyclotron resonance. The eigenfunctions are depicted by the total angular

momentum quantum number j ¼ l � s and its projection, mj, viz: j J, mji.
Terms linear in k that arise through the lack of inversion symmetry in III-V

compounds are small and have been neglected.

The eigenfunctions can be depicted thus:

3

2





 ;
3

2

�
¼ 1ffiffiffi

2
p ðX þ iYÞ " 3

2





 ;� 3

2

�
¼ 1ffiffiffi

2
p ðX � iYÞ #

3

2





 ;
3

2

�
¼ 1ffiffiffi

6
p ðX þ iYÞ # �2Z "½ � 3

2





 ;� 1

2

�
¼ 1ffiffiffi

6
p ðX � iYÞ " þ2Z #½ �

1

2





 ;
1

2

�
¼ 1ffiffiffi

3
p ðX þ iYÞ # þZ "½ � 1

2





 ;� 1

2

�
¼ 1ffiffiffi

3
p �ðX � iYÞ " þZ #½ �

ð2:59Þ

If the spin–orbit splitting is large, a further simplification can be made by

decoupling the split-off band and reducing the Hamiltonian to a 4 · 4 matrix

describing light and heavy holes. This can be block diagonalized by using the

unitary transformation UHUþ, where
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U ¼

1ffiffi
2

p e�if 0 0 � 1ffiffi
2

p eif

0 1ffiffi
2

p e�ig � 1ffiffi
2

p eig 0

0 1ffiffi
2

p e�ig 1ffiffi
2

p eig 0
1ffiffi
2

p e�if 0 0 1ffiffi
2

p eif
























ð2:60Þ

The result is
H11 H12 0 0

H21 H22 0 0

0 0 H11 H12

0 0 H21 H22
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¼ 0 ð2:61Þ

where

H11 ¼ Es þ d� �h2

2m0

d

dz
ðc1 � 2c2Þ

d

dz
� ðc1 þ c2Þk2

� �
ð2:62aÞ

H12 ¼ � �h2

2m0

ffiffiffi
3

p
�cðhÞk2 þ 2

ffiffiffi
3

p
kc3

d

dz

� �
ð2:62bÞ

H22 ¼ Es � d� �h2

2m0

d

dz
ðc1 þ 2c2Þ

d

dz
� ðc1 � c2Þk2

� �
ð2:62cÞ

H21 ¼ � �h2

2m0

ffiffiffi
3

p
�cðhÞk2 � 2

ffiffiffi
3

p
k
d

dz
c3

� �
ð2:62dÞ

We have included the effect of a biaxial strain so that the important case of a

strained layer is accommodated. Es is the shift in energy due to the hydrostatic

component of the stress and d is the strain-splitting energy, viz.:

Es ¼ 2a
ðc11 � c12Þ

c11
es; d ¼ �b

ðc11 þ 2c12Þ
c11

es; es ¼ Da0
a0

ð2:63Þ

a and b are deformation potentials for the valence band, c11 and c12 are elastic

constants and es is the strain related to the difference in the lattice constant a0 of

the two layers. Compressive strains (Da0, < 0) make d negative since b < 0. In

our convention we regard hole energy as positive. Thus if d < 0, the heavy-hole

(HH) band corresponds to a rise of electron energy relative to the light-hole (LH)

band (Fig. 2.4).
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In Eq. (2.62), k2¼kx
2þ ky,

2 with kz in the confinement direction. The factor �cðhÞ
is given by

�cðhÞ ¼ ðc22 cos2 2h þ c23 sin
2 2hÞ1=2 ð2:64Þ

and describes the anisotropy in the (x, y) plane. In the bulk case we can replace

@/@z by ikz, and solving the secular determinant leads to the energy

E ¼Es þ �h2

2m0

c21ðk2x þ k2y þ k2z Þ � ½4c22ðk2x þ k2y þ k2z Þ
n 2

þ 12ðc23 � c22Þðk2xk2y þ k2yk
2
z þ k2z k

2
xÞ

þ2c2ðk2x þ k2y � 2k2z ÞK2 þ K4�1=2
o ð2:65Þ

where K ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0d=�h

2
q

is a wavevector associated with the strain-splitting. The

effect of the strain is all contained in Es and the parameter K2. Restrictions on kz
through confinement will further determine subband energies. Figure 2.5

E

(a)

(b)

E

kz

kz

d < 0

d > 0

Fig. 2.4 Schematic valence-band structure for heavy and light holes in the
presence of (a) compressive (d < 0) and (b) tensile (d > 0) biaxial strains.
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illustrates the effect of confinement in the absence of strain. For small in-plane

wavevectors the mixing of heavy- and light-hole wavefunctions can be found by

standard perturbation techniques (see, for example, Andreani et al., 1987;

O’Reilly, 1989; and Foreman, 1994). Integration of Eq. (2.43) across an interface

yields boundary conditions that entail the continuity of

FHðzÞ and ðc1 � 2c2Þ
dFHðzÞ
dz

ð2:66aÞ

FLðzÞ and ðc1 � 2c2Þ
dFLðzÞ
dz

� 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3c3kFHðzÞ

p
ð2:66bÞ

In the preceding, terms linear in k that arise from lack of inversion symmetry in

polar semiconductors, being small, are ignored.

The Hamiltonian of Eq. (2.62) contains off-diagonal elements that are not

symmetrized. Thus H12 contains the operator c3@/@z and H21 the operator (@/@z)

c3. Many authors used the symmetrized forms (c3@/@z þ (@/@z) c3)/2 in order to

K0 2K0

h

–5

l

–10

h

–15

<110>
<100>

<110>

<100>

<100>

<110>

E
 (

m
eV

)

Fig. 2.5 Hole subband structure in a GaAs (140-Å) Al0.21Ga0.79As (200-Å)
superlattice in the plane perpendicular to the <001> growth axis. Solid lines:
dispersion along <100> and <110> directions, dotted lines: results of the axial
approximation, c3 � c2 � (c2 þ c2)/2. h and 1: heavy and light holes; K0 ¼ p/340
(Å) ¼ 9.24 · 105 cm–1 (Altarelli et al., 1985).
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make the individual terms Hermitian, but this is found to give unphysical

behaviour (Foreman, 1993), whereas the use of the unsymmetrized Hamiltonian,

which Foreman obtains from Burt’s general analysis, does not. Thus Eq. (2.62)

appears to be the correct Hamiltonian, and it should be noted that only the total

Hamiltonian need be Hermitian. That a difference exists between HH and LH

boundary conditions is not surprising in view of the different orbital forms. The

HH state involves only jXi and jYi components, i.e. components parallel to the

interface, whereas the LH state involves jXi, jYi and jZi.
The mixed wavefunctions are obtained by using perturbation theory, taking the

terms in k as the perturbation. Thus we take the envelope function for the HH

band to be, for first order in eigenvectors

FH ¼ F0
H þ F1

H þ F1
L; E ¼ E0 þ E1 þ E2; H11 ¼ H0

11 þ H1
11;

H12 ¼ H2
12 þ H1

12; H22 ¼ H0
22 þ H1

22; H21 ¼ H2
21 þ H1

21

ð2:67Þ

where
ðH0

11 � E0ÞF0
H ¼ 0 ð2:68aÞ

ðH0
11 � E0ÞF1

H ¼ ðE1 � H1
11ÞF0

H ð2:68bÞ

ðH0
22 � E0ÞF1

L ¼ �H1
21F

0
H ð2:68cÞ

and

E1 ¼ F0
H

�
H1

11



 

F0
H

� ¼ ��h2

2m0

ðc1 þ c2Þk2 ð2:69aÞ

E2 ¼ F0
H

�
H1

11



 

F1
H

�þ F0
H

�
H1

12



 

F1
L

� ð2:69bÞ

whereH1
12 ¼ �ð�h2=2m0Þ2

ffiffiffi
3

p
kc3@=@Z . Thus, for an infinitely deep well we can take

F0
H ¼ A cos kHz � a

2
� z � a

2
ð2:70Þ

whence F1
H ¼ 0 and

F1
L ¼ �

ffiffiffiffiffiffiffiffiffi
3c3k

p
c2kHð1� SHÞ 	 A sin kH0z ¼ B sin kH0z ð2:71Þ

where SH ¼ m0d=c2�h
2K2

H0
and kH is the wavevector component in the confinement

direction. We see that a symmetric HH state mixes with an antisymmetric LH

state. Similarly for an antisymmetric LH state the mixing is with the symmetric

HH state, viz.:

F0
L ¼ C sin kLz; F1

H ¼ �
ffiffiffiffiffiffiffiffiffi
3c3k

p
c2kLð1� SLÞ :C cos kL0z ¼ D cos kL0z ð2:72Þ

where SL ¼ m0d=c2�h
2K2

L0
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The boundary conditions at each interface couple HH and LH states of the

same energy. (Note that with strain one or the other wavevectors kH0, kL0 may be

pure imaginary.) The overall envelope function is of the form

F ¼ A cos kHzþ B sin kH0z þ C sin kLzþ D cos kL0z ð2:73Þ
and kH ! kH0 þ e, kL ! kL0 þ e, e < kH,L. For an infinitely deep well F ¼ 0 at

z ¼ �a/2, and from this boundary condition the wavevector shift can be obtained.

The energy can then be expressed in terms of an in-plane effective massmk
*, thus

E ¼ Es � dþ �h2

2m0

ðc1 � 2c2ÞðkH0 þ eÞ2 þ E1 þ E2

¼ Es � dþ �h2ðc1 � 2c2Þk2H0

2m0

þ �h2k2

2m*
k

ð2:74Þ

(upper sign for HH).

The in-plane masses are given by

HH
m0

m*
k

¼ c1 þ c2 �
3c23

c2ð1� SHÞ þ
3c23ðc1 � 2c2Þðcos kLaþ ð�1Þnþ1Þ
c22ð1� SHÞð1� SLÞkLa sin kLa

ð2:75aÞ

LH
m0

m*
k

¼ c1 � c2 þ
3c23

c2ð1� SLÞ þ
3c23ðc1 þ 2c2Þðcos kLL þ ð�1Þnþ1Þ
c22ð1� SHÞð1� SLÞkHa sin kHa

ð2:75bÞ

where the S factors are the dimensionless ratio of strain-splitting energy to

confinement energy, viz.:

SH ¼ m0d

c2�h
2k2H

; SL ¼ m0d

c2�h
2k2L

ð2:76Þ

and the wavevectors kH, kL are those defining equal energies for the two bands

for k ¼ 0, i.e.

ðc1 þ 2c2Þk2L � K2 ¼ ðc1 � 2c2Þk2H þ K2; K2 ¼ 2m0d

�h2
ð2:77Þ

the well-width is a and n is an integer. With complete confinement the

HH state has kH ¼ np/a and the corresponding value of kL that enters, Eq.

(2.75a) is obtained from Eq. (2.77). If d < 0, kL is pure imaginary. For the LH

state kL ¼ np/a and the corresponding value of kH entering, Eq. (2.75b) is

obtained from Eq. (2.77).

For compressive strains (d < 0), the in-plane masses exhibit the phenomenon of

mass reversal: anomalously low for the HH band and anomalously high for the LH
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band. For tensile strains it is possible for SH ¼ SL ¼ 1, in which case the preceding

equations become invalid. The energy bands under these special circumstances

become degenerate at k ¼ 0 but have maxima shifted from the zone-centre.

The expressions for the in-plane mass given in Eq. (2.75) illustrate the main

features of the effects of strain and confinement, but for wells of finite depth they

are quantitatively unreliable. Figure 2.6 depicts this for the GaInAs/GaAs system.

The small k approximation that was used is also inadequate to represent the non-

parabolicity of the bands and to describe anticrossings, and, of course, the neglect

of the effects of the split-off band becomes less justifiable with increasing k. The

strain-splitting terms in the 3 · 3 Hamiltonian are of the form

HS ¼
d 0 0

0 �d
ffiffiffiffiffi
2d

p
0

ffiffiffiffiffi
2d

p
0














 ð2:78Þ

which couples the LH and split-off (SO) bands, so neglecting the effect of the SO

band is valid only for strains that are not too large even at small k.

Within the approximations leading to the expressions in Eq. (2.75) for the in-

plane masses the bands are isotropic and parabolic. Anisotropy and non-para-

bolicity appear when terms of order k4 enter the energy. The interaction between

HH1 and HH2 is zero up to terms of order k6. One would have to extend the

perturbation method considerably in order to describe anticrossing effects

between these subbands. Hitherto, analytic extension only to order k4 has been

reported (Foreman, 1994).
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Fig. 2.6. In-plane hole effective mass in the Ga0.8In0.2As/GaAs system as a
function of well-width taking into account the finite depth of the well (solid
lines). Dotted lines: equivalent infinitely deep well (Foreman, 1994).
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2.4 Angular Dependence of Matrix Elements

A perturbation V that scatters an electron or hole is usually slowly varying in

space relative to the dimension of a unit cell, and the matrix element involved in

the description of the scattering rate is conveniently factorized into the product of

an overlap integral I(k1, k2) between periodic parts of the Bloch functions and a

matrix element involving only the envelope functions. Thus the rate is multiplied

by jI(k1, k2)j2, where
Iðk1; k2Þ ¼

Z
u*ðl2;k2Þuðl1; k1Þdr ð2:79Þ

with l representing the spin state and the integral is over the unit cell. For

arbitrary directions of wavevectors, this integral is not necessarily unity, as a

consequence of the change in direction of angular momentum.

A state with total angular momentum J has a component in the z-direction of m

where m ¼ (J, J – 1, . . ., –J ), i.e. jJ, mi. A rotation of the axis from xyz to x0y0z0

will convert this state to jJ, m0i – the old state is connected linearly to the new

state via a rotation matrix

J;mj i ¼
X
m0

RJ
m0mða; b; cÞ J;m0j i ð2:80Þ

where a, b and c are the angles between the old and the new axes. The rotation

matrix derives from the unitary operator for finite rotations, U(a, b, c) where

Uða; b; cÞ ¼ Uz0 ðcÞUyðbÞUzðaÞ ð2:81Þ
corresponding to a rotation through an angle a about the old z axis, then a

rotation through an angle b about the new y axis and finally a rotation through

an angle c about the final z axis. A rotation through f about, say, the x axis is

given by

UxðfÞ ¼ eifJx ð2:82Þ
The rotation matrix is then given by

RJ
m0mða; b; cÞ ¼ eim

0crJm0mðbÞeima ð2:83Þ
where

rm0m
JðbÞ ¼ ðJ þ m0Þ!ðJ � m0!Þ

ðJ þ mÞ!ðJ � mÞ!
� �1=2

cos
b
2

� �� �m0þm

sin
b
2

� �� �m0�m

· P
m0�m; m0þm
J�m ðcos bÞ

ð2:84aÞ

62 Quantum Confinement of Carriers



Pab
n ðcos bÞ ¼ ð�1Þn

2nn!
ð1� cos bÞ�að1þ cos bÞ�b

·
d

d cos b

� �
ð1� cos bÞaþnð1þ cos bÞbþn
h i ð2:84bÞ

and the Pn
ab (cos b) are Jacobi polynomials (see Landau and Lifshitz, 1977).

Note that the angles a (0 � a � 2p) and b (0 � b � p) are the spherical

azimuthal and polar angles of the new z axis and with respect to the xyz axes.

For conduction band electrons in a central zone valley near k ¼ 0

the wavefunction is almost purely s-orbital-like and so J ¼ 1/2. In this case

(2.85)

This is also applicable to the split-off valence band. For the upper valence

bands J ¼ 3/2 and

(2.86)

We are now in a position to calculate the overlap integral, or, rather, its

modulus squared. Thus

Imðk1; k2Þj j2¼
X
m0

RJ
m0mða; b; cÞ



 

2 ð2:87Þ

where b is identified as the angle between k1 and k2. For the conduction and split-

off bands
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I�1=2ðk1; k2Þ


 

2¼ 1� sin b cos c ð2:88Þ

An average over the initial spin states removes all angular dependence and gives

unity.

For the LH states J ¼ 3/2, m ¼ 1/2 and m0 ¼ �1/2. Averaging over the initial

spin state gives

Iðk1;k2Þj j2¼ 1

4
ð1þ 3 cos2 bÞ ð2:89Þ

In the case of the HH states J ¼ 3/2, m ¼ 3/2 and m0 ¼ �3/2, and we obtain the

same result as for LH states given in Eq. (2.89). For an interband transition

between HH and LH bands

Iðk1; k2Þj j2¼ 3

4
sin2 b ð2:90Þ

When holes are confined the wavevector in the confinement direction, kz,

becomes fixed by the boundary conditions. In the simplest case intraband scat-

tering in the plane occurs with fixed kz. If u is the angle between wavevectors in

the plane

cos b ¼ cos h1 cos h2 þ sin h1 sin h2 cosf ð2:91Þ
where h1 and h2 are the angles that the total wavevectors make with the con-

finement direction, and thus b is dependent on k1 and k2, where k1 and k2 are the

in-plane wavevectors. In the limit of weak confinement (kz small) cos b � cos f,
but for strong confinements (kz large) cos b � 1 and hence the intrasubband

overlap factor is near unity, whereas for HH–LH transitions the overlap factor

vanishes.

Introducing band-mixing effects makes the angular dependence in bulk material

more complex for the conduction band, LH band and SO band, but not, to the same

order, for the HH band. The reader is referred to the papers by Vassel et al. (1970),

Wiley (1971) and Zawadzki and Szymanska (1971) for details.

2.5 Non-Parabolicity

As seen in a previous subsection, non-parabolicity arises as a consequence of

band mixing. For electrons in a central-zone valley the mixing is primarily with

the valence band. The conduction band in direct gap III-V compounds has the

form
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EðkÞ ¼ �h2k2

2m*
0

þ a0k
4 þ b0ðk2xk2y þ k2yk

2
z þ k2z k

2
xÞ

� c0 k2ðk2xk2y þ k2yk
2
z þ k2z k

2
xÞ � 9k2xk

2
yk

2
z

h i1=2
ð2:92Þ

For confinement along the z direction (the h001i direction), the subband minima

are determined by setting kx ¼ ky ¼ 0, whence, for weak non-parabolicity

EðkzÞ ¼
�h2k2z
2m*

0

þ a0k
4
z ð2:93Þ

or, better

k2z �
2m*

0

�h2
Eð1þ aEÞ½ �; a ¼ � 2m

�h2

� �
a0 ð2:94Þ

(Note that a0, like b0 and c0, is negative.) This defines a “confinementmass”,mZ
* (E)

m*
z ðEÞ ¼ m*

0ð1þ aEÞ ð2:95Þ
A similar expression is defined for the mass in the barrier by replacing E by (E – V0).

If (E – V0) is large, recourse must be made to the complex band structure of the

barrier (Chang, 1982). Non-parabolicity tends to increase the mass in the well and

reduce the mass in the barrier. Increasing the mass in the well tends to lower the

energy, and reducing the mass in the barrier increases the energy. Eithermay prevail.

Introducing motion in the plane affects the energy-dependence involving kz and

hence the boundary conditions, which, in turn, modifies the energy. This has the

effect of modifying the effective mass in the plane, leading to a mass enhancement

two to three times larger than that for the confinement mass (Ekenburg, 1989).

It should be noted that some authors (e.g., Welch et al., 1984) use the

“momentum mass”, i.e. ‡k/v, where v is the group velocity in the matching con-

dition of Eq. (2.8). The basis for this is that the matching condition essentially

involves currents, and therefore using an effective mass derivable from crystal

momentum and group velocity is more appropriate than using the confinement

mass of Eq. (2.95). For weak non-parabolicity, the momentum mass is given by

m*
p ¼ m*

0ð1þ 2aEÞ ð2:96Þ

which shows that it is twice as strongly affected by non-parabolicity as is the

confinement mass. The increase of momentum mass with velocity turns out to be of

the form familiar in special relativity, viz.

m*
p ¼

m*
0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� v2=v20
� �q ð2:97Þ
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where v0 is the limiting velocity given by
ffiffiffiffiffiffiffiffiffi
2am

p �
0. But the analysis of Section

2.1 shows that this is not the appropriate mass to use to determine bound states

though it more nearly describes the mass parallel to the layers than does the

confinement mass.

The presence of non-parabolicity really entails more elaborate matching con-

ditions than those of Eq. (2.8) with Eq. (2.95), but the latter are useful if errors of

a few millielectron volts can be tolerated. For further discussion see the papers by

Ekenburg (1989) and Burt (1992).

2.6 Band-Mixing

When substantially different conduction bands are involved, such as the C and X

valleys in the GaAs/AlAs system, the confined state becomes a mixture and we

return to the basic envelope-function formalism of Eq. (2.2). The gap between the

C states in GaAs and AlAs is not known precisely, but it is about 1 eV. With such

an energy difference effective-mass theory is inapplicable and it is necessary to

use the complex band structure of the bulk materials. Calculations of subband

structure use either pseudopotential or tight-binding techniques. The latter have

been carried out by Shulman and Chang (1981, 1985) and by Ando and Akera

(1989), and pseudopotential calculations have been done by Jaros and coworkers

(1984, 1985). These show that the confinement of a C electron in GaAs is very

largely due to the C barrier rather than to the C – X barrier. In other words, mixing

of C and X states is small though finite, and this mixing can be directly observed

in experiments of resonant tunnelling in which tunnelling paths involve C – X

transitions (Landheer et al., 1989).

In other structures such as GaAs/AlxGa1–xAs (x small), HgTe/CdTe and GaSb/

InAs the envelope-function method in the effective-mass approximation works

quite well (Ando et al., 1989). Even when the adjacent layers are mismatched, a

shift of position variable, following the technique of Pikus and Bir (1959), allows

the envelope-function method to be adapted to strained layers (Burt, 1988, 1992).
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3

Quasi-Continuum Theory of Lattice Vibrations

. . . a dim and undetermined sense

Of unknown modes . . .

The Prelude, W. Wordsworth

3.1 Introduction

We now turn to the problem of describing long-wavelength lattice vibrations in

multilayered structures. At a microstructural level this problem is solved by using

the techniques of lattice dynamics requiring intense numerical computation. This

approach is inconvenient, if not impracticable, at the macroscopic level, where

the kinetics and dynamics of large numbers of particles need to be described. In

this theoretical regime it is necessary to obtain models that transcend those at the

level of individual atoms in order to describe electron and hole scattering, and all

the energy and momentum relaxation processes that underlie transport and optical

properties of macroscopic structures. The basic problem is to make a bridge

between the atomic crystal lattice and the classical continuum. We know from

the theory of elasticity and the theory of acoustic waves, which hark back to the

nineteenth century, that continuum theory works extremely well for long-wave

acoustic waves. The case of optical vibrations is another matter. Here, the essence

is one atom vibrating against another in a primitive unit cell and it is by no means

obvious that a continuum approach can work in this case. This has been high-

lighted by controversy concerning the boundary conditions that long-wave optical

vibrations obey at each interface of a multilayer structure. On the other hand, no

controversy attaches to acoustic waves. The elastic boundary conditions in this

case are the familiar ones of continuity of displacement and of normal stress

components. These acoustic boundary conditions have sometimes been used for

optical waves (Perez–Alvarez et al., 1993; Ridley et al., 1994), but the validity

for this has not been clear.
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Fortunately, there exists an important category of multilayered structures in

which the boundary conditions necessary for the description of how optical

modes are confined are reasonably clear and uncontroversial. In this category the

adjacent semiconductors are characterized by having widely different optical

mode frequencies. This means that an optical mode in A cannot travel in B, and

vice versa. The natural boundary condition is then to entail that the amplitude of

the vibrations vanishes at the interface or at any rate not very far beyond the

interface. The paradigm example is the AlAs/GaAs system, and there are several

technologically important systems belonging to this category. In addition to this

mechanical boundary condition there are, for polar material, the usual electro-

magnetic boundary conditions. Satisfying both sets of boundary conditions leads

to the hybridization of longitudinally polarized (LO) and transversely polarized

(TO) and interface-polariton (IP) modes, as we will see in Chapter 5.

There are, however, equally important systems in which the optical bands

overlap or lie very close to one another. A purely binary example is InAs/GaSb,

but there are also systems containing two-mode alloys, such as AlGaxAs/GaAs,

where this is true. Although electromagnetic boundary conditions still pertain, it

is by no means clear what mechanical boundary conditions must be fulfilled. Of

course, this question can always be answered by performing intensive numerical

computations of the specific lattice dynamics, but we need to establish a general

understanding of the physics involved and to develop a continuum theory that can

be applied to a wide range of systems. This can be achieved through quasi-

continuum theory, the essentials of which we will give later. It is instructive,

however, to begin with an application of the familiar linear-chain model to the

case where a junction between two materials exists.

Before plunging into detail on this issue, we may find it useful to discover the

boundary conditions that emerge naturally from the assumption that the differential

equations are, in one dimension, chosen perpendicular to the interfacial plane

qx2U ¼ � @

@z
ca

@U

@z

� �

qrx
2u ¼ fuþ @

@z
c0

@u

@z

� �
ð3:1Þ

for the acoustic and optical waves, respectively. Here, q is the mass density, qr is
the reduced-mass density, U and u are the acoustic and optical displacements, f is a

force constant and ca, c0 are elastic constants. At the interface, q, qr ca, f and c0
change discontinuously, whereas the frequency x must be the same for waves on

either side, and we have taken into account any variation ca and c0 by including
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these parameters in the differentiation. Because of the discontinuities that exist

regarding the parameters it is interesting to ask whether either U or u can be

discontinuous. If so, there would appear a term in each equation that would involve

the differential of a d-function. There is nothing in either equation that could

possibly balance this; therefore, if the equations are to hold, no discontinuity in U

or u is possible. The same reasoning leads to the conclusion that the stresses ca dU/

dz and c0 du/dz cannot be discontinuous. The boundary conditions are therefore

U; u continuous

ca
@U

@z
; c0

@u

@z
continuous

ð3:2Þ

These may be termed the “classical” boundary conditions, i.e. continuity of

mechanical displacement and of mechanical stress.

But, of course, it is by no means obvious that equations that satisfactorily describe

long waves in bulk material are valid near an interface. In order to investigate this

point we look at two different approaches that have been taken. The first is based on

the simple linear-chain model, the second on a rigorous mapping of the atomic

model of the world onto the conceptually invaluable world of the continuum.

3.2 Linear-Chain Models

3.2.1 Bulk Solutions

For simplicity we consider the one-dimensional case of a linear chain of alternate

cations and anions (Fig. 3.1) and define the displacement of a cation at position n

by u1(n) and that of its anion neighbour by u2 (nþ 1). The equations of motion for

the two species of ion when only nearest-neighbour elastic restoring forces are

considered are

� m1x
2u1ðnÞ ¼ f 1fu2ðnþ 1Þ � u1ðnÞg þ f 2fu2ðn� 1Þ � u1ðnÞg

� m2x
2u2ðnþ 1Þ ¼ f 2fu 1ðnþ 2Þ � u2ðnþ 1Þg þ f 1fu1ðnÞ � u2ðnþ 1Þg

ð3:3Þ

n-2 n-1 n n+1 n+2 n+3

Fig. 3.1 Linear chain.
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where f1 and f2 are the force constants,x is the angular frequency andm1, m2 are the

cation and anion masses. These equations will provide the basis for our discussion.

Plane-wave solutions exist of the form

u1ðnÞ ¼ u10 expiðkna� xtÞ; u2ðnþ 1Þ ¼ u20 expiðkðnþ 1Þa� xtÞ ð3:4Þ
where a is the distance separating adjacent ions, provided that the following

dispersion relation is satisfied:

x4 � ðf1þf2Þ
l

x2 þ 4f1f2

m1m2

sin2 ka ¼ 0 ð3:5Þ

where l¼m1m2/(m1þm2) is the reduced mass. The two solutions for x describe

the optical and acoustic branches. For long-wavelength modes (ka < 1)

x2 � x2
0 �

4f1f2

ðf1þf2Þðm1þm2Þ k
2a2

¼ x2
0 � v2s k

2 opticalmodes
ð3:6Þ

x2 � 4f1f2k
2a2

ðf 1þf 2Þðm1þm2Þ ¼ v2s k
2 acousticmodes ð3:7Þ

where x0
2¼ (f1þ f2)/l, and we have introduced the velocity of sound vs, where

vs
2¼ 4f1f2a

2/((f1þ f2)(m1þm2)). Strictly speaking, the modes described by a one-

dimensional chain model must all be longitudinally polarized along the axis of

the chain, and thus Eqs. (3.6) and (3.7) describe the dispersion relations for LO

and LA modes, with fl and f2 incorporating the effects of the coulomb field.

However, the one-dimensionality need not be insisted on, and a linear-chain

model can describe transversely polarized waves equally well with a reinter-

pretation of the force constants. The form of the dispersion relations is just that

of continuum theory, which allows us to relate continuum and microscopic

parameters; thus for acoustic modes

v2s ¼
ca

q
¼ 4f 1f 2a

2

ððf 1þf 2Þðm1þm2ÞÞ ð3:8Þ

where ca is the relevant elastic constant and q is the mass density. The latter is

(m1þm2)/2a
3 and so ca¼ 2f1f2/(f1þ f2)a. For optical modes wemust use the reduced

density, which leads to an optical-mode elastic constant c0¼ cal/ (m1þm2).

Insertion of the long-wavelength dispersion into Eq. (3.4) leads to the fol-

lowing relations between the ionic displacements (to first order in ka):

u2 ¼ �u1
m1

m2

� �
ð1� ickaÞ optical modes

u2 ¼ u1ð1� ckaÞ acousticmodes

ð3:9Þ
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where c¼ (f1� f2)/(f1þ f2). Optical modes are characterized by the relative dis-

placement, u¼ u1� u2, whereas acoustic modes are characterized by the dis-

placement of the centre of mass, U¼ (m1u1þm2u2)/(m1þm2). These are related

to the actual ionic displacement according to

u1 ¼ m2

M
1þ m1

M
icka

� �
uþ 1þ m2

M
icka

� �
U ð3:10aÞ

u2 ¼ �m1

M
1� m2

M
icka

� �
uþ 1� m1

M
icka

� �
U ð3:10bÞ

where for long-wavelength optical modes U¼ 0 and for long-wavelength

acoustic modes u¼ 0, and M¼m1þm2. Note that u and U are the displacements

that appear in continuum theory. For longitudinally polarized modes c ¼ 0,

whereas for transversely polarized (TO) modes c 6¼ 0. For simplicity we restrict

attention to LO modes.

Equation (3.10) then becomes

u1 ¼ m2

M
uþ U ð3:11aÞ

u2 ¼ �m1

M
uþ U ð3:11bÞ

We are now in a position to discuss connection rules at interfaces separating

mediumA frommediumB. Three types of interfacewill be distinguished, namely (1)

nearly matched, (2) grossly mismatched, (3) free surface. We consider each in turn.

3.2.2 Interface between Nearly Matched Media

The topic of media interfaces was first discussed by Akero and Ando (1989) and

we follow the spirit of their approach. Let a notional interface exist between

atoms n and nþ 1 in a linear chain, and for simplicity we assume that there is

“lattice matching” in that the spacing between ions is “a” on both sides. The

equations of motion in the vicinity of the interface are

�m1Ax
2u1AðnÞ ¼ f �fu2Bðnþ 1Þ � u1AðnÞg þ f Afu2Aðn� 1Þ � u1AðnÞg

ð3:12aÞ

�m2Bx
2u2Bðnþ 1Þ ¼ f Bfu1Bðnþ 2Þ � u2Bðnþ 1Þgþ f �fu1AðnÞ � u2Bðnþ 1Þg

ð3:12bÞ
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where f* is the elastic force constant across the interface. In writing Eq. (3.12) we

are assuming that a vibratory mode of frequency x is sustainable in some form in

both media. Since we are interested in the relationship between microscopic and

continuum models we will concentrate on long-wavelength modes; therefore we

make the assumption here that the optical-mode frequencies in the adjacent media

are close together, thus defining the media as nearly matched. (This assumption

will have to be abandoned for rigid and free interfaces.)

Akero and Ando extrapolate the bulk functions across the interface and derive

matching conditions for the extrapolated envelopes. Thus replacing the left-hand

sides of Eq. (3.12) using Eq. (3.3) and assuming that f1¼ f2 in both media, we

obtain

fAfu2Aðnþ 1Þ � u1AðnÞg ¼ f
�fu2Bðnþ 1Þ � u1AðnÞg ð3:13aÞ

f Bfu2Bðnþ 1Þ � u1BðnÞg ¼ f
�fu2Bðnþ 1Þ � u1AðnÞg ð3:13bÞ

Eq. (3.13) provides the basic connection rule, but this needs to be translated into

continuum language involving u and U, respectively, for the cases of optical and

acoustic vibrations. In order to simplify the discussion we exploit the fact that the

force constant of the semiconductors of Groups IV and III-V have approximately

the same magnitude, and so we put fA¼ fB¼ f *, and arrive at the straightforward

connection rules

u2Aðnþ 1Þ ¼ u2Bðnþ 1Þ
u1AðnÞ ¼ u1BðnÞ

ð3:14Þ

i.e. both anionic and cationic displacements are continuous.

The conclusion that the ionic displacements are continuous follows from the

assumptions that the bulk equations, Eq. (3.3), apply near the interface and that

the force constants are the same in either material. The force-constant approxi-

mation is a reasonable one to take and it is commonly used (and usually referred

to as the mass approximation!), but the assumption that components of the

equation of motion at the interface can be simply replaced by the corresponding

components in the bulk equation and its connection with quasi-continuum theory

is more problematical.

For acoustic modes we translate these conditions into conditions applying to

the centre-of-mass displacement U using Eq. (3.11) with u¼ 0. We must first

decide where the interface is. We have assumed that it is somewhere between

ions n and (nþ 1). Let us assume that it lies a distance pa from ion n, where 0 � p

� 1, and let UA and UB be the acoustic displacement at the interface. Imagining
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UA(z) to continue beyond the interface we can write, for slowly varying

displacements

u2Aðnþ 1Þ ¼ UAþð1� pÞa dUAðzÞ=dz ð3:15aÞ

u1AðnÞ ¼ UA � pa dUAðzÞ=dz ð3:15bÞ
Here we assume that UA varies little over an ionic spacing so that the Taylor

expansion can be terminated at the second term. Putting for brevityr¼ ad/dz, we

obtain from Eq. (3.14) the connection rules

UAþð1� pÞrUA¼ UBþð1� pÞrUB ð3:16aÞ

UA � prUA¼ UB � prUB ð3:16bÞ
These can be conveniently expressed in terms of a transfer matrix TAB
such that

UA

rUA










 ¼ TAB

UB

rUB










 ð3:17Þ

TAB ¼ t11 t12
t21 t22










 ð3:18Þ

where TAR is a 2 · 2 matrix. In the acoustic case under consideration,

TAB ¼ 1 0

0 1










 ð3:19aÞ

which, given the assumption that fA¼ fB, corresponds to the standard classical

boundary conditions and is applicable generally to long-wave elastic modes.

Note that the precise location of the interface is irrelevant. When fA 6¼ fB 6¼ f*

the usual hydrodynamic boundary conditions are obtained, viz.:

TAB ¼ 1 0

0 fB
fA










 ð3:19bÞ

only if the interface position is chosen to be

p ¼ f � � fB

fA � fB
	 fA
f �

ð3:19cÞ

Thus, in general, the position of the interface affects the transfer matrix.
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Repeating for optical modes, this time using Eq. (3.11) with U¼ 0, we obtain

for fA¼ fB¼ f*

uA
ruA










 ¼ R1pþ R2ð1� pÞ ðR1 � R2Þpð1� pÞ

R1 � R2 R1ð1� pÞ þ R2p










 uB
ruB










 ð3:20Þ

where

R1 ¼ m1BMA

m1AMB

; R2 ¼ m2BMA

m2AMB

ð3:21Þ

It is noticeable that the connection rule depends on where, precisely, the inter-

face is considered to be. (Akero and Ando’s result is obtained by putting p¼ 1/2.)

We have taken the interface to lie between ions n and nþ 1. If, instead, we place it

between n – 1 and n, we obtain Eq. (3.20) with R1 and R2 interchanged.

For a given interface it is noticeable that the element t21 is not affected by the

position of the interface and it therefore possesses an especial significance.

Consider the case t11¼ 1, t22¼ 1, t12¼ 0. The displacement is continuous but the

slope is not because t21 is not zero. This implies that a delta-function force of

magnitude (c0/a)t21u d(z) appears on the right-hand side of the differential

equation. It follows that if t21 is negative, a localized mode can exist with a

frequency above that of the bulk mode at the zone centre. The element t21, then,

indicates whether a localized mode exists or not as a consequence of the dif-

ference in mass at the interface.

In general, on a macroscopic scale, neither u nor ru is continuous. The dis-

continuity of u implies the existence of a further element in the differential

equation (provided that a differential equation remains valid). This must have the

character of involving the differential of a delta function. In short, the conclusion

from this analysis is that the classical mechanical boundary conditions simply do

not apply to optical modes.

For a travelling optical wave the energy flux is given by

S ¼ qrx
2u2vg ð3:22Þ

where vg is the group velocity given by vs
2k/2x from Eq. (3.7). The flux can be

expressed as follows:

S ¼ qrxv
2
s

4i
ðu�ru� uru�Þ ð3:23Þ

The connection rule Eq. (3.18) implies that

ðu�ru� uru�ÞA ¼ Det TABðu�ru� uru�ÞB ð3:24Þ
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where Det means determinant, and so continuity of flux means that

DetTAB ¼ ðqrv2s ÞB
ðqrv2s ÞA

ð3:25Þ

With c0A¼ c0B this is satisfied by Eq. (3.20).

3.2.3 Interface between Mismatched Media

Where the frequencies of long-wavelength optical modes in the adjacent media

differ greatly an optical vibration in one medium cannot penetrate significantly

into the other. Such a situation occurs, for example, in the GaAs/AlAs system. In

this case the interface is effectively defined by the position of the first immobile

ion. If this is the anion at nþ 1, i.e. if u2B(nþ 1)¼ 0, then from Eq. (3.13a),

assuming f*¼ fA, u2A(nþ 1)¼ 0, whence, from Eq. (3.10b), uA¼ 0 or UA¼ 0. If

the first immobile ion is the cation at n, i.e. if u1B(n)¼ 0, then we reach the same

conclusion; the displacement vanishes at the interface, viz.:

UA; uA ¼ 0 ð3:26Þ
Note that there is consequently no mechanical energy flow across the interface.

3.2.4 Free Surface

When there is no restoring force on one side of the interface, (f*¼ 0), and hence

u2ðnþ 1Þ � u1ðnÞ ¼ 0 ð3:27Þ
With the interface at (nþ pa) we obtain for acoustic modes

rU ¼ 0 ð3:28Þ
independent of the interface position, and for optical modes

uþ m1

M
� p

� �
ru ¼ 0 ð3:29Þ

Choosing p¼m1/M leads to:

u ¼ 0 ð3:30Þ

The condition for acoustic modes corresponds to the classic case of zero stress.

The condition for optical modes, however, is the same as for the highly mis-

matched case. It would appear that the use of acoustic-like boundary conditions to

describe optical modes in a free-standing slab is not justified.
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3.2.5 Summary

The linear-chain model reveals a big difference in behaviour of acoustic and optical

modes at an interface. This difference will persist and become more complex in

three dimensions when long-range electric fields enter along with crystal anisot-

ropy. The usual electromagnetic boundary conditions will be added to the mech-

anical ones, and, as we will see in later chapters, this produces a profound

modification of mode patterns. But at the base of the analysis lies the assumption

that we can ignore any short-wavelength components that may be introduced by the

mismatch of mechanical properties at an interface. In order to enquire into the

validity of this assumption and to put the envelope-function approach on a more

rigorous foundation it is necessary to turn to quasi-continuum theory.

3.3 The Envelope Function

The description of optical modes in a polar inhomogeneous medium, i.e. one

where an interface separates two different materials, requires a careful analysis of

electromagnetic and mechanical properties and how they interact. The description

of the electromagnetic field is that of a field in a continuum, whereas the

mechanical properties are those of a discrete lattice of ions. In order to study the

properties of long-wavelength vibrations of the ions and their interaction with

the electromagnetic field it is useful to establish a rigorous connection between

the true discrete motion of the ions and a continuum representation of that

motion, and this is effected by quasi-continuum theory. This theory grew out of

interpolation theory (Whittaker, 1915) and was applied to the problem of noise

(Shannon, 1949), to vibrations in elastic media (Krumhansl, 1965; Kunin, 1982)

and recently to the problem of polar optical vibration (Foreman, 1995). Here we

summarize the main aspects, focussing solely on the mechanical properties and,

for simplicity, treating only the one-dimensional situation.

We consider first a monatomic lattice of period a. The transition to the con-

tinuum representation can be made by making use of the unique relation between

a continuous function of displacement u(x) and the actual displacement u(n):

uðxÞ ¼ a
X
n

uðnÞdBðx� naÞ ð3:31Þ

where

dBðxÞ ¼ 1

2p

Zp=a
�p=a

eikxdk ¼ sinðpx=aÞ
px

ð3:32Þ
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at each lattice point dB(na)¼ (1/a) dn,0 (Fig. 3.2). From the continuous function

the discrete displacement can be recovered by

uðnÞ ¼
Z

uðxÞdBðx� naÞdx ð3:33Þ

The subscript B is to remind us that dB(x) is a Dirac delta function with no Fourier
components outside the Brillouin zone. (A similar function was used for electrons

in Section 2.1.3.) The continuous function can then be Fourier-analysed:

uðxÞ ¼ 1ffiffiffiffiffiffi
2p

p
Zx=a

�p=a

uðkÞeikxdk ð3:34Þ

and so, from Eq. (3.32)

uðnÞ ¼ 1ffiffiffiffiffiffi
2p

p
Zx=a

�p=a

uðkÞeiknadk ð3:35Þ

The envelope function u(x) is exactly and uniquely related to the original discrete

displacement u(n). We can use the function dB(x) to sample u(x) at any location;

dB(x)

Quasi-continuum
interpolation

Abrupt step
approximation

(a)

(b)

Fig. 3.2 (a) Quasi-continuum function; (b) at an interface.
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thus, with xn¼ na

uðxn þ eÞ ¼
Z

uðxÞdBðx� xn � eÞdx ð3:36Þ

which allows us to choose any location within the unit cell as a basis. This is

useful for the treatment of diatomic lattices.

Quasi-continuum theory connects discrete displacements with travelling waves.

The same procedure can be used for discrete force density, mass density and

charge density. Thus all of the essentially discrete parameters of a lattice can be

related to continuous, infinitely differentiable, functions having Fourier compon-

ents limited to the first Brillouin zone. The N discrete entities of the lattice relate

to N Fourier components. The uniqueness is established by restricting k to the

first Brillouin zone.

3.4 Non-Local Operators

The dynamics of the system in the harmonic approximation is described in terms

of the Lagrangian:

L ¼ 1

2

X
n

mðnÞ _uðnÞ2 � 1

2

X
m;n

uðnÞUðn; n0Þuðn0Þ ð3:37Þ

where m(n) is the mass of the nth atom and U(n, n0) is a force-constant matrix

describing the coupling between atoms n and n0. The force-constant matrix is

represented in the quasi-continuum by a non-local operator

Uðx; x0Þ ¼
X
n;n0

dBðx � xnÞUðn; n0ÞdBðx � xn0 Þ ð3:38Þ

The kinetic energy is basically local, but a straightforward translation to the

quasi-continuum gives the non-linear function mðxÞ _u2ðxÞ, which in general has

Fourier components outside the first Brillouin zone. This is strictly not allowed in

quasi-continuum theory. The way to cope with this problem is to define a non-

local mass operator thus:

mðn; n0Þ ¼ mðnÞdnn0 ð3:39Þ
whence

mðx; x0Þ ¼
X
n

mðnÞdBðx � xnÞdBðx0 � xnÞ ð3:40Þ

This solves the problem at the expense of introducing the non-intuitive non-local

operator for the mass, analogous to the potential in the electron case, Eq. (2.20).
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Thus, in quasi-continuum theory, both kinetic and potential energy become

non-local functions.

It can easily be shown that corresponding inverse non-local operators exist and

that U and m are Hermitian.

The Lagrangian can now be written as follows:

L ¼ 1

2

X
nn0

_uðnÞmðn; n0Þuðn0Þ � uðnÞUðn; n0Þuðn0Þð Þ

¼ 1

2

ZZ
_uðxÞmðx; x0Þuðx0Þ � uðxÞUðx; x0Þuðx0Þð Þdxdx0

ð3:41Þ

This Lagrangian is exactly equivalent to the discrete Lagrangian of Eq. (3.37).

Moreover, the functions involved and their derivatives to all orders are continuous

everywhere including any interfaces. If these functions were known through an

interface, there would be no need of boundary conditions, but to achieve that would

be as difficult as making a detailed lattice-dynamic calculation. In order to obtain

boundary conditions, it is necessary to convert our non-local expression to some

equivalent local form. This implies writing the Lagrangian in the form

L ¼
Z

LðxÞ dx ð3:42Þ
where L(x) is a Lagrangian density.

A non-local/local transformation can be achieved by following the method of

Foreman (1995), who extended the treatment of Kunin (1982) to abrupt inter-

faces. Consider an arbitrary non-local interaction of the form

W¼
ZZ

uðxÞmðx; x0Þvðx0Þ dx dx0 ¼
ZZ

uð�kÞmðk; k0Þvðk0Þ dk dk0 ð3:43Þ

where m(x, x0) is a non-local operator. The method consists in isolating the k – k0

dependence of the non-local operator, by transforming to the variables

y ¼ x � x0ffiffiffi
2

p ; y0 ¼ xþ x0ffiffiffi
2

p ;

K ¼ k þ k0ffiffiffi
2

p ; K 0 ¼ k � k0ffiffiffi
2

p
ð3:44Þ

The result is (see Appendix)

W ¼
Z

WðxÞdx WðxÞ ¼
X1
n¼0

ð�1Þn m2nðxÞ @
nu

@ xn
@nv

@ xn
þ m2nþ1ðxÞ @

nu

@ xn
@nþ1v

@ xnþ1

� �

ð3:45Þ
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Here

m0ðxÞ ¼
Z

mðx; x0Þ dx0 ð3:46Þ

and m1(x), etc., are more complicated integrals. If the non-local operator is

symmetric in x space, all the odd order coefficients vanish. This is true of the

mass operator m(x, x0).
The conversion of a non-local integral to an infinite sum of local differentials is

exact in homogeneous material but only approximately true in quasi-continuum

theory where interfaces are involved. This is because the result involves products

of quasi-continuum functions that may result in k-values extending beyond the

first zone. But for slowly varying envelope functions the local approximation is a

good one and we will adopt it here. As in the case for electrons, the local

approximation assumes that all physical entities which appear in the theory

possess Fourier components that have appreciable magnitudes only within the

first Brillouin zone. (The general case involves replacing quasi-continuum theory

with metacontinuum theory; see Section 3.8.)

3.5 Acoustic and Optical Modes

It is now time to consider a diatomic lattice and its acoustic and optical vibra-

tions. The atomic positions can be specified by

xnj ¼ xn þ xj ð3:47Þ
where, once more, n denotes the unit cell and j¼ 1, 2 denotes the atoms. The

Lagrangian is

L ¼ 1

2

X
nj

mjðnÞ _u2j ðnÞ �
1

2

X
nn0

X
jj0

ujðnÞUjj0ðn; n0Þuj0ðn0Þ ð3:48Þ

where uj (n) is the spatial displacement of ion j in the unit cell n, mj (n) is the mass

and Ujj’(n, n
0) is a potential-energy function connecting all ionic displacements.

Considering the material to have two ions per unit cell we split the motion into a

centre-of-mass and relative components by putting

u1 ¼ U þ r1u

u2 ¼ U � r2u
ð3:49Þ

where U is the displacement of the centre-of-mass, u¼ u1� u2 is the relative dis-

placement and r1¼m1
�1l¼M�1m2, r2¼m2

�1l¼M�1m1, whereM¼m1þm2, are

mass-ratio operators. Each atomic mass, in general, must now be regarded as
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intrinsically non-local since the sampling is done at the spatial coordinate that spe-

cifies the position of the unit cell. The Lagrangian can be converted into the form

L ¼ LacþLopþLinter ð3:50Þ
where, in condensed notation

Lac ¼ 1

2
Uh x2M � C


 

Ui ð3:51Þ

Lop¼ 1

2
uh x2l� c


 

ui ð3:52Þ

Linter ¼� 1

2
uh vj jUi ð3:53Þ

and we have introduced the frequency x. For brevity the dependence on (x, x0) has
been suppressed.

In these equations M is the total-mass operator, l is the reduced-mass opera-

tor, (m1M
–1m2) and C, c and v are modified potential-energy operators related to

the interionic potential-energy Ujj (force constants) as follows:

C ¼ f11 þ f12 þ f21 þ f22 ð3:54Þ

v† ¼ f11 þ f12½ �r1 � f21 þ f22½ �r2 ð3:55Þ

v ¼ r
†
1 f11 þ f12½ � � r

†
2 f21 þ f22½ � ð3:56Þ

c ¼ r
†
1 f11r1 � r

†
1 f12r2 � r

†
2 f21r1 þ r

†
2 f22r2 ð3:57Þ

The two types of vibration are coupled through the term v. The corresponding

equations of motion are obtained from

@

@ t

@ L

@ q

� �
� @ L

@ q
þ @

@ x

@ L

@q=@x

� �
¼ 0 ð3:58Þ

where q is the variable. In simplified notation, they are

ðC� x2MÞU þ v†u ¼ 0

ðc� x2lÞuþ vU ¼ 0
ð3:59Þ

The optical displacement can be eliminated from the acoustic equation by

substituting
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u ¼ gvU ð3:60Þ
where

g ¼ ðx2l� cÞ�1 ð3:61Þ

Provided the acoustic frequency does not coincide with an optical frequency, g is

a finite operator. Therefore the acoustic Lagrangian is

L ¼ 1

2
Uh x2M þ C


 

Ui

C ¼� Cþv†gv
ð3:62Þ

Similarly the acoustic displacement can be eliminated from the optical equation

using
U¼ Gv†u

G ¼ ðx2M � CÞ�1
ð3:63Þ

leading to the optical Lagrangian

L ¼ 1

2
uh x2l� c


 

ui

c¼cþv Gv†
ð3:64Þ

We can now apply the local approximation and obtain

LacðxÞ ¼ 1

2
x2M0 Uj j2� 1

2
ðx2M2 þ C2Þ @U

@x











2

þ 1

2
ðx2M4 þ C4Þ @

2U

@x2











2

. . .

LopðxÞ ¼ 1

2
ðx2l0 � c0Þ uj j2� 1

2
ðx2l2 þ c2Þ @u

@x











2

þ 1

2
ðx2l4 þ c4Þ @

2u

@x2











2

. . .

ð3:65Þ
M0, l0, etc. are now mass-density operators and c0, etc. are elastic constant

operators. All these non-local operators are symmetric in x space, which elim-

inates the odd coefficients in Eq. (3.45). Furthermore, the term C0 vanishes as a

consequence of the translation invariance of the acoustic vibration. This condition

does not apply to optical vibrations.

The resultant equations of motion are

x2M0U þ @

@x
ðx2M2 þ C2Þ @U

@x

� �
þ @2

@x2
ðx2M4 þ C4Þ @2U

@x2

� �� �
þ . . . ¼ 0

ðx2l0 � c0Þuþ @

@x
ðx2l2 þ c2Þ @u

@x

� �� �
þ @2

@x2
ðx2l4 � c4Þ @2u

@x2

� �� �
. . . ¼ 0

ð3:66Þ
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In the acoustic equation, M0 is given by

M0ðxÞ ¼
Z

Mðx;x0Þdx0 ð3:67Þ

where M0(x)¼m1(x)þm2(x), and C2 is the classic elastic constant. In the optical

equation the reduced mass is

l0ðxÞ ¼
Z

lðx;x0Þ dx0 ð3:68Þ

Also, c0 is the zone-centre optical force constant and c2 is the optical elastic

constant. Higher-order spatial dispersion is described C4, c4, etc.

3.6 Boundary Conditions

We have found equations of motion for the acoustic and optical envelope func-

tions but they are in the form of local differential equations of infinite order. Near

an interface, we might expect that envelope functions change rapidly and con-

sequently higher-order derivatives become important, whereas in uniform bulk

material their contribution to long wavelengths is negligible. If we are prepared to

forgo a detailed description of the variation of the envelope function through the

interface we can bypass the difficulty by focussing on the relation between the

envelope functions at the boundaries between the bulk and interface regions.

These boundaries are, of course, not well-defined but they allow us to relate the

comparatively slowly varying functions in the bulk material on either side of the

interface. Up to and at these boundaries we can assume that higher-order

derivatives are negligible (Fig. 3.3).

We suppose the interface region to lie in the range – e < x < e and we integrate
the equations of motion over this interval. We obtain

A B
Interface

–� +�

Fig. 3.3 Boundaries between bulk and interface.
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x2

Ze
�e

M0Udx þ ðx2M2 þ C2Þ @U
@x

� �e
�e

þ @

@x
ðx2M4 � c4Þ @2U

@x2

� �� �� �e

�e

þ 	 	 	 ¼ 0

Ze
�e

ðx2l0 � c0Þudx þ ðx2l2 � c2Þ @u

@x

� �� �e
�e

þ @

@x
ðx2l4 � c4Þ @2u

@x2

� �� �� �e

�e

þ 	 	 	 ¼ 0

ð3:69Þ
The derivatives appear only as their values at x¼� e, which for long-wavelength

modes are small. We can, therefore, discard all terms in the equations of motion

higher than second order. Furthermore, any changes in the spatial dispersion coef-

ficients in the interface can be ignored and it is only necessary to specify their values

in bulk material. ThusM2 and l2 both vanish, since the mass operators are non-local

only in inhomogeneous material, and C2, c2 take on their bulk values at x¼� e.
With regard to the zeroth-order terms each involving an integral, matters are

less straightforward. In the acoustic case the frequency is small – we can take it to

be of order (a/k) where k is the wavelength – and therefore x2 contributes (a/k)2.
Whatever the coefficient M0 does in the interface region, its contribution will be

at most of order a/k, and therefore, the zeroth-order acoustic term contributes

at most order (a/k)3. The second-order dispersion, however, contributes to order

(a/k)2. Thus the interface term in the case of acoustic modes can always be

discarded, and the acoustic boundary condition becomes

D C2

@U

@x

� �
¼ 0 ð3:70Þ

where D is the difference. A second integration leads to

DU ¼ 0 ð3:71Þ
These are the classical boundary conditions for an acoustic wave.

Matters are not as straightforward for the optical mode. If l0 and c0 do not

deviate significantly from bulk values through the interface, the integral will be of

order (a/k)3 as in the acoustic case and the second-order dispersion will dominate.

In this special case the boundary conditions are directly analogous to those for

acoustic modes, namely

D c2
@u

@x

� �
¼ 0; Du ¼ 0 ð3:72Þ

It is a case that can be expected to apply in systems that share a common cation or

anion, such as GaAs/AlAs. The only bonds are GaAs and AlAs and there is no
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distinct interface layer with different bonds such as occurs in the system InAs/

GaSb, for example. The reduced mass runs smoothly from GaAs to AlAs, and the

only possibility of interface effects resides in the interface perturbation of the

force constants that contribute to c0(¼cþ vC v †), but this is bound to be an

extremely weak effect. The same boundary conditions are applicable to the GaAs/

A1xGa1–xAs system for the same reason. However, when there is no common

cation or anion, as in InAs/GaSb, the interface contribution cannot be ignored. In

this case the integral can be of order a/k tending to outweigh the influence of the

second-order dispersion, and the boundary conditions become

Ze
�e

c0 � x2l0
� �

udxþ D c2
@u

@x

� �
¼ 0; Du ¼ 0 ð3:73Þ

The main effect will come from the difference in mass of the bulk and interface,

since force constants do not vary in a marked way from one semiconductor to

another. This difference affects l0 directly and c0 indirectly through the mass

dependence of the parameters c, v and G. Interface terms introduce a cusp in the

envelope function and if strong enough and of the right sign, they allow an

interface mode to exist at a frequency different from either bulk frequency.

As far as long-wavelength continuum theory is concerned, the interface par-

ameters can be represented, in general, by

l0ðxÞ ¼ l0bðxÞ þ l0idðx� xiÞ
c0ðxÞ ¼ c0bðxÞ þ c0idðx � xiÞ

ð3:74Þ

where x1 is the location of the interface (more of this later). The quantities l0(x)
and c0(x) represent the variation across the interface of the bulk-line functions

and l0i, c0i are the extra terms introduced by the interface itself. The boundary

condition for the optical stress is therefore

c0i � x2l0i
� �

uðxiÞ þ D c2b
@u

@x

� �
¼ 0 ð3:75Þ

(We have put c2(x)¼ c2b to emphasize that only bulk values enter here.)

3.7 Interface Model

A rigorous calculation of c0i and l0i in quasi-continuum theory must take into

account the non-local character of the mass and force operators, and this is a

somewhat tedious task because of the slow convergence of dB(x). An approximate

result can be obtained by (a) ignoring the non-local character of the mass
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operators (thereby reducing matrix inverses to algebraic inverses), (b) using an

abrupt-step representation of the quasi-continuum masses (thereby bypassing the

convergence problem), (c) reducing the range of force constants to nearest-

neighbour terms and (d) neglecting the variation of force constants between

different semiconductors.

As an example of how this scheme works, we consider the InAs/GaSb system.

Fig. 3.4(a) depicts the discrete cation and anion masses. In quasi-continuum

theory the mass functions exhibit the Gibbs phenomenon, as shown in Figs. 3.4(b)

and 3.4(c). Because the cation and anion are separated from one another by half a

unit-cell dimension, the reduced mass takes on the value of the interface material

in the intermediate region. Thus, although an abrupt-step approximation is clearly

a good one for the mass, it is not for the reduced mass, as Fig. 3.4(d) shows.

Interface effects are, therefore, expected to enter for optical modes, but not for

acoustic modes. In the system there exist two quite different interfaces, one where
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Fig. 3.4 The mass function at the interfaces of the system InAs/GaSb: (a) discrete
anion and cation masses; (b) quasi-continuum mass; (c) quasi-continuum reduced
mass; (d) continuum reduced mass (Foreman, 1995, private communication).
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Ga abuts As, the other where In abuts Sb. We can, therefore, expect the one to

have properties closely related to GaAs, the other to InSb. In the case of the GaAs

interface we have in the abrupt-step/local approximation:

l0ðxÞ ¼ 1

a

l�
li
lþ

x<�a
4�1

a
<x<a

4

x>a
4

8<
:

9=
; ð3:76Þ

where the origin is taken to be midway between Ga and As, and l–, li and lþ are,

respectively, the reduced masses of InAs, GaAs and GaSb. The spatial extent of

the interface is simply described by the parameter e¼ a/4. The reduced-mass

interface term l0i is then just the area under the function li, so that

l0i ¼
li
2
; ð3:77Þ

Turning to the force constant c0, we first remind ourselves that this is made up

of two terms, viz.:

c0ðxÞ ¼ c0ðxÞ þ g0ðxÞ; g0ðxÞ ¼ ðvGv†Þ0 ð3:78Þ
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Fig. 3.4 (cont.)
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In general, c0(x) and g0(x) depend on the non-local force constants Uij(n, n
0)

and the non-local mass operators r1 and r2, Eq. (3.52). Taking the nearest-

neighbour approximation for transverse modes means retaining only

f T1¼ f 12ð0Þ ¼ f 21ð0Þ
f T2¼ f 12ð1Þ ¼ f 21ð � 1Þ ð3:79Þ

where f12(0) is the force constant within the unit cell and f12(1) is the force

constant for bonding between adjacent unit cells. We distinguish symmetric and

antisymmetric force constants

f S¼
ðf T1þf T2Þ

2

f A¼
ðf T1 � f T2Þ

2

ð3:80Þ

One transverse polarization uses fA, the other –fA. For longitudinal modes there is

only one component fL. For brevity we continue to quote the results for transverse

modes. Results for longitudinal modes can be obtained by interpreting fS as fL and

putting fA¼ 0. The relevant parameters for the acoustic and optical modes are

obtained by noting that since we are assuming that all force constants are inde-

pendent of material and therefore independent of position we have

Uðn; n0Þ ¼ Uðn� n0Þ ð3:81Þ
which implies that the Fourier component is

Uðk; k0Þ ¼ UðkÞdðk � k0Þ ð3:82Þ
where

UðkÞ ¼ 1

a

X
n

UðnÞe�ikna ¼ U0 þ ikU1 � k2U2 . . .

U0 ¼ 1

a

X
n

UðnÞ

U1 ¼ �
X
n

nUðnÞ

U2 ¼ a

2

X
n

n2UðnÞ

ð3:83Þ

We are now in a position to relate the parameters C0, C2, v0, v1, c0, c2, which
enter into the acoustic and optical equations of motion to the nearest-neighbour

force constants. Invariance with respect to translation eliminates C0 and v0, but not
c0. In evaluating C2, v1, c0 and c2 in terms of fS and fA it is necessary to transform
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from the representation we have been using, which is based on relating quasi-

continuum functions to the position of the unit cell, to a representation based on the

actual positions of the atoms in the unit cell, so that nearest-neighbour forces can be

correctly identified. The result for the bulk (Foreman, 1995) is

C2 ¼ � 1

2
af S

v1 ¼ �fA

c0 ¼
2

a
f S

c2 ¼
1

2

l
M

af S

ð3:84Þ

From these relationships the relevant bulk parameters can be deduced. Thus

C2b ¼� C2 � v21
c0 � x2l0

�!x!0 a

2

f 2S � f 2A
f S

c0b ¼ c0 ¼
2

a
f S

c2b ¼ c2 �
v21

x2M0

¼ a

M
lf S �

f 2A
x2

� � ð3:85Þ

For longitudinal modes fA¼ 0, fS¼ fL. The elastic constant describing spatial dis-

persion for transverse modes is thus always smaller than that for longitudinal

modes (provided that fS � fL).

In order to obtain c0(x), we can retain the approximation that the force con-

stants are the same throughout and that only nearest-neighbour interactions are

important. Any interface term then arises solely as a consequence of the spatial

variation of mass. It turns out that by far the bigger contribution comes from the

mass dependence of c0. According to Eq. (3.57), c depends on the mass ratios

r1(n) and r2(n). Since r2(n)¼ 1 – r1(n), c0 can be expressed entirely in terms of

r1(n). The bulk term, constant throughout the interface, is 2fS/a, and the differ-

ence can be written

c0ðxÞ ¼ 1

a

2f S
a

þ
f Sð1� 2r1�Þðr1i � r1�Þ � fAðr1i � r1�Þ
f Sð1� 2r1�Þðr1i � r1�Þ � fAðr1i � r1�Þ
f Sð1� 2r1�Þðr1i � r1�Þ � fAðr1i � r1�Þ

�3a
4
< x < � a

4�a
4
< x < a

4
a
4
< x < 3a

4

8<
:

9=
;

ð3:86Þ
giving the area under this function to be the interface term

c0i ¼ f S 1þ ðr1i � r1�Þ2 þ ðr1i � r1þÞ2
h i

� fAðr1þ � r1�Þ ð3:87Þ

Mass coefficients for some semiconductors are shown in Table 3.1.
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The relevant quantity in the boundary conditions is c0i�x2 l0i. As mentioned

previously, the importance of interface effects enters only when the zone-centre

frequencies of the two media are close together; otherwise the condition u¼ 0 is

usually satisfactory. In order to assess quantitatively the importance of interface

effects we may in this case take x2 ¼ 2f S=�l, where �l is the average reduced

mass. Let us put c0i¼ fs
þDc0i and l0i ¼ �l=2þ Dl0i, so that

c0i � x2l0i ¼ fS þ Dc0i � 2fS

�l
l
2
þ Dl0i

� � ¼ Dc0i � x2Dl0i ð3:88Þ

The effective interface term thus depends on the differences between the interface

and bulk terms, viz.:

Dl0i ¼
1

2
ðl0i � �lÞDc0i ¼ f S ðr1i � r1�Þ2 þ ðr1i � r1þÞ2

h i
� fAðr1þ � r1�Þ

ð3:89Þ
Associated with these effective interface terms are the difference functions

Dl0ðxÞ ¼ l0ðxÞ � l0bðxÞ and Dc0ðxÞ ¼ c0ðxÞ � c0bðxÞ ð3:90Þ
In general, these functions are not symmetric about x¼ 0 and, therefore, the

effective interface position, xi, is not at xi¼ 0, but rather at the centre of gravity of

the function Dc0(x) – x2Dl0(x). It is straightforward to show that the contribu-

tions xil and xic from Dc0 and Dl0 are

xil ¼ aðl� þ lþÞ
32Dl0i

xic ¼ a

4Dc0i
fS ð1� 2r1þÞðr1i � r1þÞ � ð1� 2r1�Þðr1i � r1�Þf g½

�fA r1þ þ r1� � 2r1if g�

ð3:91Þ

Table 3.1 Ionic massesa

GaAs AlAs InAs InP InSb GaP GaSb Ge Si

M 144.64 101.90 189.74 145.79 236.57 100.69 191.47 145.18 56.172
l 36.114 19.837 45.338 24.393 59.092 21.446 44.333 36.295 14.043
l/M 0.24968 0.19468 0.23895 0.16732 0.24979 0.21299 0.23154 0.2500 0.2500
r1 0.48202 0.26478 0.60514 0.78757 0.48535 0.69242 0.36413 0.5 0.5
r2 0.51799 0.73522 0.39486 0.21243 0.51465 0.30758 0.63587 0.5 0.5

Note: a M¼mass of unit cell (molecular weight), l¼ reduced mass, r1¼mc/M (cation),
r2¼ma/M (anion).
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and, therefore

xi ¼ xicDc0i � xilx2Dl0i
Dc0i � x2Dl0i

ð3:92Þ

The shift from zero is very small and can be ignored in long-wavelength analysis.

However its presence can go some way to explain, at least qualitatively, why

other envelope-function treatments (e.g., Akero and Ando, 1989) have predicted

discontinuities in both amplitude and stress. Fig. 3.5 shows how discontinuities

can arise in the present case if the solutions are extrapolated to the nominal inter-

face at x¼ 0.

These effective interface terms Dl0i and Dc0i are useful to illustrate in a

qualitative way when interface effects are important, but for quantitative esti-

mates we must use l0i and c0i, since these are the parameters that appear in the

equation of motion. Foreman (1995) has applied this interface model to the case

of InAs/GaSb and obtained a good agreement with the results of discrete theory.

3.8 Summary

In a multitude of practical cases it is essential to have reliable theories of

macroscopic physics that encapsulate the microscopic properties of solids. In the

case of lattice vibrations the coupled motion of individual atoms must be rep-

resented in terms of a wave whose spatially varying amplitude is the envelope of

the discrete amplitudes of the individual atoms. This can be done rigorously and

uniquely through the techniques of quasi-continuum theory, as this chapter has

shown, at any rate, for the one-dimensional situation.

An important step is the conversion of the non-local integrals that appear in the

discrete theory of the dynamics of the lattice into an infinite sum of local

<–xi –>

Fig. 3.5 Relationship between choice of position of the interface and discon-
tinuities.
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differentials. This conversion is exact in homogeneous material, but it can be

used as an approximation where interfaces are involved, provided the quasi-

continuum functions contain negligible spectral intensity outside the first Bril-

louin zone. This is the local approximation.

In order to avoid this approximation it is necessary to map the quasi-continuum

on to a metacontinuum in which the wavevectors are no longer confined to the

first Brillouin zone but are unbounded. The resultant conversion to an infinite sum

of local differentials is then exact even when interfaces are present. Moreover, the

Gibbs oscillations, which do not make calculations easy, can be avoided. The

price to pay is that the metacontinuum functions are not quasi-continuum

envelope functions, though they are mathematically related (Foreman, 1995a).

For long wavelengths in bulk homogeneous material, all derivatives above

second order may safely be neglected. This proves to be the case also at an

interface as far as deriving boundary conditions is concerned. In bulk material the

1D equations of motion for acoustic and optical vibrations are

x2MU þ @

@x
C2

@U

@x

� �
¼ 0 ð3:93aÞ

ðx2l� c0Þu� @

@x
c2

@u

@x

� �
ð3:93bÞ

In the nearest-neighbour approximation C2¼ (fS
2� fA

2)a/2fs, c2¼ (lfs� fA
2/x2)a/

M and c0¼ 2fs/a. For longitudinally polarized modes fA¼ 0.

At an interface M, C2, l, c0 and c2 all become functions of x. Because x2 is

small for the acoustic modes there is no interface component and the acoustic

boundary conditions are the classical ones

DU ¼ 0 and D C2

@U

@x

� �
¼ 0 ð3:94Þ

Interface components may arise in the case of optical modes if c0�x2l is not

negligible at the interface. In general, the boundary conditions are

Du ¼ 0 and c0i � x2l0i
� �

uðxiÞ þ D C2b

@u

@x

� �
¼ 0 ð3:95Þ

For acoustic modes the boundary conditions predicted by both linear-chain

theory and quasi-continuum theory coincide with the classical ones. With

respect to optical modes there are differences and similarities. The main dif-

ference is that u is continuous in quasi-continuum theory but not in linear-chain
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theory. Another difference is that the results of quasi-continuum theory are

independent of interface position (within a/2), whereas those of linear-chain

theory are not. Indeed, in quasi-continuum theory only an interface region is

defined. Such an independence on precise interface position is consistent with

the spirit of continuum theory. Quasi-continuum theory also extends the validity

of the envelope-function approach from merely long wavelengths to variations

in which the spectral intensity lying outside the first Brillouin zone is small. It

also provides a basis for more accurate calculations that go beyond the abrupt-

step approximation. The main similarity to linear-chain theory is the emergence

of delta-function-like terms at the interface arising from mass discontinuities,

though in quasi-continuum theory they affect only the slope of the envelope

function. Foreman has shown that, nevertheless, good numerical agreement

with discrete calculations is obtained for modes, including local ones in the

system GaSb/InAs.

In systems where there is a shared anion (such as GaAs/AlAs) the interface

terms are relatively weak and the classical boundary conditions

Du ¼ 0 and D C2b

@u

@x

� �
¼ 0 ð3:96Þ

hold to a good approximation.

The application of quasi-continuum theory to the 3D case is slightly compli-

cated by the lower symmetry of optical, compared with acoustic, vibrations. If

rotational strains are added to the familiar compressional and shear strains the

nine stress components are related to this full complement of strain by 81 elastic

constants. In cubic crystals the number of independent constants for optical

strains is reduced by symmetry to 5 or 4, and in the case of an isotropic cubic

crystal the number reduces to 3. (For acoustic strains the corresponding number

is 2.) We discuss this further in the next chapter. However, this causes no

problems and the elastic boundary conditions remain of the same form. The

principal additions in 3D are the electromagnetic boundary conditions and the

inclusion of piezoelectricity.

Although the assumption of isotropy is useful for the purpose of estimating the

strength of the electron–phonon interaction, it cannot be used to model the results

of detailed spectroscopy. Crystals such as GaAs are elastically anisotropic. This

manifests itself in the different dispersion of LO and TO vibrations in different

directions and this can be revealed experimentally via the technique of inelastic

neutron scattering (e.g., Strauch and Dorner, 1990). Indeed, in certain directions

the dispersion can be of opposite sign to the prevailing situation. A rigorous

description of the electron–phonon interaction has to take this anisotropy into
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account, even though what is normally required is some directional average.

Fortunately, the anisotropy is often small and an isotropic approximation is then

reasonably accurate. A theoretical investigation of the effects of acoustic

anisotropy on the GaAs optical modes in the AlAs/GaAs/AlAs system indicates

that the frequency corrections are small but spectroscopically observable

(Chamberlain et al., 1994).

It is fortunate that in many cases of practical interest an accurate knowledge of

mechanical boundary conditions is not required; mismatch of frequencies is so

large that the assumption that the optical displacement vanishes is usually valid.

Appendix: The Local Approximation

We take m(x, x0) to be a non-local operator. It is useful to introduce new variables,

following Kunin (1982) (see Fig. 3.6).

y ¼ 1ffiffiffi
2

p ðx � x0Þ; y0 ¼ 1ffiffiffi
2

p ðxþ x0Þ ðA3:1Þ

and their associates in k-space

L

L

l √2

l

l

x'

x

y'

y

Fig. 3.6 Change of variables. Medium bounded by a characteristic dimension
2L, with l equal to characteristic range of interaction (Kunin, 1982).
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K ¼ 1ffiffiffi
2

p ðk þ k0Þ; K 0 ¼ 1ffiffiffi
2

p ðk � k0Þ ðA3:2Þ

Thus m(x, x0) transforms to m(y, y0), and m(k, k0) to m(K, k0), where

mðK;K 0Þ ¼ 1

2p

ZZ
e�iKymðy; y0ÞeiK 0y0dy dy0 ðA3:3Þ

This equation can be written

mðK;K 0Þ ¼ 1

2p

ZZ
cosKymSðy; y0ÞeiK 0y0dy dy0

� i
2p

ZZ
sinKymAðy; y0ÞeiK 0y0dy dy0

ðA3:4Þ

where m(y, y0) has been decomposed into its symmetric and antisymmetric parts:

mSðy; y0Þ ¼ 1

2
mðy; y0Þ þ mðy0; yÞ½ �

mAðy; y0Þ ¼ 1

2
mðy; y0Þ � mðy0; yÞ½ �

ðA3:5Þ

Expanding the cosine gives a series in K2 that can be converted into a series in

K
02þ 2kk0. A similar series is obtained from the sine if a factor K is taken outside

and replaced by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2k0 � K 0p

. Collecting together terms of the same order in kk0

eventually yields

mðk; k0Þ ¼ 1ffiffiffi
2

p
p

X1
n¼0

ðkk0Þn m2nðk0 � kÞ þ ik0m2nþ1ðk0 � kÞ½ � ðA3:6Þ

where m2n(k
0 – k) and m2nþ 1(k

0 – k) are integrals over y and y0 of m(y, y0)eik
0y0

multiplied by a power series in K0.
Thus

m2nðk0 � kÞ ¼ ð�2Þnffiffiffi
2

p
p

ZZ
eiK

0y0mð�y; y0Þðk0Þ�2n

·
P1
j¼n

j!
n!ðj�nÞ!

ð�iK 0yÞ2j
ð2jÞ! þ ð�iK 0yÞ2jþ1

ð2jþ 1Þ!

" #
dy dy0

ðA3:7aÞ

m2nþ1ðk0 � kÞ ¼i
ffiffiffi
2

p ð�2Þnffiffiffi
2

p
p

ZZ
eiK

0y0mAð�y; y0ÞðK 0Þ�2n�1

·
P1
j¼n

j!
n!ðj�nÞ!

ð�iK 0yÞ2jþ1

ð2jþ 1Þ! dy dy0
ðA3:7bÞ

with mS(y, y0)¼mS(–y, y0), mA(y, y0)¼ –mA(–y, y0).
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In the long-wavelength approximation the displacement is slowly varying and

so k0 ! 0. Thus, in Eq. (A3.6), only the lowest terms are of importance, i.e.

mðk; k0Þ � 1ffiffiffi
2

p
p
½m0ðk0 � kÞ þ ik0m1ðk0 � kÞ

� kk0m2ðk0 � kÞ � ikk02 ·m3ðk0 � kÞ þ k2k02m4ðk0 � kÞ�
ðA3:8Þ

where, for example

m0ðk0 � kÞ ¼ 1ffiffiffi
2

p
p

ZZ
eiK

0ðy0�yÞmð�y; y0Þdy dy0 ðA3:9aÞ

m1ðk0 � kÞ ¼ 1ffiffiffi
p

p
ZZ

eiK
0y0mAð�y; y0Þ sinK

0y
K 0 dy dy0 ðA3:9bÞ

m2ðk0 � kÞ ¼ �
ffiffiffi
2

p

r ZZ
eiK

0y0mð�y; y0ÞðK 0Þ�2½eik0y0 � 1þ iK 0y�dy dy0 ðA3:9cÞ

Conversion to the x-representation gives

WðxÞ ¼
X1
n¼0

ð�1Þn m2nðxÞ @
nu

@xn
@nv

@xn
þ m2nþ1ðxÞ @

nu

@xn
@nþ1v

@xnþ1

� �
ðA3:10Þ

When m(x0, x) is symmetric, only the even-numbered terms are non-zero, and

therefore Z
mðx; x0Þuðx0Þdx0 ¼

X1
n¼0

@n

@xn
m2nðxÞ @n

@xn
uðxÞ

� �
ðA3:11Þ

In particular

m0ðxÞ ¼
Z

eiK
0xmðK 0ÞdK 0 ¼

Z
mðx0; xÞdx0 ðA3:12Þ
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4

Bulk Vibrational Modes in an Isotropic Continuum

He sobbed and he sighed, and a gurgle he gave,

Then he plunged himself into the billowy wave.

The Mikado, W. S. Gilbert

4.1 Elasticity Theory

We now consider the situation in three dimensions. Classical elasticity theory

successfully describes static stress and strain in crystals considered as continua. It

is also successful in describing the propagation of long-wavelength acoustic

waves and the way in which these waves reflect and transmit at a boundary. The

same cannot be said to be true of optical vibrations, the description of which has

focussed almost entirely on dispersionless models (see Born and Huang, 1954). A

continuum description of dispersion is, however, essential if reflection and

transmission are to be treated, and where this is the case it has always been

assumed that the acoustic form can be used (see, e.g., Babiker, 1986; Ridley,

1991; Trallero-Giner et al., 1992; Pérez-Alvarez et al., 1993). It is by no means

obvious that this is correct, as the analysis of the previous chapter has shown.

Indeed, the analysis to be presented suggests that it is wrong, quite apart from

problems connected with interface potentials.

To approach this problem it is useful to be reminded of classical elasticity

(Love, 1927; Landau and Lifshitz, 1986). Hooke’s law relates a stress component

rij with a strain component ekl via a set of elastic constants cijkl such that

rij ¼
X
kl

cijklekl ð4:1Þ

The labels i, j, k, 1 represent the x, y and z directions with i¼ 1, 2 or 3 and j, k

and l similarly. The stress rij refers to the stress exerted by a force parallel to the

ith direction acting on the face of an elementary cube of the material whose

normal is parallel to the jth direction. The strain ekl is the change of displacement
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U in the kth direction with change of position x in the lth direction, viz:

ekl ¼ 1

2

@Uk

@xl
þ @Ul

@xk

� �
ð4:2Þ

There are 9 stress components and 9 strain components and there are therefore 81

elastic constants.

In a continuum theory, stresses and strains are specified at a point. In the case

of acoustic vibrations that point is the centre of mass of a primitive unit cell and it

is assumed that there can be no net torque as a consequence. This means that

rij ¼ rji ð4:3Þ
and since there are no rotations (we exclude rigid rotations)

ekl ¼ elk ð4:4Þ
Both the second-rank tensors describing stress and strain are therefore symmetric.

Because cijkl¼ cjilk the number of elastic constants reduces to 36. The necessity of

there being an appropriate quadratic form for the stress–strain energy density

imposes a further condition on the elastic constants, namely

cijkl ¼ cklij ð4:5Þ
and this reduces the number to 21. Subsequent reductions occur as a consequence

of symmetry restrictions. In particular, complete isotropy reduces the number to 2

(Table 4.1).

The stress–strain energy density, Wac, is given by

Wac ¼ 1

2

X
cijeiej ð4:6Þ

Table 4.1 Acoustic elastic constants for a cubic crystal (O, Oh, T, Th, Td)

(isotropy c11 – c12¼ 2c44)

e4 e5 e6
e1 exx e2 eyy e3 ezz

1
2
ezx þ eyz
� �

1
2
exz þ ezxð Þ 1

2
exy þ eyz
� �

r1, rxx c11 c12 c12
r2, ryy c12 c11 c12
r3, rzz c12 c12 c11
r4, rzy 2c44
r5, rxz 2c44
r6, rxy 2c44

98 Bulk Vibrational Modes in an Isotropic Continuum



where the elastic constants and strain components are now depicted in so-called

reduced notation (c11¼ c1111, c44¼ c2323, etc). For simplicity, we will write W

explicitly only for the isotropic case, and for reasons that will become clear, we

choose to write it as follows:

Wac ¼ 1

2
c11ðr:UÞ2 þ 1

2
c44ðr · UÞ2 þ c44

X
kl

ðeklelk � ellekkÞ ð4:7Þ

with, now

ekl ¼ @Uk

@xl
ð4:8Þ

Optical vibrations involve the relative motion of the two atoms in the primitive

unit cell. The energy density will be different from the acoustic one in two

respects. In the limit of long wavelength there will be an energy density pro-

portional to the square of the displacement u and nothing else. Waves of finite

length will have a reduced energy density and the amount of reduction will be

some function of optical strains defined now by Eq. (4.8).

The standard assumption has been that the form is identical to that for acoustic

waves, and so we can write

WA
op ¼

1

2
fu2 � 1

2
c11ðr:uÞ2 � 1

2
c44ðr · uÞ2 � c44

X
kl

ðeklelk � ellekkÞ ð4:9Þ

where f is a force constant, the elastic constants are optical elastic constants and

the strains are optical strains. We refer to this as the acoustic model and label

energy density with a superscript.

To take over the concepts of “acoustic” elasticity and apply them uncritically

to “optical” elasticity is clearly inappropriate. Long-wavelength acoustic dis-

placements involve the unit cell moving as a unit and experiencing dilatational

and shear stresses exerted by the surrounding medium, whereas optical dis-

placements involve the relative motion of the two atoms in the unit cell. In this

case restoring forces are generated only as a response to the atoms changing

their distance apart or by rotation. Including rotation means that the medium

supporting optical vibrations must be regarded as rotationally elastic (to use

the phrase coined by Larmor, 1894, for the aether). This means that additional

elastic constants related to rotation exist for optical modes and, consequently,

the stress tensor acquires antisymmetric components. Maintaining the

mirror symmetry about the diagonal imposed by the form for the energy reduces

the number of independent constants from 81 to 45. This number

comes down to 4 in the case of a cubic crystal with O, Oh or Td symmetry as

Table 4.2 shows.
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In order to resolve these problems associated with optical modes, resort can be

made to elasticity theory derived from three-dimensional microscopic theory

(Forman and Ridley, 1999). The starting point is the two-parameter Keating

potential for zinc blende semiconductors (Keating, 1966). In this model there are

two force constants a and b, where a is the central force constant quantifying the

nearest-neighbour interaction, and b is the non-central force constant quantifying

the second-neighbour interaction. Following Martin (1970), different non-central

force parameters, bA and bB, can be used for anions and cations, and with the

focus on purely elastic properties we neglect Coulomb effects. A labelling con-

vention for the atoms in the tetrahedral lattice is as follows: for the four nearest

neighbours:

any A atom �1 ¼ 1 �1 �1½ �; �2 ¼ �1 1 �1½ �; �3 ¼ �1 �1 1½ �; �4 ¼ 1 1 1½ �
any B atom 1 ¼ �1 1 1½ �; 2 ¼ 1 �1 1½ �; 3 ¼ 11�1½ �; 4 ¼ �1 �1 �1½ �
The 12 second-nearest neighbours are labelled:

for A �12; �13; �14; �21; �23; �24; �31; �32; �34; �41; �42; �43

for B 1�2; 1�3; 1�4; 2�1; 2�3; 2�4; 3�1; 3�2; 3�4; 4�1; 4�2; 4�3

The total potential involving atom 0 can then be written as follows:

U0 ¼ 1

8a2

X4
i¼0

a0�i D xi0:xi0Þ� �2þX
i;j1

bAi�0j D xi0:x0j
� � �2þX

i;k 6¼i

bB0�ij D x0i:xik
� � �2" )(

ð4:10Þ

where xi0 ¼ xB �i Þ � xA 0ð Þ�
, the nearest-neighbour separation is

ffiffiffi
3

p
a, and x is the

instantaneous position of the atom related to its equilibrium position X by its

Table 4.2 Optical elastic constants for a cubic crystal (O, Oh, Td) (isotropy

cll� cl2¼ d1þ d2)

exx eyy ezz ezy eyz ezx exz exy eyx

rxx c11 c12 c12
ryy c12 c11 c12
rzz c12 c12 c11
rzy d1 d2
ryz d2 d1
rzx d1 d2
rxz d2 d1
rxy d1 d2
ryx d2 d1

Source: Foreman, 1994.
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displacement u such that x¼ uþX. To first order D(xp.xq)¼ up.Xqþ uq.Xp. The

first sum is over the nearest neighbours of atom A. The second sum is over pairs of

nearest neighbours with atom A as the central atom. The third sum is over nearest

neighbour (i) and second-neighbours (k) with the central atom being B.

The equation of motion for atom 0 is:

x2mAu0a ¼
@U0

@u0a

¼ 1

4a2
4a
X
i

u0ik X
�i0
k X

�i0
a þ bA

X
i;j6¼i

u
0�j
k X

�i0
k X

�j0
a þ X

�i0
a

� �
þ bB

X
i;k 6¼i

Xk~i
a u0

�i
k X

k�i
k � uk

�i
k X

�i0
k

� �( )

ð4:11Þ

where mA is the mass of atom A. It is useful to rearrange the terms so that the

sums are unrestricted so that we can use the identities:X
i

X
�i0
a ¼ 0;

X
i

X�i0
a X

�i0
b ¼ 4a2dab ð4:12Þ

to obtain:

x2mAu0a ¼
1

4a2
4 a� bð Þ

X
i

u0ik X
�i0
k X

�i0
a þ 8a2b

X
i

u0
�i
a � bB

X
i;k

uk
�i
k X

k�i
a X

�i0
k

( )

ð4:13Þ
A second-order Taylor series expansion about the equilibrium location of the

atom converts Eq. (4.13) into a second-order differential equation:

u
�i0
k ¼ uBk

�ið Þ � uA
k
0ð Þ ¼ uBk þ X�i0

r u
B
k;r þ

1

2
X�i0
r X

�i0
s u

B
krs � uAk

ukik ¼ uk þ Xi0
r uk;r þ

1

2
X�i0
r X

�i0
s uk;r þ Xk�i

r u
A
k;r þ

1

2
Xk�i
r X

k�i
s þ Xk�i

r X
�i0
s þ X

�i0
r X

k�i
s

� �
uAk;rs

ð4:14Þ
Here we adopt compact notation in which the subscript comma denotes differ-

entiation uk;r ¼ @uk=@xr
� �

. Substitution in Eq. (4.13) and evaluating sums:X
i

X�i0
a X

�i0
b X

�i0
c ¼ 4a3 eabc



 

; X
i

X�i0
a X

�i0
b X

�i0
r X

�i0
s ¼ 4a4Dabrs;

eabc


 

 ¼ 1; a 6¼ b 6¼ c; Dabrs ¼ dabdas þ 1� dab

� �
dardbs þ dasdbr
� � ð4:15Þ

we get an explicit second-order envelope-function equation for the motion of

atom A. Repeating the procedure for atom B gives a similar equation for atom B.
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These form a pair of coupled second-order differential equations that can then

be transformed into long-wavelength centre-of-mass (acoustic) and relative

(optical) coordinates. The equation of motion for acoustic modes is:

x2qUa ¼ � CakblUb;l

� �
;k ð4:16Þ

Here, q is the mass density (mAþmB)/16a3 and U is the displacement of the unit cell.

Cubic symmetry reduces the number of elastic constants to three. Explicitly, these are:

Cxxxx ¼ aþ 3b
4a

; Cxxyy ¼ a� b
4a

; Cxyyx ¼ Cxyxy ¼ ab
a aþ bð Þ ð4:17Þ

where b¼ (bAþbB)/2. These are exactly those derived by Keating. We note that the

last equality of Eq. (4.17) is a manifestation of rotational invariance. The boundary

conditions for acoustic modes are well known. This is not the case for optical modes.

The equation of motion for the optical modes is:

x2qrua ¼ cabub þ cakblub;l
� �

;k ð4:18Þ
Here qr¼ l/16a3 is the reduced mass density with l¼mAmB/M, M¼mAþmB. In

this case there is no rotational invariance and so the number of elastic constants is

four plus the interatomic force constant:

cab ¼ aþ b
4a3

dab; cxxxx ¼ l
M

aþ 3b
4a

� b0

4a
; cxxyy ¼ l

M

a
4a

� b0

8a
;

cxyyx ¼ l
M

a
4a

� b0

8a
� a� bð Þ2

ax2M
; cxyxy ¼ l

M

aþ b
4a

� a� bð Þ2
ax2M

ð4:19Þ

where b0 ¼ b þ 1
2
r bA � bB
� �

; r ¼ 1
2

mA�mBð Þ
M

. The stress tensor is not symmetric.

Thus, in the long-wavelength limit, the acoustic and optical vibrations are

completely decoupled.

Referring to Table 4.2, we see that c11¼ cxxxx, c12¼cxxyy, d1¼cxyxy, d2¼cxyyx. In the

light of the tetrahedral symmetry, we can recast Eq. (4.18) as follows:

x2qrux ¼ c0ux þ c11ux;x þ c12 þ d1 þ d2ð Þ uy;y þ uz;z
� � �

;x
� r·d1r·u½ �x ð4:20Þ

(Note that the subscript x on the last term denotes the x component.) If the crystal is

isotropic, c12 þ d1 þ d2 ¼ c11 and the equation becomes:

x2qrux ¼ c0ux þ c11r:u½ �;x � r·d1r·u½ �x ð4:21Þ
(Note that the subscript on the last term denotes the x component!)
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The microscopic theory outlined above can be generalized to the case where

the crystal is inhomogeneous in, say, the z direction. In this case the force

constant becomes dependent on the spatial variation of the mass factor r:

cxx ¼ cyy ¼ c0 � aþ b
8a

l=Mð Þ;zz þ2 r;zð Þ2
h i

c0 ¼ aþ b
4a3

;

czz ¼ c0 þ aþ b
8a

l=Mð Þ;zzþ2 r;zð Þ2
h i

� Db
8a

r;zzð Þ Db ¼ bA � bB

2

cxy ¼ cyz ¼ a� b
4a2

r;zð Þ

ð4:22Þ

In terms of the optical-stress components Eq. (4.18) becomes:

x2qrux ¼ cxxux þ cxyuy þ cxzuz þ rxx;x þ rxy;y þ rxz;z ð4:23Þ
and similarly for y and z. The stress components acting across the interface are:

rzz ¼ c11uz;z þ c12 ux;x þ uy;y
� �

rxz ¼ d1ux;z þ d2uz;x

ryz ¼ d1uy;z þ d2uz;y

ð4:24Þ

As an example of the procedure for determining the interface conditions, we

focus on rxz. The variation of this stress component across the interface from z1 to

z2 can be obtained by integrating Eq. (4.23). Thus:

rxz z2ð Þ ¼ rxz z1ð Þ þ
Z z2

z1

x2qrux � cxxux � cxyuy � cxzuz � rxx;x � rxy;y
� �

dz ð4:25Þ

with similar expressions for the other stress components. A further integration

can give the variation of the components of displacement. Notice that the first

and second derivatives of the mass parameters (l/M and r) give rise to delta-

like functions and their derivatives. Compared with the contribution to the

integral of the other more slowly varying terms, the role of the mass parameters

is dominant. The Keating parameters a and b themselves can vary over the

interface, but that is a variation that can be neglected in many cases in com-

parison with the variation of mass factors – as, in fact, we have done here. The

importance of the variation of the mass factor in boundary-condition problems

was first pointed out by Akero and Ando (1989) in their linear-chain model. In

many cases, where the disparity of the material properties is large, the boundary

condition reduces simply to u¼ 0. More general boundary conditions for optical

modes have been discussed by Foreman (1998).
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4.2 Polar Material

When the two atoms in each unit cell have opposite charges the optical vibrations

are accompanied by electric fields and a continuum description must accom-

modate the elastic field and the electromagnetic field and their interaction. The

Lagrangian density in an isotropic continuum, to lowest order, can be written in

the optical model (Babiker, 1994)

L¼ Lem þ Lel þ Linter ð4:26Þ
where

Lem ¼ 1

2
e0 ð _AþrfÞ2 � c2ðr · AÞ2
h i

ð4:27Þ

Lel ¼ 1

2
lð _u2þx2

TOu
2Þ þ cLðr:uÞ2 þ cTðr: · uÞ2

h i
ð4:28Þ

Linter ¼ � Pð _AþrfÞ þ 1

2
e1 � e0ð Þ _Aþrf

� �2� �
ð4:29Þ

The electromagnetic Lagrangian density has been written in terms of the vector

and scalar potentials, A and f, and is standard. The elastic Lagrangian is derived

from the optical model of the previous section with a slight change of notation,

lx2
TO replacing c0 and cL, cT replacing c11 and d1. The interaction Lagrangian

consists of terms associated with the electronic and ionic polarization of the

lattice, with

P ¼ e�u� e1 � e0ð Þ _A�rf
� � ð4:30Þ

e� ¼ lx2
TO es � e1ð Þ �1=2 ð4:31Þ

where es, e1 are the static and high-frequency permittivities and e0 is the per-

mittivity of the vacuum. (I am indebted to M. Babiker and N.A. Zakhleniuk for

illuminating the problem of the interaction terms.)

The equations of motion associated with the variable X are obtained from

@

@t

@L

@ _Xi

þ
X
j

rj

@L

@ðrjXiÞ �
@L

@Xi

¼ 0 ð4:32Þ

where X stands for A, u or f, and these are

e1
@

@t
ð _AþrfÞ þ e0c

2ðr · r · AÞ � e� _u ¼ 0 ð4:33Þ

104 Bulk Vibrational Modes in an Isotropic Continuum



lð€uþ x2
TOuÞ þ rðcLr:uÞ � r · ðcLr · uÞ þ e�ð_AþrfÞ ¼ 0 ð4:34Þ

r: e1ð_AþrfÞ � e�u½ � ¼ 0 ð4:35Þ

The last of these equations is identifiable as Gauss’s theorem. The latter suggests

that a permittivity function e(x) can be defined by introducing the electric field E

E ¼ � _A�rf ð4:36Þ
whence

ðeðxÞ � e1ÞE ¼ e�u ð4:37Þ
which establishes a proportionality between E and u. Recasting the equations of

motion accordingly gives

�x2eðxÞEþ e0c
2r · r · E ¼ 0 ð4:38Þ

l �x2uþ x2
TO

eðxÞ � es
eðxÞ � e1

� �
u

� �
þrðcLr:uÞ � r · ðcTr · uÞ ¼ 0 ð4:39Þ

r:eðxÞE ¼ 0 ð4:40Þ

4.3 Polar Optical Waves

From Eq. (4.40) it can be deduced that if E is a longitudinal field (r · E¼ 0),

then e(x)¼ 0. It then follows that the equations of motion reduce to

lð�x2uþ x2
LOuÞ þ rðcLr:uÞ ¼ 0 ð4:41Þ

where

x2
LO ¼ x2

TO

es
e1

ð4:42Þ

which is the Lyddane–Sachs–Teller relation, and

E ¼ � e�

e1
u ð4:43Þ

Eq. 4.41 has plane-wave solutions of the form
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u ¼ u0e
iðk:r�xtÞ ð4:44Þ

which obey a dispersion relation of the form

x2 ¼ x2
LO � v2Lk

2 ð4:45Þ
where v2L ¼ cL=l.
Transversely polarized waves obey the following dispersion relations:

x2eðxÞ � e0c
2k2 ¼ 0 ð4:46aÞ

x2 ¼ x2
TO

eðxÞ � es
eðxÞ � e1

� �
� v2Tk

2 ð4:46bÞ

where v2T ¼ cT=l. From Eq. (4.46b) we obtain an explicit frequency dependence

for the permittivity

eðxÞ ¼ e1
x2 � x2

LO þ v2Tk
2

x2 � x2
TO þ v2Tk

2

� �
¼ re1 ð4:47Þ

where r is known as the permittivity factor.

For x2<ðx2
TO � v2Tk

2Þ or x2>ðx2
LO � v2Tk

2Þ the permittivity function is a

positive quantity and the waves are essentially electromagnetic waves propa-

gating in a medium with a frequency-dependent permittivity. In the regions where

x is close to either xTO or xLO, the waves are known as bulk polaritons. When

x2
TO � v2Tk

2<x2<x2
LO � v2Tk

2 ð4:48Þ
the permittivity is negative. From Eq. (4.46a) this means that k2 is negative,

corresponding to a surface or interface polariton. Thus, if the surface has its

normal parallel to z and a surface polariton propagates along the surface with a

wavevector kx, say, then

k2 ¼ k2xþ k2z ¼ k2x � a2 ð4:49Þ
where kz¼�ia. Fig. 1.4(b) depicts the spectrum.

The electric fields associated with these transverse modes can be described in

terms of a field factor s given by

E ¼ sELO ð4:50aÞ

s ¼ � e1
eðxÞ � e1

¼ x2 � x2
TO þ v2Tk

2

x2
LO � x2

TO

ð4:50bÞ
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Thus waves for which

x2 ¼ x2
TO � v2Tk

2 ð4:51Þ
which are the TO modes, have s¼ 0 (e(x)!1), whereas surface polaritons and

interface modes have field factors lying between zero and unity.

The isotropic continuum model that we have been describing is only a rough

approximation to reality. Figures 4.1, 4.2 and 4.3 show that the dispersion of real

crystals exhibits marked anisotropy. The use of the isotropic model for deter-

mining scattering rates etc. without resorting to intense numerical computations is

too attractive to abandon on this count, but clearly the parameters that enter the

model must be appropriate directional averages.

4.4 Energy Density

In order to quantize the coupled electromagnetic/mechanical system of polar

optical modes we need to define an appropriate Hamiltonian. The Hamiltonian

density which is derived from the Lagrangian in Eqs. (4.27–29) is

H ¼ 1

2
l _u2 þ x2

TOu
2

� �� cLðr:uÞ2 � cTðrxuÞ2
h i

þ 1

2
e1E2 þ 1

l0
B2

� �
þr:ðDfÞ

ð4:52Þ
where D is the electric displacement and B¼r · A. This expression properly

accounts for spatial dispersion and the effects of purely electronic polarization and

is therefore a generalization of the Hamiltonian found in Born and Huang (1954).

As written, the Hamiltonian appears to consist of a sum of purely mechanical

components and purely electrical components, but in fact, in the “unretarded”

approximation applicable here, it is essentially a mechanical–energy density. Using

the relation between electric field and mechanical displacement in Eq. (4.37) and

the generalized expression for the permittivity, viz.:

e ¼ e1
x2

LO � x2 þX2

x2
TO � x2 þX2

ð4:53Þ

where
X2 ¼ ðluÞ�1: rðcLr:uÞ � rxcTrxu½ � ð4:54Þ

we can write the (unretarded) Hamiltonian density in the form:

H ¼ 1

2
lð _u2 þ x2u2Þ þ 1

2
�eðxÞE2 þ 1

l0
B2

� �
ð4:55Þ
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Fig. 4.1 Phonon dispersion for Al compounds: (a) AlAs: numerical (Ren et al.,
1989); (b) AlAs: experiment (confined modes) (Mowbray et al., 1991),
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An equation of motion relating E and B can be obtained from Eq. (4.33) by

substituting for u from Eq. (4.37). The equation so obtained is just one of

Maxwell’s equations. From it we can deduce that for a plane wave the electrical

energy component of Eq. (4.55) vanishes. The Hamiltonian density is therefore:

H ¼ 1

2
lð _u2 þ x2u2Þ ð4:56Þ

which has the purely mechanical form and applies to LO, TO and interface

modes. Quantization is now staightforward.

Another approach which has been used for interface polaritons adopts the spirit

of the dielectric-continuum model and considers only the electromagnetic energy

density, using the expression for a dispersive medium given by (e.g. Landau and

Lifshitz, 1984):

HEM ¼ 1

2

@ðxeÞ
@x

E2 þ @ðx=l0Þ
@x

B2

� �
ð4:57Þ

where B is the magnetic field. Care must be taken in interpreting this expression.

If spatial dispersion is assumed, this energy-density vanishes for LO and TO

modes. The LO modes do not possess electromagnetic energy because e¼ 0 and

B¼ 0. As a consequence of the dependence of x on k, @e/@x¼ 0, and E¼ 0 for

TO modes, so once again the electrical energy disappears. In order to obtain

something sensible, spatial dispersion must be ignored, and x and k taken as
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Fig. 4.3 (cont.)
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independent parameters. Thus, as for unretarded interface modes, the permittivity

function is:

e ¼ e1
x2

LO � x2

x2
TO � x2

ð4:58aÞ

and hence

x
de
de

E2 ¼ 2x2e�2u2

e1ðx2
LO � x2

TOÞ
¼ 2lx2u2 ð4:58bÞ

which is obtained using Eq. (4.31) and the Lyddane–Sachs–Teller relation, Eq.

(4.42). In the case of a frequency independent permeability Eq. (4.57) becomes

HEM ¼ lx2u2 þ 1

2
eE2 þ 1

l0
B2

� �
¼ lx2u2 þ eE2 ð4:58cÞ

which is just the sum of mechanical and electromagnetic energy densities for a

travelling wave. (Note that for a travelling wave, B2¼E2(k/(x)2 and potential and
kinetic contributions are equal.) Thus in this scheme, the electrical energy van-

ishes for LO and TO modes as before, but interface modes have a finite electric

component of the electrical-energy density, in contradiction to our previous

conclusion.

This approach based purely on electromagnetic considerations is rather

unsatisfactory. This is hardly surprising since its Hamiltonian is not rigorously

derived from the Lagrangian for the system. Nevertheless, the differences turn

out to be small in practice. The ratio of electromagnetic to mechanical energy

densities can be shown to be very small, so in effect the conclusion that the

energy density is purely mechanical in the unretarded limit is, in practice, not

violated by the approach. In any case, spatial integration can be shown to remove

the interface electrical-energy density entirely.

Other treatments may be found in the literature, where it is often the case that

Hamiltonian densities have been either merely quoted or have been derived

somewhat informally. Our final expression for the Hamiltonian density in Eq.

(4.56) has been derived rigorously from the Lagrangian of Eq. (4.27–29) and it

can be confidently used in the quantization procedure.

Standard theory of field quantization expresses the relative displacement field

u in terms of phonon annihilation and creation operators as follows:

u ¼ 1ffiffiffiffi
V

p
X
k

�h

2lx

� �1=2

eeik:rak þ e � e�ik:ra
†
k

� �
ð4:59Þ
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where e is a unit polarization vector, and N is the number of unit cells. The

conjugate momentum is

p ¼ 1ffiffiffiffi
V

p
X
k

�hxl
2

� �1=2

�eeik:rak þ e � e�ik:ra
†
k

� �
ð4:60Þ

and the Hamiltonian density operator is

H ¼ p2

2l
þ f

2
k2u2 ð4:61Þ

where f is a force constant such that k2f¼ lx2. Inserting Eq. (4.59) and Eq. (4.60)

in Eq. (4.61) leads to the Hamiltonian

H ¼
Z

Hdr ¼
X
k

�hx a
†
k ak þ

1

2

� �
ð4:62Þ

where the relation ka
†
k0 � a

†
k ak0 ¼ dkk0 has been used.

4.5 Two-Mode Alloys

Polar-optical modes in mixed crystals have received the attention of a number of

authors (e.g., Chang and Mitra, 1971; Kim and Spitzer, 1979; Nash et al., 1987).

In the alloy AxB1–xC the two modes will be AC-like (label 1) and BC-like

(label 2), but the AC-like mode will involve some motion of B ions and, likewise,

the BC-like mode will involve some motion of A ions (Figs. 4.4 and 4.5). If the

frequencies in the corresponding binary compounds are very different, this

mixing will be small, and to a first approximation we can assume that the polariz-

abilities of the bonds are those of the respective binaries. In a binary compound

the equation of motion, Eq. (4.41), neglecting the effect of macroscopic elastic

stresses, can be written

l
@2u

@t2
¼ �lx2

TOuþ e�E ð4:63Þ

where u is the relative ionic displacement, l is the reduced mass density, e* is the

ionic charge density and E is the electric field. The electrostatic equations are

D ¼ eE ¼ e0Eþ P ð4:64Þ
where D is the electric displacement, e is the permittivity and P is the polarization

given by

P ¼ ðe1 � e0ÞEþ e�u ð4:65Þ
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where e1 is the high-frequency permittivity. From these equations we can deduce

a lattice polarizability v, defined by PL¼ e0 vE where PL¼ e* u as follows:

v ¼ e�
2

le0ðx2
TO � x2Þ ð4:66Þ

From Eqs. (4.64) and (4.65)

E ¼ � e�u
e1 � e

ð4:67Þ

At zero frequency, from Eq. (4.63), u ¼ e�E=lx2
TO, whence, from Eq. (4.67)

e�2 ¼ lx2
TOðes � e1Þ ¼ le1ðx2

LO � x2
TOÞ ð4:68Þ

where es is the static permittivity, and we have used the Lyddane–Sachs–Teller

relation. Thus, the polarizability can be written
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Fig. 4.4 Composition dependence in tertiary alloys of LO and TO zone-centre
frequencies: (a) AlGaAs; (b) GaInAs; (c) GaInSb (Landolt–Börnstein, 1987).
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v ¼ X

x2
TO � x2

; X ¼ e1
e0

ðx2
LO � x2

TOÞ ð4:69Þ

We now wish to generalize this to the two-mode case, and begin by exploiting

our assumption that the polarizabilities are unchanged. Thus

PL ¼ xe�1u1 þ ð1� xÞe�2u2 ð4:70Þ
and hence the permittivity can be written

e ¼ e1 þ e0X1

x2
TO1 � x2

þ e0X2

x2
TO2 � x2

ð4:71Þ
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Fig. 4.4 (cont.)
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where

X1 ¼ x
e11

e0
ðx2

LO1 � x2
TO1Þ

X2 ¼ ð1� xÞ e1
e0

ðx2
LO2 � x2

TO2Þ
ð4:72Þ

The LO frequencies are now determined by the quadratic equation obtained from

Eq. (4.71) by putting e¼ 0. The solutions are

x2 ¼ 1

2
x2

TO1 þ X0
1 þ x2

TO2 þ X0
2 � ðx2

TO1 þ X0
1 � x2

TO2 � X0
2Þ2 þ 4X0

1X
0
2

n o1=2
� �

ð4:73Þ
where X0 ¼X e0/e1. When the term 4 X0

1;X
0
2 is negligible compared with the

frequency-difference term the two solutions are approximately

x2
1 ¼ x2

TO1 þ X
0
1

x2
2 ¼ x2

TO2 þ X
0
2

ð4:74Þ

Note that the high-frequency permittivity of the alloy is often connected simply

with the corresponding permittivities of the binaries via the linear relation

e1 ¼ xe11 þ ð1� xÞe12 ð4:75Þ
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Fig. 4.5 LO and TO frequencies in AlGaAs calculated by microscopic model.
Experimental data points indicated (Lee et al., 1995).
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The permittivity function of Eq. (4.71) can now be written in terms of the

frequencies of the two solutions:

e ¼ e1
ðx2 � x2

1Þðx2 � x2
2Þ

ðx2 � x2
TO1Þðx2 � x2

TO2Þ
ð4:76Þ

and this can be recast to relate to the polarizability factors

e ¼ e1 1þ ðx2
1 � x2

TO1Þðx2
2 � x2

TO1Þ
ðx2

TO1 � x2Þðx2
TO2 � x2

TO1Þ
� ðx2

1 � x2
TO2Þðx2

2 � x2
TO2Þ

ðx2
TO2 � x2Þðx2

TO2 � x2
TO1Þ

� �
ð4:77Þ

Comparison with Eq. (4.75) gives

X1 ¼ e1
e0

ðx2
1 � x2

TO1Þðx2
2 � x2

TO1Þ
ðx2

TO2 � x2
TO1Þ

ð4:78aÞ

X2 ¼ e1
e0

ðx2
TO2 � x2

1Þðx2
2 � x2

TO2Þ
ðx2

TO2 � x2
TO1Þ

� �
ð4:78bÞ

Note that Eq. (4.76) implies the following generalization of the Lyddane–Sachs–

Teller relation:

es
e1

¼
Y
i

x2
LOi

x2
TOi

ð4:79Þ

We will need to refer to the discussion in this section when, in Chapter 8, we

look at the interaction with an electron.
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5

Optical Modes in a Quantum Well

“But they were in the well,” Alice said to the Dormouse. . .

“Of course they were,” said the Dormouse, “well in.”

Alice in Wonderland, L. Carroll

5.1 Non-Polar Material

A very simple case is obtained by assuming that the layer is confined by infinitely

rigid material. This corresponds roughly to quantum-well systems where the

materials making up the well and the barriers have very different zone-centre

optical-mode frequencies, such as Ge/Si (Fig. 5.1). In such a case the appropriate,

and largely uncontroversial, mechanical boundary condition is

u ¼ 0; z ¼ � a

2
ð5:1Þ

This condition can be satisfied without hybridization by the s-polarized TO mode

(Fig. 5.2), but now the mode pattern is (with the usual coordinate system)

uyðzÞ ¼ A sin kz
z� a

2

� �
ð5:2Þ

with kza ¼ np, and it is symmetric for n odd, antisymmetric for n even.

For p-polarized modes the boundary condition cannot be satisfied by either TO

or LO mode on its own. We therefore take the linear combination

uxðzÞ¼ 1

2
kxðAeikLz þ Be�ikLzÞ þ 1

2
kTðCeikTz þ De�ikT zÞ ð5:3aÞ

uzðzÞ¼ 1

2
kLðAeikLz � Be�ikLzÞ � 1

2
kxðCeikTz � De�ikT zÞ ð5:3bÞ

where kL, kT are the z-components of the wavevector component in the

z-direction for the LO and TO modes, respectively. The amplitudes have been
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Fig. 5.1 Measured phonon spectra in Ge, Si (Brockhouse and Iyengar, 1958;
Brock-house, 1959).
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Fig. 5.2 s- and p-modes.
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modified by the wavevector components in order to make explicit that r · u ¼ 0

for the LOmode andr.u¼ 0 for theTOmode.Note that the common frequency and

in-plane wavevector component imply a relation between kL and kT of the form

x2 ¼ x2
T0 � v2Lðk2x þ k2TÞ ¼ x2

T0 � v2Tðk2x þ k2TÞ ð5:4Þ
where vL

2¼ cL/m and vL
2¼ cT/m. The general formof the dispersion is depicted in Fig.

5.3(a).

Applying the boundary condition leads to four equations for the four ampli-

tudes. Solutions exist provided the following dispersion relation is satisfied:

ðqr þ ptÞ2 sin kTa sin kLa� 2qrpt cos ðkL � KTÞa½ � � 1½ � ¼ 0 ð5:5Þ
or alternatively

qr sin
kLa

2

� �
cos

kTa

2

� �
þ pt cos

kLa

2

� �
sin

kTa

2

� �� �

· qr cos
kLa

2

� �
sin

kTa

2

� �
þ pt sin

kLa

2

� �
cos

kTa

2

� �� �
¼ 0

ð5:6Þ

the parameters p, q, r and t have the values

p ¼ kx; q ¼ �kT ; r ¼ kL; t ¼ �kx ð5:7Þ
The guided-wave patterns are as follows:

uxðzÞ ¼ ikxAðsin kLz� sT sin kTzÞ ð5:8aÞ

uzðzÞ ¼ kLA cos kLzþ k2x
kLkT

sT cos kTz

� �
ð5:8bÞ

v
v

vO

vL

vT

0 0
0 k 0 k

(b)(a)

TO TO

LO

LO

Fig. 5.3 General forms of LO and TO dispersion: (a) non-polar material;
(b) polar material.
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These are antisymmetric modes obeying the dispersion relation

cotðkLa=2Þ ¼ � k2x
kLkT

cotðkTa=2Þ ð5:9Þ

with

sT ¼ sinðkLa=2Þ
sinðkTa=2Þ ð5:10Þ

The symmetric solution is

uxðzÞ ¼ ikxAðcos kLz� cT cos kTzÞ ð5:11aÞ

uzðzÞ ¼ �kLA sin kLzþ k2x
kLkT

cT sin kTz

� �
ð5:11bÞ

tanðkLa=2Þ ¼ � k2x
kLkT

tanðkTa=2Þ ð5:11cÞ

cT ¼ cosðkLa=2Þ
cosðkTa=2Þ ð5:11dÞ

In all cases the wavevectors kL and kT are related according to Eq. (5.4). Fig. 5.4

illustrates some mode patterns.

Examining the possibility of interface waves, we put kL ¼ iaL and kT ¼ iaT.
A solution that satisfies the dispersion relations and the frequency condition is

aL ¼ aT ¼ �kx, but that is a null mode, i.e. u ¼ 0 for all z. Thus, interface waves

do not exist, a result that is not surprising in view of a boundary condition that

forbids motion at the interface. Rigid boundaries thus eliminate two of the pos-

sible modes of long-wavelength vibration.

When kx ! 0 the antisymmetric mode is characterized roughly by

kLa/2 ¼ (2nL�1) p/2 or kTa/2 ¼ nTp, and the symmetric mode by kLa/2 ¼ nTp or

kTa/2 ¼ (2nT�1) p/2, corresponding to almost pure LO or TO modes.

5.2 Polar Material

In polar material it is necessary to satisfy both mechanical and electromagnetic

continuity conditions at each interface (Ridley, 1992; Trallero–Giner et al.,

1992). The condition u ¼ 0 and the electromagnetic connection rules can be

satisfied by Eq. (5.2) for the s-polarized TO mode and by a linear combination

of LO, TO and IP for the p-polarized modes. For frequencies above xTO the

p-polarized TO mode is evanescent, and the solution for p-polarized modes,
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given here, is for the case when the LO dispersion is strong enough to cover the

frequency range of the interface polaritons. The antisymmetric solution is

uxðzÞ ¼ ikxAðsin kLz� sT sinh aTz� sp sinh kxzÞ ð5:12aÞ

uzðzÞ ¼ kLA

�
cos kLz� k2x

kLaT
sT cosh aTz� kx

kL
sp cosh kxz

�
ð5:12bÞ
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Fig. 5.4 Confined non-polar modes (u(� a/2) ¼ 0, kx ! 0): (a) antisymmetric;
(b) symmetric; (c) LO and TO components of the symmetric uz(z). The modes
are LO-like in the sense that kLa � p (asymmetric), 2p (symmetric); equivalent
TO-like modes would have kTa � 2p and p.
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where

sT ¼ sinðkLa=2Þ
sinðaTa=2Þ ð1� pa tan hkxa=2Þ ð5:12cÞ

sp ¼ pa
sinðkLa=2Þ
coshðkxa=2Þ ð5:12dÞ

pa ¼ 1

sðtanhðkxa=2Þ þ rÞ ð5:12eÞ

with

cotðkLa=2Þ ¼ kx

kL
pa þ k2x

aTkL
ð1� pa tanhðkxa=2ÞÞ cothðaTa=2Þ ð5:13Þ

and barrier fields

ExðzÞ ¼ �iEzðzÞ ¼ �ikxArsq0pa sinðkLa=2Þe�k;ðz�a=2Þ ð5:14Þ
where the upper sign is for z � –a/2 and the lower for z 
 a/2. The symmetric

solution is

uxðzÞ ¼ kxA cos kLz� cT cosh aTz� cp cosh kxz
 � ð5:15aÞ

uzðzÞ ¼ ikLA sin kLzþ k2x
kLaT

cT sinh aTzþ kx

kL
cp sinh kxz

� �
ð5:15bÞ

where

cT ¼ cosðkLa=2Þ
coshðaTa=2Þ ð1� ps cothðkxa=2ÞÞ ð5:16aÞ

cp ¼ ps cosðkLa=2Þ
sinhðkxa=2Þ ð5:16bÞ

ps ¼ 1

sðcosðkLa=2Þ þ rÞ ð5:16cÞ

with

tan kLa=2 ¼ � kx

kL
ps � k2x

aTkL
ð1� ps cothðkxa=2ÞÞ tanhðaTa=2Þ ð5:17Þ
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and barrier fields

ExðzÞ ¼ �iEzðzÞ ¼ �kxArsq0ps cosðkLa=2Þe�kxðz�a=2Þ ð5:18Þ
where, once more, the upper sign is for z � –a/2, the lower for z 
 a/2. In these

equations the field, permittivity and charge parameters are, as before

s ¼ x2 � x2
T0

x2
L0 � x2

T0

; r ¼ e1
eB

x2 � x2
L0

x2 � x2
T0

; q0 ¼
e�

e1
ð5:19Þ

where eB is the permittivity (assumed to be frequency-independent consistent

with the assumption of rigidity) of the barrier. The amplitude A is determined by

the quantization procedure of Section 5.5.

For frequencies below xTO the TO wavevector becomes real and we must

substitute aT ! ikT in the above equations. aT is related to kL via the frequency

condition; see Fig. 5.3(b) and Fig. 5.5.

x2 ¼ x2
L0 � v2Lðk2x þ k2LÞ ¼ x2

T0 � v2Tðk2x þ a2TÞ ð5:20Þ
and the unretarded limit is taken for the interface polariton.

As in the case of non-polar material, rigid boundaries suppress pure interface

modes. Interface polaritons appear only as coherent components of a hybrid. The

case of weak dispersion, where this allows interface modes to appear virtually

unadorned, is discussed in Section 5.4.

Dispersion is described by Eqs. (5.13) and (5.17), and shown for GaAs

quantum wells in Fig. 5.6. For kx ¼ 0 the confined LO wavevectors are described

kO

Im k

v

Real k

kL

LO

TO

Fig. 5.5 LO and TO dispersion showing that the TO component of the hybrid is
highly localized near the interface (aT»kL).
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by kLa ¼ np, but when kx 6¼ 0 interaction with the IP dispersion at the anti-

symmetric mode (tanh(kxa/2) þ r ¼ 0) converts LO1 to LO3, LO3 to LO5, etc.,

leaving the even modes unaffected. A similar effect transforms even modes in

the region of the symmetric IP dispersion (coth(kxa/2) þ r ¼ 0). Mode patterns

for kx � 0 are shown in Fig. 5.7. The sharp drops to zero exhibited by ux of the

odd modes are caused by the evanescent TO component. Apart from this feature,

the odd modes are essentially those described by the HD model. The even modes

are also those described by the HD model with the addition of an IP component in

ux. Away from kx ¼ 0, the mode patterns become close to the patterns described

by Huang and Zhu (1988) – the so-called reformulated modes (Fig. 5.8) – if due

account is taken of the disappearance of LO1. Thus our LO2 becomes similar to

the lowest-order mode in the DC model (see Fig. 1.6).
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Fig. 5.6 Dispersion of hybrids in a GaAs quantum well (well-width ¼ L): (a)
L ¼ 100 Å; (b) L ¼ 50 Å.
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The mode patterns depicted in Figs. 5.7 and 5.8 are LO-like in that their

frequencies and wavevectors do not coincide with the IP dispersion. When such a

coincidence occurs the modes become IP-like (Figs. 5.9 and 5.10). This division

of hybrid modes into LO-like and IP-like is, of course, a rough one. Clearly LO,

IP and TO features are evident in all modes.

We postpone a discussion of how the hybrid model compares with the results

of numerical lattice dynamics, and of experiments, until the next chapter, where

superlattice hybrids are described.

5.3 Barrier Modes: Optical-PhononTunnelling

The modes we have been describing are those indigenous to the material that

forms the quantum well. The barrier material that surrounds the quantum well

also supports optical modes in general, and under certain circumstances these

may penetrate the quantum-well material. A full description of optical modes in a

quantum well must therefore include those contributed by the barrier material

(Ridley, 1994).
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Fig. 5.6 (cont.)
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We assume that the material on either side of the well is the same and that it

occupies the space from jzj ¼ a/2 to1. Were the mechanical mismatch relatively

small we would expect incident LO and TO bulk barrier modes to produce

evanescent waves in the well, which would allow a certain amount of trans-

mission probability. When the mismatch is large, and in the limit when the

boundary is absolutely rigid at the barrier-mode frequencies, there can be no

penetration if the barrier material is non-polar. Thus, in non-polar material the

influence of barrier modes in the well can safely be neglected. The interesting

case is when the barrier is polar. Then, although TO modes cannot penetrate

significantly, LO modes are able to do so because of their long-range electric

fields. Thus in spite of the rigidity of the interfaces an incident LO mode can be

transmitted on the other side of the well via the excitation in the well of an

interface polariton.

Fig. 5.11 depicts the modes excited by an LO mode incident on the interface at

z ¼ –L/2 whose relative ionic displacement can be written
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Fig. 5.7 Hybrid-mode patterns for kx � 0 (a ¼ 38 Å) (L ¼ a ¼ well-width).
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uL ¼ ðkx; 0; kLÞAeiðkxxþkzz�xtÞ ð5:21Þ
This excites a reflected LO mode and evanescent TO and IP modes:

uL ¼ ðkx; 0;�kLÞBeiðkxx�kzz�xtÞ ð5:22aÞ

uT ¼ ðkT ; 0;�ikxÞCeiðkxx�xtÞþkT z ð5:22bÞ

uP ¼ ðkx; 0;�ikxÞDeiðkxx�xtÞþkxz ð5:22cÞ
and, in the well, IP fields of the form

E ¼ kxð ðEe�kxz þ FekxzÞ; 0; ikxðEe�kxz � FekxzÞÞ eiðkxx�xtÞ ð5:23Þ
There are no ionic displacements in the well at the frequency of the barrier mode

by hypothesis. For z 
 L/2 the modes are

uL ¼ ðkx; 0; kLÞGeiðkxxþkLz�xtÞ ð5:24aÞ

uT ¼ ðkT ; 0; ikxÞHeiðkxx�xtÞ�kT z ð5:24bÞ
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Fig. 5.8 Hybrid-mode patterns for kxa ¼ 3 (a ¼ 38 Å). The pattern labelled LO1
is the mode that has converted from kLa ¼ p to kLa � 3p (L ¼ a ¼ well-width).
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up ¼ ðkx; 0; ikxÞIeiðkxx�xtÞ�kxz ð5:24cÞ
at each boundary u ¼ 0 and the usual electric conditions pertain. This gives eight

equations for the eight unknowns. The results are

BeikLL=2 ¼ cþgþe
kxL � c�g�e

�kxL

d

� �� �
Ae�ikLL=2 ð5:25aÞ

2

1

0

–1

–2

–0.4 –0.2 0.0 0.2 0.4

4

2

0

–2

–4

4

2

0

–2

–4

–0.4 –0.2 0.0 0.2 0.4

uz

ux

ux

uz

uz

ux
(a)

(b)

(c)

z/a

z/a

z/a

–0.4 –0.2 0.0 0.2 0.4

Fig. 5.9 IP-like hybrids for the three highest frequencies in a GaAs quantum
well (a ¼ 50Å): (a) kLa � 2p; (b) kLa � 4p; (c) kLa � 6p. All are antisymmetric.
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Ce�kTL=2 ¼ i kL þ ikx � ðkL � ikxÞ cþgþe
kxL � c�g�e

�kxL
� �

=d
 �

Ae�ikLL=2
 �

kT � kxð Þ
ð5:25bÞ

De�kxL=2 ¼ 1þ ðaþ=a�Þð Þ
rsd

� �
cþe

kxL þ c�e
�kxL

�
Ae�ikLL=2 ð5:25cÞ

Ee�kxL=2 ¼ � ei 1þ ðaþ=a�Þð Þ
e1d

� �
Ae�ikLL=2 ð5:25dÞ

TO

–L/2 z L/2

IP IP
IP TO
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Fig. 5.11 Polar-optical modes generated by an incident barrier LO mode.
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Fig. 5.10 A symmetric IP-like hybrid.
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FekxL=2 ¼ þ c�
cþ

� �
ei 1þ ðaþ=a�Þð Þ

e1d

� �
AeikLL=2 ð5:25eÞ

GeikLL=2 ¼ �2ikx
1þ ðaþ=a�Þð Þ

rsa�d

� �
Ae�ikLL=2 ð5:25fÞ

He�kTL=2 ¼ �2
kL � ikxð Þ
kT � kxð Þ

� �
kx

1þ ðaþ=a�Þð Þ
rsa�d

� �
Ae�ikLL=2 ð5:25gÞ

Ie�kxL=2 ¼ 2
1þ ðaþ=a�Þð Þ

rsd

� �
Ae�ikLL=2 ð5:25hÞ

c� ¼ 1� 1

r
1� ikx

sa�

� �
; a� ¼ kLkT � ik2x

� �
kT � kxð Þ ð5:26aÞ

g� ¼ aþ
a�

� �
1� 1

r

� �
� ikx

rsa�
ð5:26bÞ

d ¼ c2þe
kxL � c2�e

�kxL ð5:26cÞ
In these expressions there are two frequency-dependent terms r and s. The first is

the well-known permittivity factor for the IP mode, viz.:

r ¼ r0
x2 � x2

LO

x2 � x2
TO

ð5:27Þ

where r0 ¼ e1/ew (e1 is the high-frequency permittivity of the surrounding

medium and ew is the permittivity of the well), and xLO, xTO are the zone-centre

LO and TO frequencies. The second is the field factor for IP modes, viz.:

s ¼ x2 � x2
TO

x2
LO � x2

TO

ð5:28Þ
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Note that an electron in the well will experience a potential given by

’ ¼ iðEe�kxz þ FekxzÞeiðkxx�xtÞ

¼ �i
e� 1þ ðaþ=a�Þð Þ

e1d

� �
cþe

kxðL=2�zÞ � c�e
�kxðL=2�zÞ

h i
Ae�ikLL=2eiðkxx�xtÞ

ð5:29Þ
In order to understand what is going on, it is useful to focus attention on the factor

d, Eq. (5.26c), that inhabits the denominator of each of the amplitudes. This can

be reexpressed as follows:

d ¼ 2 sinh kxL tanhðkxL=2Þ þ 1

r
1� ikx

sa�

� �� �
cothðkxL=2Þ þ 1

r
1� ikx

sa�

� �� �
ð5:30Þ

Now d is complex and can never be zero but it can be minimized if either of the

conditions

tanhðkxL=2Þ þ 1

r
¼ 0 ð5:31aÞ

cothðkxL=2Þ þ 1

r
¼ 0 ð5:31bÞ

holds. But these are the well-known dispersion relations for classical IP modes

(classical in this context meaning modes satisfying only electrical but not

mechanical boundary conditions). This means that transmission will be maxi-

mized when the frequency of the incident LO mode is such that it coincides with

that of a classical IP mode. The form of the classical IP dispersion and that of the

LO mode are depicted in Fig. 5.12(a). A given kx determines the two frequencies

of the classical IP mode and this plus the given kx determine two values of kL, the

z-component of the LO wave, which satisfies this resonance, Fig. 5.12(b).

More clarification can be had by making the simplification of letting kT
increase without limit, which is equivalent to neglecting the role of shear stress

entirely. In real systems this will be a good approximation for all frequencies

except those close to xTO. In these circumstances reflection and transmission

coefficients are defined as follows:

R ¼ BeikLL=2

Ae�ikLL=2
� 1

d
1þ 1

r

� �2

þu2

" #
ekxL � 1� 1

r

� �2

þu2

" #
e�kxL

 !
ð5:32Þ
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T ¼ GeikLL=2

Ae�ikLL=2
¼ � 4u

d
ð5:33Þ

where u ¼ kx/rskL. Surface wave generation coefficients can be defined as

follows:

S1 ¼ kxDe
�kxL=2

kLAe�ikLL=2
¼ � 2u

d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ 1=rÞ2 þ u2

q
ekxL þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� 1=rÞ2 þ u2

q
eikxL

� �
ð5:34Þ

S2 ¼ kxIe
�kxL=2

kLAe�ikLL=2
¼ 4u

d
ð5:35Þ

For the remote electron–phonon interaction it is useful to have a measure of the

coupling strength relative to that of a local electron–phonon interaction. In
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Fig. 5.12 (a) LO and IP dispersion; (b) resonant frequencies for kxa ¼ 1.26.
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general, the strength of the Fröhlich coupling eu is inversely proportional to the

wavevector, with the latter determined by the conservation of momentum and

energy. For a confined electron in the well undergoing an intrasubband transition

the relevant wavevector for momentum and energy conservation is kx but the

interaction strength depends upon the total wavevector, i.e. (Kx
2 þ Kl

2)1/2. In bulk

local interactions there is only kx. Thus we can define a coupling coefficient for

the remote interaction as follows:

C ¼ 2kx

d k2x þ k2L
� �1=2

" # ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ 1=rÞ2 þ u2

q
ekxL=2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� 1=rÞ2 þ u2

q
e�kxL=2

� �

ð5:36Þ
using the potential, Eq. (5.29), at the centre of the well.

These results are illustrated in Fig. 5.13 for a purely hypothetical system

(e1 ¼ 10.8e0, vL ¼ 3.8 ·105 cm–1, kx ¼ 2.52 · 106 cm–1, eB ¼ 16e0, L ¼ 50 Å).

The in-plane wavevector, kx, is fixed and the normal wavevector, kL, varied. The

fixed kx determines the classical IP frequencies, which in turn determine the

values of kL necessary to achieve 100 percent transmission. In the example

chosen, resonance occurs at rather large values of kL. Increasing the well-width

would cause the two resonances to merge at even larger values of kL.

Decreasing the width would increase the separation and increase the coupling

strength for the resonance at smaller kL.

Figure 5.14 shows the electric potential in the well at the two resonances.

Relative to the midplane of the well the potential consists of a symmetric and

an antisymmetric component. For the resonance at smaller kL the symmetric

component dominates and vice versa for the larger kL. These symmetries are
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Fig. 5.13 Reflection and transmission coefficients.
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important for determining intra- and intersubband transitions in a quantum

well and they are determined largely by the classical symmetries of the

IP modes.

Finally, it is interesting to ask whether IP modes can be supported by the

surrounding material without the incidence of LO waves. This situation can be

analysed in the same way as before, but now there are only outgoing waves on

either side (i.e., A ¼ 0). The loss of one variable means that the eight equations

resulting from the boundary conditions have solutions only if the following

dispersion relationship is satisfied:

ðtanhðkxL=2Þ þ rÞðcothðkxL=2Þ þ rÞ þ k2x
sa2�

¼ 0 ð5:37Þ

All terms are real except for a_; see Eq. (5.26a). A solution is therefore

obtainable only if kL is imaginary. Thus if the dispersion is large enough, kL is not

imaginary for any frequency in the IP band, and so IP fields in the barrier occur

only in association with incident LO waves. However, if dispersion is weak, the

boundary conditions can be satisfied only by evoking a mode in the complex

branch of the phonon spectrum connecting LO and longitudinal acoustic (LA)

branches, and in this case kL is indeed imaginary, and IP fields in the barrier can

exist in their own right. However, their dispersion is different from the classical

case because of the term in Kx
2 in Eq. (5.39), but this term is small when jkLj is

large. Thus, in the case of AlAs where dispersion of LO modes is weak there will

be IP fields in a GaAs quantum well (acting approximately like a rigid barrier)

that are essentially classical. It is well-known that AlAs interface modes indeed
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Fig. 5.14 Potential profiles in the well at the two resonances. Each is made up of
a symmetric and an antisymmetric part, which are shown.
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contribute strongly to the scattering of electrons in a GaAs quantum well (Rucker

et al., 1991, 1992; Tsen et al., 1991; and Ozturk et al., 1994). Our discussion

shows that these modes lie almost entirely in the frequency range below that of

the LO band.

In conclusion, we have shown that the bulk polar LO modes incident on a rigid

barrier can resonantly be transmitted with 100% efficiency, provided the fre-

quencies of the LO and IP branches overlap in the region of interest defined by

the in-plane wavevector.

5.4 The Effect of Dispersion

The foregoing discussion in Section 5.2 concerning well modes explicitly

assumes that an overlap of LO, TO and IP can take place, but this depends upon

the dispersion of LO and TO modes. In non-polar material, overlap of the real

band structure of the LO and TO modes usually fails at short wavelengths, and

in this case the LO mode must hybridize with a mode drawn from the TO/TA

complex branch. Of more practical importance is the effect in polar material. In

the case of the more polar semiconductors, the zone-centre splitting of LO and

TO frequencies can be large enough for a gap to appear between the zone-edge

frequency of the LO mode and the zone-centre frequency of the TO mode. This

occurs, for instance, in AlAs, but not in GaAs. When this happens the IP modes

can satisfy the required boundary conditions by hybridizing with an evanescent

TO mode, as usual, and with a mode drawn from the LO/LA complex branch of

the phonon spectrum. Over much of the frequency range in this gap, the TO and

LO components will have amplitudes that fall off rapidly from the interface

over one or two unit cells, and, consequently, the IP mode will appear in

virtually pure dielectric continuum (DC) form over the quantum well. This may

appear to explain the important role played by the AlAs interface modes in the

AlAs/GaAs system as observed in experiment. However, it turns out that the

degree of dispersion of LO barrier modes is not important. Whatever the dis-

persion, the scattering rate due to barrier modes is close to the DC rate, as we

will show in Section 8.7.

Figures 4.1–4.3 show dispersion curves for a number of semiconductors. The

topic of dispersion arises again in Section 6.6 in connection with superlattices,

where a somewhat fuller discussion may be found.

5.5 Quantization of Hybrid Modes

The presence of interfaces between materials with different vibrational properties

introduces boundary conditions that can profoundly affect the vibrational
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spectrum. In the context of an isotropic elastic continuum this effect manifests

itself, as we have seen, in the mixing of LO, TO and, in polar material, IP

(interface polariton) modes, whose polarization lies in the plane of incidence –

the so-called p-polarized modes. To summarize, these hybrid optical modes

consist of a coherent linear combination of components, each of which is a

solution of the basic equations of motion, having the same frequency and

the same in-plane wavevector. For example, in polar materials the relative

ionic displacement in a single layer of width a takes the form, for symmetric

modes

ux ¼ Akxe
iðkxx�xtÞðcos kLzþ cT cos kTz� cp cosh kxzÞ ð5:38aÞ

uz ¼ iAkLe
iðkxx�xtÞ sin kLz� cT

k2x
kLkT

sin kTzþ cP
kx

kL
sinh kxz

� �
ð5:38Þ

and for antisymmetric modes

ux ¼ Akxe
iðkxx�xtÞðsin kLzþ sT cos kTz� sp sinh kxzÞ ð5:39aÞ

uz ¼ �iAkLe
iðkxx�xtÞ cos kLz� sT

k2x
kLkT

cos kTzþ sP
kx

kL
cosh kxz

� �
ð5:39bÞ

which represent hybrids propagating in the x-direction in the plane parallel to the

interface with in-plane wavevector kx, and consisting of LO and TO components

with real wavevector components kL and kT in the z-direction, perpendicular to

the interface, and at IP components, assumed to be unretarded. These describe

displacements within the region –a/2 � z � a/2. Outside this region there are

solutions typically depicting evanescent modes with amplitudes falling away

from the interfaces. For a given frequency kL, kT and kx are determined, and either

kL or kT or both may turn out to be imaginary, but what frequencies are allowed is

determined by dispersion relations that derive from the boundary conditions.

Note that the case of non-polar material is obtained by putting cp ¼ sp ¼ 0.

A preliminary to the quantization of hybrid modes is to write the classical

energy, which, following the discussion of Section 4.5, is predominantly mech-

anical. Ignoring electrical energy entirely we obtain

H ¼ 1

2M

Z
p2ðr; tÞ dr

V0

þ 1

2
Mx2

Z
u�ðr;tÞ:uðr;tÞ dr

V0

ð5:40Þ
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where u (r, t) is the total displacement field, M is the mass of the oscillator

(reduced mass for optical modes) and V0 is the volume of the unit cell. We can

express the total displacement in terms of annihilation and creation operators a

and a† as follows:

uðr; tÞ ¼
X
k

ðukaþ u�ka
†Þ ð5:41Þ

pðr; tÞ ¼ M _uðr; tÞ
and hence obtain for the hybrid modes in Eqs. (5.38) and (5.39)

Ai ¼ 2

NK2
i

� �1=2

:
�h

2Mxk

� �1=2

ð5:42Þ

K2
s ¼ k2L þ k2x � ðk2L � k2xÞ

sin kLa

kLa
þ c2T

k2x
k2T

k2T þ k2x þ ðk2T � k2xÞ
sin kTa

kTa

� �

þ 2c2pk
2
x

sinh kxa

kxa
þ 4cTk

2
x

sinðkTa=2Þ
kTa=2

cosðkLa=2Þ

� 4cTcpk
2
x

sinðkTa=2Þ
kTa=2

coshðkxa=2Þ � 4cpk
2
x

sinðkxa=2Þ
kxa=2

cosðkLa=2Þ

ð5:43aÞ

K2
a ¼ k2L þ k2x þ ðk2L � k2xÞ

sin kLa

kLa
þ s2T

k2x
k2T

k2T þ k2x � ðk2T � k2xÞ
sin kTa

kTa

� �

þ 2s2pk
2
x

sin kxa

kxa
� 4sTk

2
x

cos kTa=2

kTa=2
sinðkLa=2Þ

þ 4sTspk
2
x

cos kTa=2

kTa=2
sinðkxa=2Þ � 4spk

2
x

cosh kxa=2

kxa=2
sinðkLa=2Þ

ð5:43bÞ
where N is the total number of unit cells and the subscripts s and a refer to

symmetric and antisymmetric solutions, respectively.

Note that in the dielectric-continuum model the corresponding normalizing

factors for the LO modes are

K2
s ¼ K2

a ¼ K2
L þ K2

x ð5:44Þ
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and for the IP modes are

K2
s ¼ K2

a ¼ 2k2x
sinh kxa

kxa
ð5:45Þ

In the DC model, LO and IP modes remain separate and distinct entities, but not

so when hybridization is taken into account.
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6

Superlattice Modes

One deep calleth another. . ..

Psalms xlii

6.1 Superlattice Hybrids

We now consider the situation in a superlattice of two different polar materials

where the mismatch of optical-mode frequencies is large enough for the inter-

faces to be regarded as infinitely rigid. Applying the triple hybridization scheme

to the superlattice is straightforward. We assume that the superlattice is perfectly

periodic, consisting of a well of width a and a barrier of width b (Fig. 6.1).

Patterns in adjacent periods are assumed to differ only through a phase factor exp

ikz(aþ b), and so kz is the wavevector describing propagation in the z-direction.

The general case leads to rather unwieldy expressions (see Chamberlain et al.,

1993). Rather than quote these here we focus attention on modes with frequencies

not too close to xTO and assume that aTa/2 is large. In other words, we assume

that the mode patterns are well represented by double, rather than triple, hybrids.

The hybrids obtained then obey the following dispersion relation:

sin kLa 1þ k2x
4k2Lr

2s2d2
ðb2 � a2 þ c2Þ

� �
þ kx

kLrsd
ðb � a cos kLaÞ ¼ 0 ð6:1aÞ

or, alternatively

tanðkLa=2Þ ¼ kLrsd

kxðaþ bÞ � 1þ k2x
4k2Lr

2s2d2
ðb2 � a2 þ c2Þ

� ��

� 1þ k2x
4k2Lr

2s2d2
ðb2 � a2 þ c2Þ

� �2
� k2x
4k2Lr

2s2d2
ðb2 � a2Þ

( )1=2
3
5

ð6:1bÞ
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where

a ¼ sinh kxb cosh kxaþ r cosh kxb sinh kxa ð6:2aÞ

b ¼ sinh kxbþ r sinh kxa cos kzðaþ bÞ ð6:2bÞ

d ¼ cos kzðaþ bÞ � Z sinh kxa sinh kxb� cosh kxaxb ð6:2cÞ
Z ¼ ð1þ r2Þ

2r
ð6:2dÞ

c2 ¼ r2 sinh2 kxa sin
2 kzðaþ bÞ ð6:2eÞ

b2 � a2 þ c2 ¼ 2rd sinh kxb sinh kxa ð6:2fÞ

The permittivity parameter r and the field parameter s are as before, Eq. (5.19).

Note that d¼ 0 describes the superlattice IP dispersion (discussed later).

The double-hybrid approximation (tanh(aTa/2) � 1) leads to displacement

patterns in the well that are a linear combination of symmetric and antisymmetric

forms, viz.:

u ¼ uxðzÞ; 0; uzðzÞð Þeiðkxxþkzz�xtÞ ð6:3Þ

uxðzÞ ¼ kxA X1 sin kLz� kL

Kx

sinh kxz

coshðkxa=2Þ cosðkLa=2Þ
� ��

þX2 cos kxzþ kL

Kx

cosh kxz

sinhðkxa=2Þ sinðkLa=2Þ
� �� ð6:4aÞ

E

z

a b

Fig. 6.1 Superlattice.
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uzðzÞ ¼ � ikLA X1 cos kLz� cosh kxz

coshðkxa=2Þ cosðkLa=2Þ
� ��

�X2 sin kxz� sinh kxz

sinhðkxa=2Þ sinðkLa=2Þ
� �� ð6:4bÞ

where

X1 ¼ � sin
kLa

2

� �
þ kx

2rsdkL

� �
cos

kLa

2

� �
ða� b þ icÞ ð6:5aÞ

X2 ¼ cos
kLa

2

� �
þ kx

2rsdkL

� �
sin

kLa

2

� �
ðaþ b � icÞ ð6:5bÞ

and �a/2� z� a/2. The barrier fields are (suppressing the phase factor)

Ex ¼ rsq0kLA Y1
sin kxz

0

coshðkxb=2Þ þ Y2
cosh kxz

0

sinhðkxb=2Þ
� �

eikzðaþbÞ=2 ð6:6aÞ

Ez ¼ �irsq0kLA Y1
cosh kxz

0

coshðkxb=2Þ þ Y2
sinh kxz

0

sinhðkxb=2Þ
� �

eikzðaþbÞ=2 ð6:6bÞ

where

Y1 ¼ X1 cos
kLa

2

� �
cos

kzðaþ bÞ
2

� �
� iX2 sin

kLa

2

� �
sin

kzðaþ bÞ
2

� �
ð6:7aÞ

Y2 ¼ iX1 cos
kLa

2

� �
cos

kzðaþ bÞ
2

� �
þ X2 sin

kLa

2

� �
cos

kzðaþ bÞ
2

� �
ð6:7bÞ

and �b/2� z0 � b/2.

To obtain the hybrid mode patterns for modes at the barrier frequency we

merely regard a as now the barrier width and b the well-width, and define the

parameters r and s in terms of the barrier properties.

Purely symmetric or antisymmetric modes are obtained only when kz(aþ b)¼ 0

or p. In this case the parameter c¼ 0 and the dispersion relation simplify to

cotðkLa=2Þ ¼ kx

kL
pa; pa ¼ �ðaþ bÞ

2rsd
ð6:8aÞ
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tanðkLa=2Þ ¼ � kx

kL
ps; ps ¼ ðb � aÞ

2rsd
ð6:8bÞ

where the subscripts a and s refer to antisymmetric and symmetric modes,

respectively. Thus for antisymmetric modes X2¼ 0, and for symmetric modes

X1¼ 0. A further simplification is that the parameter d, which describes polariton

dispersion, factorizes as follows:

d ¼ sin kxa sin kxb

2r

ðtanhðkxa=2Þ þ r tanhðkxb=2ÞÞðcothðkxa=2Þ
þr cothðkxb=2ÞÞ Q ¼ 0

ðtanhðkxa=2Þ þ r cothðkxb=2ÞÞðcothðkxa=2Þ
þr tanhðkxb=2ÞÞ Q ¼ p

8>>><
>>>:

ð6:9Þ

where Q¼ kz(aþ b). Consequently

pa ¼
s tanhðkxa=2Þ þ r tanhðkxb=2Þð Þ½ ��1

Q ¼ 0

s tanhðkxa=2Þ þ r cothðkxb=2Þð Þ½ ��1
Q ¼ p

8>><
>>: ð6:10aÞ

ps ¼
s cothðkxa=2Þ þ r cothðkxb=2Þð Þ½ ��1

Q ¼ 0

s cothðkxa=2Þ þ r tanhðkxb=2Þð Þ½ ��1

8>>><
>>>: Q ¼ p

ð6:10bÞ

Letting the barrier width b increase without limit leads to the simple dispersion

relations of Eq. (6.8) for all Q. These are identical to the dispersion relations of a

single quantum well (Section 5.2).

Note that in the double-hybrid approximation ux is not zero at the interfaces. It

is straightforward but tedious to recover this condition by adding the TO con-

tributions of appropriate symmetry as was done for the case of a single quantum

well. Except for frequencies close to xTO it is usually admissable to regard the

TO component as acting implicitly in reducing ux to zero at the interfaces, but

otherwise having negligible effect on the energy normalization.

6.2 Superlattice Dispersion

In the quantum-well case the frequencies of hybrids can vary rapidly with

in-plane wavevector kx, as a consequence of polariton dispersion. The same

feature occurs in the case of a superlattice, but with the added degree of freedom
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that propagation in the z-direction affords (Fig. 6.2). As a result, there is marked

anisotropy in the dispersion. That this must be so is easily seen from the dis-

persion curves for pure superlattice interface polaritons (Fig. 6.3), where the

dispersion is a strong function of both kx and kz (Section 6.4). We can therefore

anticipate anticrossings of the pure LO and pure IP dispersions associated with

the same symmetry, and simple crossings when the symmetry is opposite.

In order to discuss this matter further let us limit our attention to hybrids with

wavevectors near the centre of the superlattice Brillouin zone, i.e., kx ! 0, kz ! 0.

The dispersion of Eq. (6.1) becomes

cotðkLa=2Þ ¼ � kxðaþ bÞ
2kLrsd

� 2k2xðbþ raÞ
skL rk2z ðaþ bÞ2 þ ð1þ r2Þabþ rða2 þ b2Þ½ �k2x
� �

ð6:11Þ
which describes the antisymmetric modes, and

tanðkLa=2Þ ¼ � kxðb � aÞ
2kLrsd

� �
k2xa rk2z ðaþ bÞ2 þ bðaþ rbÞk2x
h i

2skL rk2z ðaþ bÞ2 þ ð1þ r2Þabþ rða2 þ b2Þ½ �k2x
� �

ð6:12Þ
which describes the symmetric modes. We define an angle h between the direction

of propagation and the superlattice axis (z-direction) (Fig. 6.2) so that

u

z

Fig. 6.2 Angle of propagation through a superlattice.
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Fig. 6.3 Dispersion of pure IP modes in a superlattice: (a) a¼ b; (b) a¼ 2b;
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tan h ¼ kx

kz
ð6:13Þ

The condition h¼ 0 represents motion along the superlattice axis. In this case

cot (kLa/2)¼ 0 and thus kLa/2¼ (2n � 1) p/2 for the antisymmetric modes, and tan

(kLa/2)¼ 0 and thus kLa/2¼ np for the symmetric modes. Odd numbers define

antisymmetric modes and even numbers symmetric modes.

As h increases, the condition d¼ 0 is approached. The effect on the modes

depends upon the permittivity factor, r, which is small for frequencies near xLO

but large for frequencies near xTO, and on the field factor s, which is unity for

x¼xLO, and zero for x¼xTO. Thus according to Eqs. (6.11) and (6.12) the

antisymmetric mode responds more rapidly than the symmetric mode at fre-

quencies near xLO, and vice versa for frequencies near xTO. Both r and d are

negative and so both cot kLa/2 and tan kLa/2 become more negative. This cor-

responds to a shift in kL upward for the antisymmetric mode, but downward for

the symmetric mode.

The polariton dispersion is reached at the critical angle hC, where

tan2 hc ¼ � rðaþ bÞ2
ð1þ r2Þabþ rða2 þ b2Þ ð6:14Þ

Passing through this, d changes sign and increases, and this continues the trend of

kL to increase for antisymmetric modes when r ! 0 and to decrease for sym-

metric modes when r ! 1. For h sufficiently beyond hc (which we will denote

h >> hC), the dispersion relations become

cotðkLa=2Þ ¼ 2ðbþ raÞ
kLs ð1þ r2Þabþ rða2 þ b2Þ½ � antisymmetric ð6:15aÞ

tanðkLa=2Þ ¼ � k2xabðaþ rbÞ
2skL ð1þ r2Þabþ rða2 þ b2Þ½ � symmetric ð6:15bÞ

For r ! 0, s � 1, the dispersion relation for the antisymmetric mode can be

written

tanðkLa=2Þ ¼ kLa

2
ð6:16Þ

which has solutions kLa/2¼ 2.86p/2, 4.92p/2, 6.94p/2, etc. With h¼ 0 these

solutions were kLa/2¼ p/2, 3p/2, 5p/2, etc. Thus as h increases through hC
the n¼ 1 mode converts almost to the n¼ 3 mode, n¼ 3 to n¼ 5, and so on.
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For h > hC there is no n¼ 1 mode. Meanwhile, the symmetric mode has the

dispersion relation

tanðkLa=2Þ � � k2xa

2kL
ð6:17Þ

which is the same as at h¼ 0. In this case kLa/2 � np for all h – the symmetric

mode is virtually unaffected. For r ! 1, s ! 0 (note that rs ! –1) the

antisymmetric mode has the dispersion (since kL is large)

cotðkLa=2Þ � 0 ð6:18Þ
for h¼ 0 and h >> hc, so this mode is not strongly affected in this regime. The

symmetric mode, on the other hand, is strongly affected. For h >> hc

tanðkLa=2Þ � 0 ð6:19Þ
Although the solution is still kLa/2¼ np, a mode with frequency near xTO has

moved from n at h¼ 0 to n – 1 at h > hC.
There is, therefore, no n¼ 1 mode propagating in the plane (h¼ p/2). In fact,

compared with the situation at h¼ 0, the in-plane modes are compressed into a

smaller frequency span. Note that modes are not lost, merely transformed.

A lattice-dynamics calculation of the full phonon spectrum of a GaAs/AlAs

superlattice is shown in Fig. 6.4, which shows the angular dispersion of the IP

mode. It also clearly shows the difference between the GaAs and AlAs LO

dispersions: in GaAs the LO spectral range covers the whole of the IP spectral

range, whereas in AlAs the LO spectral range is very narrow in the h 001i
direction. A comparison of the angular dispersion of the hybrid and lattice-

dynamics models, which takes into account that the effective well-width is the

distance between Al ions immediately adjacent to each interface, is shown in

Figs. 6.5a and b. The agreement is very satisfactory for the GaAs modes, and also

for the AlAs modes provided the electrostatic effect of the mass approximation

used in the microscopic calculations is taken into account by equating the high-

frequency permittivities of the two materials to 10.6e0. Figs. 6.6a and b show a

comparison of the anisotropy predicted by continuum theory with the results of

micro-Raman-scattering experiments showing reasonable agreement.

6.3 General Features

Over most of the frequency range between xLO and xTO the TO component is a

short-range evanescent mode that influences the mode patterns very close to the

interfaces but otherwise has little effect. Indeed, the approximation that we have
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already made is to ignore the TO component entirely in this frequency regime,

which is equivalent to ignoring the condition ux¼ 0. (This, in turn, is equivalent

to neglecting shear stresses.) For most purposes we can regard these hybrids as

consisting principally of an LO and an IP component, but when the frequency is

very near xTO the neglect of the TO component is inadmissable.

Hybrids with a superlattice wavevector near the superlattice zone-centre or near

the superlattice zone-edge (Qz¼ kz(aþ b)¼ 0 or p) are easiest to describe since

they have well-defined symmetry in each component of the superlattice. Thus, in

the well, the modes are either antisymmetric, A, or symmetric, S, referring to the

reflection properties about the centre of the well of ux, the x-component of the

displacement. For kz¼ 0 the symmetry of the modes in the barrier must be the same

as that of modes in the well, but the reverse is the case for Q¼ p. In between these

extremes of superlattice wavevector the symmetry is mixed.

There are, naturally, two frequency bands, one associated with the material

making up the well, the other with the barrier. By assuming the boundary con-

dition u¼ 0, we have envisaged these two bands to be far apart. We can thus

speak of well modes and barrier modes. A well mode would have associated with
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function of h (right panel) for a wavevector near the zone-centre. The vertical
dotted lines mark the minimum and maximum wavevectors that can participate in
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it a pattern of ionic displacement with accompanying electric field confined

entirely to each well, connected to a mode pattern in the barrier consisting

entirely of electric field and zero ionic displacement, and mutatis mutandis for the

barrier modes. This, of course, is an idealized case. In real systems the ionic

motion would never be quite zero in alternate segments.

As we have seen, the interplay of LO and IP properties introduces considerable

anisotropy into the dispersion. Without this interplay the LO modes would be
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comfortably defined by the condition kLa¼ np (or kLb¼ np) with n an integer,

odd numbers referring to A modes, even to S modes. This generally happy

condition pertains only to long-wavelength modes (kz � 0, kx � 0) propagating

nearly parallel to the superlattice axis. Where LO and IP dispersions nearly

coincide, a hybrid can change its character from being basically LO-like to being

basically IP-like.

It is useful to recall the expressions describing the mode patterns when Q¼ 0

or p and tanh aTa¼ 1 (tanh aTb also), which are found in Eqs. (5.12) and (5.15) of
Section 5.2, viz.:

antisymmetric uxðzÞ ¼ ikxA sin kLz� sT sinh aTz� sp sinh kxz
 � ð6:20aÞ
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uzðzÞ ¼ kLA cos kLz� k2x
kLaT

sT cosh aTz� kx

kL
sp cosh kxz

� �
ð6:20bÞ

symmetric uxðzÞ ¼ kxA cos kLz� cT cosh aTz� cp cosh kxz
 � ð6:21aÞ

uzðzÞ ¼ ikLA sin kLzþ k2x
kLaT

cT sinh aTzþ kx

kL
cp sinh kxz

� �
ð6:21bÞ

The amplitudes relative to that of the LO component are those of Eqs. (5.12a) and

(5.12b) and (5.16a) and (5.16b). Those for IP components are

sp ¼ pa
sinðkLa=2Þ
coshðkxa=2Þ ; pa ¼ �ðaþ bÞ

2rsd
; cotðkLa=2Þ ¼ kx

kL
pa ð6:22aÞ

cp ¼ ps
cosðkLa=2Þ
sinhðkxa=2Þ ; ps ¼ b � a

2rsd
; tanðkLa=2Þ ¼ � kx

kL
ps ð6:22bÞ

with r ¼ ðe1=e0Þðx2 � x2
LOÞ=ðx2 � x2

TOÞ and s ¼ ðx2 � x2
TOÞ=ðx2

LO � x2
TOÞ as

the permittivity and field factors, and we have neglected the contributions to the

dispersion relations made by the TO mode. We assume that confinement

always ensures that x < xLO, and hence r 6¼ 0. For simplicity we consider long-

wavelength hybrids such that kx ! 0, where aþ b and b – a � kx ! 0. Provided

that d 6¼ 0, pa and ps are not large quantities. Consequently, cot kLa/2 � 0 for

asymmetric modes and tan kLa/2 � 0 for symmetric modes, and it follows that

both sp and cp are not large. The hybrids are thus more LO-like than IP-like. A

look at the normalization coefficients, Eq. (5.43), confirms this. Neglecting the

contribution from the TO mode, we obtain

K2
a ¼ k2L þ k2x þ k2L � k2x

� � kLa
kLa

� 4pa
kx

a
sin2ðkLa=2Þ 2� pa tanhðkxa=2Þð Þ

ð6:23aÞ

K2
s ¼ k2L þ k2x þ k2L � k2x

� � sin kLa
kLa

� 4ps
kx

a
cos2ðkLa=2Þ 2� ps cothðkxa=2Þð Þ

ð6:23bÞ
When d 6¼ 0 and kx is small, K2

a � K2
s � k2L þ k2x , which is the factor for pure LO
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modes. Most of the energy in the mode is associated with the LO component in

this case.

When d¼ 0 either pa or ps diverges, but not both. That it is one or the other but

not both arises mathematically from the fact that when d¼ 0, then b2 – a2¼ 0, so

that b – a¼ 0 or bþ a¼ 0. Thus, we can deduce from Eq. (6.22) that

pa ! 1; ps ! sinh kxb sinh kxa

sðaþ bÞ ð6:24aÞ

pa ! sinh kxb sinh kxa

sðb � aÞ ; ps ! 1 ð6:24bÞ

represent the two alternatives. In the first, we have tan(kLa/2)¼ 0 or nearly so,

and in the second cot(kLa/2)¼ 0 or nearly so.

The amplitudes do not diverge. In the first case the product pa sin(kLa/2)

remains finite, and so does the product ps cos(kLa/2) in the second case. In fact

sp ! kL

kx coshðkxa=2Þ ; cp ! �kL

kx sinhðkxa=2Þ ð6:25Þ

and these imply that the amplitude of the IP component is much larger than that

of the LO component. The normalization factors become

K2
a ¼ K2

L þ K2
x þ 2K2

L

tanhðkxa=2Þ
kxa=2

ð6:26aÞ

K2
s ¼ k2L þ k2x þ 2k2L

cothðkxa=2Þ
kxa=2

ð6:26bÞ

If the amplitudes kxsp and kxcp are factorized out of the preceding expressions we

get

K2
a ¼ k2x s

2
p

k2L þ k2x
� �

k2x s
2
p

þ 2 sinh kxa

kxa

 !
ð6:27aÞ

K2
s ¼ k2xc

2
p

k2L þ k2x
� �

k2xc
2
p

þ 2 sinh kxa

kxa

 !
ð6:27bÞ
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The factor 2 sin kxa/kxa is the familiar normalizing factor for pure IP modes. The

IP character is dominant in the case of symmetric modes, less so for antisym-

metric modes. Thus when d¼ 0 the hybrid is IP-like.

The condition d¼ 0 can occur only for special combinations of kL, kx and kz.

We now turn to the study of these cases where pure LO and pure IP dispersions

cross.

6.4 Interface Polaritons in a Superlattice

The cause of the strong anisotropic dispersion found in hybrid modes is to be

traced to the properties of “pure” IP modes, i.e. those described by the DC

model. Conventionally, interface polaritons have been described using

only electromagnetic boundary conditions; in a superlattice this leads to the

Camley–Mills (1984) dispersion relationship in the unretarded limit

d � cos kzðaþ bÞ � 1þ r2ð Þ
2r

� �
sinh kxa sinh kxb� cosh kxa cosh kxb

¼ 0 ð6:28Þ
where r¼ ea(x)/eb(x). When the LO/TO frequencies of well and

barrier materials are well separated, IP modes are distinctly well-like or barrier-

like. Fig. 6.3 shows the dispersion for the cases b/a < l, b/a¼ 1 and b/a > 1, for

certain values of the superlattice phase factor, Q¼ kz(aþ b). Also important for

determining the interaction with electrons in the well are the symmetries of the

interaction potential in the well, and these are depicted in Fig. 1.4(b).

Two features are worth noting. One is that the width and position of the

allowed frequency bands are influenced by the ratio of barrier widths to well-

widths. The other is that the density of modes is highest near Q¼ p. Both of these
features are to be found in the properties of hybrid modes.

We can imagine superimposed on these diagrams a set of almost horizontal

lines representing the dispersion of LO modes obeying the hydrodynamic

boundary condition uz¼ 0. Where they intersect with IP bands, particularly those

parts of the bands near Q¼ p, we can expect to find hybrids with strong IP-like

character. Outside these areas the hybrids will be LO-like.

Broadly speaking, there are two areas probed by experiment defined by the

magnitude of the wavevector involved in the interaction. The latter is typically of

order 104–105 cm–1 in Raman-scattering experiments, whereas in electron scat-

tering the in-plane wavevector is of order 106 cm–1. Thus Raman-scattering

experiments probe essentially zone-centre modes, whereas transport or energy-

relaxation experiments reach out to larger wavevectors.
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6.5 The Role of LO and TO Dispersion

The original use of the term dispersion described the variation with wavelength

of the velocity of propagation of a sound wave or a light wave. Applied to optical

modes it refers to the variation of frequency with wavelength, and it is this latter

meaning we have been using here and in our earlier discussion (Section 5.4),

following common usage.

The schemes of double hybridization in non-polar material and triple hybrid-

ization in polar material make the implicit assumption that vibrational modes of

all types exist at the frequency of interest, even if some may be evanescent and

belong to the complex branches of the overall spectrum. One of these modes is

the evanescent TO component at a frequency near xLO that is required to form

the triple hybrid in polar material. There are two other cases of importance.

In non-polar material real TO modes span the frequency band from xTO down

to xTZ at the zone boundary, and LO modes span from xLO down to xLZ. In real

crystals these zone-edge frequencies vary with crystallographic direction, but we

tend to ignore this complication in the spirit of our isotropic-medium approxi-

mation. Linear-chain theory predicts that near the zone-centre the dispersion will

be quadratic in wavevector with a curvature determined by vLA where vLA is the

corresponding velocity of acoustic waves. Since vLA > vTA we expect xLZ < xTZ

on the basis of the quadratic relation, and this is confirmed by more accurate

formulations. There will, therefore, be a range of frequencies between xTZ and

xLZ where hybridization entails the mixing of non-polar LO modes with modes

from the TO/TA complex branch of the spectrum. Except at frequencies close to

xTZ, such modes will be heavily evanescent and affect mode patterns only very

close to the interfaces. In such a case the resultant hybrids are essentially pure LO

modes obeying uz¼ 0 but not ux¼ 0. In the slab case they would obey the

hydrodynamic stress condition but not the conditions involving shear. The

involvement of the TO/TA complex branch may also occur in polar materials if

the LO and TO branches cross. Note that insofar as the interaction with electrons

involves only long waves, hybridization involving the TO/TA branch, which will

occur typically at large wavevectors, need not be considered for the electron–

hybrid interaction.

Another situation occurs in polar material when xLZ > xTO, and this will be

encountered increasingly frequently with increasing polarity. This situation was

encountered in our discussion of quantum-well modes. In order to satisfy all

boundary conditions, TO modes and IP modes must hybridize with modes in the

LO/LA complex branch. Remarks similar to those made previously apply. Except

near xLZ, the LO/LA modes are heavily evanescent, and the resultant hybrids are

very nearly double hybrids involving TO and IP components obeying ux¼ 0 but
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not uz¼ 0. For frequencies above xTO the TO component is also evanescent, and

if heavily so, the resultant hybrid is virtually a pure IP mode obeying electro-

magnetic boundary conditions only, the elastic boundary conditions having been

taken care of by the TO and LO/LA disturbances localized at the interface.

In real crystals, whether LO and TO branches overlap or not often depends

upon crystallographic direction, and this vitiates an isotropic model unless the

model incorporates some directional averaging. Thus, in AlAs there is no over-

lap in the h 001i direction, Fig. 6.5(b), but in the h 111i direction the LO dis-

persion is much bigger, resulting in GaAs-like behaviour, as the angular dis-

persion of Fig. 6.7 shows. Moreover, the involvement of short-range components

deriving from the complex branches of the vibrational spectrum stretches any

continuum model to its limits and often beyond, particularly with its assumption

of quadratic dispersion. Fortunately, it is not always vital to know how fast an

evanescent mode decays in space. Provided that it is faster than some charac-

teristic rate in the problem, its precise magnitude is not needed. Thus, for

example, in the case of a hybrid of frequency near xLO in polar material the

precise value of the decay constant for the TO component, aT, is not important

provided aTa/2 is large. The use of a quadratic dispersion law to determine aT is
unlikely to be accurate in this situation, but in many cases this will not matter. An

obvious simple alternative to the use of quadratic dispersion in these cases is to

assume that aT is just of the order of the reciprocal of the unit-cell dimension.
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Fig. 6.7 Angular dispersion of AlAs modes in a h111i oriented GaAs
(29.4-Å)/AlAs (32.6-Å) superlattice (Chamberlain and Cardona, 1994).
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This simple assumption is also applicable to the description of modes from

TO/TA and LO/LA complex branches.

Given the complexity of the problem of describing hybrid optical modes, it is

certainly advisable to regard the analytic forms derived previously as envelope

functions with wavevectors that are related by the real spectrum of the material

rather than by a pure continuum model, especially where lattice-dynamics theory

and experimental results coincide.

Finally, we point out that the assumption that the superlattice is regular and of

infinite extent is not, of course, sacrosanct. Huang et al. (1995) have applied the

transfer-matrix formalism to finite periodic and to Fibonacci superlattices and

have obtained localization lengths for the barrier phonons.

6.6 Acoustic Phonons

A one-dimensional continuum theory of acoustic vibrations in layered material was

given long ago by Rytov (1956) using the classic acoustic boundary conditions,

namely the continuity of acoustic displacement and stress. The derivation of the

dispersion relation for a superlattice is straightforward; the result (a familiar form) is

cos kzðaþ bÞ ¼ cos kaa cos kbb� 1þ g2ð Þ
2g

� �
sin kaa sin kbb ð6:29Þ

where kz is the superlattice wavevector and ka, kb are the wavevectors in the adjacent

layers corresponding to the same frequency, x. The factor g is given by

g ¼ qbvb
qava

ð6:30Þ

where va, vb are the phase velocities and qa, qb are themass densities. Each velocity is

determined by the elastic constant c and density q according to the usual equation

v¼ (c/q)1/2.
Superlattice zone boundaries occur when kz¼ np/d (d¼ aþ b) and at each of

these points a gap may appear in the spectrum. If there is no mismatch, g¼ 1 and

Eq. (6.26) reduces to

cos kzd ¼ cosðkaaþ kbbÞ ¼ cos x
a

va
þ b

vb

� �� �
ð6:31Þ

In this case an average velocity is defined thus:

�v ¼ vavbd

vaaþ vab
ð6:32Þ
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and the zone boundaries occur at x ¼ �vnp=d, i.e. at a single frequency, so no

gaps occur. On the other hand, if the mismatch is large (g<< 1 or g >> 1) Eq.

(6.26) reduces to

cos kzðaþ bÞ ¼ � ð1þ g2Þ
2g

� �
sin kaa sin kbb ð6:33Þ

This has the following approximate solution at a zone boundary:

x ¼ npva
a

or x ¼ npvb
b

ð6:34Þ

There is now a frequency gap equal to np[(vb/b) –(va/a)]
Restricting kz to the first zone results in a folded acoustic spectrum (Fig. 6.8).

Raman scattering probing the spectrum near kz¼ 0 shows this folding very clearly

in the (x, x) configuration. For further reading on this topic the reader is referred

to the reviews of Klein (1986), Menendez (1989) and Cardona (1989).

As we have seen in Chapter 3, boundary conditions for acoustic modes are not

problematic and the continuity of displacement and stress can be applied to
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transversely polarized modes as well as to longitudinally polarized modes.

Modifications due to piezoelectricity are small in III-V compounds but can be

readily incorporated, and Rayleigh and other types of surface wave can be

described (e.g., Maradudin and Stegemann, 1991).

Because the gaps at the zone boundaries are usually small it is usually a good

approximation, as far as the interaction with electrons is concerned, to ignore

folding and to describe the acoustic phonons in terms of a bulk spectrum with

properties obtained by averaging over the materials involved and ignoring surface

or interface waves entirely.
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7

Optical Modes in Various Structures

It cannot be thus long, the sides of nature will not sustain it.

Antony and Cleopatra, W. Shakespeare

7.1 Introduction

This chapter deals with several topics. There is considerable interest in fabri-

cating quasi-2D structures in which the electron–phonon interaction is reduced.

Optical-phonon engineering is in its infancy, but already there have been

investigations of the effect of incorporating monolayers and conducting layers.

One of the first quasi-2D systems to be studied was the thin ionic slab, yet there

are still problems connected with the description of optical modes in such

structures. The increasing sophistication of microfabrication techniques has

led to the creation of quasi-one-dimensional (quantum wires) and quasi-zero-

dimensional (quantum dots) structures that are expected to have interesting

physical properties. It is important to establish the mode structure, both electron

and vibrational, in these systems. In this chapter we consider some of these

topics briefly.

7.2 Monolayers

The study of short-period superlattices in electronic and optical devices has

received considerable attention and there are several reasons why this has been

so. Ease of growth and reduction of interface roughness and residual impurities

make for more perfect structures. Replacing random alloys, such as AlxGa1�xAs,

with their ordered superlattice counterparts (GaAs)m/(ALAs)n eliminates alloy

scattering. In the AlxGa1�x system there is the added advantage of avoiding

the troublesome DX centre. The replacement of random alloys by equivalent

superlattices in bandgap engineering is unproblematic. Thus the wavelength
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emitted by an In0.2Ga0.8As/GaAs laser is not very different from that emitted

when a (InAs)1/(GaAs)4 equivalent superlattice replaces the alloy. In view of the

practical advantages of short-period superlattices it is important to assess how

the electronic and vibrational properties of a quantum well are modified when it

contains monolayers of a different semiconductor.

Significant changes of the optical-phonon spectrum in the well can be engin-

eered by including one or more “foreign” monolayers, especially when the latter

contains atoms either much lighter or much heavier than those of the host lattice.

The condition is well-satisfied by an AlAs or an InAs monolayer in GaAs.

Neither AlAs nor InAs can vibrate easily at the optical mode frequencies of

GaAs. The frequency mismatch at an AlAs/GaAs interface is known to cause the

optical displacement of a GaAs mode to vanish at the first Al atom, a result

predicted by theory and confinement by experiment. The same result is expected

to apply at a hypothetical InAs/GaAs interface. We can predict from this that a

monolayer of AlAs in GaAs will inhibit optical displacement in its vicinity, and

the same should be true for InAs. In the language of a continuum theory of optical

modes this means that monolayers of this kind impose the approximate condition

u ¼ 0

where u is the optical displacement at the host frequency. (There may also be a

local mode, and we will return briefly to this point later.)

The mechanical effect of reducing the displacement to zero is the major

contribution of the monolayer. As regards electrical effects, it will be noted that

within a bulk dielectric layer the variation of tangential field will be the linear

combination A cosh kxz þ B sinh kxz (with the origin taken to be at the central

plane of the layer). If the thickness of the layer is d, then provided kxd/2 << 1,

there can be only small changes of tangential field across the monolayer. Thus,

the tangential field can safely be taken as continuous across the layer. The normal

component of the field will induce an electronic polarization of the atoms of the

monolayer, but this only affects the field within the atom and has no effect on the

field on either side. Effectively, the monolayer has no electrical effect.

A thick layer, however, would contribute interface polaritons at frequencies

determined by the properties of the layer. In the case of InAs in GaAs the

interface frequency lies well below that of GaAs, so this would ensure that any

modes were delocalized. The opposite is the case for AlAs in GaAs. Adding a

thick layer of AlAs would contribute interface modes that would enhance the

scattering rate. The question arises; How thick must a layer be to support

recognizable interface modes? The latter arise as a consequence of negative

permittivity, which can happen only through the antiscreening action of the ions.
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A single layer of ions can indeed respond to in-plane fields in this way, but it

obviously cannot antiscreen transverse fields effectively. As an interface mode

has both types of field components of equal amplitude it is impossible for a single

monolayer to support one. At any rate, we will assume that a monolayer is

dielectrically neutral and encapsulate its total effect by the boundary condition

u ¼ 0.

7.2.1 Single Monolayer

Let us look at the case of an AlAs or InAs monolayer centrally placed in a GaAs

quantum well (Fig. 7.1). As we have found, assuming a double-hybrid model for

the GaAs modes allows a good approximation. The most striking result for this

case is that the antisymmetric modes, which are responsible for intersubband

scattering, are significantly affected (Ridley, 1995).

The general form of the GaAs modes is

u ¼ FðzÞAeiðkxx�xtÞðux; uzÞ ð7:1aÞ

ux ¼ kx d1coskLz� d3 sinkLzþ 1

s
d2cosh kxz� kL

kx
d3 sinh kxz

� �
ð7:1bÞ

a

c b c

Fig. 7.1 Quantum-well structure containing one or two monolayers.
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uz ¼ ikL d1sinkL � zd3 cos kLz� kx

skL
d2 sinh kxz � d3 cosh kxz

� �
ð7:1cÞ

where the upper sign is for z > 0, the lower for z < 0, and

d1 ¼ 1� c1cos
kLa

2

� �
þ kx

skL
sin

kLa

2

� �
sinh

kxa

2

� �
ð7:2aÞ

d2 ¼ 1� cos
kLa

2

� �
cosh

kxa

2

� �
� skL

kx
c2 sin

kLa

2

� �
ð7:2bÞ

d3 ¼ c1 sin
kLa

2

� �
þ kx

skL
cos

kLa

2

� �
sinh

kxa

2

� �
ð7:2cÞ

c1 ¼ cosh
kxa

2

� �
þ r sinh

kxa

2

� �
ð7:2dÞ

c2 ¼ sinh
kxa

2

� �
þ r cosh

kxa

2

� �
ð7:2eÞ

In general, there are exponential field variations in the barriers at |z| > a/2.

In these equations, s ¼ ðx2 � x2
TOÞ=ðx2

LO � x2
TOÞ is the field factor for the IP

component, and r ¼ ðe1=eBÞðx2 � x2
LOÞ=ðx2 � x2

TOÞ is the permittivity factor.

Here xLO is the zone-centre LO frequency, e1 is the high-frequency permittivity

of GaAs and eB is the permittivity of the AlAs barrier (assumed to be essentially

frequency-independent at the frequency of GaAs), and a is the well-width. Note

that the designation “symmetric” refers to ux, which is proportional to the

potential. The potential seen by an electron is

� ¼� i
e�

e0V0

� �
FðzÞAeiðkxx�xtÞ

d1coskLz� d3sinkLz½

þ d2cosh kxz� skL

kx
d3sinh kxz�

ð7:3Þ

where e�2 ¼ lV0x
2
LOe

2
Oðe�1

1 � e�1
s Þ; l is the reduced mass, V0 is the unit-cell

volume, e0 is the permittivity of the vacuum and es is the static permittivity of

GaAs.

The dispersion relation is

ðd1þd2Þd3 ¼ 0 ð7:4Þ
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with d3 ¼ 0 giving symmetric modes and d1 þ d2 ¼ 0, antisymmetric modes

(Fig. 7.2). Symmetric modes have the form (F(z) ¼ 1)

u ¼ Aeiðkxx�xtÞðux; uzÞ ð7:5aÞ

ux ¼ d1kx cos kLz� cosðkLa=2Þ
sc1

cos kxz

� �
; � a

2
� z � a

2
ð7:5bÞ

uz ¼ id1kL sin kLzþ kx cosðkLa=2Þ
skLc1

sinh kxz

� �
ð7:5cÞ

For these modes the potential at the monolayer is non-zero and the monolayer has

no electrical effect. The condition uz ¼ 0 at z ¼ 0 is already satisfied by sym-

metric well-modes, so, in fact, the monolayer has no effect whatsoever. The

symmetric modes are described exactly as if the monolayer were not there (see

Section 5.2).

The antisymmetric modes, however, are significantly modified by the mono-

layer, since for these modes the potential vanishes at z ¼ 0. Normal antisym-

metric well-modes do not have this property, in tandem with uz ¼ 0. Thus

antisymmetric modes are forced to have a symmetric component in order to

satisfy uz ¼ 0 at z ¼ 0. They have the more complicated form

u¼ ðhðzÞ � hð � zÞÞAeiðkx�xtÞðux; uzÞ ð7:6aÞ

1.080

symmetric
antisymmetric

v
/v

TO

1.075

1.070

1.065

1.060

0.05 0.10 0.15

kxa/2

0.20 0.25 0.30

Fig. 7.2 Dispersion of low-order hybrid optical modes in a GaAs quantum well
with a centrally placed monolayer (well-width 42Å).
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ux ¼ kx d1ðcos kLz� 1

s
cosh kxzÞ � d3ðsin kLz� kL

kx
sinh kxzÞ

� �
ð7:6bÞ

uz¼ ikL d1ðsin kLzþ kx

skL
sinh kxzÞ � d3ðcos kLz� cosh kxzÞ

� �
ð7:6cÞ

where, again, the upper sign is for z > 0, the lower for z < 0 (Fig. 7.3).

Since symmetric modes are unaffected, any change of intrasubband scattering

will be confined to that generated by the change of the electron potential intro-

duced by the monolayer since this modifies the electron wavefunction. An AlAs

monolayer would contribute a negative potential and this would repel electrons

from the centre, leading to a weaker interaction with the symmetric modes.

However, an InAs monolayer would tend to attract electrons (Fig. 7.4) and

produce an enhancement of the intrasubband rate. Local monolayer modes cannot

be expected to play a significant role in the electron–phonon interaction. Those of

AlAs have frequencies far above those of GaAs and these modes will be heavily

localized. The reverse will be true of InAs. In the system we have chosen to study

the AlAs interface mode associated with the barriers will always be effective in

scattering electrons, and will not be affected by the presence of the monolayer.

As regards adjacent intersubband scattering, by far the biggest contribution in a

quantum well comes from the lowest-order antisymmetric mode, which involves an

LO component for which, typically, kLa/2 � 4.49. When a central monolayer is

present, the corresponding quantity is about 6.2, i.e. shorter wavelengths are

required to satisfy the boundary conditions. Roughly speaking, we can take the

Frohlich potential to be inversely proportional to K2
L, and hence we may expect the

4

0�

–4

–20 –10 0 10 20

z(Å)

Fig. 7.3 Waveforms of scalar potential in a GaAs quantum well containing a
centrally placed monolayer for the lowest-order symmetric and antisymmetric
modes. The dashed curve is the lowest-order antisymmetric mode in the absence
of monolayer. (kxa/2 ¼ 0.1 for all curves. The potential is in arbitrary units.)
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intersubband rate to be reduced by a factor of about 2. However, the IP contribution

to the hybrid is quite different, the shape is different and the electron wavefunctions

will be affected by the monolayer potential, so there are many factors that enter to

determine the scattering rate in addition to the size of the LO potential. However, a

detailed analysis has shown that, in spite of such modifications that occur, there is

no significant change in the scattering rate (Bennett et al., 1998).

7.2.2 Double Monolayer

The analytic mode patterns and dispersion in a quantum well containing two

symmetrically placed monolayers (Fig. 7.1) are more complicated. Regarding

once again each monolayer as dielectrically neutral but imposing the boundary

condition uz ¼ 0 in the double-hybrid approximation, we obtain

u ¼ Aeiðkxx�xtÞðux; uzÞ

b

2
� zj j � a

2

ux ¼ �ðv1 cosðkLb=2ÞÞ � ðv2 sinðkLb=2ÞÞ kx
d3
½d1 cos kLðz� ðb=2ÞÞ

�d3 sin kLðz� ðb=2ÞÞ
þ 1

s
fd2 cosh kxðz� ðb=2ÞÞ � ðskL

kx
d3 sinh kxðz� ðb=2ÞÞg�

uz ¼ �ðv1 cosðkLb=2ÞÞ � ðv2 sinðkLb=2ÞÞ ikLd3 ½d1 sin kLðz� ðb=2ÞÞ
�d3 cos kLðz� ðb=2ÞÞ
� kx

skL
d2 sinh kxðz� ðb=2ÞÞ � d3 cosh kxðz� ðb=2ÞÞ�

upper sign for z< 0; lower sign for z< 0

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð7:7Þ
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Fig. 7.4 Ground-state electron wavefunctions for Al0.3Ga0.7As/(GaAs)5
(InAs)1(GaAs)5/Al0.3Ga0.1As.
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zj j � b

2

ux ¼ kxv1 sin kLz� kL cosðkxb=2Þ
kx coshðkxb=2Þ sinh kxz

� �
þkxv2 cos kLzþ kL sinðkLb=2Þ

kx sinhðkxb=2Þ cosh kxz
� �

uz ¼ ikLv1 cos kLz� cosðkLb=2Þ
coshðkxb=2Þ cosh kxz

� �
þikLv2 sin kLz� sinðkLb=2Þ

sinhðkxb=2Þ sinh kxz
� �

8>>>>>>>><
>>>>>>>>:

In these equations

v1 ¼ cosðkLb=2Þ � i sinðkLb=2Þ d1 þ d2

d3
� skL

kx
cothðkxb=2Þ

� �

v2 ¼ sinðkLb=2Þ þ cosðkLb=2Þ d1 þ d2

d3
� skL

kx
tanhðkxb=2Þ

� �

and d1, d2, d3 (and their constituent parameters c1 and c2) are given by Eq. (7.2)

with a/2 replaced by c (see Fig. 7.1). These waves satisfy the dispersion relation

v1v2 ¼ 0 ð7:8Þ
with v1 ¼ 0 specifying symmetric, and v2 ¼ 0 antisymmetric solutions (Fig. 7.5).

Figs. 7.6a and b show lowest-order symmetric and antisymmetric modes. In

contrast to the case of a single monolayer, the antisymmetric mode is now the

quantum-well mode and it is the symmetric mode that is most affected. The

stretching of the symmetric mode across the region between the two monolayers

1.08

1.06

1.04

symmetric
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v
/v
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1.00

0.00 0.05 0.10

kxb/2

0.15 0.20 0.25 0.30

Fig. 7.5 Dispersion of low-order hybrid optical modes in a GaAs well with two
uniformly placed monolayers (well-width 42Å).
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is performed with the help of the symmetric interface mode of GaAs. Fig. 7.7

shows higher-order mode patterns.

A quantum well containing a superlattice of monolayers is also of interest.

Specifying that the ionic displacement vanishes at each monolayer has the

general effect of inhibiting long wavelengths of LO modes. The tendency is to

reduce the coupling to electrons. Even if the limit is set by the interface modes

of the well, a significant reduction in rates can be envisaged, unlikely in the

light of the result for the single monolayer, evidence for the action of a sum

rule.
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Fig. 7.6 Waveforms of scalar potential for lowest-order modes in a GaAs
quantum well containing two symmetrically placed monolayers at z ¼ ±7Å (kxb/
2 ¼ 0.25): (a) symmetric; (b) antisymmetric.
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Fig. 7.7 High-order mode patterns in the double-monolayer system (kxb/2 ¼
0.25).
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7.3 Metal–Semiconductor Structures

In the paradigm quantum-well system of AlAs/GaAs, the interface modes in

AlAs emerge as crucial factors and the higher-frequency mode produces sym-

metric fields in the GaAs well that markedly enhance the intrasubband scattering

rate. In order to counter this effect several authors have proposed the incorpor-

ation of metal–semiconductor junctions in order to short out the interface modes

(Stroscio et al., 1992; Bhatt et al., 1993; and Constantinou, 1993).

The interface between a metal and a polar semiconductor supports a rich

spectrum of surface electromagnetic excitations (see, e.g., Cottam and Tilley,

1989). When mechanical boundary conditions can be regarded as being satisfied

by evanescent LO and TO modes, the dispersion relation describing interface

electromagnetic modes in the unretarded limit for a metal–semiconductor–metal

structure has the familiar form

ðtanhðkxa=2Þ þ rÞðcothðkxa=2Þ þ rÞ ¼ 0 ð7:9Þ
where r ¼ e/eM and, now

e ¼ e1
x2 � x2

LO

x2 � x2
TO

ð7:10aÞ

eM ¼ e0 1� x2
p

x2

 !
ð7:10bÞ

Here we assume the metal to be a perfect conductor with a plasma

frequency xp. The condition tanh kxa/2 þ r ¼ 0 refers to a symmetric

�
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Fig. 7.7 (cont.)

170 Optical Modes in Various Structures



Metal MetalAlAs AlAsGaAs

x

z

1
2

d1
1
2

d1 + d2 

Fig. 7.8 Metal/AlAs/GaAs/AlAs/metal structure.
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Fig. 7.9 Interface-polariton dispersion: (a) no metal; (b) d2/d1 ¼ 2; (c) d2/dl ¼
0.5 (xL1 is the frequency of the GaAs LO phonon).
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potential for –a/2 6 z 6 a/2 and cosh kxa/2 þ r ¼ 0 refers to an antisymmetric

potential. In general there are four interface modes.

For there to be a solution the permittivity factor r must be negative. Since we

can safely take the condition x2
p  xLO to hold, the frequency must not lie

between xTO and xLO because eM provides the negative sign. For kx ! 0 the

highest-frequency mode has x 6 xp and is essentially a surface plasma excitation

yielding an antisymmetric potential in the semiconductor. The next in order of

decreasing frequency has x 6 xLO and is a symmetric mode. This is followed

by an antisymmetric mode for x 6 xTO and a symmetric mode for x � 0. For

kx ! 1 we must have r ¼ 1, i.e. e ¼ � eM. This means that the two higher-

frequency modes converge to x2 � x2
p=ðj1 þ 1Þ, where j1 ¼ e1=e0, and the

two lower-frequency modes converge to x2 � x2
TO: This convergence is fast for

the symmetric modes. For all practical purposes we can regard the allowed modes

as plasma-like or TO-like. As far as the interaction with electrons is concerned,

the presence of perfect metal interfaces eliminates the effect of interface modes,

because the plasma-like mode is too high in frequency, and the TO-like mode has

zero scalar potential.

In the real case of an imperfect metal the permittivity of Eq. (7.10b) must be

replaced by

eM ¼ e0 1þ ix2
ps

xð1� ixsÞ

 !
ð7:11Þ

where s is the scattering time. The imaginary part of eM quantifies the penetration

depth of the field in the metal (typically 110 Å). In most cases of interest xs » 1

(e.g., x � 5 · 1013 s–11, s � 10–12 s), and the non-ideal behaviour of the metal

can be ignored.
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Fig. 7.10 Intrasubband scattering rate in a GaAs quantum well (d1 ¼40Å) by
AlAs and GaAs IP modes as a function of d2/d1. The energy of the electron is
2•xL1. The dashed line is the DC rate for GaAs LO modes (Constantinou, 1993).
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The reduction of the coupling strength of AlAs interface modes in the AlAs/

GaAs/AlAs system by incorporating metal boundaries on the AlAs layers

(Fig. 7.8) has been evaluated by Constantinou (1993). Fig. 7.9 shows the interface-

mode dispersion and Fig. 7.10 shows the result for a 40 Å GaAs well – the

intrasubband rate can be reduced significantly. A large reduction has also been

found by Stroscio et al. (1992) in the case of a quantum wire.

7.4 Slab Modes

The study of combined optical modes began with attempts to describe optical

modes in an NaCl slab. The most famous of these was the theory of Fuchs

and Kliewer (1965), whose dielectric-continuum (DC) model, based on

the assumption of purely electromagnetic boundary conditions, predicted the

existence of long-wavelength modes of three distinct types: LO modes at the
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Fig. 7.11 Slab and surface modes of NaCl in the dielectric-continuum (DC)
model (Fuchs and Kliewer, 1965).
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frequency xLO, TO modes at the frequency xTO and two surface polaritons –

one symmetric, the other antisymmetric – at frequencies lying between xTO

and xLO (Fig. 7.11). It was never obvious, however, that a continuum model

that ignored spatial dispersion, and therefore elastic stress, could be valid,

quite apart from doubts stemming from the validity of any continuum

description of optical modes. Indeed, as regards the latter point, Jones and

Fuchs (1971) developed a microscopic theory of slab modes that indicated

(with hindsight) that significant hybridization of optical modes occurred (Fig.

7.12), unlike what was found by Fuchs and Kliewer, and that the lack of

hybridization in the latter’s theory could be traced, at least in part, to neglect

of the change of force constants at the surface. In the language of quasi-

continuum theory this points to the role of delta-function components at the

surface associated with change of force constant and change of mass. Indeed,
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Fig. 7.12 Dispersion of NaCl odd-parity LO modes and the even-parity surface
mode compared with the Fuchs–Kliewer surface modes (dashed lines) (Jones
and Fuchs, 1971).
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our discussion of linear-chain theory in Section 3.2.4 suggested that the

mechanical boundary condition might be simply u ¼ 0.

But quite separate from this general question of the influence of interface

factors, there remains the problem of the neglect of mechanical boundary

conditions associated with macroscopic elastic stress. It turns out that taking

optical stress to have antisymmetric components (following the discussion in

Chapter 4) and demanding that it be zero at the surface justify the DC model.

Thus taking the normal to the surface to be in the z direction the condition of

optical stress means that r.u and (rxu)x,y are all zero. LO modes have rxu ¼
0 everywhere and r.u is zero if ux ¼ 0 at the surface; this condition can be

satisfied by a suitable choice of wavevector component in the z-direction, kz.

Since Ex is proportional to ux this condition also satisfies the condition that the

tangential component of the electric field is continuous. Thus LO modes as

described by the DC model automatically satisfy the stress conditions and no

hybridization is necessary. TO modes satisfy r.u ¼ 0 everywhere and can

satisfy (rxu)x,y ¼ 0 at the surface by suitable choice of kz that makes uz ¼ 0. No

electric boundary condition is involved, so TO modes, like LO modes, need no

hybridization. In the unretarded limit, surface modes have the unusual property

that both r.u and rxu are zero everywhere, so they automatically satisfy the

stress condition. We conclude that the DC model of Fuchs and Kliewer

implicitly assumes that the optical stress tensor has antisymmetric components

and that optical stress vanishes at the surface.

In general, however, we cannot rely on the optical stress tensor’s having

antisymmetric components and, moreover, it is not obvious that a free surface

corresponds to the condition that optical stress should vanish. The latter point is

part of the problem of interface components (which has yet to be handled by

quasi-continuum theory). Our conclusion drawn from linear-chain theory is that

the correct boundary condition is u ¼ 0, so that we would expect the optical

modes in a GaAs slab to be hybridized in a similar way to those in a GaAs well

enclosed by AlAs. This condition is qualitatively consistent with the lattice

dynamic calculations of Jones and Fuchs (1971). On the other hand, if acoustic

boundary conditions are insisted upon, hybridization turns out to be very weak,

and the modes are essentially those described by Fuchs and Kliewer (Ridley

et al., 1994) and, moreover, optical-mode analogues of Rayleigh waves are

predicted in non-polar material (Ridley, 1991). These matters are clearly

resolvable in experiment. Hitherto, Raman scattering from ionic slabs has tended

to lend qualitative support to the Fuchs–Kliewer DC model (see, for example,

Ushioda and Loudon, 1982).
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7.5 Quantum Wires

One of the first treatments of electron–phonon scattering in quasi-1D was that of

Riddoch and Ridley (1984), who used a bulk phonon spectrum and assumed a

rectangular cross-section for the wire. Their results have been given in Section

1.3.5, among which is the curious feature over a range of well-widths of a

negative momentum-relaxation rate below the emission threshold of the polar LO

mode, a manifestation of the preference of the polar interaction for small

wavevector changes. The principal feature is, of course, the large rate at threshold

in both polar and non-polar materials associated with large density of states near

the bottom of each subband.

Recent work has focussed on the effects of phonon confinement using the DC

model to describe the potentials. As we will show in Chapter 8, the DC model

applied to the GaAs/AlAs system provides an excellent approximation for cal-

culating scattering rates. As regards actual displacement patterns to date there are

lattice-dynamic calculations for rectangular wires by Rossi et al. (1994) but no

hybrid theory. Scattering in wires with circular cross-sections has been examined

by Constantinou and Ridley (1994) and Gold and Gazali (1990), and extensions

to wires with elliptical cross-sections have been made by Wang and Lei (1994)

and Bennett et al. (1995). The more practical case of arbitrary cross-section has

been examined by Knipp and Reinecke (1992, 1994). The advantages of circular

and elliptical cross-sections are that there are no awkward corners, as there are in

a rectangular cross-section, and the solutions are separable in the coordinates and

describable in terms of standard functions – those of Bessel and Mathieu for the

circular and elliptical cases, respectively. The main features of phonon confine-

ment that emerge are that the potentials associated with the bulk confined modes

tend to be concentrated, as are the electron wavefunctions, in regions of low

curvature, whereas those associated with interface modes tend to be concentrated

in regions of high curvature, a curious division first pointed out by Knipp and

Reinecke (1994).

It is useful to focus attention on the case of elliptical cross-section, since this

encompasses the case of circular cross-section, and when the major axis is

relatively large an approach is made to the 2D situation. We consider a wire of

elliptical cross-section, semimajor axis a and semiminor axis b, and let u be the

radial coordinate, v the angular coordinate and z the axial coordinate. The

solution of Schrödinger’s equation for the electron wavefunction can be obtained

in the form

WðRÞ ¼ AeikzUðuÞVðvÞ ð7:12Þ
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where U(u) and V(v) satisfy the Mathieu equations

d2UðuÞ
du2

� ðb � 2k coshð2uÞÞUðuÞ ¼ 0 ð7:13aÞ

d2VðvÞ
dv2

� ðb � 2k cosð2vÞÞVðvÞ ¼ 0 ð7:13bÞ

The angular fluctuations are periodic (V(v þ 2p) ¼ V(v)); that means that the

constant b is quantized with azimuthal quantum number m. In standard notation

(see, for example, McLachlan, 1947) the solutions that are regular at the origin are

WmnkðRÞ ¼ Amne
ikx

Cemðu; kmnÞcemðv; kmnÞ even

Semðu; kmnÞsemðv; kmnÞ odd

�

kmn ¼ 1

4
f 2k2mn

ð7:14Þ

where f ¼ ae,e ¼ eccentricity ¼ (1 – (b/a)2)1/2 is the semifocal distance and kmn is

the confinement wavevector in the radial direction. Symmetry assignments are with

respect to the parity of the angular functions with respect to v; if m is odd, the

periodicity is p, and if m is even, it is 2p. The quantum number n is determined by

the boundary condition at u ¼ u0 ¼ cosh–1 (1/e), which, for simplicity, we take to

be the vanishing of the wavefunction. The normalization factor is given by

A�2
mn ¼ Lz

Z2p
0

Zu0
0

U2
mðu; kmnÞV2

mðv; kmnÞf 2ðsinh2 uþ sin2 vÞdudv ð7:15Þ

where Lz is the length of the wire.
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Fig. 7.13 Subband energies of electron states in an elliptical wire with semi-
major axis a and semiminor axis b. Even states: solid line, period p, dotted,
period 2p; odd states: dashed line, period p, dash–dot, period 2p. (GaAs, b¼ 50 Å)
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The energy of the state is given in the parabolic approximation by

Emnk ¼ �h2

2m� ðk2mn þ k2Þ ð7:16Þ
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Fig. 7.14 Ground state wavefunction (also the form of the lowest confined LO
mode). Top, a ¼ b; middle, a ¼ 2b; bottom, a ¼ 10b.
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Its variation in GaAs with a/b for fixed b ¼ 50 Å is exhibited in Fig. 7.13. For

a/b ¼ 1 we have the case of a circular cross-section and for a/b!1, that of 2D.

Fig. 7.14 illustrates the ground-state wavefunction, which shows a tendency to

concentrate in the region of smallest curvature.

Imposing the same boundary condition on the potential of confined optical

modes (DC model) leads to identical forms. Fig. 7.14 serves also to illustrate the

lowest-order confined mode.

The potentials associated with interface modes have the form

UmqðRÞ ¼ Cme
iqzUmðuÞVmðvÞ ð7:17aÞ

Um ¼ Cemðu; kmnÞFekmðu0; kmÞ u � u0
Fekmðu; kmnÞCemðu0; kmÞ u> u0

�
VmðvÞ ¼ cemðv; kmÞ even ð7:17bÞ

Um ¼ Semðu; kmnÞGekmðu0; kmÞ u � u0
Gekmðu; kmnÞSemðu0; kmÞ u> u0

�
VmðvÞ ¼ semðv; kmÞ odd ð7:17cÞ

k ¼ � 1

4
f 2q2 ð7:17dÞ

These functions are finite at the origin and vanish at infinity. Imposing the usual

electrical boundary conditions at u ¼ u0 leads to a dispersion relation that is most

conveniently depicted in terms of the quantity P, independent of material par-

ameters, where

1.0
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0.0

–0.5
0.01 0.10 1.00 10.00

qb

P

Fig. 7.15 P versus qb (a ¼ 2b). Key as for Fig. 7.13.
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P ¼ e1ðxmqÞ þ e2ðxmqÞ
e1ðxmqÞ � e2ðxmqÞ ð7:18Þ

and e1, e2 refer to the permittivities of wire and cladding, respectively. Thus P ¼ 1

when xmq equals the zone-centre TO frequency in the wire or the zone-centre LO
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Fig. 7.16 Potential of the first-order interface mode for a ¼ b, a ¼ 2b, and a ¼
10b, eccentricity increasing from top to bottom figure (Bennett et al., 1995).
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frequency of the cladding, and P ¼ –1 when xmq equals the zone-centre LO

frequency of the wire or the zone-centre TO frequency of the cladding. P versus

qb is depicted in Fig. 7.15, where it is clear that the density of interface modes is

highest where P¼ 0.

The term proportional to k in the defining equations for U(u) and V(v) acts as a

potential energy and so it is not surprising that the change in sign of k has an

appreciable effect. Fig. 7.16 shows the potential profile for the first-order inter-

face mode. Instead of preferring the trough in the confined-mode k-potential, the
interface modes prefer the peaks. In this respect the confined modes act as

electrons and the interface modes as holes. The concentration of the interface

mode in regions of high curvature is also strikingly evident in rectangular wires.

7.6 Quantum Dots

Interest in quantum dots stems mainly from their optical properties. Whereas in

2D and 1D it is usual to ignore the Coulomb interaction between carriers in

determining subband energies, this is far less justifiable in quantum dots. In many

practical cases electrons and holes are present as a result of photo excitation and

therefore in equal concentrations, and one is usually more interested in excitonic

behaviour than in single-particle processes. In the simplest picture, this means

that there is negligible interaction with polar-optical modes as a consequence of

the neutral nature of the exciton. More sophisticated models revive the polar

interaction, which, in fact, must be allowed for in determining energy levels in

the form of a Huang–Rhys factor and Franck–Condon effects. Multiphonon

processes therefore become possible. There is much in the way of interesting

work to be done here with hybrid modes, but these topics lead us too far away

from the general thrust of this book to warrant coverage, even if the author were

intimately familiar with the field; he is not. We will be content to refer the

interested reader to the book by Banyai and Koch (1993) and references therein.
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8

Electron–Optical Phonon Interaction

in a Quantum Well

There’s some that swear by whisky,

There’s some that swear by rye,

There’s some that swear by A.p,

And others by e�.

On Seeing the Light, B. K. Ridley

8.1 Introduction

An electron in a quantum-well subband can be scattered to another state in the

same subband or into a state in another subband. Intrasubband and intersubband

scattering rates have to be calculated separately since different wavefunction

symmetries are involved in the two cases, and this implies correspondingly dif-

ferent symmetries of the optical mode. For simplicity we will assume that the

electrons are completely confined within the well and that the interaction is with

polar-optical modes. In the case of LO modes in a polar material this interaction

is via a scalar potential. However, as we will see, it is possible in the unretarded

limit (velocity of light is infinite) to replace the vector potential of the electro-

magnetic interface wave with a scalar potential via a unitary transformation (not a

gauge transformation) and treat the IP mode on the same footing as an LO mode,

but with a frequency-dependent scalar potential. We assume the TO mode has no

interaction.

No fewer than four different scattering sources exist, in general. Two of these

are associated with well modes, two with barrier modes. In general, the LO band

of frequencies in either material does not span the range between the LO and TO

zone-centre frequencies, xLO and xTO. Triple hybrids occur throughout this

range, but, as mentioned several times, the hybrids below the LO band consist of

an IP component and relatively rapidly varying TO and LO/LA components, and

as such behave approximately as classical IP modes. In this they are very dif-

ferent from LO-like hybrids within the LO band but similar to IP-like hybrids.
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Thus we distinguish two main categories of hybrid:

xLO>x>xLZ LO hybrids

xLZ>x>xTO IP hybrids

where xLZ is the frequency of the LO mode at the zone boundary. A similar

division occurs in the case of barrier modes. We remind ourselves that LO

hybrids are further subdivided into LO-like and IP-like.

For further simplicity we assume that the frequencies of well and barrier modes

are so different that no penetration of ionic motion across the interface occurs. At

first sight this may seem to rule out the interaction with barrier LO modes, but

this is not the case because an incident LO wave can initiate an IP field in the well

at the barrier frequency as described in Section 5.3.

In general, the evaluation of scattering rates has to be done numerically.

Analytic expressions can be derived under certain rather restrictive conditions,

namely when the well is an infinitely deep potential for carriers and when the

initial state of the carrier corresponds to a threshold energy for the scattering

process. These expressions are useful for providing magnitudes for the threshold

rates in the limiting case of complete confinement of carriers and phonons, which

can be used to compare different models and to obtain an insight into the

dependence on LO dispersion. In real situations confinement is never total and a

direct interaction with barrier modes can take place whose strength will depend

upon the proportion of the electron wavefunction outside the well. There will also

be an indirect interaction with well modes, so in general no fewer than eight

sources of scattering have to be considered, four in the well and four in the

barrier. Our analysis of the case of complete confinement will be sufficient to

illustrate the principles involved.

8.2 Scattering Rate

The scattering between initial (i) and final (f ) electron states is given to first

order by

W ¼ 2p
�h

Z
Mðf ; iÞj j2dðEf � EiÞdNf ð8:1Þ

where Ei, Ef are the initial and final state total energies and Nf is the number of

final states. If the electron wavefunctions are wi and wf and the interaction energy

is Hint the matrix element is

Mðf ; iÞ ¼
Z

w*
f Hintwidr ð8:2Þ
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where the integral is over all the space of the normalizing cavity. The triple-

hybrid nature of the optical modes reflects itself in a triple interaction:

Hint ¼ HLO þ HTO þ HIP ð8:3Þ
In general, each component of the interaction would include a deformation

potential, but in what follows we will focus solely on the polar interaction. The

polar components are

HLO ¼ e�LO; HTO ¼ 0; HIP ¼ � e

m*
A:p ð8:4Þ

where �LO is a scalar potential associated with the LO component and A is the

vector potential associated with the interface polariton. In the unretarded limit

where propagation speeds of transverse modes are very small compared with that

of light, the TO electric fields are vanishingly small and hence the polar inter-

action is negligible. This is not the case for IP modes whose frequencies lie

between the zone-centre and LO and TO frequencies. IP modes are essentially

transverse electromagnetic waves whose electric and magnetic fields can be

described most conveniently in the Coulomb gauge by a single transverse vector

potential. It is, however, possible to exploit the unretarded limit and associate the

IP electric fields with a scalar potential, in which case the polar interaction takes

the simpler form

H
pol
int ¼ eð�LO þ �IPÞ ð8:5Þ

The question of scalar and vector potentials for the IP mode is discussed in the

Appendix.

8.3 Scattering Potentials for Hybrids

In what follows we will assume that the IP component possesses a scalar

potential. To be specific we consider the interaction with hybrids in a quantum

well with rigid boundaries. It is convenient to be reminded that the relative

ionic displacements for the antisymmetric solution in the well are for –a/2 �
z � a/2

ux ¼ iqxAa sin qLz� sT sinh aTz� sp sinh qxz
 �

eiðqx:x�xtÞ ð8:6aÞ

uz ¼ qLAa cos qLz� q2x
qLaT

sT cosh aTz� qx
qL

sp cosh qxz

� �
eiðqx:x�xtÞ ð8:6bÞ
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The associated electric fields are

Ex ¼ �i
e*

e1

� �
qxAa sin qLz� ssp sinh qxz

 �
eiðqx:x�xtÞ ð8:7aÞ

Ez ¼ � e*

e1

� �
qLAa cos qLz� s

qx

qL
sp cosh qxz

� �
eiðqx:x�xtÞ ð8:7bÞ

where e* is the ionic charge (e*
2 ¼ lðx2

LO � x2
TOÞe1, m ¼ reduced density) and s

is the field factor ðx2 � x2
TOÞ=ðx2

LO � x2
TOÞ, and these can be related to a scalar

potential

�a ¼
e*

e1

� �
Aa sin qLz� ssp sinh qxz
 �

eiðqx:x�xtÞ ð8:8Þ

In a similar way we can obtain the scalar potential for the symmetric solution

�s ¼ �i
e*

e1

� �
As cos qLz� scp cosh qxz
 �

eiðqx:x�xtÞ ð8:9Þ

The amplitudes Aa and As are those obtained through the energy normalization,

and the fractional amplitudes of the IP components, sp and cp, along with the

wavevector of the LO component, qL, have been given previously, and are

reproduced here in slightly different form using the relevant dispersion relation in

the limit of aT !1

sp ¼ qL cosðqLa=2Þ
qx coshðqxa=2Þ ; cp ¼ qL sinðqLa=2Þ

qx sinhðqxa=2Þ ð8:10Þ

8.4 Matrix Elements for an Infinitely Deep Well

Simple analytic expressions can be obtained for transitions involving electrons in

an infinitely deep quantum well, whose envelope wavefunctions are of the form

wðrÞ ¼ 1

r1=2
vðzÞeikx:x ð8:11aÞ

vðzÞ ¼ 2

a

� �1=2
cos ksz

sin kaz

�
ð8:11bÞ

where ks ¼ (2n – l)p/a and ka ¼ 2np/a, n ¼ 1, 2, etc., and r is the area of the

plane.
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The matrix element is then

Mðf ; iÞ ¼ 1

r1=2

ZZ
vf ðzÞ e�ikxf :xe�ðzÞeþiqx:xviðzÞeikxi:xdzdx:Iðqf ; qiÞ

¼ dkxiþqx;kxf e�0Gðf ; iÞIðkf ; kiÞ
ð8:12Þ

where I(kf,ki) is the overlap integral of the cell-periodic functions in a unit cell.

Crystal momentum in the plane is conserved. The overlap integral, G(f, i), is

given by

Gðf ; iÞ ¼
Za=2

�a=2

vf ðzÞ�ðzÞviðzÞdz ð8:13Þ

Symmetry considerations indicate that intrasubband transitions and also inter-

subband transitions involving subbands of the same parity can be effected only by

symmetric hybrids, whereas transitions involving subbands of opposite parity

require antisymmetric hybrids.

We will consider only two processes, arguably the most important, namely

intrasubband transitions within the lowest subband and intersubband transitions

involving the first and second subbands. For intrasubband processes in the lowest

subband, � ! �S, and

Gðf ; iÞ ¼ �8p2i
sinðqLa=2Þ

a3
1

qL ð2p=aÞ2 � q2L

h iþ sqL

q2x ð2p=aÞ2 þ q2x

h i
2
4

3
5 ð8:14Þ

and for intersubband processes between the lowest subbands, � ! �a, and

Gðf ; iÞ ¼ 16p2
qL cosðqLa=2Þ

a3

1

ð3p=aÞ2 � q2L

h i
ðp=aÞ2 � q2L

h i� s

ð3p=aÞ2 þ q2x

h i
ðp=aÞ2 þ q2x

h i
2
4

3
5 ð8:15Þ

The LO wavevector is determined by the relevant dispersion relation, which in

the limit aT !1 is for the antisymmetric mode

cotðqLa=2Þ ¼ qx

sqLðtanhðqxa=2Þ þ rÞ ð8:16Þ

and for the symmetric mode
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tanðqLa=2Þ ¼ � qx

sqLðcothðqxa=2Þ þ rÞ ð8:17Þ

where r is the permittivity function ðe1=eBÞðx2 � x2
LOÞ=ðx2 � x2

TOÞ. Essen-

tially, qL is determined by the dispersion relation as a function of the in-plane

wavevector qx, and this, in turn, is determined by the conservation of momentum

in the plane.

8.5 Scattering Rates for Hybrids

The scattering rate can be written

Wij ¼W0�h
2�hx
m*a2

� �1=2X
qL;k

Z
nðx; qÞ þ 1

2
� 1

2

� �
dkxi�qx;kxf

G2
ijðqx; qLÞ

Q2
aðqx; qLÞ

· I2ðkf ;kiÞ · d Ef � Ei

� �
qxdqxdh ð8:18Þ

where the upper sign is for absorption, the lower for emission, and

W0 ¼ e2

4p�h
1

e1
� 1

es

� �
2m*x
�h

� �1=2

ð8:19Þ

ðintraÞ G11ðqx; qLÞ ¼ �8p2i
sinðqLa=2Þ

a3
1

qL ð2p=aÞ2 � q2L

h iþ
2
4 sqL

q2x ð2p=aÞ2 þ q2x

h i
3
5

ð8:20Þ
ðinterÞ G21ðqx; qLÞ ¼ 16p2

qL cosðqLa=2Þ
a3

1

ð3p=aÞ2 � q2L

h i
ðp=aÞ2 � q2L

h i�
2
4 s

ð3p=aÞ2 þ q2x

h i
ðp=aÞ2 þ q2x

h i
3
5 ð8:21Þ

ðintraÞ Q2
s ¼ q2L þ q2x þ q2L � q2x

� � sin qLa
qLa

� 4psqx

a
cos2

qLa

2

� �
2� ps cothðqxa=2Þð Þ

ð8:22Þ

ðinterÞ Q2
a ¼ q2L þ q2x � q2L � q2x

� � sin qLa
qLa

� 4paqx

a
sin2

qLa

2

� �
2� pa tanhðqxa=2Þð Þ

ð8:23Þ
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ps ¼ sðcothðqxa=2Þ þ rÞ½ ��1 ð8:24Þ

pa ¼ sðtanhðqxa=2Þ þ rÞ½ ��1 ð8:25Þ
The last four expressions, Eqs. (8.22–8.25), have been derived assuming that the

contribution of the TO mode to the total energy of the hybrid is negligible. The

conservation of in-plane momentum implies that

k2xf ¼ k2xi þ q2x � 2kxiqx cos h ð8:26Þ
and the conservation of energy gives

�h2k2xf
2m*

þ Enf ¼
�h2k2xi
2m*

þ Eni � �hx ð8:27Þ

where Eni;f is the subband energy. Consequently the delta-function becomes

dðEf � EiÞ ¼ d
�h2q2x
2m*

� �h2qx
m*

kxi cos hþ Enf � Eni � �hx

� �
ð8:28Þ

and it becomes convenient to transform the integral over h to an integral over

cos h by the transformation

Z2p
0

dh !
Zþ1

�1

2dðcos hÞ
sin h

ð8:29Þ

Integration then gives

Wij ¼ W0�h
2�hx
m*a2

� �1=2
2m*

�h2kxi

X
qL

Zqxmax

qxmin

nðx; qÞ þ 1

2
� 1

2

� �
·

G2
ijðqx; qLÞ

Q2
aðqx; qLÞ

· I2ðkf ; kiÞ dqx

sin hðqx; kxiÞ
ð8:30Þ

where

sin hðqx; kxiÞ ¼ 1� m*x*

�hkxiqx
� qx

2kxi

� �2
" #1=2

ð8:31aÞ

��hx* ¼ Enf � Eni � �hx ð8:31bÞ
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qx min ¼ kxi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �hx*

EðkxiÞ
q

� 1
� �
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �hx*

EðkxiÞ
q� �

2
4

3
5 absorption

emission

ð8:31cÞ

qx max ¼ kxi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �hx*

EðkxiÞ
q

þ 1
� �
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �hx*

EðkxiÞ
q� �

2
4

3
5 absorption

emission

ð8:31dÞ

When the scattered particle is an electron in a zone-centre band the cell over-

lap integral is unity to a good approximation, whereas for a hole the overlap

integral is a function of scattering angle, i.e. the angle between kxi and kxf. Thus

(see Section 2.4) to lowest order

I2ðkf ; kiÞ ¼ 1 intraparabolic conduction valley

¼ 1

4
1þ 3 cos2 hq
� �

intra-heavy-hole or intra-light-hole

¼ 3

4
sin2 hq inter-heavy-hole and light-hole

ð8:32Þ

The scattering angle is readily related to the polar angle appearing in the scat-

tering rate. As pointed out in Section 2.4, hq goes to the in-plane scattering angle

when kx >> np/a, in which case the squared overlap integral is like the bulk. For

strong confinement kx << np/a, the angle �q goes to zero. In this case, for

intrasubband scattering the integral is near unity and near zero for the HH–LH

transitions.

In general the integration of Eq. (8.30) must be done numerically, but in the

case of electron scattering an analytical expression can be found for the particular

case of threshold rates.

8.6 Threshold Rates

Here we focus attention on emission processes only, such that the initial energy of

the electron is just large enough in the case of the intrasubband processes for a

hybridon to be emitted, and in the case of intersubband transitions, where the

electron is at the bottom of the upper subband. For intrasubband processes qx is,

therefore, fixed at the value

qx ¼ 2m*x
�h

� �1=2

¼ q0 ð8:33Þ
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which in GaAs is 2.52 · 106 cm–1, for •xLO ¼ 36 meV. For the intersubband

process where the subbands are DE apart qx is determined by

qx ¼ 2m* ðDE � �hxÞ
�h2

� �1=2

¼ q1 ð8:34Þ

This fixes G(qx,qL) independent of h and the sum over the final states just yields

the number of single spin states in the quasi-2D subband.

The intrasubband and intersubband rates can, therefore, be written

Wij ¼
X
qL

W0

2p2

a2
�hx
E0

� �1=2G2
ijðqx; qLÞ

Q2
aðqx; qLÞ

ð8:35Þ

where E0 ¼ •2p2/2m*a2 (the energy of the lowest subband in an infinitely deep

well). For the intrasubband transition (ij ¼ 11) qx ¼ q0 and Qa ¼ Qs. For the

intersubband transition (ij ¼ 21) qx ¼ q1, and Qa ¼ Qa.

As mentioned before, hybrids can be LO-like or IP-like. LO-like hybrids are

characterized by having qLa � np, where n is an integer, such that sin qLa/2 � 0

for symmetric modes and cos qLa/2 � 0 for antisymmetric modes. In these cases

Q2
s � Q2

a � q2L þ q2x ð8:36Þ
IP-like hybrids, on the other hand, are characterized by, again, qLa � np, but now
with cos qLa/2 � 0 for symmetric modes and sin qLa/2 � 0 for antisymmetric

modes. In these cases

Q2
s � q2L 1þ 4

cothðqxa=2Þ
qxa

� �
þ q2x ð8:37Þ

and

Q2
a � q2L 1þ 4

tanhðqxa=2Þ
qxa

� �
þ q2x ð8:38Þ

The form of the dispersion relation shows that for a fixed well-width a hybrid

transforms from LO-like to IP-like and back to LO-like as a function of the in-

plane wavevector. The same thing happens for a fixed in-plane wavevector as a

function of well-width (Fig. 8.1), but this behaviour is scarcely noticeable in the

total threshold emission rates (Figs. 8.2 and 8.3).

The principal feature is the reduction in the scattering rates with reducing well-

width, which follows from the dependence of the Frohlich interaction on the

inverse square of the wavevector. Increasing confinement entails increasing

wavevector, even though the in-plane components remain fixed (at any rate, for
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Fig. 8.1 Hybrid-mode frequency (x/xL1) for a GaAs well as function of well-
width d for a fixed threshold wavevector q ¼ 2.4 · 106 cm–1. Full curves: odd
modes; dashed, even. The arrows indicate the regions where the mode is IP-like.
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Fig. 8.2 Threshold intrasubband-scattering rate as a function of well-width d:
solid curve, total rate with vL ¼ 2.8 · 103 ms–1; dashed curves, contributions
from individual hybrids; dot-dash curves are DC model results: triangles GaAs
interface; squares, confined GaAs modes; circles, total. The total hybrid and DC
rates virtually coincide (C0¼W0).
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Fig. 8.3 Intersubband-scattering rate as a function of well-width. The key is the
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the intrasubband process). It is interesting that the DC model predicts virtually

identical rates, an observation we return to in Section 8.10. Comparison of rates

calculated in the hybrid model with those calculated numerically using micro-

scopic theory (Rucker et al., 1991) shows excellent agreement.

8.7 Scattering by Barrier LO Modes

If the material composing the barrier surrounding the quantum well is polar, then

barrier modes can scatter electrons in the well. As discussed in Chapter 5, LO

bulk modes in the barrier incident on a rigid quantum well can tunnel via the

excitation of an IP mode in the quantum well at the barrier-mode frequency. This

IP mode has associated with it a scalar potential of the form, Eq. (5.29)

� ¼� i
1

2

e*

e1

� �
ð1þ ðaþ=a�ÞÞ 1

cothðqxa=2Þ þ 1=rð1� iqx=sa�Þ
cosh qxz

sinhðqxa=2Þ
�

� 1

tanhðqxa=2Þ þ 1=rð1� iqx=sa�Þ
sinh qxz

coshðqxa=2Þ
�
Ae�iq

L=2
L eiðqxx�xtÞ

ð8:39Þ
where a� ¼ ðqLqT � iq2x=ðqT � qxÞÞ and r ¼ eB (x)/eW. Taking a±� qL, we can

express the threshold rates for intra- and intersubband scattering thus:

Wij ¼
ZqLmax

0

W0

p
a

�hx
E0

� �1=2 G2
ij

q2x þ q2L
dqL ð8:40Þ

where

G11 ¼ 8p2

a3
1

qx ð2p=aÞ2 þ q2x

� � 1

cothðqxa=2Þ þ 1=rð Þ2þ qx=rsqLð Þ2
h i1=2 ð8:41Þ

G21 ¼ 16p2

a3
qx

ð3p=aÞ2 þ q2x

� �
ðp=aÞ2 þ q2x

� �
1

tanhðqxa=2Þ þ 1=rð Þ2þ qx=rsqLð Þ2
h i1=2 ð8:42Þ

where qx is given by Eqs. (8.33) or (8.34). Note that the normalizing factor Q2 is

given simply by q2x þ q2L in this case, since a simple travelling bulk LO mode is
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involved, and a factor of 2 has been included to account for modes on both sides

of the well. The results for a situation in which the LO dispersion is large enough

to preclude independent barrier IP modes are shown in Fig. 8.4. The resonances

are clearly seen. For vanishing well-widths it is readily shown that the threshold

intrasubband rate approaches that for bulk barrier phonons, i.e. W ¼ W0 p/2. We

conclude that scattering of electrons in a quantum well by fully hybridized bulk

LO modes in the (polar) barrier can indeed take place.

When the LO dispersion is not large enough to cover the frequency range

between xLO and xTO, IP hybrids can exist by hybridizing with an evanescent

mode from the LO/LA branch. To a good approximation they can be treated as

classical IP modes, except that their frequency range is restricted to lie below the

LO band. This situation can be met in the case of well modes and in the case of

barrier modes.
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Fig. 8.4 Scattering rates in the well (width L ¼ 50 Å) of fully hybridized LO
modes in the barrier as a function of wavevector.
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8.8 Scattering by Interface Polaritons

Classical unretarded interface polaritons at the well-mode frequency have

potentials of the form

� ¼ i
e*

e1

� �
s

� sinh qxz

cosh qxz

� �
Aeiðqxx�xtÞ tanh qxa

2

� �þ rw ¼ 0

coth qxa
2

� �þ rw ¼ 0

 !
ð8:43Þ

where rw ¼ ew(x)/eB and the normalizing parameter is

Q2 ¼ 2ðqx=aÞ sinhðqxaÞ ð8:44Þ
These potentials lead to threshold rates given by Eqs. (1.56) and (1.57), viz.:

Wij ¼ W0

2p2

a2
�hx
E0

� �1=2s2 Gij



 

2
Q2

ð8:45Þ

where

G11 ¼ 8p2i
a3

sinhðqxa=2Þ
qx ð2p=aÞ2 þ q2x

� � ð8:46Þ

G21 ¼ 16p2

a3
qx coshðqxa=2Þ

ð3p=aÞ2 þ q2x

� �
ðp=aÞ2 þ q2x

� � ð8:47Þ

The corresponding patterns of potential in the well contributed by barrier

polaritons are

� ¼ i
e*

e1

� �
B

sB
cosh qxz

� sinh qxz

� �
Aeiðqxx�xtÞ tanh qxa

2

� �þ rB ¼ 0

coth qxa
2

� �þ rB ¼ 0

� �
ð8:48Þ

The overlap factors G11 and G12 are, of course, the same as before, Eqs. (8.46)

and (8.47), but the normalization factor is different. This factor is derived from

the mechanical energy in the barrier (the electrical energy in the well and barrier

is zero), where the mode patterns are of decaying exponentials. The normaliza-

tion parameter is readily shown to be

Q2 ¼ 4qx

a

cosh2ðqxa=2Þ symmetric

sinh2ðqxa=2Þ antisymmetric

�
ð8:49Þ

The rates are also given in Eqs. (1.58) and (1.59). The rate associated with barrier

interface modes is compared with that of barrier hybridized modes in Fig. 8.5.
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Once again, we find that the DC model gives the same result as the hybrid model,

which strongly indicates that the rate is independent of the degree of dispersion of

the LO modes in the barrier.

It should be noticed that well-interface modes and barrier-interface modes act in

a complementary fashion. The higher-frequency well mode obeys tanh(qxa/2) þ
rw ¼ 0 and is antisymmetric. Its role is, therefore, in intersubband transitions, and

having a frequency near to xL0, its field factor, s, is near to unity, corresponding

to maximum coupling strength. The antisymmetric barrier mode, however, obeys

cot hqxa/2 þ rB ¼ 0, and is, therefore, the lower-frequency mode, with corres-

pondingly weaker coupling strength. The reverse situation occurs in the case of

intrasubband transitions initiated by the symmetric modes – the barrier mode has

the larger field factor in this case, being the higher-frequency mode. Fig. 8.6

depicts the intrasubband rate and Fig. 8.7 the intersubband rate as a function of

well-width. Note the resonance in the intersubband rate when the subbands are

exactly •x apart, whence qx ¼ 0. In the limit of small well-widths |G11| ! 1 and

|G21| ! 0. The intrasubband rate becomes

W11 ! W0

2pqxs2

Q2a
ð8:50Þ

For the well-mode it is easy to show that s becomes

s ¼ x2 � x2
TO

x2
LO � x2

TO

¼ r0

r0 þ cot hðqxa=2Þ ! r0
qxa

2
ð8:51Þ
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Fig. 8.5 Scattering rates in the well by barrier modes (hybridized and non-
hybridized interface).
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whence

W11 ! W0

p2r20
4

�hx
E0

� �1=2

ð8:52Þ

where r0 ¼ e1W/eB, and thus the rate vanishes, since E0 ¼ •2p2/2m* a
2. But note

that if the barrier is vacuum, r can be large, rendering the reduction somewhat

academic. The intersubband rate, likewise, vanishes. For the barrier mode s ! 1

and Q2 ! 4qx/a, thus

W11 ! W0

p
2

ð8:53Þ

which turns out to be exactly the rate obtained with bulk LO modes in the same

limit. As in the case of the well mode, the intersubband rate vanishes as a ! 0.
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Fig. 8.6 Intrasubband rate for AlAs IP modes at threshold. (The rate is nor-
malized by W0, the GaAs parameter. The equivalent parameter for AlAs has a
magnitude 1.65 larger. Normalized to this, the rate at vanishing well-width
would be p/2.)
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Fig. 8.7 Intersubband rate for AlAs IP modes.
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8.9 Summary of Threshold Rates in an Infinitely Deep Well

An electron in the subband of a quantum well can be scattered by optical modes from

both the well and the barrier. As we have seen, the structure of the optical modes in

either well or barrier depends upon the degree of dispersion of the LO modes. Within

the LO frequency band, all modes are hybrids of LO, TO and IP. If there is a gap

between the LO band and xTO, the modes in this gap are hybrids of LO/LA, TO and

IP, and they approximate to classical IP modes. In general, therefore, there are four

ways in which electrons can scatter – via fully hybridized well-modes, fully hybrid-

ized barrier modes, interface well-modes and interface barrier modes. Expressions for

these rates for intra- and intersubband transitions, ignoring contributions from the TO

and, if present, from the LO/LA evanescent mode, are summarized next.

8.9.1 Intrasubband Rates

(a) Fully hybridized well-modes

W11 ¼
X
qL

W02ð2pÞ6 �hxL

E0

� �1=2

sin2ðqLa=2Þ 1=ð4p2 � ðqLaÞ2Þ þ ðsq2L=q2xÞ=ð4p2 þ ðqxaÞ2Þ
�h i2

ðqLaÞ4 1þ 3 sin qLa
qLa

þ 4
sin2ðqLa=2Þ cothðqxa=2Þ

qxa

� �
þ qx

qL

� �2
1þ sinðqLaÞ

qLa

� �� � ð8:54Þ

The values of qL are the solutions of

tanðqLa=2Þ ¼ � qx

sqLðcothðqxa=2Þ þ rÞ ð8:55Þ

also

qx ¼ ð2m*�hxLÞ1=2
�h

ð8:56Þ

All parameters refer to well-modes, and r ¼ ew(x)/eB, E0 ¼ •2p2/2m*a2.

(b) Fully hybridized barrier modes

W11 ¼
ZqLmax

qLmin

W0

ð8p3Þ2
pa

�hxL

E0

� �1=2

dqL

ðqxaÞ2ðq2x þ q2LÞð4p2 þ ðqxaÞ2Þ2 cothðqxa=2Þ þ 1=rð Þ2þðqx=rsqLÞ2
h i

ð8:57Þ

Apart from E0, all parameters refer to barrier modes, with r ¼ eB(x)/ew.
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(c) Interface well-mode

W11 ¼ W0ð8p3Þ2 �hxL

E0

� �1=2
r20 tanhðqxa=2Þ

2ðqxaÞ3ð4p2 þ ðqxaÞ2Þ2ðr0 þ cothðqxa=2ÞÞ2
ð8:58Þ

All parameters refer to the well-modes, and r0 ¼ e1W/eB.

(d) Interface barrier modes

W11 ¼ W0ð8p3Þ2 �hxL

E0

� �1=2
r20 tanh

2ðqxa=2Þ
2ðqxaÞ3ð4p2 þ ðqxaÞ2Þ2ðr0 þ tanhðqxa=2ÞÞ2

ð8:59Þ

Apart from E0, all parameters refer to the barrier mode, and r0 ¼ e1B/ew.

8.9.2 Intersubband Rates

(a) Fully hybridized well-modes

W21 ¼
X
qL

W02ð16p3Þ2 �hxL

E0

� �1=2

cos2 qLa=2 1=ð9p2 � ðqLaÞ2Þðp2 � ðqLaÞ2Þ
h i

� s=ð9p2 þ ðqxaÞ2Þðp2 þ ðqxaÞ2Þ
h ih i2

1� 3ðsin qLa=qLaÞ þ 4 cos2ðqLa=2Þ tanhðqxa=2Þ=qxa½ �ð Þ þ qx=qLð Þ2 1� ðsinðqLaÞ=qLaÞð Þ
ð8:60Þ

The values of qL are solutions of

cotðqLa=2Þ ¼ qx

sqLðtanhðqxa=2Þ þ rÞ ð8:61Þ

also

qx ¼ 2m*ðE2 � E1 � �hxLÞð Þ1=2
�h

ð8:62Þ

All parameters refer to well-modes.

(b) Fully hybridized barrier modes

W21 ¼
ZqLmax

qLmin

W0ð16p3Þ2
pa

�hxL

E0

� �1=2

ðqxaÞ2

ðq2x þ q2LÞð9p2 þ ðqxaÞ2Þ2 p2 þ qxað Þ2
h i2

tanhðqxa=2Þ þ ð1=rÞð Þ2þðqx=rsqLÞ2
h i

ð8:63Þ

Apart from E0, all parameters refer to barrier modes.
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(c) Interface well-modes

W21 ¼ W0ð16p3Þ2 �hxL

E0

� �1=2
qxar

2
0 coth qxa=2

2ð9p2 þ ðqxaÞ2Þ2 p2 þ qxað Þ2
h i2

ðr0 þ tanhðqxa=2ÞÞ2

ð8:64Þ
All parameters refer to the well-mode.

(d) Interface barrier modes

W21 ¼ W0ð16p3Þ2 �hxL

E0

� �1=2
qxar

2
0 coth

2 qxa=2

2ð9p2 þ ðqxaÞ2Þ2 p2 þ qxað Þ2
h i2

ðr0 þ cothðqxa=2ÞÞ2

ð8:65Þ
All parameters, apart from E0, refer to the barrier mode.

8.10 Comparison with Simple Models

The dielectric-continuum model for confined LO and interface modes uses purely

electrical boundary conditions and gives mode patterns in GaAs quantum wells at

variance with observation via Raman scattering and with microscopic theory.

Nevertheless, the scattering rates by well-modes predicted by the DC model for

both intra- and intersubband transitions in an infinitely deep well have been

shown to give results very close to those of the hybrid model (Figs. 8.2, 8.3 and

Fig. 8.5; Constantinou and Ridley, 1994). The threshold LO rates are given by the

following; see Eqs. (1.51) and (1.53).

Wintra ¼ W08
�hx
E0

� �1=2X
n

1

n
þ n

4� n2

� �2
1

ðqxaÞ2 þ ðnpÞ2
" #

n ¼ 1; 3; 5 . . .

ð8:66Þ

Winter ¼ W08
�hx
E0

� �1=2X
n

1

n2 � 9
� 1

n2 � 1

� �2
n2

ðqxaÞ2 þ ðnpÞ2
" #

n ¼ 2; 4; 6 . . .

ð8:67Þ

The corresponding rates for the interface modes are those of Eqs. (8.58), (8.59),

(8.64) and (8.65). In the well, adding LO and interface rates gives the hybrid

rate to a good approxmation, provided it is permissible to neglect the role of
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the TO mode. Since the TO component of the triple hybrid can affect energy

normalization of frequencies only near xTO, this neglect is justified in most cases.

Thus, the simpler DC expressions may often be used to calculate the scattering

rates associated with well-modes.

In fact, the DC expressions turn out to be excellent analytical approximations

of those of the hybrid model. This can be seen most easily by focussing on the

intrasubband threshold rates. A study of the effect of dispersion on scattering rate

by well-modes (Constantinou and Ridley, 1994) showed that the rate was vir-

tually invariant. Dispersion is the source of the complicated resonances in rate

that occur as the well-width is varied (Fig. 8.1), and it entails solving transcen-

dental equations to establish kL, the wavevector of the LO component along the

confinement direction. The invariance of the rate on dispersion suggests that

a simple model is one in which kL is given. The hybrid rate for well-modes

(Eq. (8.54)) can be written as follows:

W11 ¼ W02ð2pÞ6 �hxL

E0

� �1=2X
qL

B

ðqLaÞ4A
ð8:68Þ

The factors taken outside the summation are only very weakly dependent on qL
because of the weak LO dispersion. For LO-like hybrids ((coth(qxa/2) þ r) 6¼ 0)

we can take qLa ¼ 2np and A ¼ 1 þ (qx/qL)
2, whence

W11 ¼ W0

�hxL

E0

� �1=2
1

8

X
n

1

n4 1þ ðqxa=2npÞ2
n o

dn;1 þ 4n

qxa 1þ ðqxa=2pÞf g cothðqxa=2Þ þ rf g
� �2 ð8:69Þ

In the limit (qxa/2p)
2 < 1 the summation can be carried out using

P
n n

�2 ¼ p2=6
and we obtain

W11 ¼ W0

�hxL

E0

� �1=2
1

8
9þ 4

p2

6
� 1

� �� �
¼ W0

�hxL

E0

� �1=2

1:448 ð8:70Þ

The result of the DC model is identical except that the numerical factor is

1.447. For interface-like hybrids ((coth(qxa/2) þ r) ¼ 0) we may take the nor-

malizing factor A ¼ 4coth(qxa/2)/qxa, qLa ¼ (2n – l)p and B ¼ s2(qL/qx)
4/{4p2 þ

(qxa)
2}2. Noting that s ¼ (1 – r/r0)

–1 we obtain the DC expression (Eq. (8.58))

exactly.

Eq. (8.57) gives the intrasubband rate for fully hybridized barrier modes. The

integrand is sharply peaked near qL ¼ qLc where coth(qxa/2) þ r–1 � 0.
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Exploiting this by putting qL ¼ qLc in all terms other than the rapidly varying one,

we obtain

W11 ¼ W0

ð8p3Þ2
2pa

�hxL

E0

� �1=2
q2Lc þ q2x

qLcðqxaÞ2 4p2 þ ðqxaÞ2
n o2

I ð8:71Þ

where I is the standard integral of the form

I ¼
Zþ1

�1

dx

ax2 þ bx þ c
ð8:72Þ

We thereby obtain the DC result (Eq. (8.59)) exactly.

Similar manipulations of the hybrid intersubband rates can be made to estab-

lish close numerical agreement with the DC model. Fig. 8.8 shows the
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contribution of the lowest order LO-like hybrid and the interface-like hybrid to

the intrasubband and intersubband rates.

In the case of a polar free-standing slab, the DC model has standardly been

used. Scattering rates for an electron in a GaAs slab were calculated by Riddoch

and Ridley (1985) and are shown in Fig. 8.9. This case is interesting in that there

is no polar barrier to provide barrier-interface-mode scattering. As these authors

pointed out, this implied that scattering should vanish in the limiting case of

thin slabs, but, in practice, the large permittivity ratio (r0) makes this virtually

unachievable. The same would be true for systems involving non-polar barriers.

8.11 The Interaction in a Superlattice

The interaction with the hybrid modes of a superlattice is complicated by the mixed

symmertry of both the electron and phonon envelope functions (see Sections 2.2

and 6.1), and by the miniband structure of electron energies. The initial state of the
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Fig. 8.9 DC model emission rates for a GaAs slab. A comparison is made with
rates for bulk material, 2D electrons plus bulk phonons, and 2D electrons plus
slab modes.
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electron is specified by the wavevector component parallel to the axis of the

superlattice as well as by the in-plane component and subband number. Crystal

momentum is conserved in all three directions as it is in the bulk. Except in

especially simple situations the scattering rate must be calculated numerically.

Fig. 8.10 shows examples of the variation of the squared matrix element.
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The simplest situation regarding the electron wavefunctions occurs when the

potential barriers are large, for then the wavefunction is just that for an isolated

quantum well multiplied by the phase factor, exp(ikzd). In the equivalent situation

for hybrid optical modes the permittivity factor is very small (r� 0), as occurs for

frequencies near xLO. Modes satisfying this condition are just the ones that

interact most strongly with electrons. With the factor c – see Section 6.1,

Eq. (6.2e) � 0 – the modes in the well are symmetric or antisymmetric, inde-

pendent of kz. Under these combined conditions the problem reduces to that for a

single quantum well in the limit r � 0.

8.12 The Interaction in an Alloy

The coupling constant for the polar interaction in a two-mode alloy is a function

of the polarization factors introduced in Section 4.5 and must be of the form

ai ¼ e2

4p�h

m*

2�hxLOi

� �1=2
e0X*

i

e21x2
LOi

ð8:73Þ

where X�
i is an effective polarization factor for mode i that takes the polarization

of both types of displacement fully into account.

We can discover what X�
i is by noting that the total lattice polarization can be

written in terms of the individual X factors as follows:

PL ¼ e1=20 ðX1=2
1 q1=21 u1 þ X

1=2
2 q1=22 u2Þ ð8:74Þ

An effective X factor can now be defined using energy normalization

e1=20 X*1=2ðq1u21 þ q2u
2
2Þ1=2 ¼ PL

) X*1=2 ¼ P1 þ P2

ðP2
1=X1 þ P2

2=X2Þ1=2
ð8:75Þ

Now, polarization depends upon frequency. From the discussion in Section 4.5 it

is clear that P is proportional to X=ðx2
TO � x2Þ, so that we can write with x ¼

xLOi (¼ wi in the notation of Section 4.5)

P1

P2

¼ X1ðx2
TO2 � x2

LOiÞ
X2ðx2

TO1 � x2
LOiÞ

ð8:76Þ

Thus the effective polarization factor is

X*
i ¼ X1ðx2

TO2 � x2
LOiÞ þ X2ðx2

TO1 � x2
LOiÞ

 �2
X1ðx2

TO2 � x2
LOiÞ þ X2ðx2

TO1 � x2
LOiÞ2

ð8:77Þ
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so that

X*
1 ¼ e1

e0

ðx2
LO1 � x2

TO1Þðx2
TO2 � x2

LO1Þ
ðx2

LO2 � x2
LO1Þ

X*
2 ¼ e1

e0

ðx2
LO2 � x2

TO2Þðx2
LO2 � x2

TO1Þ
ðx2

LO2 � x2
LO1Þ

ð8:78Þ

Note that with xLO2, xTO2 > xLO1, xTO1 the higher-frequency mode has its

strength enhanced whereas the lower-frequency mode has its strength diminished

relative to the simple prescription X�
i ¼ ðe1=e0Þðx2

LOi � x2
TOiÞ.

8.13 Phonon Resonances

When a two-mode alloy ABC forms the barrier to a quantum well BC there exists

the possibility of so-called phonon resonances in the rates of intersubband scat-

tering (Babiker et al., 1987) and particularly in the rate of well-capture (Babiker

et al., 1989). The condition to be satisfied is that the frequency of the BC LO

mode in the alloy is lower than that in the binary material, a condition that is

fulfilled in the AlGaAs/GaAs system. The resonances appear as enhancements of

the polar-optical-phonon rate at rather well-defined well-widths. The result of an

early calculation of the effect for intersubband scattering is shown in Fig. 8.11

and for well-capture in Fig. 8.12.

The effect is, at base, caused by the wavelength dependence of the Frohlich

interaction – the smaller the wavevector, the bigger the interaction. Phonon

modes in the well whose frequencies lie above the frequency band of corres-

ponding modes in the alloy are largely confined to the well, whereas modes

whose frequencies overlap the alloy band are not. In the latter case the phonon

modes that scatter electrons have a wavevector qw in the well and qB in the

barrier, with qw > qB. For transitions within the lowest subband, the electron,

being mostly confined to the well, is not strongly affected by the barrier

component, but electrons in the second subband, where the wavefunction

stretches further into the barrier, are more influenced. The influence is even

more pronounced in the case of capture, where the lowest unbound state can

actually be concentrated in the barrier region in a superlattice (Fig. 8.13).

Resonances in the rates occur whenever the well-width is such that qB � 0 for a

mode, i.e. when the frequency of the confined mode coincides with the zone-

centre frequency of the mode in the alloy.
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8.14 Quantum Wire

The quantization procedure for the quasi-1D modes described in Section 7.4 is

straightforward (Constantinou, 1991, 1993) and the electron–phonon rates can be

numerically obtained using the DC model. The rate as a function of the axial

kinetic energy of the electron is shown in Fig. 8.14 for a circular wire and in

Fig. 8.15 for an elliptical wire (Bennett et al., 1995). Fig. 8.16 depicts the con-

tributions made by individual modes and Fig. 8.17 shows the rate for a free-

standing wire. The concentration of the electron wavefunction in the region of

low curvature and the contrasting behaviour of the interface modes mean that the

overlap integral is small, at least for the lowest-order modes, whereas overlap

with the confined modes is maximized. It is interesting to analyse the dependence

of the scattering rate on the influence of surface depletion in a free-standing wire.

Fig. 8.18 shows the results for a circular and an elliptical wire, where the rate is

plotted against the ratio of the semifocal lengths of the electron and the phonon

confinement ellipses, viz. g ¼ Re/Rp, so that g ¼ 1 corresponds to zero depletion

and g ¼ 0 to maximum depletion. There is very little change; as g approaches

zero, the effect of the enhanced overlap with confined modes is off-set by the

diminished overlap with interface modes.

A B C

E

z

Fig. 8.13 Electron wavefunctions for ground state, first subband and lowest
continuum state.
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8.15 The Sum-Rule

Register (1992) has described a sum-rule for polar LO-mode scattering of elec-

trons in heterostructures that provides a microscopic basis to the similar sum-rule

advanced by Mori and Ando (1989). Mori and Ando pointed out that because of

the orthonormality of the optical eigenmodes the form factors that appear in the

scattering rates sum to the form factor for bulk modes, and so, if the differences
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Fig. 8.14 The scattering rate as a function of axial energy for R ¼ 70 Å GaAs
circular wire embedded in AlAs: solid curve, total scattering rate from all
allowed modes; dashed curve, contribution from the GaAs (m ¼ 0) confined
modes; dot–dashed curve, (which makes the smallest contribution), rate from
m ¼ 0 GaAs interface mode; other dot–dash curve (which makes a more sig-
nificant contribution), due to the m ¼ 0 AlAs interface mode. Dotted curves:
1, scattering rate assuming bulk GaAs phonons; 2, rate assuming AlAs bulk
phonons.
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Fig. 8.15 The scattering rate for GaAs elliptical quantum wire with b ¼ 50 Å
and a ¼ 2b. Solid curve, total rate; dashed curve, rate due to confined modes of
the ellipse allowed via the selection rules; dot–dashed curve (which begins
around 34 meV), contribution from the GaAs interface modes that are allowed
to contribute by the selection rules; other dot–dashed curve, contribution from
allowed AlAs interface modes; dotted curves: 1, scattering via bulk GaAs
phonons; 2, scattering by bulk AlAs phonons.
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of eigenfrequencies were ignored, the scattering rate would just be that for bulk

phonons. This conclusion was reached long ago by Herbert (1973) in a different

context.

Such a sum-rule is likely to be useful for quantum wells only in situations

where the differences in frequency and ionicity of LO-modes in the well and

barrier are negligible and interface modes do not play a significant role. The

interaction strength of LO-modes can be regarded as being independent of fre-

quency to a good approximation in most cases, but the interaction strength of
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Fig. 8.16 The scattering rate for a GaAs elliptical quantum wire with b ¼ 50 Å
as a function of the a/b for fixed Ek ¼ 60 meV: solid curve, total rate; dashed
curve, contribution from allowed confined GaAs modes; dot–dashed curves,
contribution from allowed AlAs interface modes. (It is noted that as a/b
increases, the higher-order AlAs interface modes contribute more significantly.
The contribution from the allowed GaAs interface modes is small and not
depicted in the diagram for clarity, although their contribution is included in the
total rate.)
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Fig. 8.17 The scattering rate for a free-standing elliptical GaAs wire with b ¼ 50
Å and a ¼ 2b (g ¼ 1): solid curve, total rate; dashed curve, contribution from
allowed confined modes; dot–dashed curve, contribution from allowed GaAs
interface modes; dotted curve, rate obtained by assumption of bulk GaAs modes.
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interface modes is a very sensitive function of frequency, ranging from LO-like to

TO-like (i.e. zero). Moreover, their coupling strength reflects the difference in the

polar nature of well and barrier. In general, therefore, it is necessary to take full

account of the specific contributions to the scattering rate made by LO-modes and

interface modes belonging to the well and LO-modes and interface modes

belonging to the barrier.

A simple way of estimating scattering rates more reliably than using the sum-

rule is to use the dielectric-continuum (DC) model. A glance at Figs. 8.2, 8.3

and 8.5 shows remarkable agreement with the results of the double-hybrid model.

The explanation is straightforward. First, the envelope functions of the DC

confined modes are not very different from from those of the LO-like hybrids (see

Fig. 1.6). Second, the sum-rule is a good approximation for LO-like modes.

Third, IP-like hybrids give a frequency-dependent contribution similar to that of

pure IP-modes. The success of the DC model over the bulk-phonon model arises
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Fig. 8.18 (a) The scattering rate for a free-standing circular wire with R ¼ 70.7
Å as a function of g for fixed Ek ¼ 60 meV: solid curve, total rate with con-
tribution from confined modes (dotted curve) and interface mode (dot–dashed
curve); (b) the scattering rate for a free-standing elliptical wire with b ¼ 50 Å
and a ¼ 2b as a function of g for fixed Ek ¼ 60 meV: solid curve, total rate with
contributions from confined modes (dotted curve) and interface modes (dashed
curves).
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from its acknowledgement of the distinct contributions made by confined modes

on the one hand and interface modes on the other.

Nevertheless, the DC model must be used with caution. In structures more

complex than a simple quantum well it may be unreliable. The excellent

agreement with the hybrid model rests, in part, on the latter’s neglect of the TO

component of what is really a triple hybrid. Provided that a double-hybrid

approximation can be made, the DC model might be applicable, but where sig-

nificant oscillator strength devolves to, or near to, the TO region of the spectrum

it would be unreliable. Needless to say, the DC model cannot be applied to the

situation in non-polar material, nor in polar material in connection with

deformation-potential scattering of holes, or of electrons in [111] valleys.

Appendix: Scalar and Vector Potentials

The polar-optical vibrations that couple strongly to electrons propagate at speeds

well below the velocity of light in the medium. It has therefore been customary to

associate the electric field of such an excitation with a scalar potential �. This

procedure is undoubtedly correct for LO modes for which r ·EL ¼ 0 is strictly

true. For transversely polarized modes, however,r ·ET 6¼ 0 and this implies that

ET is associated in the radiation gauge with a vector potential A. It then follows

that the interaction energy is of the form eA.p/m*, where p is the momentum

operator and m* is the effective mass of the electron, rather than e�. These

interactions have very different forms and appear to be far from equivalent. The

first calculation of scattering rates due to hybrids indeed assumed an A.p inter-

action (Ridley, 1992, 1993). Nevertheless, the argument for using a scalar rather

than a vector potential for waves travelling much more slowly than light seems

plausible, even though r ·ET remains finite, though small, especially in view of

the agreement of A.p and e� rates. The question is academic for TO modes for

which ET 6¼ 0, but is very pertinent for IP modes.

The Hamiltonian that describes an electron and its interaction with an elec-

tromagnetic field and with free charges, and the field itself, in an isotropic

continuum is

H ¼ 1

2m*
p� eAðreÞð Þ2þeVðreÞ þ

Z
Hf dr ðA8:1Þ

in the effective-mass approximation. Here re and p are the position and

momentum operators for the electron, V(re) is the electrostatic potential in which

the electrons move, and the Hamiltonian density of the transverse electromag-

netic field coupled to the polarization of the (non-magnetic) medium is
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Hf ¼ 1
2

X
x

@ðxeðxÞÞ
@x

E2
Tðx; rÞ þ 1

l0
B2ðx; rÞ

� �
ðA8:2Þ

See Eq. (4.48). For IP modes eðxÞ 6¼ 0. All the electrostatic aspects are contained

in V(re), so that the zero-order Hamiltonian for electrons is

H0
e ¼ p2

2m*
þ VðreÞ ðA8:3Þ

and the appropriate gauge for the electromagnetic field is

r:A ¼ 0; � ¼ 0 ðA8:4Þ
which is referred to as the radiation gauge, in which

E ¼ �A
:

; B ¼ r · A ðA8:5Þ
The choice of gauge in which the field has no scalar potential is a natural choice,

but not the only one that can be made. Gauge transformations that preserve E and

B can be made, but these would involve the introduction of a longitudinal vector

potential AL coupled with a scalar potential � and would be plainly more cum-

bersome. Thus a gauge transformation cannot replace a vector potential with a

scalar potential. Retaining the radiation gauge as the simplest, we can quantize

the field in the usual way.

The field equation for IP modes is

r2Aþ x2

eðxÞl0
A ¼ 0 ðA8:6Þ

which translates into the wavevector equation

k2z þ k2x ¼
x2

eðxÞl0
ðA8:7Þ

where kx, kz are the wavevector components in a direction in the plane and at

right angles to the plane of the interface. For an IP mode kz is pure imaginary, and

the quantized vector potential is of the form

Aðr; tÞ ¼
X
a

Z
d2kx ~Aaðkx; zÞeiðkx	x�xtÞaaðkxÞ þ HC

h i
ðA8:8Þ

where r ¼ (x, z), Ãa(kx, z) are the mode vector functions associated with branch

a, HC is the Hermitian conjugate and aa(kx) is a boson operator satisfying the

commutation relation
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aaðkxÞ; a†b ðkxÞ
h i

¼ dabdðkx � k0xÞ ðA8:9Þ

and the Hermitian density is

Hf ¼ 1
2

X
a

Z
d2kx�hxðkx; aÞðaaðkxÞa†a ðkxÞ þ a†a ðkxÞaaðkxÞÞ ðA8:10Þ

This formulation of the IP field and the interaction with an electron is entirely

self-consistent and not reliant on any approximation.

Let us now consider how a scalar potential can be introduced to replace

the vector potential. This replacement is only feasible in the limit of large kx – the

so-called unretarded limit. In this limit it is a good approximation to express the

vector potential in terms of a field operator K thus:

A ¼ � �h

e
rK ðA8:11Þ

where

K¼ ie

�h

X
a

Z
dkx

1

x
ðaa ~�a þ a†a

~�*
aÞ ðA8:12Þ

and the mode functions ~�a can be related to Ãa. The Hamiltonian is now

H ¼ 1

2m*
ðpþ �hrK Þ2

þ eVðreÞ þ 1

2

X
a

Z
d2kx�hxðkx; aÞðaaðkxÞa˚aðkxÞ þ a†a ðkxÞaaðkxÞÞ

ðA8:13Þ
We now make the unitary transformation U where

U ¼ e�iK ðA8:14Þ
The new operator can be expressed as the series

O0 ¼ eiKOe�iK ¼ Oþ i½K;O� þ i2

2!
½K; ½K;O�� þ 	 	 	 ðA8:15Þ

The new Hamiltonian will have the same form as before except that all operators

are primed quantities, viz.:
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H ¼ 1

2m*
ðp0 þ �hrK Þ2 þ eVðreÞ

þ 1

2

X
a

Z
d2kx�hxðkx; aÞða0aðkxÞa0†a ðkxÞ þ a0†a ðkxÞa0aðkxÞÞ ðA8:16Þ

where, using p ¼ �i�hr, to first order

p0 � pþ i½K;p� ¼ p� �hrK ðA8:17Þ
and

a0a � aa þ i½K; aa� ðA8:18Þ

similarly for a0†a. (Note that DK commutes with K.) The commutator gives

i Kaa½ � ¼ i
ðieÞ
�h

X
a0

Z
dk0x

1

x0 a
†
a0 ; aa

h i
~�a ¼

e

�hx
~�a ðA8:19Þ

and so the boson operators transform as follows:

a0a ¼ aa þ e

�hx
~�a ðA8:20Þ

a0†a ¼ a†a �
e

�hx
~�a ðA8:21Þ

Inserting these into the transformed Hamiltonian (Eq. (A.8.16)) leads to the field

term

H 0
f ¼ Hf � e�þ Dself ðA8:22Þ

where Hf is the old field density. There are two new terms. One is a new operator

given by

� ¼
X
a

Z
dkxðaa ~�a � a†a�aÞ ðA8:23Þ

and this is exactly the scalar potential we have been looking for. The last term is a

self-energy contributing to the mass of the electron given by

Dself ¼ �e2
X
a

Z
dkx

~�a
~�a

�hx
ðA8:24Þ

Finally, the transformed Hamiltonian to first order is
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H0 ¼ eiKHe�iK

¼ p2

2m*
þ VðreÞ � e�þ 1

2

X
a

Z
dkx�hxðaaa†aþa†aaaÞ þ Dself

ðA8:25Þ

The Hamiltonian has come about via two approximations. One is the assumption

of the unretarded limit, which has allowed the vector potential to be associated

with the gradient of a scalar field. The other is the assumption that first-order

perturbation theory is applicable to the problem. As far as the description of

simple scattering processes involving first-order matrix elements on the energy

shell is concerned the use of a scalar potential is valid and the result should be

indifferent to whether a scalar or a vector potential is used. Considering the very

different forms of the matrix elements that arise it is at first sight surprising that

identical answers are obtained, but this is indeed the case for all inter- and

intrasubband processes, as Babiker et al. (1993) have shown. But for second-

order processes involving virtual transitions, and indeed for the determination of

scattering profiles and spectroscopic line shapes, it is necessary to use the correct

interaction defined by the vector potential.
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9

Other Scattering Mechanisms

I conceive some scattered notions. . .

An Argument against Abolishing Christianity, J. Swift

9.1 Charged-Impurity Scattering

9.1.1 Introduction

Scattering of electrons by charged-impurity atoms dominates the mobility at low

temperatures in bulk material and is usually very significant at room temperature

(Fig. 9.1). The technique of modulation doping in high-electron-mobility field-

effect transistors (HEMTs) alleviates the effect of charged-impurity scattering but

by no means eliminates it. It remains an important source of momentum relax-

ation (but not of energy relaxation because the collisions are essentially elastic).

Though its importance has been recognized for a very long time, obtaining a

reliable theoretical description has proved to be extremely difficult.

There are many problems. First of all there is the problem of the infinite range

of the Coulomb potential surrounding a charge, which implies that an electron is

scattered by a charged impurity however remote, leading to an infinite scattering

cross-section for vanishingly small scattering angles. Intuitively, we would

expect distant interactions with a population of charged impurities to time-

average to zero, leaving only the less frequent, close collisions to determine the

effective scattering rate. This intuition motivated the treatment by Conwell and

Weisskopf (1950) in which the range of the Coulomb potential was limited to a

radius equal to half the mean distance apart of the impurities. Setting an arbitrary

limit of this sort was avoided by introducing the effect of screening by the

population of mobile electrons as was done by Brooks and Herring (1951) for

semiconductors, following the earlier approach by Mott (1936). Obviously this

scheme can work only when there are mobile electrons to do the screening, as is

not the case in semiinsulating or insulating material. Building a bridge between
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the two approaches was done by arbitrarily limiting scattering to nearest-

neighbour encounters (Ridley, 1977), and this scheme allowed a finite two-body

scattering rate to be estimated whatever the carrier density.

Even so, estimates made along these lines relied on the validity of the Born

approximation, which makes the assumption that both ingoing and outgoing

wavefunctions in a two-body scattering event are plane waves. It is well known,

however, from phase-shift analysis that the Born approximation represents only

the first term of an infinite perturbation expansion and it can significantly over-

estimate the scattering cross-section when the electron energy is small compared

to the magnitude of the scattering potential.

An exact solution of Schrodinger’s equation can be obtained for an electron

being scattered by an unscreened charge in the 2D plane (Stern and Howard,

1967). The result is a cross-section

rðhÞ ¼ G tanhpG

2k sin2ðh=2Þ ; G ¼ Ze2

4pe�hm
ð9:1Þ

where v is the velocity of the electron, and G2 is the ratio of the effective Rydberg

energy to electron kinetic energy. The Born approximation gives

rBðhÞ ¼ pG2

2k sin2ðh=2Þ ð9:2Þ

i.e. when pG << 1, and the classical result is

rBðhÞ ¼ G

2k sin2ðh=2Þ ð9:3Þ

i.e. when pG >> 1. The Born approximation overestimates the scattering rate by

the factor pG/tanhpG, which becomes large at low temperatures for non-

degenerate gas.

Corrections to the Born approximation can be made, but the problem goes

beyond that. The interaction between an electron and a charged-impurity popu-

lation is not a simple two-body encounter. The scattering process will include

coherent scattering from two or more impurities, plus the effects of band-struc-

ture modifications induced by the impurity population. In other words, there are

multiple-scattering and impurity-dressing effects to be taken into account. Fol-

lowing Moore (1967) we can express the overall scattering rate as follows:

W ¼ W0ð1þ dB þ dM þ dDÞ ð9:4Þ
where W0 is the Born-approximation rate, dB is a correction incorporating high-

order terms in the perturbation expansion, dM is the contribution made by
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multiple scattering and dD is the effect of dressing. Born corrections have been

advanced by Moore (1967).

But there is still another problem. All of the foregoing work has assumed that

the impurity distribution is random. In compensated material it is vital to know

the degree to which oppositely charged impurities are paired by their electro-

static attraction, for, if they are paired, the scattering is dipolelike (Stratton,

1962). A pair-correlation function in this case has been considered by Falicov and

Cuevas (1967). In uncompensated material the impurity distribution may be far

from random. In the extreme case repulsion between donors would produce a

regular array, and such a distribution would introduce a superlattice potential that

would modify the motion of electrons through its minibands but would not

scatter. Screening of the repulsion by the high-temperature plasma of ions and

electrons during growth would be expected to limit the tendency to form a regular

array. One might confidently expect that the resultant potential experienced by an

electron would be somewhere in-between random and periodic. Scattering by a

potential obeying Gaussian statistics has been treated by Yussouff and Zittartz

(1973), Yanchev et al. (1979), and Lassnig (1988), and Poisson statistics have

been used by Schubert et al. (1989). Small deviations from a regular array have

been treated by Van Hall et al. (1988), and we will look at this in more detail

later, representing, as it does, an extreme case to set against the case of a random

distribution.

In addition to all this there are central-cell corrections to be made. These are

related to the deviation from a purely Coulombic potential at the core of the

impurity, which accounts for its bound state being shifted downward from the

predicted Bohr energy. Because of the effect of the central cell, the scattering rate

differs from one chemical species of donor to another, a phenomenon that has

been studied by Ralph et al. (1975). It can also give rise to resonant scattering of

the Breit–Wigner type, familiar in nuclear physics (El-Ghanem and Ridley, 1980;

Ridley, 1993 (book)).

It is beyond the scope of this book to consider the details of all these processes

and their successes and failures. Some aspects of the role of screening are dis-

cussed in Chapter 10. Other topics discussed in more depth can be found in the

literature already cited and in, for example, Lancefield et al. (1987) and Abrams

et al. (1978). In what follows we concentrate on simple estimates of scattering

rate based on the Born approximation.

9.1.2 The Coulomb Scattering Rate

Let q(R) be the distribution of space charge that scatters an electron, and let the

associated potential be �(R), related by Poisson’s equation thus:
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r2�ðRÞ ¼ � qðRÞ
e

ð9:5Þ

When �(R) and q(R) are expanded in a Fourier series

�ðRÞ ¼
Z

�ðQÞeiQ:RdQ; qðRÞ ¼
Z

qðQÞeiQ:RdQ; ð9:6Þ

we have

�ðQÞ ¼ qðQÞ
eQ2

ð9:7Þ

Screening is accommodated by the Q-dependence of the permittivity, i.e. e !
e(Q). The scattering rate W is usually calculated in the Born approximation with

W ¼ 2p
�h

Z
Mj j2dðEf � EiÞdNf ð9:8Þ

where f, i denote final and initial states. Usually what is required is the

momentum-relaxation rate, which for elastic collisions is

Wm ¼ 2p
�h

Z
Mj j2ð1� cos hÞdðEf � EiÞdNf ð9:9Þ

where h is the scattering angle. If wf(R) and wi(R) are the final and initial state

wavefunctions, the matrix element is given by

M ¼
Z

w�
f ðRÞe�ðRÞwiðRÞdR

¼
ZZ

w�
f ðRÞe

qðQÞ
eðQÞQ2

eiQ	RwiðRÞdRdQ
ð9:10Þ

9.1.3 Scattering by Single Charges

The 3D case is well known for the problems connected with the infinite range of

the Coulomb potential surrounding a single scattering centre, and the same

problem occurs in two dimensions. Additional problems arise in 1D in connection

with localization, which is beyond the scope of this book to discuss, and therefore

we will focus here on the 3D and 2D cases. A single scattering charge Ze at the

origin is described by a charge density

qðRÞ ¼ ZedðRÞ ð9:11Þ

9.1 Charged-Impurity Scattering 221



Since dðxÞ ¼ ð1=2pÞ R1�1 eiqxdq, we have

qðQÞ ¼ Ze

ð2pÞ3 ð9:12Þ

and

M ¼ Ze2

ð2pÞ3
ZZ

w�
f ðRÞ

eiQ:R

eðQÞQ2
wiðRÞdRdQ ð9:13Þ

We can take the wavefunctions to be of the form

wðRÞ ¼ X�1=2eiK:R

r�1=2eik:rwðzÞ
3D

2D

�
ð9:14Þ

The scheme is that capitals denote 3D vectors, lowercase letters 2D vectors. The

matrix element is then

M ¼ Ze2

dQ;Kf �Ki

eðQÞQ2X

dq;kf �ki

2eðqÞqr
Rz2
z1

wf ðzÞwiðzÞe�q zj jdz

8><
>:

3D

2D
ð9:15Þ

where z1, z2 denote the boundaries of the quantum well. Umklapp processes are

unimportant, and there is wavevector conservation in the unconfined directions.

The matrix element heavily emphasizes small magnitudes of Q, q, thus tending to

make intersubband processes unimportant. Restricting attention to intrasubband

processes only and exploiting the elastic nature of the scattering we find that

Q ¼ 2K sinðh=2Þ 3D

q ¼ 2K sinðh=2Þ 2D
ð9:16Þ

where h is the scattering angle in the scattering plane.

The scattering rate is given by

W ¼ Ze2ð Þ2m�

2p�h3e2s

K
X

Rp
0

sin h
ðQ2þQ2

s Þ2
dh

1
2r

Rp
0

FðqÞ
ðqþqsÞ2

dh

8>><
>>:

3D

2D

ð9:17Þ

and the momentum-relaxation rate by

Wm ¼ Ze2ð Þ2m�

p�h3e2s

K
X

Rp
0

sin2ðh=2Þ sin h
ðQ2þQ2

s Þ2
dh

1
2r

Rp
0

FðqÞ sin2ðh=2Þ
ðqþqsÞ2

dh

8>><
>>:

3D

2D

ð9:18Þ
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In the preceding, F(q) is the usual form function, viz.:

FðqÞ ¼
Zz2
z1

wf ðz0Þwiðz0Þwf ðzÞwiðzÞe�q z0�zj jdz0dz ð9:19Þ

and we have assumed a static dielectric screening function of the form

eðQÞ ¼ es 1þ Q2
s

Q2

� �
3D

eðqÞ ¼ es 1þ qs
q

� �
2D

ð9:20Þ

where Qs and qs are reciprocal screening lengths.

The incorporation of screening eliminates the divergence at small scattering

angles. Note that the expressions for the 2D case incorporate remote impurity

scattering since the origin is at the scattering centre (Price, 1984). When there is

more than one centre a sum over the positions must be carried out to give the total

rate, assuming each scatters independently.

9.1.4 Scattering by Fluctuations in a Donor Array

If the scattering charges were arranged in a regular array such that the electron

experienced a periodic potential, it is clear that the foregoing treatment would be

inapplicable. It would be necessary, instead, to solve a band-structure problem

and to describe the effect on the motion of the electron in terms of effective mass,

minibands and Bragg reflection. With normal scattering densities the extent of

each superimposed Brillouin zone would be very small in comparison with those

of the host lattice, and the minibands would be correspondingly narrow. Except at

very small electron energies we cannot expect the effect on the electron’s motion

to be large. At least to a first approximation, it will be reasonable to ignore

entirely the perturbative effects of a regular array of charges. In this view,

scattering would result only from fluctuations in the positions of the charges from

the lattice points of the array.

This leads to a radically different picture of charged-impurity scattering, which

has the advantage of eliminating that troublesome divergence in 2D without

relying on screening, as shown by van Hall et al. (1988). If the fluctuations are

small, the scattering potential can be obtained from the single-charge case by a

Taylor expansion. Thus, in place of the matrix element of Eq. (9.13) we have

Mfluc ¼ Ze2

ð2pÞ3
ZZ

w�
f ðRÞ

ð1� e�iQ:DÞ
eðQÞQ2

eiQ:RwiðRÞdRdQ ð9:21Þ
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In this way the interaction is converted to a dipole form in lowest order, where D

is a vector describing the displacement of the charge from the lattice point of

the array. Assuming the fluctuations to be random with a Gaussian distribution,

we get

1� e�iQ:D


 

2 ¼ 2ð1� e�Q2D2=2Þ � GðQÞ ð9:22Þ

where D is the standard deviation, expected to be of the order of the root mean

square spacing between the donors.

In 2D with D ¼ (d, dz) we have

Mfluc ¼ Ze2

ð2pÞ3
ZZ

w�
f ðRÞ

ð1� e�iðq: dþqz dzÞÞeiQ:R

eðqÞðq2 þ q22Þ
wiðRÞdRdQ ð9:23Þ

With donors concentrated in a plane at z ¼ z0, so that dz ¼ 0,

1� e�iq:d


 

2¼ 2ð1� e�q2D2=2Þ � GðqÞ ð9:24Þ

Therefore

Wfluc ¼ Ze2ð Þ2m�

p�h3e2s

K2

X

Rp
0

GðQÞ sin h
ðQ2þQ2

s Þ2
dh

1
2r

Rp
0

GðqÞe�2qz0FðqÞ
ðqþqsÞ2

dh

8>><
>>:

3D

2D

ð9:25Þ

and

Wm fluc ¼ Ze2ð Þ2m�

p�h3e2s

2K2

X

Rp
0

GðQÞ sin2ðh=2Þ sin h
ðQ2þQ2

s Þ2
dh

1
r

Rp
0

GðqÞe�2qz0FðqÞ sin2ðh=2Þ
ðqþqsÞ2

dh

8>><
>>:

3D

2D

ð9:26Þ

where Q,q are functions of h given by Eq. (9.16) and the dependence on spacer

thickness z0 has been made explicit. When the donors are spread randomly over a

region z0 � z � z0þ w, van Hall (1989) replaces D2/2 in Eq. (9.24) by (w2/ 24 þ
D2/2) for spacer thicknesses greater than 100 Å.

The theory describes fluctuations in the donor density that are essentially

defined during growth and frozen during cooling. Other authors have used

Gaussian statistics or Poisson statistics to describe the fluctuations, but the basic

idea is always the same – the average potential of the impurities does not scatter;

only charge fluctuations scatter. Another source of charge fluctuation is associ-

ated with the occupation of the donor levels, which can be important at low
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temperatures, especially in GaAs-based materials, where there exists the deep

donor known as the DX centre. This situation has been analysed by Buks et al.

(1994), who provide good evidence that correlations among the DX and ordinary

donors do enhance the mobility. At room temperature in systems such as AlInAs/

GaInAs that do not suffer from DX centres, only fluctuations in density need be

considered.

9.1.5 An Example

In heavily doped material with substantial Fermi energies we can expect the Born

approximation to be valid, and either of the models just described to hold. Their

predictions of remote-impurity-scattering mobility at 300 K as a function of

spacer thickness in a highly doped AlInAs/GaInAs MODFET for the special case

q D << 1 are shown in Fig. 9.2(a), and compared with experiment. The mobi-

lities predicted by the normal model assuming a random planar array of Si donors

are all too low, whereas the mobilities predicted by the fluctuation model in the

dipole approximation are all too high. A crude hybrid model based on a Poisson

probability distribution of fluctuations predicts a mobility given by

l�1 ¼ 0:632l�1
norm þ 0:368l�1

fluc ð9:27Þ
where lnorm, lfluc are the mobilities predicted by the two extreme models. The

argument here is simply that the probability that a region, in which the average

occupation is one atom, actually contains one atom is just e1 ¼ 0.368. This is

taken to be the probability that scattering is described by the dipole fluctuation

model. The corresponding probability of the region containing no atom or more

than one is then 1 – e–l, and this is taken to be the probability that the normal

model is applicable. The agreement with experiment is better but by no means

perfect; see Fig. 9.2(b).

Another approach has been to restrict collisions to those involving nearest

neighbours only – so-called statistical screening – and this has been shown to

explain the high mobilities observed at low temperatures. The effect is to

multiply the normal rate by exp(–2/p) (Ridley, 1996a). The model of van Hall

(1989) also can give good agreement with experiment with a suitable choice of D.
This quantity is going to be a function of the conditions of growth and of doping

and can be expected to vary from structure to structure, and, indeed, from

laboratory to laboratory, making predictions of the strength of remote-impurity

scattering somewhat hazardous. An example of the sensitivity to the magnitude of

D is illustrated in Fig. 9.3 for the case of an AlInAs/GaInAs 100-Å quantum well

with a 100-Å spacer thickness.
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Fig. 9.2 (a) Component of mobility of electrons at 300 K associated with remote
impurity scattering in a d-doped AlInAs/GaInAs modulation-doped field effect
transistor (MODFET) as a function of spacer thickness (experimental points
from Seaford et al., 1995). (b) Comparison with the hybrid model described in
the text.
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9.2 Interface-Roughness Scattering

In spite of spectacular progress in crystal growing over recent decades it is not

always possible to grow multilayered structures with perfect interfaces or free of

potential fluctuations (Fig. 9.4). Being confined close to interfaces the electrons

are highly sensitive to irregularities, which can be impurities trapped at the

interface or monolayer steps. Scattering by charged impurities sitting on the

interface can be treated by the methods discussed in the previous section. Here we

look at the problem of scattering by geometrical irregularities in the interface,

which can become the dominant mechanism at low temperatures and is seldom

ignorable.

Let D(r) be the deviation in the z-direction (normal to the interface) of the

interface from its average position. Any deviation will affect the subband ener-

gies and the wavefunctions and thereby affect the motion of the electron in the

plane. If D(r) is small and the subband separation is large, the wavefunction will

not change appreciably, so we can use the unperturbed solutions in the matrix

element quantifying the scattering rate. If the deviation produces a change of

energy DH(r, z), the scattering rate will be

W ¼ 2p
�h

Z
<k0j jDHðr; zÞ k>j j2 dðE0 � EÞdNf ð9:28Þ

with
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Fig. 9.3 Illustration of the sensitivity of mobility to choice of fluctuation
parameter D.
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DHðr; zÞ ¼ DTðr; zÞ þ DVðr; zÞ ð9:29Þ
where T is kinetic and V is potential energy.

The case of electrons confined electrostatically at a single heterojunction is

complicated by space-charge effects, in general involving image charges. The

situation has been analysed by Ando. The expression for the rate is somewhat

lengthy and we will not reproduce it here. Instead, we look at the simpler case of

a quantum well free of space-charge effects. Following Sakaki et al. (1987) we

can express the energy change for an intrasubband process in terms of the

(a) (b)

x

y

(c)

E

z

Fig. 9.4 Structural sources of scattering: (a) localization by potential fluctuations;
(b) effect of potential fluctuations, less for a degenerate gas (or energetic elec-
trons); (c) well-width fluctuations in units of molecular monolayers–interface
roughness.
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dependence of subband energy E on well-width L, viz.

DHðr; zÞ ¼ DðrÞ dE
dL

ð9:30Þ

After expanding D(r) in a Fourier series, the squared matrix element reduces to

<k0j jDHðr; zÞ k>j j2 ¼ DðqÞj j2 dE

dL

� �2

; q ¼ k0 � k ð9:31Þ

Only the power spectrum of D(r) is required. The usual approach is to assume,

for mathematical simplicity, that the autocovariance function is isotropic and

Gaussian. Thus:

<Dðr0ÞDðr0 � rÞ> ¼ D2e�r2=K2 ð9:32Þ
and so

DðqÞj j2¼ pD2K2e�q2K2=4 ð9:33Þ
Including static 2D screening leads, with x ¼ sin(h/2), h is the scattering angle, to

the momentum-relaxation rate

Wk ¼ 4
dE

dL

� �2D2K2m�

�h3

Z1
0

x4e�k2K2x2

x þ ðqs=2kÞ½ �2ð1� x2Þ1=2
dx ð9:34Þ

The factors D and K specify the roughness, where D is the average deviation and

K is a length of order of the range of the deviation in the plane of the interface

(Fig. 9.5). Mobility measurements suggest that D is 1 to 3 ml (monolayers) (1

monolayer in GaAs ¼ 2.83 Å) and K is 30 to 70 Å.

The assumption of a Gaussian autocovariance function is quite arbitrary and

adopted for mathematical convenience. Experimental evidence from the study of

Si/SiO2 interfaces points rather to a simple exponential form (Goodnick et al.,

1985), in which case

DðqÞj j2¼ pD2K2 1� q2K2

2

� �� ��3=2

ð9:35Þ

In either situation, the rate is very sensitive to well-width. For an infinitely deep

well, W _ L–6. W is proportional to L–6, where L is the well-width. A variation

with well-width of this rapidity was observed by Sakaki et al. (1987) in the GaAs/

AlAs system.
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Similar effects can arise from fluctuations in the band-edge discontinuity.

9.3 Alloy Scattering

The simplest picture of a ternary alloy AxB1–xC is of a virtual crystal having

properties that are some average of the properties of the two binaries AC and BC

(a scheme that is obviously extendable to quaternaries). Thus if VA, VB are the

potentials experienced by the electron associated with the cations A and B in the

corresponding binaries, the virtual-crystal average, in the simplest model, can be

taken to be

V ¼ VAðxÞ þ VBð1� xÞ ð9:36Þ
There are bound to be fluctuations of concentration during growth. If in a certain

region the concentration of A is x0, rather than the average x, then the deviation in

potential will be

DVðr; zÞ ¼ ðVA � VBÞðx0 � xÞ ð9:37Þ
and this produces scattering. The root mean square (rms) deviation is just that for

a binomial distribution

<DV> ¼ VA � VBj j xð1� xÞ
Nc

� �1=2

ð9:38Þ

where Nc is the number of cation sites.
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Fig. 9.5 Interface-roughness momentum-relaxation rates (1012 s–1) in a 50–Å
GaAs deep well.We andWp are electron and interface phonon rates, respectively,
and P ¼ Wp: We: (a) as a function of correlation length K with D ¼ 1 ml and k ¼
2 · 106 cm–1; (b) as a function of wavevector with D ¼ 1 ml and K ¼ 60 Å.
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Expanding DV(r, z) in a Fourier series we can write the quasi-2D rate as

Wn0;n ¼ 2p
�h
ðVA � VBÞ2xð1� xÞNðEÞX0 Fn0;n ð9:39Þ

where N(E) ¼ m */2p•2L, X0 is the volume of the unit cell and

Fn0;n ¼
Z1
�1

ZL
0

wn0ðzÞeiqzzwnðzÞdz
0
@

1
A

2

L

2p
dqz ð9:40Þ

Here n, n0 denote subbands. Alloy scattering is elastic and isotropic and, there-

fore, scattering and momentum-relaxation rates are identical.

The potentials VA and VB are not firmly known. The difference |VA – VB| is

obtained from the respective pseudopotentials of the band structure, or from the

band-edge discontinuities, or from the electron affinities. Values of 0.5 eV for

GaInAs, and 1.0 eV for AlInAs are often used.

9.4 Electron–Electron Scattering

9.4.1 Basic Formulae for the 2D Case

Scattering of one electron by another involves the exchange of both energy and

momentum and it, therefore, acts to randomize those dynamic quantities over the

electron gas, but it cannot relax either. If strong enough, it can maintain or

establish quickly a Maxwellian or Fermi–Dirac distribution – or a drifted form of

either distribution in the presence of a directional force. Establishing such a

distribution is often referred to as thermalization, though the end point may be

characterized by an electron temperature very different from that of the lattice.

The usual approach to the description of electron–electron scattering is to

consider it as a two-body, screened (usually statically screened) interaction that

can be treated within the Born approximation. Practically all the caveats that

pertain to charged-impurity scattering pertain here, some less so, some more so.

Compared with phase-shift analysis the Born approximation often overestimates

the scattering rate. Screening is really dynamic, and not static – in the electron–

electron (or electron–hole) case, with an effective frequency w ¼ q.vcm, where

vcm is the velocity of the centre of mass (see Section 10.9). Regarding each

electron as scattering independently of the others overestimates the effect of the

distant interactions.

With these reservations in mind we can write down the two-dimensional

screened version of the Mott formula (see Messiah, 1966; Ridley, 1993) for the

electron–electron differential cross-section in the Born approximation as follows:
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rðhÞ ¼ e4l�2

8pe21�h4g12

Fijmnðq12Þ


 

2
q212Sðq12Þ2

þ Fijmnðq21Þ


 

2
q221Sðq21Þ2

� Fijmnðq12ÞFijmnðq21Þ


 


q12Sðq12Þq21Sðq21Þ

" #

ð9:41Þ
where l* is the reduced mass (¼ mþ/2), e1 is the high-frequency permittivity, the

Fijmn(q) are form factors and the S(q) are screening factors. (Note that the

dimension of cross-section is now length.)

This gives the rate for the collision of an electron in subband i having wave-

vector k1, with an electron in subband j having wavevector k2, in the centre-of-

mass frame of reference. In this reference frame

g ¼ k� kcm; kcm ¼ 1

2
ðk1 þ k2Þ ð9:42Þ

and so

g12 ¼
1

2
ðk1 � k2Þ ð9:43Þ

After scattering, one electron is in subband m wavevector k01, and the other is in

subband n, wavevector k02. Conservation of energy and momentum for parabolic

bands and normal processes leads to

k1 þ k2 ¼ k01 þ k02
�h2

2m*
ðk12 þ k2

2Þ þ Ei þ Ej ¼ �h2

2m*
ðk012 þ k022Þ þ Em þ En

ð9:44Þ

Putting

q12 ¼ g12 � g012 ð9:45Þ
and noting that

k1
2 þ k2

2 � k012 � k012 ¼ 2ðg212 � g0212Þ ð9:46Þ
we translate the energy/momentum conservation into centre-of-mass wavevectors

g212 ¼ g212 � g0
2 ð9:47Þ

where

g20 ¼
m�

�h2
ðEm þ En � Ei � EjÞ ð9:48Þ
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and therefore

q212 ¼ 2g212 � g20 � 2g12ðg212 � g20Þ1=2 cos h ð9:49Þ
where h is the angle between g12 and g012. The vector q12 acts in exactly the same

way as the vector q in the formula for charged-impurity scattering (Fig. 9.6).

The electrons emerging from the collision are indistinguishable and there

would be no observable change if the electron with wavevector k01 were to be

exchanged with the electron whose wavevector was k02. This gives rise to the

second term in the expression for the cross-section, Eq. (9.41). In this case

g021 ¼
1

2
ðk02 � k01Þ; q21 ¼ g12 � g012 ð9:50Þ

whence

q212 ¼ 2g212 � g20 � 2g12ðg212 � g20Þ1=2 cos h ð9:51Þ
The third term in the cross-section arises as a result of quantum interference when

the two electrons that collide have identical spins.

2q12

k1

u

k�2
k�1

2g�12

k2

2g12

Fig. 9.6 Vector diagram for electron–electron scattering.
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The form factors are given by

FijmnðqÞ


 

2¼ ZZ w�

mðzÞw�
nðzÞwiðz0Þwjðz0Þe�q z�z0j jdzdz0 ð9:52Þ

The factor S(q) is the dynamic screening function at a frequency x ¼ q.vcm,

where vcm is the velocity of the centre-of-mass.

The total scattering rate is

Wijðk1Þ ¼ 1

A

X
j;k2

fjðk2Þ
Z2p
0

viðk1ÞrðhÞdh ð9:53Þ

where vi(k1) is the velocity of the incident electron relative to the bombarded

electron, A is the area and fj(k2) is the occupation probability of the state |k2 > in

subband j. We have assumed non-degenerate statistics and we have taken the cell-

overlap integral to be unity. The sum is to include both spin states. Integrating

over the angle gives the total cross-section, which is the same quantity in both

centre-of-mass and laboratory frames of reference, but note that the rate must be

deduced from the total cross-section using the incident flux relative to the elec-

tron doing the scattering. Thus

viðk1Þ ¼ 2�hg12
m� ¼ �hg12

l�
ð9:54Þ

9.4.2 Discussion

Treatments of electron–electron scattering in 2D have almost all been numerical

in Monte Carlo or molecular dynamical simulations. Even so it has been usual to

make several approximations, some of them severe. A reasonable first step is to

neglect intersubband processes on the grounds that these vanish anyway because

of the orthogonality of the wavefunctions when q ¼ 0 and the large wavevector

changes that are generally required render the rates small. Limiting to intrasub-

band scattering (both electrons remaining in their subbands) allows us to put g0 ¼
0 and hence

q12 ¼ 2g12 sinðh=2Þ
q21 ¼ 2g12 cosðh=2Þ ð9:55Þ

Note that without intersubband transfers electrons in different subbands can still

scatter off one another and contribute to the thermalization process.
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A second step is to neglect the interaction involving parallel spins. The squared

matrix element is of the form

M2 ¼ 1
2
ðM2

12 þM2
21 þ M12 �M21



 

2Þ ¼ M2
12 þM2

21 � M12 �M21



 

 ð9:56Þ
where the factor 1/2 arises because in half of the collisions on average the spins

are aligned and in the other half they are opposed. The third term in the brackets

is most significant for scattering angles near p/2, i.e. when q12 � q21. If its effect

is ignored, we obtain

rðhÞ ¼ e4l�2

16pe21�h4g12

Fijijðq12Þ


 

2
q212Sðq12Þ2

þ Fijijðq21Þ


 

2
q221Sðq21Þ2

" #
ð9:57Þ

which implies that we are assuming that quantum interference eliminates half of

the collisions. It is not clear how good the approximation is in general, though it

is used widely. Adopting a classical approximation instead, i.e. ignoring quantum

interference altogether, would double the magnitude of the cross-section. The rate

corresponding to Eq. (9.57) can be written

Wijðk1Þ ¼ e4l�

8pe21�h4A

X
j;k2

fjðk2Þ
Z2p
0

Fijijðq12Þ


 

2
q212Sðq12Þ2

dh ð9:58Þ

where the sum is over spin as well as wavevector and subband.

This is a factor 4 less than the hitherto standard expression, used, for example,

by Goodnick and Lugli (1992), Blom et al. (1993) and Mosko and Moskova

(1994). The difference was first pointed out by Mosko et al. (1995). If indeed this

is an error, it opens up the whole question of plasma thermalization that is

observed to occur in a GaAs quantum well within about 100 fs (Knox et al.,

1986), and hitherto satisfactorily explained by Monte Carlo simulations using the

standard expression with static screening – i.e. S(q12) is taken to be

Sðq12Þ ¼ 1þ
X
i

fið0Þ qi

q12
; qi ¼ e2m�

i

2p�h2e1
ð9:59Þ

where the sum is taken over all the subbands (including holes) and fi(0) is the

occupation probability at each subband edge and assumed to be spherically

symmetric (Goodnick and Lugli, 1992). Screening is difficult to treat in general

even in the static limit, and it may be the case that dynamic effects significantly

reduce the effect of screening. Parallel-spin collisions will also add to the rate to

some degree. Taken together they may explain the observed rapidity of ther-

malization. It is evident that this topic will bear a good deal more investigation.
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Dynamically screened electra–electra collisions in 2D have been analysed by

Ridley (2001) and Tripathi and Ridley (2002, 2003).

As regards electron–electron scattering in 1D, it turns out that the restriction of

motion to one dimension completely eliminates any effect of the interaction, at

least to the lowest order, as the reader can prove to himself in a few lines.

9.4.3 Electron–Hole Scattering

Electrons and holes are distinguishable particles so there is no question of

quantum interference, nor of exchange. The operative matrix element is thus what

we have called M12, and this applies to all collisions irrespective of spin align-

ment. The scattering rate is, therefore, given by Eq. (9.58) with suitable inter-

pretation of symbols. Note that it is also equal to the 2D rate for charged-impurity

scattering, Eq. (9.17), when the hole mass is much larger than the electron mass

(so that l¼m*
e the electron mass).

9.5 Phonon Scattering

9.5.1 Phonon–Phonon Processes

The strength of hot-phonon effects is determined by phonon lifetime and scattering

rate. These quantities for acoustic modes have received a good deal of attention in

the past, principally because the associated processes are much more accessible to

experiment than those for optical phonons. The area needs revisiting in the light of

the zone-folding induced by superlattice structures. Here, we will limit our atten-

tion to optical phonons since much less attention has been given to scattering

processes other than those involving electrons in which optical phonons are

involved. What follows is based on the work of Ridley and Gupta (1991).

The lifetime of an optical phonon is determined by the anharmonicity of

the lattice. The Hamiltonian for the lattice can be written to lowest order as follows:

H ¼
X
r;i;j

M
1=2
i xiM

1=2
j xjui 	 uj ð9:60Þ

where ui denotes the optical (or short-wavelength acoustic) displacement for the

mode of vibration i and Mi is the corresponding mass of the oscillator. The sum is

over all lattice sites and ui can be written in second-quantization notation thus:

ui ¼
X
q

�h

2NMixi

� �1=2

ðeiaqieiq	r þ ei
*aqi

†e�iq	rÞ ð9:61Þ
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where N is the number of unit cells in the cavity, e is a unit polarization vector, and

a, aþ are the usual annihilation and creative operators. A small perturbation can be

regarded as changing the frequencies by an amount dxi so that

H ¼ H0þH0 ð9:62Þ

H0

X
qi

�hxqi a
†
qiaqiþ

1

2

� �
ð9:63Þ

H0 ¼
X
r;i;j

M
1=2
i xiM

1=2
j xj

dxi

xi

þ dxj

xj

� �
ui 	 uj ð9:64Þ

This form of the perturbation will be applied to a number of interactions in what

follows.

The lifetime of the optical phonon can be calculated by taking the phonon to

cause a frequency change in all other modes by virtue of the intrinsic anhar-

monicity of the lattice, viz.

dx
x

¼ C:u ð9:65Þ

where we have introduced the quantity C, which is the optical-phonon analogue

of the Gruneisen constant. For simplicity we assume an isotropic medium that

allows us to replace C.u by Cu. Eq. (9.64) becomes†

H0 ¼ 2C
X
r;i;j

Mxixjui 	 ujuk ð9:66Þ

where we have Mi ¼ Mj ¼ M in anticipation that modes i, j are acoustic modes

and we use the subscript k to denote the optical mode. Energy and momentum

conservation is satisfied when a long-wavelength LO phonon decays to two

almost oppositely propagating LA modes such that xi ¼ xj ¼ xL/2. The rate

from first-order perturbation theory is

W ¼ C2�hx3
L 2nðxL=2Þ þ 1½ �
32pqv3L

ð9:67Þ

which is the expression derived by Klemens (1966) if we take C ¼ c xL/vL, where

c is the Gruneisen constant and vL is the velocity of LA modes, and ignore a

factor 4/3. The quantity n(xL/2) is the Bose–Einstein factor. For the case of

GaAs, experiment gives us a lifetime of about 8 ps at 10 K (Tsen et al., 1988,

1989), which means that F (otherwise to be calculated in an a priori theory) for
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GaAs is 2.4 · 108 cm–1. This value leads to agreement with results of experiments

at other temperatures (4 ps at 300 K, von der Linde et al., 1980; 7 ps at 77 K,

Kash et al., 1985). In binary compounds in which the disparity in mass of the two

ionic components is unusually large, such as occurs in GaN, for example, this

channel of decay is not available, and other processes must be invoked (Ridley,

1996b).

Higher-order phonon–phonon processes turn out to be much weaker than the

three-phonon interaction that ends the life of an LO phonon. Thus, the lifetime is

also the momentum-relaxation time for phonon–phonon processes. A calculation

taking into account phonon confinement and mode mixing (which would also

affect the acoustic modes involved) has not been carried out, but it is unlikely that

this general conclusion will prove incorrect for layered material. Hence it is

unlikely, if phonon–phonon processes are the only ones active, that hot phonons

relax electron momentum appreciably. But, of course, this is not the case.

An excellent review of phonon properties in semiconductors as observed

in experiments on light scattering has been written recently by Tsang and Kash

(1990).

As mentioned above, the Klemens process cannot work for GaN and other

binaries. Recent work has identified a number of alternative decay routes. The

main decay route is still a three-phonon process in which the LO mode decays

into two lower frequency phonons with conservation of crystal momentum.

Barman and Srivastrava (2004) have identified the following channels:

Klemens (1966): LO ! 2LA

Ridley (1996b): LO ! TO þ LA or TA

Vallee–Bogani (1991): LO ! LO þ LA or TA

Barman–Srivastrava (2004): LO !S’O þ S” S’,S” ¼ LorT

The Barman–Srivastrava channel is possible only in wurtzite structures. In the

wurtzite structure there are two zone-centre LO modes, A1(LO) and E1(LO) with

slightly different frequencies and similarly the TO modes A1(TO) and E1(TO) and

others (the E2 and B modes) (see Chapter 13). It turns out that the Ridley channel

is the dominant one for GaAs, GaN and indeed for many of the other binaries.

The decay rate with TA emission is given by:

1

sp
¼ �hc2

4pqc2c3TA
x3

TAxLOxTO

nðxTOÞnðxTAÞ
nðxLOÞ ð9:67aÞ

c is the mode-average Grüneisen’s constant, q is the mass density, c is the average

acoustic mode velocity, CTA is the velocity of the TA mode, the bar over the n

denotes thermal equilibrium values at the lattice temperature. This expression is

valid provided that the daughter phonons remain at thermodynamic equilibrium
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at the lattice temperature. Conservation of energy means that xTA ¼ xLO – xTO,

and hence the rate increases with LO frequency as a greater density of states

becomes accessible.

9.5.2 Charged-Impurity Scattering

The Fröhlich interaction allows a novel interaction to take place between

charged-impurity atoms and LO modes. A charged impurity polarizes its sur-

rounding medium so that its effective charge is

eeff ¼ Ze

js
ð9:68Þ

where Z is the charge number and js is the static dielectric constant. The LO

mode interacts coulombically with this charge and anharmonically with the

surrounding polarization. Assuming that the internal dynamics of the impurity

remains unaffected and that the impurity absorbs crystal momentum, we can

calculate the scattering rate for the Fröhlich interaction in second order, i.e.

W ¼ 2p
�h

Z X
n

<f eeff�


 

n><n eeff�



 

i>
Ei � En











2

dðEf � EiÞdNF ð9:69Þ

in usual notation. The result is

W ¼ Z4e4ðnðxLÞ þ 1ÞxLNl

4pk4s�h
2v2Lq

3

1

e1
� 1

es

� �2

ð9:70Þ

We have assumed a dispersion relation for the LO mode to be of quadratic form,

which is why vL, the velocity closely associated with the velocity of the LA

mode, enters the preceding formula. The smaller vL is, the weaker the dispersion

and the greater the number of available final states that fall within the energy

uncertainty. For GaAs with Z ¼ 1 and q ¼ 2 · 106 cm–1, which is a typical

wavevector involved in electron–phonon interaction, the rate becomes 1.1 · 107

NIs
–1 with NI per cubic centimeters (cm–3). It matches the lifetime when NI ¼

1018cm–3. As is usual for the Fröhlich interaction the rate is stronger for smaller

wavevectors. Typical wavevectors involved in Raman scattering are 105 cm–1 or

less, increasing the rate by a factor of 103 or more! Well-defined long-wavelength

LO modes cannot exist in these circumstances.

The anharmonic interaction with the surrounding polarization actually leads to

an infinite cross-section as a consequence of the purely coulombic nature of the

polarization field. However, weighting for momentum relaxation reduces the rate

far below that for the direct Fröhlich one.
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Both interactions will be screened if free carriers are available. Only bulk

interactions have been considered to date.

9.5.3 Alloy Fluctuations and Neutral Impurities

A foreign atom alters the phonon frequency by virtue of its different mass and

different bond strength (different force constant). The effect is well-known in

the form of isotope scattering of acoustic waves. In the Born approximation,

Eq. (9.64) with Eq. (9.61) leads to

H0
ij ¼

1

N

X
r

�hdxei:eje
iðqi�qjÞ	raia†j ð9:71Þ

which describes phonon i being annihilated and phonon j being created, with r such

that the zero of spatial coordinates coincides with the atom. When both modes have

the same polarization ei.ej ¼ cos h, where h is the angle between qi and qj.

The material will be regarded as an alloy of form AxB1–xC, and we can use the

alloy-scattering arguments to write

<dx>2 ¼ ðxA � xBÞ2xð1� xÞ ð9:72Þ
where xA is the LO frequency for a particular mode when x approaches zero, xB

for the same mode when x approaches unity in a real alloy, or, for neutral

impurities including isotopes

xA � xB ! DM

2M
xL ð9:73Þ

where DM is the mass difference. (Strictly, another term (DF/2F) xL should be

added to denote the effect of differing force constants, but the contribution is

usually small.) The rate in 3D is

W ¼ ðxA � xBÞ2xLqV0xð1� xÞ nðxLÞ þ 1ð Þ
3pv2L

ð9:74Þ

and in 2D

W ¼ ðxA � xBÞ2xLqV0xð1� xÞ nðxLÞ þ 1ð Þ
2pv2LL

ð9:75Þ

Here V0 is the volume of the unit cell. Rates for realistic impurity concentrations

are negligible. Isotopes exist in relatively high concentrations but x is rather

small and in the present context the isotopic scattering rate is usually negligible.
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In alloys the rate depends on the mode, which can be AC-like or BC-like.

Table 9.1 lists some magnitudes. The InAs mode in AlInAs has the same fre-

quency for all x and so does not suffer scattering by alloy fluctuations. Note that

the 2D rate is q-independent and larger than the 3D rate by a factor 3p/(2qL) and
many of the time-constants are of order of the GaAs phonon life time.

9.5.4 Interface-Roughness Scattering

Applying the spirit of the approach in Section 9.2 to guided phonon modes we

obtain a frequency shift given by

dx ¼ dx
dqz

	 dqz
dL

D ¼ n2v2Lp
2

xLL3
D ð9:76Þ

with qz ¼ np/L. Choosing a Gaussian autocovariance (for mathematical con-

venience) we obtain the rate

W ¼ n4p4v2LD
2K2

2xLL6
l ð9:77aÞ

I ¼
Z2p
0

ð1� cos hÞ cos2 h exp q2K2 sin2
h

2

� �� �
dh ð9:77bÞ

where q is the wavevector in the plane. For realistic values of the parameters, this

rate turns out to be relatively small.

Table 9.1. Phonon momentum-relaxation time associated with alloy

scatteringa

Phonon
t(ps)

Material mode xL(meV) DxAB (meV) 3Dq* 2D (50 Å)

Al0.3Ga0.7As
b GaAs 34.8 5.27 30 8.0

AlAs 47.4 5.54 20 5.3
Al0.53In0.47As

c InAs 29.4 0 1 1
AlAs 45.5 8.7 6.6 1.8

Ga0.52In0.48As
d InAs 28.9 1.24 484 141

GaAs 33.8 5.47 21 7.0

Note: aq ¼ 2.5 · 106 cm–1.
Source: bKim and Spitzer (1979). cEmyra et al. (1987). dLucovsky and Chen (1970).
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Fig. 9.7 Interface-roughness momentum-relaxation rates for interface modes in
a GaAs well: (a) as a function of correlation length K for q ¼ 5 · 105 cm–1 and
1 · 106 cm–1; (b) as a function of wavevector for L ¼ 50 Å and 100 Å with K
chosen to maximize the rate; for all cases D ¼ 1 ml. (Gupta and Ridley, 1990)
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It might be expected, however, that interface modes will be more sensitive to

interface quality. Instead of Eq. (9.76), which is only weakly dependent on

interface roughness (IFR) because of the weak dispersion, we take dx to be

proportional to the difference in LO frequencies in the adjacent material. Thus

we take

dx ¼ dxAB

D

L
ð9:78Þ

whence

W ¼ ðDxABÞ2xLD
2K2

2v2LL
2

ð9:79Þ

where I is given by Eq. (9.77b). Fig. 9.7 shows some features of this rate for the

GaAs/Al0.3Ga0.7As interface taking •dxAB ¼1.84 meV and D ¼ 1 monolayer.

Clearly, significant rates emerge, especially for small wavevectors, just those, in

fact, that the Fröhlich interaction favours and that are copiously present in the

hot-phonon spectrum. Unlike the case for electrons, IFR scattering of phonons is

not screened (see Fig. 9.5).

Eq. (9.79) has been used to explain the experimental results on hot electrons

and hot phonons in quantum wells by Gupta et al. (1991). In these experiments

there is good agreement found between the temperature-field curves measured at

a fixed lattice temperature using photoluminescence techniques and those

deduced from the variation of mobility with field and with lattice temperature.

This agreement suggests that hot phonons must be randomized, and the preceding

theory of IFR scattering helps to account for that.

NOTES

† Strictly speaking, C is a third-order coupling coefficient to which symmetry restrictions apply, but
this is usually ignored.
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10

Quantum Screening

O polished perturbation!

Henry IV, Pt II, W. Shakespeare

10.1 Introduction

The presence of a potential V(R, t) that induces transitions between the single

electronic states of a system also perturbs the whole electron gas, leading to

the appearance of a screening potential Vs(R, t). The interaction potential that

actually induces a transition is, therefore, the sum of the unscreened and screened

potentials, viz.

VðR; tÞ ¼ V0ðR; tÞ þ VsðR; tÞ ð10:1Þ
If the perturbation of the electron gas is weak, the screening potential will be

linearly related to the self-consistent potential V(R, t), and so we have

VðR; tÞð1� vÞ ¼ V0ðR; tÞ ð10:2Þ
where Vs¼ vV, and the quantity 1 – v is the dielectric function e/e0.
In order to calculate the dielectric function it is necessary to describe the effect

of a perturbation on the whole electron gas, and this is most conveniently done

using the concept of the density matrix. Essentially, we solve the Schrodinger

equation to obtain the disturbance to the screening potential via Poisson’s

equation, following the approach of Ehrenreich and Cohen (1959). The reader is

referred to the texts by Kittel (1963), Harrison (1970) and Landau and Lifshitz

(1977) for fuller accounts of the topic as regards bulk screening.

A point regarding notation – we use capitals for 3D vectors and lowercase

letters for 2D and 1D vectors.
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10.2 The Density Matrix

We conceive the electron gas to be an assembly of N electrons each of which is

described by a one-electron wavefunction w(R, t). The total wavefunction is

wN(R1, R2 . . .RN,t) and is taken to be the Slater determinant

wNðR1; . . . ; tÞ ¼ 1ffiffiffiffiffi
N!

p

w1ðR1; tÞ w1ðR2; tÞ 	 	 	w1ðRN ; tÞ
w2ðR1; tÞ w2ðR2; tÞ 	 	 	w2ðRN ; tÞ
..
.

wNðR1; tÞ 	 	 	wNðRN ; tÞ
























¼ 1ffiffiffiffi

N
p w1ðRi; tÞwð1Þ

N�1 � w2ðRi; tÞwð2Þ
N�1

þ 	 	 	
h i

ð10:3Þ

An operator Ô that can be expressed as a sum of one-electron operator Ô (Ri) has

an expectation value

<Ô> ¼
X
i

Z
w*

NÔðRiÞwNdR1; dR2; :::; dRN ð10:4Þ

Integrating over the rest of the coordinates for each Ri and noting that

w�
kðRjÞwk0 ðRj 0Þ¼dkk0 djj0 give

<Ô> ¼ 1

N

X
i

Z
w*

1ðRiÞÔðRiÞw1
ðRiÞ þ w*

2ðRiÞÔðRiÞw2ðRiÞ:::dRi ð10:5Þ

The sum gives N identical terms, whence

<Ô> ¼
X
n

Z
w*

nðRÞÔðRÞwnðRÞdR ð10:6Þ

Now operators operate meaningfully on electrons and not states, so an integral

must be suitably weighted by the probability f(n) of the state’s being occupied.

Moreover a product of w�
nðRÞ and wn(R) is an electron density, so it is natural to

seek to express expectation values of many-electron operators in terms of such a

density. A step toward this can be made by rearranging the terms in the previous

equation, bearing in mind the Ô(R) operates only on wn(R). Thus

<Ô> ¼
X
n

Z
ÔðRÞwnðRÞw*

nðR0ÞdR ð10:7Þ

and the rule is to put R0 ¼ R after the operation. A statistical and time-dependent

density matrix can then be usefully defined as follows:
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qðR;R0; tÞ ¼
X
nn0

wnðR; tÞf ðn; n0Þw*
n0 ðR0; tÞ ð10:8Þ

whence Eq. (10.7) can be written

<Ô> ¼
Z

ÔðRÞqðR;R0Þdnn0dR ð10:9Þ

At thermodynamic equilibrium the density matrix must be diagonal and f (n, n0) ¼
f0(n) dnn’, where f0(n) is the Fermi–Dirac function, and the carrier density is

given by

n0ðRÞ ¼ qðR;R0Þdnn0R;R0 ð10:10Þ
The time dependence associated with the presence of a perturbation is obtainable

from Schrodinger’s equation. The total Hamiltonian is expressed as the sum of one-

electron Hamiltonians H(Ri,t) and each one-electron wavefunction obeys a one-

elecron equation of the form

i�h
@wnðR; tÞ

@t
¼ HðR; tÞwnðR; tÞ ð10:11Þ

Consequently

@

@t
ðwnðR; tÞw*

n0 ðR0; tÞÞ

¼ 1

i�h
HðR; tÞwnðR; tÞw*

n0 ðR; tÞ þ wnðR; tÞ
1

i�h
HðR0; tÞwn0 ðR0; tÞ

� �* ð10:12Þ

If we assign all the time dependence to the wavefunctions and keep the occupation

probability, f (n, n0), time-independent, then this equation can be written

i�h
@qnn0 ðR;R0; tÞ

@t
¼ HðR; tÞqnn0 ðR;R0tÞ � qnn0 ðR;R0tÞHðR0; tÞ ð10:13Þ

in which H(R
0
,t) must be taken to operate on the left. This is a variation of the

Liouville equation.

Introducing a small perturbation, H1 causes a small perturbation in the density

matrix q1. Dropping the explicit depiction of dependent variables we obtain, after

linearization

i�h
@q0
@t

¼ H0q0 � q0H0 ¼ 0 ð10:14aÞ
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i�h
@q1
@t

¼ H1q0 � q0H1 þ H0q1 � q1H0 ð10:14bÞ

Let the unperturbed states be represented by | a>; then q0| a > ¼ f0(Ea)| a> and

H0| a> ¼ Ea| a>, Ea is the energy of the state. We suppose the perturbation to

begin in the infinite past where the system is entirely unperturbed and to have the

time dependence

H1 ¼ H1ðRÞe�ixtþdt ð10:15Þ
and we evaluate the effect at t ¼ 0, with d ! 0. The perturbed density will have

an identical time dependence and Eq. (10.14b) becomes

ð�hxþ i�hdÞq1 ¼ H1q0 � q0H1 þ H0q1 � q1H0 ð10:16Þ
The expectation values are then

ð�hxþ i�hdÞ a0jq1jah i ¼ a0 H1q0j jah i � a0 q0H1j jah i
þ a0 H0q1j jah i � a0 q1H0j jah i

¼ f ðEaÞ � f ðEa0 Þ½ � a0 H1j jah i þ ðEa0 � EaÞ a0 q1j jah i
ð10:17Þ

whence

a0 q1j jah i ¼
Y

aa0
a0 H1j jah i ð10:18Þ

where

Y
aa0

¼ f ðEa0 Þ � f ðEaÞ
Ea0 � Ea � �hx� i�hd

ð10:19Þ

The perturbation of the density matrix reflects the perturbation of the wave-

functions. If the perturbed states are depicted by | b>, then

qðR;R0; tÞ ¼
X
b;b0

bifbb0 b0h

 

 ð10:20Þ

and the perturbed states can be expanded in terms of the unperturbed states thus:

bj i ¼
X
a

aa aj i; aa ¼ ah jbi ð10:21Þ

We can now relate the disturbance in the density matrix to the disturbance in the

electron density via
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nðR; tÞ ¼ qðR;R0; tÞdbb0dRR0 ¼
X
b

bj ifb bh j ð10:22Þ

Expanding the disturbed states, we obtain

nðR; tÞ ¼
X
ba0a

a0j i a0h jbifb bh jai ah j

¼
X
aa0

a0j i ah j a0h jqðR;R0; tÞdbb0dRR0 jai
ð10:23Þ

Putting n ¼ n0 þ n1 gives with Eq. (10.18)

n1 ¼
X
a0a

a0j i ah j a0h jq1 aj i

¼
X
aa0

a0j i ah j
Y

aa0
a0h jH1 aj i

ð10:24Þ

We can put H1 ¼ eV, where V is the self-consistent potential of Eq. (10.1).

In the preceding equations, we have implicitly assumed that no correlated

motion of the electrons occurs. Thus we are neglecting exchange and assuming a

random phase or Hartree approximation.

10.3 The Dielectric Function

In order to get the screening potential we have to solve Poisson’s equation

r2VsðR; tÞ ¼ � en1ðR; tÞ
e0

ð10:25Þ

with n1(R,t) given by Eq. (10.24). Complications occur in low-dimensional

systems as a consequence of the differences in permittivity in adjacent regions;

that means that Poisson’s equation has to be solved in each distinct region and the

usual electrostatic boundary conditions applied to connect the solutions. (Note

that we assume that retardation effects are negligible in all of this.) These

complications cannot be avoided when free-standing slabs are considered, but in

purely solid systems involving the usual semiconductors the differences in per-

mittivity are rather small and may be ignored in a first approximation. To begin

with we will adopt this approximation since it simplifies matters substantially, but

we will return to the problem later.

We therefore assume that whatever quantum-confinement effects are present,

the screening occurs in an ambient medium of uniform dielectric properties.
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Consequently we may expand Vs(R,t) in a 3D Fourier series and similarly

n1(R, t), viz.:

VsðR; tÞ ¼ X

ð2pÞ3
Z

VsQðtÞeiQ	RdQ ð10:26aÞ

n1ðR; tÞ ¼ X

ð2pÞ3
Z

nQðtÞeiQ	RdQ ð10:26bÞ

where the normalizing volume is X, and hence

VsQðtÞ ¼ enQ
e0Q2 ðtÞ ð10:27Þ

and

nQðtÞ ¼ 1

X

Z
n1ðR; tÞe�iQ	RdR ð10:28Þ

The screening potential is given by

VsðtÞ ¼ e2

ð2pÞ3e0

ZZ
1

Q2

X
aiaj

aij i aj
� 

Y

aiaj
aih jVðtÞ aj



 �eiQ	ðR�R0ÞdR0dQ ð10:29Þ

(For brevity the dependence of Vs on R is not explicitly shown.) The matrix

element of this potential between two states ag and ah is then

ag
� 

VsðtÞ ahj i ¼ e2

ð2pÞ3e0

Z
1

Q2

X
aiaj

Y
aiaj

G
gh
ij ðQÞ aih jVðtÞ aj



 �dQ ð10:30Þ

where

G
gh
ij ðQÞ ¼

Z
ag
� 

 aij i aj

� 

eiQ	ðR�R0Þ
� �

ahj i dR0 ð10:31Þ

The response of the system to a perturbation by a potential V0 is thus charac-

terized by

ag
� 

VðtÞ ahj i ¼ ag

� 

V0ðtÞ ahj i þ ag
� 

VsðtÞ ahj i ð10:32Þ

Further analysis depends upon the nature of the electron states, and this depends

upon the degree of quantum confinement.
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10.4 The 3D Dielectric Function

In bulk material the wavefunction of an electron in a conduction band is

wðRÞ ¼ 1

X1=2
eiK	R ð10:33Þ

The G factor is then

G
gh
ij ðQÞ ¼ � 1

X2

ZZ
e�iKg	ReiðKi�KjÞ	R0

eiQ	ðR�R0ÞeiKh	RdR0dR

¼ dKgKhþQdKiKjþQ

ð10:34Þ

and

aih jVðtÞ aj


 � ¼ dKiKjþQVQðtÞ ð10:35Þ

where VQ(t) is the 3D Fourier coefficient of V(t). Incorporating these results in

Eq. (10.32) leads to a dielectric function given by

eðQ;xÞ
e0

¼ 1� e2

e0Q2X

X
K

f ðEKþQÞ � f ðEKÞ
EKþQ � EK � �hx� i�hd

ð10:36Þ

which is the Lindhard formula (Lindhard, 1954).

This expansion has to be evaluated with d going to zero and this leads to a

permittivity consisting of a real and an imaginary component, viz.

eðQ;xÞ ¼ e1ðQ;xÞ þ ie2ðQ;xÞ ð10:37Þ
and these can be obtained using the formula

lim
d!0

1

z� d
¼ P

1

z

� �
þ ipdðzÞ ð10:38Þ

where P stands for the principal part. Thus we obtain the well-known result

e1ðQ;xÞ
e0

¼ 1� e2

e0Q2X

X
k

f ðEkþQÞ � f ðEkÞ
EkþQ � Ek � �hx

ð10:39Þ

and

e2ðQ;xÞ
e0

¼ � pe2

e0Q2X

X
k

f ðEkþQÞ � f ðEkÞ½ �d EkþQ � Ek � �hxð Þ ð10:40Þ
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An often more convenient form of the real component can be obtained by

exploiting the independence of EK and f(EK) on the sign of K viz.:

e1ðQ;xÞ
e0

¼ 1þ e2

e0Q2X

X
K

f ðEKÞ 1

EKþQ � EK þ �hx
þ 1

EKþQ � EK � �hx

� �

ð10:41Þ
For a degenerate gas at T ¼ 0K the dielectric function becomes

e1ðQ;xÞ
e0

¼ 1þ e2NðEFÞ
2e0Q2

· 1� 1

4g3
c2 � ð1� 2cÞg2 þ g4
 �

ln
gþ g2 þ c
g� g2 � c












��

þ c2 � ð1þ 2cÞg2 þ g4
 �

ln
gþ g2 � c
g� g2 þ c











��

ð10:42Þ
where N(EF) is the density of states at the Fermi surface, g ¼ Q/2kF; kF is

the Fermi wavevector; and c ¼ •x/4EF. For slowly varying or static potentials

c � 0 and

e1ðQ; 0Þ
e0

¼ 1þ e2NðEFÞ
2e0Q2

1þ KF

Q

�
� Q

4kF

�
ln

1þQ=2KF

1� Q=2KF












� �
ð10:43Þ

If, in addition, the perturbation has a long wavelength so Q � 0 we obtain

e1ðQ; 0Þ
e0

¼ 1þ Q2
0

Q2
;Q2

0 ¼
e2NðEFÞ

e0
ð10:44Þ

Where Q0 is the reciprocal screening length. This approximation to the dielectric

function is often used to model the effect of screening of charged impurities and

of acoustic phonons.

For certain values of frequency and wavevector the dielectric function vanishes

(e ¼ 0), and when this occurs the electron gas exhibits collective oscillation

whose quanta are plasmons. Because there always exists at finite temperatures an

imaginary part of the dielectric function, plasma oscillations are always damped

by being absorbed by an individual electron. However, at zero temperature such

absorption processes are limited to regions of (x, k) in which conservation of

energy and momentum is possible – the region of so-called single-particle

excitation. Another region can be similarly defined for emission processes.

Outside these regions a plasma wave can propagate without being damped. At

finite temperatures the single-particle excitation regimes are no longer sharply

defined and some damping always occurs outside their bound. Nevertheless, such
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damping can be weak enough for plasma modes to be well-defined, and to act as a

further inelastic scattering agent for electrons. In 3D long-wavelength plasma

oscillations occur at the well-known plasma frequency xp ¼ (e2n/em*)1/2, where
n is the electron density and e is the lattice permittivity.

10.5 The Quasi-2D Dielectric Function

The electrons are now assumed to be confined in a quantum well of width ‘a’

with a wavefunction

wnðRÞ ¼
1

r1=2
eik:rwnðzÞ ð10:45Þ

where r is the normalizing area, k is the in-plane wavevector and R ¼ (r, z).

The perturbing potential can be taken to be expandable in a 2D Fourier series,

thus

VðR; tÞ ¼ r

ð2pÞ2
Z

Vqðz; tÞeiq:rdq ð10:46Þ

where q is an in-plane wavevector, and the z-dependence remains implicit.

However, our expression for the screening potential, Eq. (10.29), is in the form of

a 3D Fourier expansion, but as there is now no implicit dependence on qz, where

Q ¼ (q, qz), we can integrate over qz to reduce the expansion to a 2D form. Using

the standard integral

Z1
�1

eiqzðz�z0Þ

q2 þ q2z
dqz ¼ p

q
e�q z�z0j j ð10:47Þ

we obtain

VsðtÞ ¼ e2

8p2e0

ZZ
1

q

X
aiaj

aiihaj


 

—aiajhai VðtÞj jajieiq:ðr�r0Þe�q z�z0j jdR0dQ ð10:48Þ

and the G factor becomes

G
gh
ij ðqÞ ¼

Z
hag aiihaj



 

eiq:ðr�r0Þe�q z�z0j j
� �


 


ahidR0 ð10:49Þ

Substitution of the wavefunctions and integration over r and r0 lead to

G
gh
ij ðqÞ ¼ dkgkhþqdkikjþqF

n3n2
n1n

ðqÞ ð10:50Þ
where F is a form factor given by
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Fn4n3
n2n1

ðqÞ ¼
ZZ

wn4
ðzÞwn3

ðzÞwn2
ðz0Þwn1

ðz0Þe�q z�z0j jdzdz0 ð10:51Þ

Furthermore

hai VðtÞaj


 

i ¼ dki;kjþqhn2 Vqðz; tÞ



 

n1i ð10:52Þ
The dielectric response is now described by

hn4 Vqðz; tÞ


 

n3i ¼ hn4 V0qðz; tÞ



 

n3i þ hn4 VsqðtÞ


 

n3i ð10:53Þ

where

n4 VsqðtÞn3


 

� � ¼ e2

2eqr

X
n2;n2;k

f ðEn2kþqÞ � f ðEn1;kÞ
En2kþq � En1k � �hx� i�hd

Fn4n3
n2n1

ðqÞ n2 Vqðz; tÞ


 

n1� �

ð10:54Þ
A response function can be defined by noting that

n4 Vqðz; tÞn3


 

� � ¼X

n2;n1

dn2;n4dn1;n3 n2 Vqðz; tÞ


 

n1� � ð10:55Þ

so that

n4 V0qðz; tÞn3


 

� � ¼ 1

e0

X
n2;n1

en4;n3n2;n1
ðq;xÞ n2 Vqðz; tÞ



 

n1� � ð10:56Þ

where

en4;n3n2;n1
ðq;xÞ
e0

¼ dn2;n4dn1;n3

� e2

2e0qr

X
k

f ðEn2kþqÞ � f ðEn1;kÞ
En2kþq � En1;k � �hx� i�hd

Fn4n3
n2n1

ðqÞ ð10:57Þ

Eq. (10.56) shows that the relation between V0q and Vq is not simple but depends

upon the particular transition as well as the response of the system. In general, a

straightforward screening factor cannot be defined without the operation of a

matrix inversion (Price, 1981). There are, fortunately, cases where a screening

factor can be obtained without labour, and it is worth examining the simple

situation where only the ground state is occupied and the electron wavefunctions

are assumed to be strictly confined to the region 0 � z � a.

It is useful in calculating the effect of screening to note that as a consequence

of the symmetry of the Coulomb potential in the well, the form factor vanishes if
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n1 þ n2 þ n3 þ n4 is odd. Thus, for example, F12
11F

22
12 are zero. Also, the

ordering and elevation of the suffices are irrelevant. Thus, for example,

F22
11 ¼ F11

22, F
22
11 ¼ F11

22

Taking the wavefunction to be

wnðzÞ ¼
2

a

� �1=2

sin kz; ka ¼ np ð10:58Þ

we first compute the form factor, and obtain

Fn4;n3
n2;n1

ðqÞ ¼ q

a

dk3�k4;�ðk1�k2Þ � d
k3þk4 ;�ðk1�k2Þ

q2 þ ðk1 � k2Þ2
� dk3�k4;ðk1þk2Þ � d

k3þk4 ;ðk1þk2Þ

q2 þ ðk1 þ k2Þ2
(

� q

a
1þ cosðk3 � k4Þa cosðk1 � k2Þa� e�qaðcosðk3 � k4Þaþ cosðk1 � k2ÞaÞ½ �

·
1

q2 þ ðk1 � k2Þ2
� 1

q2 þ ðk1 � k2Þ2
" #

1

q2 þ ðk3 � k4Þ2
� 1

q2 þ ðk3 � k4Þ2
" #g

ð10:59Þ
Now consider an unscreened interaction potential that is symmetric with respect

to the plane at z ¼ a/2. We assume that this property is not changed in the self-

consistent potential. In this case transitions are allowed only between subbands of

the same symmetry. In particular, intrasubband transitions are allowed, so n3 ¼ n4
and n1 ¼ n2. If, in addition, it is assumed that only the lowest subband is

occupied, then also n3 ¼ n2 ¼ 1 and a straightforward screening function is

obtained, viz.:

e1111ðq;xÞ
e0

¼ 1� e2

2e0qr
F11
11ðqÞ

X
k

f ðE1;kþqÞ � f ðE1;kÞ
E1;kþq � E1;k � �hx� i�hd

ð10:60Þ

where

F11
11ðgÞ ¼

1

2

gðg2 þ p2Þð3g2 þ 2p2Þ � p4ð1� e�2gÞ½ �
gðg2 þ p2Þ½ �2 ð10:61Þ

with g ¼ qa/2. Note that F11
11 (g) goes to unity as g goes to zero. Thus for a strictly

2D gas the form factor is unity (Fig. 10.1).

For an antisymmetric potential, transitions are allowed only between subbands

of opposite symmetry. In this case screening arises solely from intersubband

virtual transitions. When only the lowest subband is occupied, the subbands

involved are bands 1 and 2 and the form factor is
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F21
21ðqÞ ¼

4g
ð4g2 þ p2Þð4g2 þ 9p2Þ 4g2 þ 5p2 � 128gp4ð1þ e�2gÞ

ð4g2 þ p2Þð4g2 þ 9p2Þ
� �

ð10:62Þ
which vanishes as g ! 0 (Fig. 10.1). This, coupled with the relatively large

energy denominator in Eq. (10.19), makes the screening of intersubband transi-

tions much weaker than that of intrasubband transitions. Symmetric and anti-

symmetric potentials are relevant to the case of confined optical modes.

Analytical expressions for the form functions can also be derived for wave-

functions associated with a modulation-doped heterostructure (see Section 2.2).
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Fig. 10.1 Form factors for completely confined electrons in a quantum well:
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12ðqaÞ; and F13

13ðqaÞ.
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Usually, only the lowest two subbands are of practical interest. The model

wavefunctions can be written (Fang and Howard, 1967)

w1 ¼
b3

2

� �1=2

z� z0ð Þe�bðz�z0Þ=2 ð10:63aÞ

w2 ¼
3b3

2

� �1=2

z� z0ð Þ 1� b
ðz� z0Þ

3

� �
e�bðz�z0Þ=2 ð10:63bÞ

b ¼ 33m*e2Ns

8es�h
2

� �1=3

ð10:63cÞ

The variational parameter, b, is chosen to minimize the ground state energy, and

the wavefunction for the second subband is chosen to be orthogonal to that of the

first. A more accurate variational wavefunction for the second subband employs

two variational parameters:

w2 ¼
3b3

2ðb21 � b1b2 þ b22Þ
� �

z� z0ð Þ 1� ðb1 þ b2Þ
6

z� z0ð Þ
� �

e�bðz�z0Þ=2

ð10:63dÞ
Image charges have been neglected and z0 is a distance that takes into account the

penetration of the wavefunctions into the barrier. Comparison with numerical

results suggests that z0 is about 5 Å. The preceding forms are convenient for

getting simple form functions. We quote, for brevity, the results only for the case

of a single variational parameter:

F11
11ðqÞ ¼

b

8ðqþ bÞ3 ð8b
2 þ 9qbþ 3q2Þ

F22
22ðqÞ ¼

b

4ðqþ bÞ5 ð4b
4 þ 5qb3 þ 9q2b2 þ 5q3b þ q4Þ

F11
22ðqÞ ¼

b

16ðqþ bÞ5 ð16b
4 þ 25qb3 þ 29q2b2 þ 15q3b þ 3q4Þ

ð10:64Þ

These are depicted in Fig. 10.2. More sophisticated analytical forms have been

used by Ando (1982), and by Takada and Uemura (1977).

In the case of Coulomb interactions, such as charged-impurity scattering,

intersubband transition rates are weak and screening is predominantly due to

intrasubband processes, as is scattering. Unconfined acoustic phonons produce

comparable rates for inter- and intrasubband transitions, and, in general therefore,
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both types of process contribute to the screening, but in narrow wells the inter-

subband components will be weaker because of the larger energy denominator,

which reflects the large separation of subbands, and once again attention can

usually be restricted to intrasubband processes within the lowest subband.

It is useful to obtain an explicit expression for the intrasubband dielectric

response, which can be done for the special case of a degenerate gas at zero

temperature when only the lowest state is occupied. The sum over k can be

replaced by an integral and it is convenient to use the expanded form analogous to

Eq. (10.41). We obtain, for the real part (Stern, 1967)

Re
e1111
e0

¼ 1þ e2mns

e0�h
2q2kF

F11
11ðqÞ

q

kF
� cþða2þ � 1Þ1=2 � c�ða2� � 1Þ1=2

� �
ð10:65aÞ

where ns is the areal density of electrons, kF is the Fermi wavevector, c± ¼ sgna±
if a2�>1 and zero otherwise, where a± ¼ (q/2kF) ± (m*x/•qkF), and for the

imaginary part

Im
e1111
e0

¼ e2mns

e0�h
2q2kF

F11
11ðqÞ d�ð1� a2�Þ1=2 � dþð1� a2�Þ1=2

h i
ð10:65bÞ

Here, d± ¼ 1 provided that a2�<1, and zero otherwise (Fig. 10.3). The condition

a2� � 11 is the one satisfied for scattering with conservation of energy and

momentum. Thus, if this condition for single-particle excitation is satisfied for

a collective oscillation of the electron gas, the oscillation will be damped, a

process known as Landau damping. Frequencies lying outside of the spectrum of

single-particle excitation can propagate and may couple with phonons. Fig. 10.4

illustrates the excitation spectrum in a quasi-2D electron gas.
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Fig. 10.2 Form factors for approximate heterojunction wavefunctions.
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In the long-wavelength limit (q ! 0,F11
11ðqÞ ¼ 1, finite frequency)

e1111
e0

¼ 1� x2
ps

x2
; x2

ps ¼
e2nsq

2e0m
ð10:66Þ

The plasma frequency is now proportional to the square root of the wavevector.

In the static limit (x ! 0), and also in the Landau-damping regime ða2� < 1Þ,
e1111
e0

¼ 1þ qs

q
; qs ¼ e2m*

2pe0�h
2
F11
11ðqÞ ð10:67Þ

and we have used the degenerate condition ns ¼ k2F=2p. When there are 2N layers

separated from each other by a barrier width b, the reciprocal screening length

becomes

qsðNÞ ¼ qL 1þ 2
1� e�qNb

1� e�qb
e�qb

� �
ð10:68Þ

so that when N ! 1 and a, b ! 0 in such a way that ns/b ! n and Na remains

finite, the bulk result is recovered.

10.6 The Quasi-1D Dielectric Function

In the case of quasi-1D structures, there is the question of what shape of cross-

sectional area is appropriate. A common choice is to treat the case of a cylindrical

quantum wire, and this will be our choice here when we come to specifying

actual wavefunctions. In general, the wavefunction of the electrons takes the form

wnlðRÞ ¼
1

L1=2
eikxwnlðrÞ ð10:69Þ

where L is the length of the normalizing cavity, x is the axial coordinate along the

wire, r is the position vector in the cross-sectional plane, and nl are quantum

numbers. The perturbing potential can be expanded in a 1D Fourier series

VðR; tÞ ¼ L

2p

Z
Vqðr; tÞeiqxdq ð10:70Þ

where q is an axial wavevector. The 3D wavevector specifying the screening

potential in Eq. (10.29) is now written as Q ¼ (q, qr), where qr is the wavevector

in the plane perpendicular to the axis. Writing

Q:ðR� R0Þ ¼ qðx � x0Þ þ qr r � r0j j cos h ð10:71Þ
where h is the angle between qr and r, –r0, and exploiting the integrals
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ZZ
eiqr r�r0j j cos h

q2 þ q2r
qrdqrdh ¼ 2p

Z1
0

J0ðqr r� r0j jÞ
q2 þ q2r

qrdqr ¼ 2pK0ðq r� r0j jÞ ð10:72Þ

where J0(z) is the Bessel function and K0(z) is the modified Bessel function, we

obtain the 1D Fourier expansion of Vs(R, t)

VsðtÞ ¼ e2

ð2pÞ2e0

ZZ
K0ðq r� r0j jÞ

X
aiaj

aij i aj
� 

Y

aiaj
aih jVðtÞ aj



 �eiq:ðx�x0ÞdR0dq ð10:73Þ

The G factor is then given by

G
gh
ij ðqÞ ¼ dk

kkiþq
dk

i
kjþq

F
gh
ij ðqÞ ð10:74Þ

where

F
gh
ij ðqÞ ¼

ZZ
w*

n4l4
ðrÞwn3l3

ðrÞwn2l2
ðr0Þw*

n1l1
ðr0ÞK0ðq r� r0j jÞdrdr0 ð10:75Þ

For a cylindrical wire in which the wavefunction disappears at the boundaries

we have

wnlðr; hÞ ¼
JnðknlrÞeinh

ðpa2Þ1=2Jnþ1ðknlaÞ
ð10:76Þ

where a is the radius of the wire and knl is a wavevector that is a solution of

Jn(knla) ¼ 0. The energy of the state is given by

Enl ¼ �h2

2m*
ðk2 þ k2nlÞ ð10:77Þ

The matrix element for the Fourier coefficient of the screening potential is

therefore

n4l4h jVsqðr; tÞ n3l3j i ¼ e2

2pe0L

X
n2l2;n1l1;k

f ðEn2l2kþqÞ � f ðEn1l1;kÞ
En2l2kþq � En1l1k � �hx� i�hd

F
gh
ij ðqÞ n2l2h jVqðr; tÞ n1l1j i

ð10:78Þ

and the dielectric response function is then

eghij ðq;xÞ
e0

¼ dgidhj � e2

2pe0L

X
k

f ðEjkþqÞ � f ðEikÞ
Ejkþq � Eik � �hx� i�hd

F
gh
ij ðqÞ ð10:79Þ

The suffices are g ¼ n4l4, h ¼ n3l3, j ¼ n2l2, i ¼ n1l1.
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Even with the simple wavefunction of Eq. (10.69), the evaluation of F(q) is not

straightforward, to say the least.

The vector r – r
0
is dependent on the angle h0 between r and r0 through

r� r0j j2¼ r2 þ r02 � 2rr0 cos h0 ð10:80Þ
and we can use the following expansion in terms of modified Bessel functions

(Watson, 1958) for r > r0 > 0:

K0ðqðr2 þ r02 � 2rr0 cos hÞ1=2Þ¼ K0ðqrÞI0ðqr0Þ þ 2
X1
v¼1

KvðqrÞIvðqr0Þ cos vh0

ð10:81Þ
For narrow wires where only the ground state is occupied the integration over h0

is straightforward:

Z2p
0

K0ðq r� r0j jÞ dh0 ¼ 2p
K0ðqrÞI0ðqr0Þ r0<rj
K0ðqr0ÞI0ðqrÞ r<rj

�
ð10:82Þ

At T ¼ 0 the intrasubband response function becomes (Fig. 10.5)

Re
e1111
e0

¼ 1þ e2m*

2p2e0�h
2q

ln
ðkF þ q=2Þ2 � ðm*x=�hqÞ2
ðkF � q=2Þ2 � ðm*x=�hqÞ2












F11
11ðqÞ ð10:83Þ

Im
e1111
e0

¼ e2m*

4pe0�h
2q

�cþ þ c�½ �F11
11ðqÞ

cþ ¼ 1;
m*x
�hq

þ q

2










 � kF; c� ¼ 1;

m*x
�hq

� q

2










 � kF

¼ 0; otherwise ¼ 0; otherwise

ð10:84Þ

Logarithmic singularities occur for

kF � q

2

� �2
¼ m*x

�hq

� �2

ð10:85Þ

which, for static perturbations, implies q ¼ ±2kF. For either sign the permittivity

becomes infinite; that means that the electron gas polarizes to screen out the

perturbation completely. This effect is at the core of the Peierls transition,

whereby a lattice distortion with wavevector 2kF occurs in a 1D metal. The

singularities weaken and disappear as the temperature rises.
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For finite values of qa the form function of Eq. (10.75) is obtainable in analytic

form only by making approximations to the wavefunctions. The simplest is to

assume that the wavefunction is constant over a range of radii and zero otherwise

(Fig. 10.6). Thus, for the ground state we can follow Lee and Spector (1985)

and take

w11ðr; hÞ � ðpr20Þ�1=2; 0 � r � r0 ð10:86Þ
and use standard indefinite integrals of Bessel functions to obtain

F11
11ðqÞ ¼

4

ðqr0Þ2
1

2
� K1ðqr0ÞI1ðqr0Þ

� �
ð10:87Þ

Other analytic solutions for the form functions have been obtained by approxi-

mating the wavefunction for cylindrical wires more nearly to the Bessel function
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Fig. 10.5 The 1D dielectric function at T ¼ 0: (a) x ¼ 0; (b) x ¼ xLO(GaAs)
(parameters as for GaAs).
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using polynomials (Gold and Ghazali, 1990). Thus for the ground and first

excited state

w01ðr; hÞ ¼
3

pa2

� �1=2

1� r2

a2

� �
ð10:88aÞ

w11ðr; hÞ ¼
12

pa2

� �1=2
r

a
� r3

a3

� �
e�ih ð10:88bÞ

These reproduce the Bessel functions reasonably well and allow the use of

standard integrals. The form factor then becomes

F11
11ðgÞ ¼

36

g2

� �
1

10
� 2

3g2
þ 32

3g4
� 64

g4
I3ðgÞK3ðgÞ

� �
g ¼ qr0

ð10:88cÞ

Fig. 10.7 depicts the form function. The effect of cross-sectional shape has been

investigated by Bennett et al. (1994), who show that the intrasubband compon-

ents are only marginally dependent.

At zero temperature with only the lowest subband occupied, the intrasubband

plasmon dispersion is given by e1111 ¼ 0 and the intersubband plasmon dispersion

by e1212 ¼ 0 (Li and Das Sarma, 1991). For the long-wavelength intrasubband

mode the dependence on wavevector is of the form

x2
11 �

e2nsq
2

2pm*e
ln

qx

2

� �


 


 ð10:89Þ

depletion
r

r0

Fig. 10.6 Circular-cross-section wire.
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where x is a characteristic length dependent on cross-section shape (Figs. 10.8

and 10.9). The intersubband plasmon frequency is more sensitive to cross-section

mainly because of the equivalent sensitivity of the subband energy separation.

The single-particle continua, defined by the imaginary part of the dielectric

function, are also shown in Figs. 10.8 and 10.9 and it is clear that the intersub-

band component is, once more, sensitive to the shape of the cross-section.

10.7 Lattice Screening

In addition to the screening produced by free electrons there is always a back-

ground screening due to the lattice. In a polar material lattice, screening occurs

through the valence electronic polarization of the ions, quantified by a suscep-

tibility vv, plus ionic displacement susceptibility vI. In general, the dielectric

function is made up as follows:
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Fig. 10.9 1D Plasmon spectrum for various rectangular cross-sections: (a)
square; (b) 2:1 rectangle; (c) 10:1 rectangle (X ¼ •x /EF, Q ¼ q/kF). Shaded
regions correspond to the single-particle continua (Bennett et al., 1994).
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e
e0

¼ 1� ve � vv � vI ð10:90Þ

where ve is the susceptibility associated with free electrons – the one we have

been discussing – and for long wavelengths

vv ¼
e0�e1
e0

; v1 ¼
e1
e0

x2
LO � x2

TO

x2 � x2
TO

ð10:91Þ

where e1 is the high-frequency dielectric constant, and xLO and xTO are the

zone-centre optical-phonon frequencies of the LO and TO modes. Thus

e
e0

¼ e1
e0

x2
LO � x2

x2
TO � x2

� ve ð10:92Þ

10.8 Image Charges

When the low-dimensional system is contained by surrounding media with dif-

ferent dielectric properties, the effect of image charges must be included in the

calculation of the screening potential (Fig. 10.10). This entails solving Poisson’s

equation in each regime and connecting the solutions and the interfaces using the

standard electrostatic boundary conditions.

The simplest case is that of a single interface. A charge e at z induces a

polarization in the surrounding dielectric that is equivalent to an image charge e
0

at –z with the dielectric replaced by the semiconductor. Standard electrostatics

gives

– – – –+ + +

Fig. 10.10 Image charges.
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e0 ¼ � eB � eW
eB þ eW

e ð10:93Þ

where eB, ew are the permittivities of the barrier (dielectric) and well (semicon-

ductor). Thus in the form factor exp –q[z – z0] is replaced by

e�q z�z0j j � eB � eW
eB þ eW

e�q zþz0j j ð10:94Þ

When there are two plane parallel interfaces we can continue to use the image-

charge method. Measuring now from the midplane with the interfaces at z ¼ ±a/2

the form factor exp �q[z – z0] is replaced by

e�q z�z0j j þ cðe�q a�z�z0j j þ e�q aþzþz0j jÞ

þ
X1
k¼1

c2kðe�q 2ka�z�z0j j þ e�q 2ka�zþz0j jÞ
h

þc2kþ1ðe�q ð2kþ1Þa�z�z0j j þ e�q ð2kþ1Þaþzþz0j jÞ
i ð10:95Þ

where c ¼ (ew – eB)/( ew þ eB). In many cases only the first three terms in the

preceding equation need be considered.

Alternatively, we return to Poisson’s equation for the screening potential. This

time, instead of expanding VS(R) and n(R) in a 3D Fourier series, we expand only

in a 2D Fourier series, e.g.

VsðRÞ ¼ r

ð2pÞ2
Z

VsqðzÞe�iq	rdq ð10:96Þ

where q is a wavevector in the plane, and obtain

d2VsqðzÞ
dz2

� q2VsqðzÞ ¼ � e

eW
nqðzÞ; 0 � z � a

¼ 0; otherwise

ð10:97Þ

The density is obtained from Eq. (10.24), its dependence on z determined by the

wavefunctions. The solutions must be continuous at the interfaces and so must the

electric displacements, i.e.

eW
dV1

dz
¼ eB

dV2

dz
ð10:98Þ

The form factor now contains terms dependent on the ratio eW/eB (see, for

example, Lee and Spector, 1983). A similar procedure is necessary for the quasi-

1D case, and for cases involving multiple interfaces.
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The quantum theory of image charges involves a calculation of the self-energy

of a charge in the vicinity of a polarizable medium. For a metal it is straight-

forward to treat the problem using the dielectric function

e ¼ e0 1� x2
p

x2

 !
ð10:99Þ

where xp is the plasma frequency. The Hamiltonian can be diagonalized and the

classical result obtained. In the case of a dielectric the use of the usual dielectric

function

e ¼ e1
x2 � x2

LO

x2 � x2
TO

ð10:100Þ

gives the wrong result. This is because the self-energy involves the virtual

excitation of valence electrons as well as ionic polarization, which, in turn,

involves the frequency dependence of the high-frequency permittivity. The latter

must be incorporated in the form

e ¼ e0
x2 � x2

CB

x2 � x2
VB

ð10:101Þ

where xCB, xVB are band-structure frequencies (Constantinou, 1995).

10.9 The Electron-Plasma/Coupled-Mode Interaction

Collective oscillations of the degenerate electron gas at T ¼ 0 whose frequencies

lie outside the spectrum of single-particle excitation are longitudinally polarized

electromagnetic modes that can couple to an electron whose energy lies above the

Fermi level. At finite temperatures the single-particle spectrum becomes diffuse,

and collective modes are damped whatever their frequency, but where the

damping is small there can be significant interaction with incident hot electrons.

Besides this there can also be a significant coupling to the polar-optical modes of

the lattice.

Electrons are scattered by electric-field fluctuations through the usual Hamiltonian

H ¼ e

Q

X
Q

iFðQÞeiQ	R ð10:102Þ

where the field is driven by a polarization P according to

FðQÞ ¼ � pðQÞ
eðQ;xÞ ð10:103Þ
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Fig. 10.11 Coupled-mode frequencies for long wavelengths (GaAs).

and e(Q, x) is the permittivity function. The mean power spectrum of the field

fluctuations is given by the dissipation-fluctuation theorem to be

<FðQÞF*ðQÞ> ¼ �h

p
fnðxÞ þ 1gIm � 1

eðQ;xÞ
� �

ð10:104Þ

where n(x) is the Bose–Einstein number, and Im, once again, stands for the imaginary

part. In general, therefore, the scattering rate to lowest order is

WðKÞ ¼ 2p
�h

X
Q

Z1
�1

f1� f ðKþQÞgfnðxÞ þ 1g e2

Q2

Im � 1

eðQ;xÞ
� �

dðEKþQ � EK þ �hxÞ dð�hxÞ
p

ð10:105Þ

The interactive modes are those defined by the maxima of Im{–1/e(Q, x)}.
In the long-wavelength limit, the total permittivity can be written

eðQ;xÞ ¼ e1 1� x2
p

x2
� x2

LO � x2
TO

x2 � x2
TO

 !
ð10:106Þ

where xp is the plasma frequency. The zeros of this function define two modes

with frequencies (Fig. 10.11)

x2
� ¼ 1

2
½x2

LO þ x2
p � fðx2

LO � x2
pÞ2 þ 4x2

pðx2
LO � x2

TOÞg1=2� ð10:107Þ

and thus

1

eðQ;xÞ ¼
1

e1

x2ðx2 � x2
TOÞ

ðx2 � x2þÞðx2 � x2�Þ
ð10:108Þ
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Fig. 10.12 Coupling-strength ratio for coupled modes (GaAs).

Noting that

Lime!0

1

x þ ie
¼ P

1

x

� �
� ipdðxÞ ð10:109Þ

where P denotes principal value we obtain

Im � 1

eðQ;xÞ
� �

¼ p
2e1

x2ðx2 � x2
TOÞ

dðx� xþÞ � dðx� xþÞ
xþðx2þ � x2�Þ

�

þ dðx� x�Þ � dðxþ x�Þ
x�ðx2� � x2þÞ

� ð10:110Þ

For small electron densities xp is small (in all dimensions) and xþ � xLO,

x_ � xp. The two modes are approximately the LO mode and the plasma

mode, respectively. For the LO mode we recover the usual Fröhlich interaction

strength

S0 ¼ 1

e1

ðx2
LO � x2

TOÞ
xLO

ð10:111Þ

The plasmon coupling strength is

SP ¼ xP

eS
ð10:112Þ

When the electron density is very high xþ � xp, x_ � xTO. In general the

coupling-strength ratio is

S±

S0
¼ x�xLOðx2

� � x2
TOÞ

ðx2
� � x2

�Þðx2
LO � x2

TOÞ
ð10:113Þ
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(Kim et al., 1978), which approaches zero as x_! xTO, corresponding to heavy

screening. At intermediate densities the interaction with the phonon-like mode

actually increases, denoting antiscreening, and the coupling strength with the

plasmon-like mode is significant even at relatively low densities (Fig. 10.12).

The unscreening Fröhlich interaction is quite strong in spite of the rather small

difference (in III-Vs) between xLO and xTO. The interaction with plasmons is

basically much stronger because the frequency equivalent to xTO is zero. There is

no restoring force for electrons other than the electrostatic one. Nevertheless, the

overall scattering rate is not proportionately stronger in 3D and 2D because of

Landau damping, which effectively restricts the sum for the plasma-like mode at

the boundaries of the single-particle spectrum, thereby limiting the interaction to

the relatively few long-wavelength modes. On the other hand, these are exactly

the modes that couple most strongly. In 1D, however, even this limited inter-

action can be extremely effective.

In many cases the regime of x and q of interest to the screening of the polar-

optical interaction coincides with the Landau-damping regime. This means that

the long-wavelength solutions for the coupled-mode frequencies do not apply,

and, instead, solutions have to be found for the damped modes (Fig. 10.13). It is

found that damping reduces the frequency of the high-frequency mode below

xLO and toward xTO, whence it recovers to xLO as q increases. When the

frequency is above xLO the interaction is antiscreened; below it is screened. A

popular, if simplistic, approach is to regard one as balancing out the other and to

neglect coupled-mode and screening effects entirely, at least as far as the inter-

action with the LO mode is concerned. The low-frequency mode enters a track

that roughly parallels the undamped branch, the frequency reducing with redu-

cing wavevector. Its interaction strength is therefore weak but, nevertheless, this
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Fig. 10.13 Coupled-mode dispersion in a GaAs quantum well (Ns ¼ 1016m–2,
F(q) ¼ 1, T ¼ 0K).
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mode is of some importance. Its low energy makes its emission more accessible

(Kim et al., 1978), and at low temperatures in 3D and 2D systems, low-frequency

plasmon emission may become an energy-loss mechanism that competes sig-

nificantly with that associated with acoustic phonons (Das Sarma et al., 1988). In

1D the interaction is more striking as a consequence of the divergence in the

interaction density of states at the emission threshold (Yu-Kuang Hu and Das

Sarma, 1993; Bennett et al., 1995a). Indeed, this can overshadow the phonon-

emission rate by an order of magnitude. Yu-Kuang Hu and Das Sarma predict the

appearance of negative differential resistance (NDR) in a 1D hot-electron tran-

sistor as a consequence of this immensely strong threshold.

A point rarely addressed quantitatively is the question of plasmon lifetime. An

LO phonon decays in a matter of a few picoseconds into two acoustic phonons.

What happens to this process in the case of coupled modes is unclear. Plasmons

emitted by a fast electron at finite temperature are eventually Landau-damped,

but at low temperatures this process is slow. There is then a tendency for such

plasmons to become hot, if copiously emitted, and hence readily reabsorbed by

the initial electron. The coupling of optical phonons to plasmons has recently

been shown to shorten the phonon lifetime (Dyson and Ridley, 2008).

10.10 Discussion

Many low-dimensional systems of interest have high carrier densities and the role

of screening on the interactions that scatter carriers is one that cannot be ignored.

The problem is quite complex, in general. Quite apart from the effects of quantum

confinement, there are issues regarding spatial extent and dynamic effects that

have to be decided. In terms of the Fourier components, this means determining

the q-dependence and the x-dependence of the dielectric function influencing the

scattering rate. In addition there is the effect of having more than one subband

populated. It is, perhaps, not surprising that in many treatments screening is

simply ignored.

In the case of Coulomb and interface-roughness scattering, which are always of

importance in multilayer structures, it is usual to assume that static screening

correctly reflects the nature of the potentials involved. Strictly speaking, even

these interactions are not completely static (Meyer and Bartoli, 1983). The

scattering potential, in general, is a function of the distance between the static

scattering centre and the particle being scattered, and it is therefore a function of

time. The effective frequency is

x ¼ q 	 vCM ð10:114Þ
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where vCM is the velocity of the centre-of-mass of the two-body system, viz:

vCM ¼ dR

dt
; R ¼ m1r1 þ m2r2

m1 þ m2

ð10:115Þ

When the scattering centre is a charged ion and the particle is an electron, then

m1 >> m2, where m1, m2 are the respective masses, and R � r1, which is

independent of time, and therefore vCM � 0. Taking a static approximation is

valid in this case. But it would not be valid were the scattering centre to be

another electron or a hole. The screening in this case would be dynamic. Inter-

actions with phonons are always dynamic.

As regards spatial effects, it is a common approximation to assume the

interaction to be long-wavelength-like and to evaluate the dielectric function in

the limit q ¼ 0. This would seem to be a good approximation for the long-range

Coulomb interaction, but it turns out not to be so straightforward (Takimoto,

1959). Basically, this is because screening makes the interaction short-range. In

general, the screening wavevector, qs(0), is replaced by

qsðqÞ ¼ qsð0ÞCðqÞ ð10:116Þ
where C(q) is a function of the wavevector obtained, for example, from the

Lindhard expression. Thus, for a degenerate 3D gas at zero temperature,

Eq. (10.43)

CðqÞ ¼ 1

2
1þ 1

2g
ð1� g2Þ ln 1þ g

1� g












� �

g ¼ q

2kF

ð10:117Þ

The Thomas–Fermi result is obtained in the limit g ¼ 0, when C(q) ¼ 1. For

intense screening the interaction occurs only with the nearest ion and the electron

therefore tends to be simply reflected back the way it came. In this case, g ¼ 1,

when C(q) ¼ 1/2. In the equivalent case for a 2D gas, Eq. (10.65a), it turns out

that C(q) ¼ 1 for all q, and so the long-wavelength approximation is quite valid.

However, in quasi-2D systems it must be remembered that although C(q) ¼ 1

may be a reasonable approximation, the screening wavevector contains the q-

dependent form factor F(q).

The dynamic screening of the phonon interactions can be rather complicated.

Its efficacy depends on the relation between the plasmon frequency xp, and the

frequency of the phonon; screening is effective when x << xp, and ineffective

when x >> xp. As x approaches xp from below, screening weakens and

eventually changes sign near x � xp. This antiscreening effect maximizes when
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the screening electrons oscillate 180� out of phase and the effect eventually

disappears with increasing co, being replaced by a trend toward static screening.

In 3D the plasmon frequency is usually much higher than the relevant acoustic-

phonon frequencies, and so a static-screening approximation is usually valid. In

2D things are different. The plasmon frequency is a function of q, Eq. (10.66),

and the acoustic-phonon frequency can be comparable or even exceed xp

(Fischetti and Laux, 1993). If the latter, the response tends to be unscreened. It is

particularly important for piezoelectric scattering to establish a correct descrip-

tion of dynamic screening in 2D in view of the divergent nature of this inter-

action. Usually it is assumed that static screening is adequate, but normally

without justification. In general, we may take it that using the static-screening

approximation overestimates the effect of screening.

The static-screening approximation can be valid for optical modes only within

the Landau-damping regime. In many practical cases it is necessary to consider

seriously the coupling between plasmons and optical phonons, as discussed in the

previous section, and this has led to a substantial literature concerning collective

excitations (e.g., Ando et al., 1982; Lee and Spector, 1983; Tselis and Quinn,

1984; Das Sarma and Mason, 1985; Lei, 1985; Bechstedt and Enderlein, 1985;

Wendler and Pechstedt, 1986, 1987; and Das Sarma et al., 1988). Dyson and

Ridley (2008) have shown that the coupling reduces the phonon lifetime.
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11

The Electron Distribution Function

Let thy tongue tang arguments of state;

put thyself into the trick of singularity.

Twelfth Night, W. Shakespeare

11.1 The Boltzmann Equation

Contact with experiment usually can be made only by considering the behaviour

of large numbers of carriers and the effect of scattering on the distribution of

particles in the available states. Here we assume that the states remain well-

defined in terms of energy, wavevector and wavefunction so that the evolution of

the distribution function in the presence of external forces can be described by the

Boltzmann equation

@f ðKÞ
@t

¼ @f ðKÞ
@t

� �
vol

�r:ðvðKÞf ðKÞÞ ð11:1Þ

where f(K) is the probability that the state characterized by the wavevector K is

occupied and v(K) is the group velocity. The volume rate is the sum of individual

rates associated with applied fields, scattering, generation and recombination viz.:

@f ðKÞ
@t

� �
vol

¼ @f ðKÞ
@t

� �
fields

þ @f ðKÞ
@t

� �
scat

þ @f ðKÞ
@t

� �
gen

þ @f ðKÞ
@t

� �
recomb

ð11:2Þ
Solutions of the Boltzmann equation are usually obtained for particular situations

numerically via the use of Monte Carlo techniques. Analytic solutions, inevitably

approximate, are useful for providing general insights to the physics that underlie

experimental situations, and we will focus on these in what follows.

A comprehensive treatment is beyond the scope of this book. In the first part

of this chapter we will concentrate on solutions relating to two experimental
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situations, one involving optical excitation, the other involving an electric field. In

both cases it will be assumed that polar optical-mode scattering is dominant and

that the distribution is spatially homogeneous. For simplicity, we assume that the

optical modes are all at the zone-centre frequency, and we will ignore screening.

11.2 Net Scattering Rate by Bulk Polar-Optical Phonons

Previously we have been dealing with the rate at which an electron is scattered by

absorbing or, more likely in most situations, emitting an optical phonon. Here we

must take into account the rates associated with the reverse processes, whereby

electrons scatter from other states into the state of interest in order to get a net

rate. In this way the distribution functions of the states in question become

interlinked. Thus

@f ðKÞ
@t

� �
scat

¼ X

ð2pÞ3 xX
Q;K0

WðK0;K;QÞ f ðK 0Þð1� f ðKÞÞðnðxÞ þ 1Þ � f ðKÞð1� f ðK0ÞÞnðxÞf g
"

dðEðK0Þ � EðKÞ � �hxÞ
þ P

Q;K0
WðK00;K;QÞ f ðK 00Þð1� f ðKÞÞðnðxÞ � f ðKÞð1� f ðK00ÞÞðnðxÞ þ 1Þf g

dðEðK00Þ � EðKÞ þ �hxÞ
#

ð11:3Þ

where Q is the phonon wavevector, n(x) is the Bose–Einstein number, •x is the

energy of the optical phonon (assumed independent of Q) and X is the nor-

malization volume.

For polar scattering (unscreened),

WðK0;K;QÞ ¼ pe2x
XQ2

1

e1
� 1

es

� �
jGðK0;K;QÞj2 ð11:4Þ

where

GðK0;K;QÞ¼
Z

wðK0;RÞ�ðQ;RÞwðK;RÞdR ð11:5Þ

and w(K0, R) and w(K, R) are the final-state and initial-state wavefunctions and

�(Q, R) is the phonon envelope function. We assume that the cell overlap integral

is unity.
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These equations are true for all dimensions, and for confined, interface and

bulk modes. Dimensionality affects the integration over the final states and

it affects the overlap integral, Eq. (11.5). The overlap integral determines the

selection rule concerning crystal momentum and this becomes as follows:

GðK0;K;QÞ¼
dK0;KþQ

dk0;kþq

dk0z;kzþqz

Gðk0z; kz; qzÞ
Gðk0; k; qÞ

8<
:

3D

2D

1D

ð11:6Þ

where the Gs are form factors and K¼ (k, vz) for 2D and (kz, vx vy) for 1D, and

Q¼ (q, qz). We then have

X
Q;K0

=ðK0;K;QÞ¼

R =ðKþQ;K;QÞ X
ð2pÞ3 Q

2dQdð� cos hQÞd� 3DR =ðkþ q; k; qÞP
v

r
ð2pÞ2 qdqdhq

a
2p dqz 2DR =ðkþ qz; kz; qzÞ

P
vx;vy

a
2p dqz

r
ð2pÞ2 qdqdh 1D

8>>>><
>>>>:

ð11:7Þ
where r is the normalization area in 2D and wire area in 1D, a is the normal-

ization length in 1D and well-width in 2D, h is the angle between phonon and

electron wavevectors, � is an azimuthal angle and m is a subband index for the

final states.

Integration over phonon wavevectors directed along the direction(s) of electron

confinement can be carried out straightaway for bulk modes to give, in 2D

a

2p

Z
Gðk0z; kz; qzÞ


 

2

q2 þ q2z
dqz ¼ a

2q
Fv;v0 ðqÞ

Fv;v0 ðqÞ ¼
ZZ

wv0 ðz0Þwvðz0Þwv0 ðzÞwvðzÞe�q z�z0j jdz

ð11:8Þ

and in 1D

r

2pð Þ2
Z

Gðk0; k; qÞj j2
q2 þ q2z

qdqdh ¼ r

2p
Fv;v0 ðqzÞ

Fv;v0 ðqzÞ ¼
ZZ

wv0 ðr0Þwvðr0Þwv0 ðrÞwvðrÞK0ðqz r� r0j jÞdr0dr
ð11:9Þ

where K0(x) is the modified Bessel function of zero order. The form

factors Fvv,(q) are familiar from previous calculations; cf. Eqs. (1.35), (10.51),

(10.75).
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The net rate can be written

@f ðKÞ
@t

� �
scat

¼

X
v0

W0

�h3x
2m�

� �1=2

x

Z
f ðK0Þfð

�
ð1� f ðKÞÞðnðxÞ þ 1Þ � f ðKÞð1� f ðK0ÞÞnðxÞg

dðEðK0Þ � EðKÞ � �hxÞdj0ÞÞ
þ
Z

f ðK00Þfð ð1� f ðKÞÞnðxÞ � f ðKÞð1� f ðK00ÞÞðnðxÞ þ 1Þg
dðEðK00Þ � EðKÞ þ �hxÞdj00Þ�

ð11:10Þ
where

dj ¼
dQdð� cos hQÞ d�2p ; K0 ¼ KþQ 3D

Fv;v0 ðqÞdq dhq
2
; K0 ¼ ðkþ q; vzÞ 2D

Fv;v0 ðqzÞdqz; K0 ¼ ðkz þ qz; vx; vyÞ 1D

8<
:

W0 ¼ e2

4p�h

1

e1
� 1

es

� �
2m�x
�h

� �1=2

ð11:11Þ

For confined and interface modes the form factors will differ from Eqs. (11.8)

and (11.9). In this case we have to use the overlap integrals of Section 1.4 or, for

hybrid modes, those of Chapter 8 and settle for numerical integration.

11.3 Optical Excitation

We consider the case of weak monochromatic excitation of electrons across the

direct forbidden gap of a polar semiconductor. Conservation of energy and

momentum picks out a set of states in the conduction band that receives electrons.

In the simplest case of isotropic band structure, to be assumed here, all of these

states have the same energy Ee. An electron excited to one of these states either

recombines or scatters by absorbing or emitting an optical phonon. (We assume

that carrier–carrier scattering is negligible.) Usually the recombination rate is

orders of magnitude smaller than the scattering rate and can be neglected. Under

these circumstances the steady-state distribution function in the absence of fields

is obtained from
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@f ðKÞ
@t

� �
scat

þ @f ðKÞ
@t

� �
gen

¼ 0 ð11:12Þ

and we can assume that

@f ðKÞ
@t

� �
gen

¼ gdE;Ee
ð1� f ðKÞÞ ð11:13Þ

Regarding the conduction band to be empty to begin with, we obtain in the non-

degenerate limit a distribution function of the general form

f ðKÞ ¼ fðEÞdE;E�j�hx ð11:14Þ
where j is an integer. States are populated by the optical excitation only if they

can be reached by the emission or absorption of one or more optical phonons

(Fig. 11.1). Moreover, in the non-degenerate case, it is clear from the form of the

net scattering rate that

f ðE þ �hxÞ ¼ f ðEÞe��hx=kT ð11:15Þ
which means that the occupied states have occupation probabilities related by

Maxwell–Boltzmann statistics. Absolute values can be obtained by computing

the recombination rate using this distribution and equating to the generation rate.

The model we have used is very simple; there are, of course, many processes

that, in time, will broaden each delta-function-like peak and will eventually lead
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Fig. 11.1 Phonon cascade (schematic). Time increases downward.
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to an ordinary thermal distribution over all energies. The dispersion of the

optical-phonon frequency, albeit small, is sufficient by itself to achieve ther-

malization in time. Acoustic-phonon and carrier–carrier scattering are other

inelastic processes that are always present. A true steady-state distribution of the

form of Eq. (11.14) is therefore unrealistic. Nevertheless, such a distribution will

be established and persist, for times long enough to be observed, as a conse-

quence of the weakness of intrinsic thermalization processes, provided that the

extrinsic process associated with, in particular, electron–electron scattering is

also weak. Observations of the photoluminescence spectrum in bulk GaAs at low

electron densities confirm that this is the case (Tsang and Kash, 1991). The

experiment consists of exciting electrons to an energy below the threshold for

scattering into the X- and L-valleys and observing the luminescence spectrum

due to recombination at a deliberately introduced acceptor. Without an acceptor

level, luminescence could not occur at energies above the band edge since the

wavevectors of cascading electrons and holes would not coincide, as they must

for momentum conservation, given the smallness of the momentum of the pho-

ton. The peaks are shown in Fig. 11.2.

The width of the lines is determined by a number of factors, among them the

rate of emission of an LO phonon. A significant fraction is due to band-structure

effects and when these are taken into account a scattering time of 130 fs was

deduced by Hackenberg and Fasol (1989). More directly, the scattering time can

be deduced by using time-resolved Raman scattering to observe the LO phonons

emitted during a cascade and this procedure allowed Tsang and Kash (1991) to

deduce a time of 190 fs, which is close to the theoretical value of 200 fs. A third

approach, by Mirlin et al. (1980), exploited the observation that under the

excitation by linear polarized light the hot-electron luminescence was partially

polarized, and that this polarization could be reduced in a magnetic field. The

polarization is associated with the alignment of bound hole wavefunctions along

the <111> directions and the effect of the magnetic field is to force the electrons

to precess at the cyclotron frequency, xc¼ eB/mþ. The reduction in polarization

is then dependent on xc s, from which s was deduced to be 100 fs.

These experiments in bulk GaAs were carried out with electron densities

typically below 3 · 1015 cm–3. Increasing the carrier density to 2 · 1016 cm–3

reduces the peakiness of the spectrum and Tsang and Kash (1986) have estimated

that phonon and carrier scattering rates become equal at a density of 8· 1016 cm–3,

roughly in line with theoretical expectation.

The phenomenon of phonon cascade applies to all dimensions but it has been

extensively studied only in bulk material. In virtually all experiments on 2D and

1D structures the electron densities have tended to be too high. A low 2D density

of 2 · 1010 cm–2 in a 50 Å well corresponds to a bulk density of 4 · 1016 cm–3,
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which is already too high. Most experiments therefore measure average energy-

relaxation times, which at lowest densities are around 100 fs as expected. At

larger densities the energy-relaxation time rises above 1 ps as a consequence of

the production of hot phonons, an effect first observed by Shah et al. (1983). In

this regime of high carrier density, the electron distribution function is usually

taken to be Maxwell–Boltzmann with an electron temperature determined by the

details of energy balance.

11.4 Transport

We turn now to the effects produced by an electric field, limiting our attention

once again to the steady state and spatial homogeneity. We retain, therefore,

only the field and scattering volume rates. The field term can be expressed as

follows:
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Fig. 11.2 High-energy photoluminescence spectrum at 2 K of GaAs doped with
the neutral acceptor Mg and excited at three different phonon energies (Tsang
and Kash, 1991).
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@fðkÞ
@t

� �
field

¼ �rK:jK ¼ �rK:
dK

dt
f ðKÞ

� �
¼ � dK

dt
:rKf ðKÞ

¼ � eF

�h
:rKf ðKÞ ð11:16Þ

where jK is the current density in K-space, and F is the electric field and hence

eF

�h
:rKf ðKÞ ¼ @fðKÞ

@t

� �
scat

ð11:17Þ

We can obtain analytic solutions of this equation for non-degenerate statistics in

each dimension with the assumption of isotropic, parabolic band structure. We

first expand the distribution function in Legendre polynomials

f ðKÞ ¼
X1
j¼0

fjðEÞPjðxÞ ð11:18Þ

where Pj(x) is the Legendre polynomial of order j and x¼ cos h where h is the

angle between K and F in 3D, or k and F in 2D. Expanding the distribution

function in the case of 1D is not useful and the 1D case will be considered

separately. The equations that follow will, for brevity, refer specifically only to

3D situations, but the 2D versions for intrasubband processes are obtainable

simply by replacing K by k, where k is the wavevector in the plane. Eventually

the difference in geometry enters and this will be indicated where it occurs. The

components of rKf(K) are

rkf ðkÞ ¼ @f ðKÞ
@K

;
1

K

@f ðKÞ
@h

� �
¼ �hvðEÞ @f ðKÞ

@E
;
1

K

@f ðKÞ
@h

� �
ð11:19Þ

Thus

eF

�h
:rKf ðKÞ ¼ eFvðEÞ :

X
j

PjðxÞ @fjðEÞ
@E

þ eF

m�vðEÞ ð1� x2Þ
X
j

fjðEÞ dPjðxÞ
dx

ð11:20Þ
where v(E) is the magnitude of the velocity. Using the relations

ð1� x2Þ dPjðxÞ
dx

¼ jPj�1ðxÞ � jxPjðxÞ

xPjðxÞ ¼ jþ 1

2jþ 1
Pjþ1ðxÞ þ j

2jþ 1
Pj�1ðxÞ

ð11:21Þ
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we obtain

eF

�h
:rKf ðKÞ ¼ eF

X
j

jþ 1

2jþ 1

fjðEÞ
m�vðEÞ þ

vðEÞ
2jþ 1

@fjðEÞ
@E

� ��
jPj�1ðxÞ

þ vðEÞ @fjðEÞ
@E

� j

m�vðEÞ fjðEÞ
� �

jþ 1

2jþ 1
Pjþ1ðxÞ

� ð11:22Þ

Retaining only the zero-order symmetric component of the distribution function,

f0(E), and the first-order antisymmetric component, f1(E), we obtain

eF

�h
:rKf ðKÞ ¼ eF

1

3

�
2f1ðEÞ
m�vðEÞ ðP0ðxÞ � P2ðxÞÞ þ vðEÞ @f1ðEÞ

@E
ðP0ðxÞ þ 2P2ðxÞÞ

� �

þvðEÞ @f0ðEÞ
@E

P1ðxÞ
�

ð11:23Þ
The scattering rate can likewise be expanded in Legendre polynomials, retaining

only terms in f0(E) and f1(E). The second-order Legendre function, P2(x), can be

averaged over all directions to convert it into a spherically symmetric form; then

equating symmetric and antisymmetric coefficients we obtain, neglecting prod-

ucts such as f0(E)f0(E
0) and assuming non-degeneracy

eF

3

2f1ðEÞ
m�vðEÞ ð1�<P2ðxÞ>Þ þ vðEÞ @f1ðEÞ

@E
ð1þ 2<P2ðxÞ>Þ

� �
¼

W0
�h3x
2m�

� � 1=2
Z

f0ðE0ÞðnðxÞ þ 1Þ � f0ðEÞnðxÞ½ �
�

dðE0 � E � �hxÞdj0

þ
Z

f0ðE00ÞðnðxÞ � f0ðnðxÞ þ 1Þ½ �dðE00 � E þ �hxÞdj00
�

ð11:24Þ

eFvðEÞ @f0ðEÞ
@E

¼

W0
�h3x
2m�

� � 1=2
Z

½ f1ðE0Þ x
0

x
ðnðxÞ þ 1Þ � f1ðEÞnðxÞ�

�
dðE0 � E � �hxÞdj0

þ R f1ðE00Þ x0
x
nðxÞ � f1ðEÞðnðxÞ þ 1Þ �

dðE00 � E þ �hxÞdj00
�

ð11:25Þ
Here x0 ¼ cos h 0 where h 0 is the angle between K0 and F, and similarly x00. Now,
in general
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cos h0 ¼ cos a0 cos h þ sin a0 sin h sin� ð11:26Þ
where � is the azimuthal angle in 3D that is to be integrated over, and a0 is
the angle between K0 and K. Nothing in the integrand depends upon � except

the second term in Eq. (11.26). Integration over � between the limits 0 and 2p gives

zero; thus, effectively, x0/x¼ cosa0 and x00/x¼ cosa00. In the 2D case � is constant

(p/2), but ultimately there is an integration over a0 and a00 that will eliminate the

sine product, so effectively the same result applies. It is also true for 1D.

Both energy and momentum are conserved, therefore, for a parabolic band

E0 � E � �hx ¼ �h2K 02

2m� � �h2K2

2m� � �hx ¼ �h2Q2

2m� þ �h2KQ

m� cos hQ � �hx ¼ 0 ð11:27aÞ

E00 � E þ �hx ¼ �h2K2

2m� � �h2K 002

2m� þ �hx ¼ �h2Q2

2m� � �h2KQ

m� cos hQ þ �hx ¼ 0 ð11:27bÞ

(Q becomes q, the in-plane wavevector, in 2D, and qz, the axial wavevector, in

1D.) In Eq. (11.27a) Q1 � Q � Q2, and in Eq. (11.27b) Q3 � Q � Q4, where

Q1 ¼ K 1þ �hx
E

� �� �1=2

�1

" #
; Q3 ¼ K 1� 1� �hx

E

� �� �1=2
" #

Q2 ¼ K 1þ �hx
E

� �� �1=2

þ1

" #
; Q4 ¼ K 1þ 1� �hx

E

� �� �1=2
" # ð11:28Þ

and it is understood that the integral involving Q3 and Q vanishes if E < •x >.

(In 3D, E is the total energy; in 2D it is the kinetic energy of motion in the plane;

and in 1D it is the kinetic energy of motion along the wire.) In all dimensions

x0

x
¼ cos a0 ¼ 1� ðQ2=2K2Þ þ ð�hx=2EÞ

ð1þ f�hx=EgÞ1=2
x00

x
¼ cos a00 ¼ 1� ðQ2=2K2Þ � ð�hx=2EÞ

ð1� f�hx=EgÞ1=2
ð11:29Þ

We are now ready to perform the integrations in Eqs. (11.24) and (11.25), and we

must now distinguish 3D from 2D from 1D.

11.4.1 The 3D Case

The solution in 3D is well-known (Conwell, 1967; Nag, 1972, 1990) so we need

not dwell on the details of the integration. In this case <P2(x
0)>¼ 0, and the

result is

284 The Electron Distribution Function



eF

3

2f1ðEÞ
m�vðEÞ þ vðEÞ @f1ðEÞ

@E

� �
¼

W0

�hx
E

� �1=2

ff0ðE þ �hxÞðnðxÞ þ 1Þ � f0ðEÞnðxÞg sinh�1ðE=�hxÞ1=2
h

þff0ðE � �hxÞnðxÞ � f0ðEÞðnðxÞ þ 1Þg sinh�1fðE=�hxÞ � 1g1=2
i
ð11:30Þ

eFvðEÞ @f0ðEÞ
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�hx
E

� �1=2

f1ðE þ �hxÞ 1þ ð�hx=2EÞ
f1þ ð�hx=EÞg1=2

ðnðxÞ þ 1Þ � f1ðEÞnðxÞ
( )"

sinh�1 E

�hx

� �1=2

þ f1ðE � �hxÞ 1� ð�hx=2EÞ
f1� ð�hx=EÞg1=2

nðxÞ � f1ðEÞðnðxÞ þ 1Þ
( )

sinh�1 E

�hx

� �
� 1

� �1=2

� 1

2
f1ðE þ �hxÞðnðxÞ þ 1Þ þ ðf1ðE � �hxÞnðxÞf g

#

ð11:31Þ
These coupled equations imply an infinite set relating the symmetric and anti-

symmetric components of the distribution function at energies n ± < j• x, where
j is an integer and n is defined in the interval 0 < n < •x. It is interesting to note

that Eq. (11.30) can be rewritten as follows:

@ ðnþ j�hxÞf 1ðnþ j�hxÞ½ �
@n

¼

3W0

eF

�hxm�

2

� �1=2�
ff0ðnþ ðjþ 1Þ�hxÞðnðxÞ þ 1Þ � f0ðnþ j�hxÞnðxÞg

sinh�1fðn=�hxÞ þ jg1=2
þff0ðn� ðj� 1Þ�hxÞnðxÞ � f0ðnþ j�hxÞðnðxÞ þ 1Þg

sinh�1fðn=�hxÞ þ j� 1g1=2
�

ð11:32Þ
If we add the equivalent equation for jþ 1 and then for j – 1, and continue

summing for all j 
 0, we discover a sum-rule

X1
j¼0

@ ðnþ j�hxÞf1ðnþ j�hxÞ½ �
@n

¼ 0 ð11:33Þ
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and therefore

X1
j¼0

ðnþ j�hxÞf1ðnþ j�hxÞ½ � ¼ g1 ð11:34Þ

where g1 is a constant with units of energy. This is directly related to the current

density, J. Thus, if N(nþ j•x) is the density of states, then

J ¼ e
X
j

Z�hx
0

vðnþ j�hxÞf1ðnþ j�hxÞNðnþ j�hxÞdn ¼ 2em�x
p2�h2

g1 ð11:35Þ

Each ladder founded on an energy n < •x contributes the same amount to the

current.

11.4.2 The 2D Case

The integration for 2D is not as straightforward. Since the delta-function con-

serving energy involves cos hq it is convenient to make the substitution

Z2p
0

. . . dhq ! 2

Zþ1

�1

dðcos hqÞ
sin hq

ð11:36Þ

and integrate with respect to cos hq. On the left-hand side <P2(x)>¼ 1/4, and we

obtain for intrasubband transitions in the first subband

eF

2

f1ðEÞ
m�vðEÞ þ vðEÞ @f1ðEÞ

@E

� �
¼

W0

�h

2m�x

� �1=2�hx
E

ff0ðE þ �hxÞðnðxÞ þ 1Þ � f0ðEÞnðxÞg½ HaðEÞ

þ ff0ðE � �hxÞnðxÞ � f0ðEÞðnðxÞ þ 1ÞgHeðEÞ�

ð11:37aÞ

eFvðEÞ @f0ðEÞ
@E

¼ W0

�h

2m�x

� �1=2

�hx
E

f1ðE þ �hxÞðnðxÞ þ 1ÞHaða0;EÞ � f1ðEÞnðxÞHaðEÞ
þf1ðE � �hxÞnðxÞHeða00;EÞ � f1ðEÞðnðxÞ þ 1ÞHeðEÞ

� � ð11:37bÞ

where
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HaðEÞ ¼
Zq2
q1

F11ðqÞ
ðsin hqÞþ

dq; Haða0;EÞ ¼
Zq2
q1

F11ðqÞ cos a0
ðsin hqÞþ

dq

HeðEÞ ¼
Zq4
q3

F11ðqÞ
ðsin hqÞ�

dq; Heða00;EÞ ¼
Zq4
q3

F11ðqÞ cos a00
ðsin hqÞ�

dq

ð11:38Þ

Here q1, q2, q3, q4, cos a0 and cos a00 are given by Eqs. (11.28) and (11.29), and

ðsin hqÞ� ¼ � q

k

� �4
þ2

q

k

� �2
2� �hx

E

� �
� �hx

E

� �2
" #1=2

ð11:39Þ

We note that

q1ðnþ j�hxÞ ¼ q3ðnþ fjþ 1g�hxÞ
q1ðnþ j�hxÞ ¼ q4ðnþ fjþ 1g�hxÞ ð11:40Þ

and

ðsin hqÞjþ1
� ¼ nþ j�hx

nþ ðjþ 1Þ�hx ðsin hqÞjþ ð11:41Þ

and so

Heðnþ ðjþ 1Þ�hxÞ ¼ nþ ðjþ 1Þ�h
nþ j�hx

Haðnþ j�hxÞ ð11:42Þ

The sum-rule in this case is

X1
j¼0

@

@n
½ðnþ j�hxÞ1=2f1ðnþ j�hxÞ� ¼ 0 ð11:43Þ

hence

X1
j¼0

½ðnþ j�hxÞ1=2f1ðnþ j�hxÞ� ¼ g1 ð11:44Þ

and

J ¼ eð2m�Þ1=2x
p�h

g1 ð11:45Þ
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11.4.3 The 1D Case

Conservation of energy and momentum restricts the wavevectors of the phonon to

the extremal values in Eq. (11.28), which we denote q1, q2, q3 and q4, and all lie

along the axis of the wire. There are thus four corresponding form-factors F1, F2,

F3 and F4. Since cos hq is now 1 or �1, we obtain <P2 (x)>¼ 1. Therefore

eFvðEÞ @f1ðEÞ
@E

¼

W0 �hxð Þ1=2 1

ðE þ �hxÞ1=2
ff0ðE þ �hxÞðnðxÞ þ 1Þ � f0ðEÞnðxÞg

"

ðF1ðEÞ þ F2ðEÞÞ
þ 1

ðE � �hxÞ1=2
ff0ðE � �hxÞnðxÞ � f0ðEÞðnðxÞ þ 1Þg

ðF3ðEÞ þ F4ðEÞÞ
#

ð11:46Þ

eFvðEÞ @f0ðEÞ
@E

¼

W0 �hxð Þ1=2 1

ðE þ �hxÞ ff0ðE þ �hxÞðnðxÞ þ 1Þ ðF1ðEÞ þ F2ðEÞÞ
�

� f0ðEÞnðxÞ ðF1ðEÞ þ F2ðEÞÞg
þ 1

ðE � �hxÞ ff0ðE � �hxÞnðxÞðF3ðEÞ þ F4ðEÞÞ

�f0ðEÞðnðxÞ þ 1ÞðF3ðEÞ þ F4ðEÞÞg
�

ð11:47Þ

We note that Eq. (11.40) applies and that therefore

F1ðnþ j�hxÞ ¼ F3ðnþ fjþ 1g�hxÞ
F2ðnþ j�hxÞ ¼ F4ðnþ fjþ 1g�hxÞ ð11:48Þ

There is, once more, a sum-rule derived from Eq. (11.46), which is

X1
j¼0

@

@n
f1ðnþ j�hxÞ½ � ¼ 0 ð11:49Þ

hence
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X1
j¼0

f1ðnþ j�hxÞ ¼ g1 ð11:50Þ

and

J ¼ 2ex
p

g1 ð11:51Þ

which agrees with the result of Leburton (1992).

11.4.4 Discussion

We have shown that a simple sum-rule for the antisymmetric component of the

distribution function can be derived in each dimension. Its general form is

X1
j¼0

vðnþ j�hxÞNðnþ j�hxÞf1ðnþ j�hxÞ½ � ¼ g ð11:52aÞ

where g is a constant related to the current density. This sum-rule is nothing more

than a consequence of the conservation of particle number. If we define N(nþ j•
x) as the density of particles in unit energy range, we can write a continuity

equation in energy space as follows:

@nðnþ j�hxÞ
@t

¼ @nðnþ j�hxÞ
@t

� �
vol

� @Jðnþ �hxÞ
@n

ð11:52bÞ

where J (nþ j•x) is the particle energy current density, which is just the sum-

mand of Eq. (11.52a) mutiplied by the force eF. From the condition that the total

particle number remain invariant, it is clear that a sum over all energy regions

will entail that the divergence of Eq. (11.52b) vanish in the steady state, which is

exactly the sum-rule.

This is all very well, but the fact of the matter is that these equations are

insoluble as they stand. We are dealing here with an infinite set of coupled

difference-differential equations where the difference part is second-order and the

differential part is first-order. In the case of a second-order differential equation, a

knowledge of value and slope at a point is sufficient to generate the solution for

all positions. The equivalent requirement for a second-order difference equation

is a knowledge of the value at two points, say at n and nþ •x. But n is a

continuous variable lying between 0 and •x and so we need to know the dis-

tribution function entirely within any two intervals, for example, 0 and 2 •x,
before a full solution can be obtained. There is nothing in the system to suggest
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what this might be. Even with zero field, the best that can be done is to set the

antisymmetric component to zero and obtain the relation

f0ðnþ ðjþ 1Þ�hxÞðnðxÞ þ 1Þ ¼ f0ðnþ j�hxÞnðxÞ
f0ðnþ ðj� 1Þ�hxÞnðxÞ ¼ f0ðnþ j�hxÞðnðxÞ þ 1Þ ð11:53aÞ

which tells us nothing about the distribution function in any interval nþ j•x to

n þ (jþ 1) •x. The general solution has the form

f ðeþ j�hxÞ ¼ �ðEÞej�hx=kBT ð11:53aÞ
where �(E) is an arbitrary function.

The problem is, basically, that there is no “communication” between states

whose energy difference is less than •x. Thus, the system is non-ergodic. It is

therefore simply unrealistic to treat optical-phonon scattering on its own as we

have. Remedies include taking into account dispersion in order to introduce a

spread of frequencies; to add acoustic-phonon scattering, which restores com-

munication between neighbouring states; or to assume the presence of a robust

scattering mechanism such as frequent electron–electron collisions to randomize

the distribution and maintain a drifted Maxwellian, or drifted Fermi–Dirac dis-

tribution. The latter has been the usual face-saving device. With this we assume

that we know what the distribution function is except for its electron temperature

and its drift, both of which are obtainable from energy and momentum balance

equations. However, this way out of the problem is not available for 1D systems;

in these electron–electron scattering is ineffective. When the electron density in

3D or 2D systems is high enough for the gas to be degenerate, the spherical part

of the distribution function can be taken to be given by Fermi–Dirac statistics.

Approximate solutions for the antisymmetric component can then be obtained

using the concept of a momentum-relaxation time defined for electrons on the

Fermi surface. An example is given in the appendix to this chapter.

The remarks made previously are, of course, applicable to deformation-

potential optical-phonon scattering and intervalley scattering. They are also

applicable to the case of confined optical modes. In the equations, confinement

can be accommodated by suitably modifying the form factors.

We look at acoustic-phonon scattering next.

11.5 Acoustic-Phonon Scattering

For deformation-potential acoustic-phonon scattering (unscreened), Eq. (11.3)

applies with

WðK 0;K;QÞ ¼ pN2Q2

qxX
GðK 0;K;QÞj j2 ð11:54Þ
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where N is the deformation potential (assuming a spherical valley and unity for

the cell overlap integral), q is the mass density and G(K0, K, Q) is given

by Eqs. (11.5) and (11.6). Where degeneracy is zero or weak the net scattering

rate is linear in the distribution function (products like f(K0)f(K) being neglected)

and so

@f ðKÞ
@t

¼
pN2

qvsX

X
Q;K 0

Q f ðK 0ÞðnðxÞ þ 1Þ � f ðKÞnðxÞ½ �f

dðEðK 0Þ � EðKÞ � �hxÞ GðK 0;K;QÞj j2
þ f ðKÞnðxÞ � f ðKÞðnðxÞ þ 1Þ½ �
dðEðKÞ � EðKÞ þ �hxÞ GðK;K;QÞj j2

o
ð11:55Þ

where vs is the velocity of sound. Momentum in the unconfined directions is

conserved, Eq. (11.6). For brevity, we limit attention to intrasubband processes in

2D and 1D. The sum over phonon states can be replaced by an integral in the

usual way, and we can write

X
Q;k0

=ðk0;k;QÞ ¼

R 	 	 	Q3dQdð� cos hQÞd� 3DR 	 	 	 ðq2 þ q2z Þ1=2qdqdhdqz 2DR 	 	 	 ðq2 þ q2z Þ1=2qdqdhdqz 1D

8><
>: ð11:56Þ

where Q2 ¼ q2 þ q2z . In 2D q is the in-plane wavevector and qz is the wavevector

parallel to the direction of electron confinement. In 1D qz is along the wire and q

is in the plane of electron confinement.

Acoustic-phonon scattering turns out to be more difficult to handle in low

dimensions than optical-phonon scattering because of the dependence of fre-

quency on the wavevector. It is therefore more convenient to examine the three

cases separately. In each case we expand the distribution function into symmetric

and antisymmetric components as usual. In 3D and 2D it is convenient to exploit

the small magnitude of the acoustic-phonon energy and expand f(E
0
) in terms of

f(E) via a Taylor expansion, retaining only the first three terms.

11.5.1 The 3D Case

The 3D case is straightforward and is familiar from studies of bulk semicon-

ductors. With f(K)¼ f0 (E)þ f1(E) P1 (cosh), we obtain, assuming equipartition

and K > m*vs/•,
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@f0ðEÞ
@t

¼ N2m�

4pqvs�h
2K

Z2Kþ2m�vs=�h

0

ff0ðEÞ þ ðkBT þ �hxÞf 00ðEÞ þ
1

2
kBT�hxf

00
0 ðEÞgQ2dQ

2
64

þ
Z2K�2m�vs=�h

0

f�f0ðEÞ � kBTf
0
0ðEÞ þ

1

2
kBT�hxf

00
0 ðEÞgQ2dQ

3
75 ð11:57Þ

@f1ðEÞ
@t

¼ N2m�

4pp vs�h
2K

Z2K
0

f1ðEÞ 2kBT

�hx
þ 1

� �
ðcos a� 1ÞQ2dQ

cos a ¼ 1� Q2

2K2

ð11:58Þ

Here, the limiting wavevectors are derived from Eq. (11.28) with •x / E <<1,

and the prime(s) on f0(E) denotes differentiation with respect to energy. Differ-

entials of f1(E) have been ignored as being relatively small quantities. Performing

the integrations gives

@f0ðEÞ
@t

¼ 1

s0ðEÞ ½2f0ðEÞ þ ð2kBT þ EÞf 00ðEÞ þ kBTEf
00
0 �

¼ 1

s0ðEÞ
kBT

E

d

dE
E2 f 00ðEÞ þ

f0ðEÞ
kBT

� �� � ð11:59Þ

@f1ðEÞ
@t

¼ � 1

smðEÞ f1ðEÞ ð11:60Þ

The times s0(E) and sm(E) are, respectively, the energy- and momentum-relax-

ation times, given by

1

s0ðEÞ ¼
N2ð2m�Þ5=2E1=2

2pp �h4
¼ 2m�v2s

kBT

1

smðEÞ ð11:61aÞ

1

smðEÞ ¼
N2ð2m�Þ3=2kBTE1=2

2pq v2s �h
4

ð11:61bÞ

Note that at thermodynamic equilibrium f0(E) has the required Maxwell–Boltz-

mann form to give zero net rate. Hot-electron solutions are discussed in the book

by Esther Conwell (1967) and Ridley (1999).
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11.5.2 The 2D Case

The confinement of electrons introduces a new element, namely the relaxation of

momentum conservation in the direction of confinement. This means that the

acoustic-phonon frequency is no longer determined, as it is in 3D, solely by

momentum conservation, but instead it is shaped both by momentum conservation

in the plane and by the form factor. In principle, all frequencies are allowed to

participate, but, in practice, the form factor sets limits on the wavelength of the

order of the width of the quantum well. As long as the confinement is not extreme,

these limits allow us to continue to regard the interaction of acoustic phonons with

confined electrons as quasi-elastic. We will also ignore the effects of acoustic

mismatches at the interfaces and regard the acoustic-phonon spectrum to be

entirely bulklike.

The equivalent equations for the 2D case, with equipartition and quasi-elastic

processes (•x << E), are

@f0ðEÞ
@t

¼ N2m�

4p2qvs�h
2k

x

Z1
�1

Z2kþ2m�x=�hq

0

ff0ðEÞ þ ðkBT þ �hxÞf 00ðEÞ þ
1

2
kBT�hxf

00
0 ðEÞg

2
64
G11ðqzÞj j2
ðsin hqÞþ

ðq2 þ q2z Þ1=2dqdqz

þ
Z1
�1

Z2k�2m�x=�hq

0

f�f0ðEÞ � kBTf
0
0ðEÞ þ

1

2
kBT�hxf

00
0 ðEÞg

G11ðqzÞj j2
ðsin hqÞ�ðq2 þ q2z Þ1=2dqdqz

#

ð11:62Þ

@f1ðEÞ
@t

¼ N2m�

4p2qvs�h
2k

Z1
�1

Z2k
0

f1ðEÞ 2kBT

�hx
þ 1

� �
ðcos a� 1Þ

G11ðqzÞj j2
ðsin hqÞ ðq2 þ q2z Þ1=2dqdqz

ð11:63Þ

Here

G11ðqzÞ ¼
Z

w2
1ðzÞeiqLzdz ð11:64Þ
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and

ðsin hqÞ� ¼ 1� m�x
�hkq

� q

2k

� �2
" #1=2

ð11:65aÞ

sin hq ¼ 1� q

2k

� �2� �1=2
ð11:65bÞ

cos a ¼ 1� q2

2k2
ð11:65cÞ

In general the integrals must be evaluated numerically (e.g., Bockelmann and

Bastard, 1990; Vickers, 1992).

Note that the limits on the in-plane wavevector, q, set by in-plane momentum

conservation depend on the perpendicular wavevector, qz, through the frequency.

In the quasi-elastic approximation we assume that m * x /•q << k for the vast

majority of possible interactions.

We note that if the electron wavefunctions are fully confined within a quantum

well of width “a”, then

Z1
�1

G11ðqzÞj j2 dqz ¼ 3p

a
and

Z1
�1

G11ðqzÞj j2 d2z dqz ¼
4p3

a3
ð11:66Þ

and Eq. (11.62) reduces to

@f0ðEÞ
@t

¼ 1

s0ðEÞ kBT
d

dE
E þ 2E1

3

� �
f 00ðEÞ þ f0 Eð Þ

kBT

� �� �
ð11:67aÞ

where E1¼ p2•2/2m* a2 is the energy of the ground state, and

@f1ðEÞ
@t

� �f1ðEÞ
sm

;
1

sm
¼ 3N2m�kBT

2qv2s�h
3a

ð11:67bÞ

1

s0ðEÞ ¼
2m�v2s
kBT

1

smðEÞ ¼
3N2m�2

q�h3a
ð11:67cÞ

Cf. Eq. (1.29).

11.5.3 The 1D Case

In the 1D case, instead of expanding f(E0) in a Taylor expansion, we expand the

d-function viz.:
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dðE0 � E � �hxÞ ¼ dðE0 � EÞ � �hxd0ðE0 � EÞ þ 1

2
ð�hxÞ2d00ðE0 � EÞ . . . ð11:68Þ

where the primes denote differentiation with respect to energy. In an integration

over the energy of final states we can exploit the formula

Z1
�1

f ðxÞ dn

dxn
dðxÞdx ¼ ð�1Þn dn

dxn
f ðxÞ ð11:69Þ

We could have used this approach for the 2D case, as the reader can, no doubt,

verify. Replacing dqz in Eq. (11.56) with dk0z and using

dk0z ¼
1

2

ð2m�Þ1=2
�hE01=2 dE0 ð11:70Þ

we obtain, assuming once more that n(x) � kBT/ •x and k > mþvs/ •,

@f0ðEÞ
@t

¼ N2ð2m�Þ1=2
16p2qvs�hE1=2

xZ
f½f0ðEÞ þ ðkBT þ �hxÞ

�
f 00ðEÞ

þ 1

2
kBT�hxf

00
0 ðEÞ�ðq2 þ q2z Þ1=2ðdqz2kþ2m�vs=�hÞ þ ½�f0ðEÞ � kBTf

0
0ðEÞ

þ 1

2
kBT�hxf

00
0 ðEÞ�ðq2 þ q2z Þ1=2ðdqz;0 þ dqz2k�2m�vs=�hÞg G11ðqÞj j2qdqdh

�

¼ 1

s0ðEÞ kBTE
d

dE

E þ 2E1

3

E
f 00ðEÞ þ

f0ðEÞ
kBT

� �" #

ð11:71Þ
where E1¼ p2•2/ m*a2 is the ground-state energy of a wire of square cross-

section. Furthermore

@f1ðEÞ
@t

¼ N2ð2m�Þ1=2
8p2qvs�hE1=2Z

f1ðEÞ 2kBT

�hvsðq2 þ ð2kÞ2Þ1=2
þ 1

 !
G11ðqÞj j2ðq2 þ ð2kÞ2Þ1=2qdqdh

¼ � 1

smðEÞ f1ðEÞ;
1

smðEÞ ¼
9

4

N2ð2m�Þ1=2kBT
q�h2v2s a

2
E�1=2

ð11:72Þ
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The energy-relaxation time is given by

1

s0ðEÞ ¼
2m � v2s
kBT

1

smðEÞ ¼
9

4

N2ð2m�Þ3=2
q�h2a2

E�1=2 ð11:73Þ

Note that forward scattering (qz¼ 0) contributes to the symmetric rate but not to

the asymmetric rate; i.e. there is energy relaxation but no momentum relaxation.

It is also useful to note that the relationship between energy and momentum

relaxation rates is independent of dimensionality.

A fuller treatment of acoustic-phonon scattering in quantum wires which takes

into account inelastic scattering and non-equipartition can be found in Ridley and

Zakhleniuk (1996).

11.5.4 Piezoelectric Scattering

In the case of piezoelectric scattering Eq. (11.54) is replaced by

WðK0;K;QÞ ¼ e2pK2
avCav

eqxX
GðK0;K;QÞj j2 ð11:74Þ

where Kav is the electromechanical coupling coefficient suitably averaged over

direction and mode polarization; cav is the elastic constant, similarly averaged;

and e is the static permittivity. We continue to assume that the cell overlap

integral is unity. The general expressions for the rates derived remain valid

except for the change in coupling parameters, which involves dividing all inte-

grands by Q2.

Piezoelectric scattering can usually be ignored in all dimensions at room

temperatures. At low temperatures it can become stronger than deformation-

potential scattering, but only if the carrier density is too small to screen the

interaction effectively. The piezoelectric interaction is stronger for small wave-

vectors and these are the most susceptible to screening. In most experimental

situations involving 2D and 1D systems the carrier density is high enough to

screen out the piezoelectric polarization, leaving the deformation-potential

interaction as the dominant energy-relaxation mechanism.

11.6 Discussion

In general, one must determine the distribution function by including both

optical- and acoustic-phonon contributions to the energy relaxation and adding

all additional elastic-scattering mechanisms to the optical- and acoustic-phonon

contributions to the momentum relaxation. The relative Boltzmann equations
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describing transport in an electric field are therefore

3D 2eF
3m�vðEÞ

@ðEf1ðEÞÞ
@E

2D eF

ð2m�Þ1=2
@ðE1=2f1ðEÞÞ

@E

1D eFvðEÞ @f1ðEÞ@E

9>>=
>>; ¼ @f0ðEÞ

@t

� �
opt

þ @f0ðEÞ
@t

� �
ac

ð11:75Þ

3D; 2D; 1DeFvðEÞ @f0ðEÞ
@E

¼ @f1ðEÞ
@t

� �
opt

þ @f1ðEÞ
@t

� �
ac

þ @f1ðEÞ
@t

� �
elastic scat

ð11:76Þ

An analysis of hot-electron transport in the lowest subband of a cylindrical

quantum wire at low lattice temperatures has been carried out by Zakhleniuk

et al. (1996). The electrons were assumed to interact quasi-elastically with acoustic
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Fig. 11.3 The symmetric (fs(E), solid line) and antisymmetric (fa(E), dotted line)
distribution function in a GaAs wire of circular cross-section, radius 100 Å, and
linear electron density of 105 cm–1, at 50K-scattering via interface roughness
(K¼ 20 Å and D¼ 3 Å), acoustic phonons and optical phonons. The applied
electric fields are (a) F! 0, (b) F¼ 200 Vcm–1, (c) F¼ 500 Vcm–1, (d) F¼ 1000
Vcm–1.
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phonons, elastically with interface roughness and strongly non-elastically with

optical phonons (emission only). Fig. 11.3 shows the symmetric and antisym-

metric components of the distribution at various applied electric fields. The

inclusion of acoustic-phonon scattering ensures that the distribution function is

essentially Maxwellian at vanishing electric fields. Because the acoustic-phonon

scattering rate is proportional, in this regime, to the density of states which falls

off as E–1/2, the mobility increases with field and there is a tendency towards

a runaway effect, effectively countered by optical-phonon emission. Thus, the

distribution rapidly loses its Maxwellian character and becomes virtually flat

up to the optical-phonon energy, and the mobility goes through a maximum

(Fig. 11.4). The field-dependence of the average energy is shown in Fig. 11.5.

Also shown in Figs. 11.4 and 11.5 are the field dependences of mobility and

average energy which would be obtained were acoustic-phonon and interface-

roughness scattering to be neglected.

Very often the task of determining the distribution function in 2D and 3D

systems is bypassed by exploiting the rapidity of electron–electron collisions

to make the assumption that the solution is a displaced Maxwell–Boltzmann or

Fermi–Dirac distribution, characterized by an electron temperature. This gain has

to be paid for in two ways. First, the high carrier density (typically over 1016 cm–3)
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Fig. 11.4 Mobility as a function of field: radius¼ 50 Å (chained line),¼ 100 Å
(dotted line). In each case the solid line is the mobility when the interaction is
only with optical phonons (the high-field limit of the other lines). The inset is the
mobility at low fields for a radius of 100 Å.
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necessary for the assumption to be valid means that the whole question

of screening has to be addressed. This can be quite complicated in low-

dimensional systems with several subbands occupied, as we saw in Chapter 10.

Second, the high density implies a high rate of production of phonons, whose

lifetime is, of course, finite, being a few picoseconds for optical phonons at

room temperature, somewhat longer for transverse acoustic (TA) modes and

significantly longer for longitudinal acoustic (LA) modes. In multilayered

structures grown on a bulk substrate there is no problem for acoustic modes,

which do not suffer confinement (though zone folding can introduce interesting

effects). Optical phonons, on the other hand, are confined. As a result their

population can easily become hot in the sense that the occupation of those

phonon states deeply involved in the scattering process becomes enhanced over

its thermodynamic-equilibrium value. The main effect of this is to increase

the probability of absorption and hence to weaken the rate of energy relaxation.

The phonon gas will also suffer drag and share to some extent the drift of the

electrons. Hot-phonon effects are commonly observed in quasi-2D systems

(Shah, 1986; Gupta et al., 1992). Theoretical description must add to the

Boltzmann equations of Eqs. (11.75) and (11.76) a coupled set describing

the drift and relaxation of the optical-phonon population, which in turn requires

a description of processes affecting the lifetime and momentum relaxation of

optical phonons. Hot phonons are discussed in review articles by Shah (1986),

Lyon (1986), Kocevar (1987), Esipov and Levinson (1987) and Ridley (1991).

Monte Carlo simulations have been carried out by Lugli et al. (1989). Phonon

scattering processes were summarized in Section 9.6.
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11.7 Acoustic-Phonon Scattering in a Degenerate Gas

11.7.1 Introduction

At temperatures low enough for there to be very few electrons with energies high

enough for them to emit optical phonons, the main source of energy relaxation is

acoustic-phonon scattering. Typically, temperatures must be below 30 K; the

temperature in a particular case will be determined by the optical-phonon energy,

the plasmon energy and the relative coupling strengths of acoustic phonons, on

the one hand, and optical phonons and plasmons on the other. At such low

temperatures the carrier distribution is often degenerate, and Pauli exclusion is

important in limiting the scattering that is allowed. In what follows we concen-

trate on this degenerate situation and derive expressions of momentum- and

energy-relaxation rates for polar and non-polar acoustic-phonon scattering, first

in the low-temperature regime, where Pauli exclusion leads to rapid variations

with temperature, and then in a high-temperature regime, where the system

remains degenerate but the effect of exclusion is small. In each case we obtain

rates for 3D, 2D and 1D systems. The 1D case is particularly interesting in the

low-temperature regime in that the anomalous situation arises of a scattering

mechanism that, to zero order, allows energy relaxation but not momentum

relaxation – just the opposite of the situation for impurity scattering.

An advantage of working with a degenerate system is that electron–electron

interactions in 2D and 3D can be assumed to maintain a distribution characterized

by an electron temperature. In 1D this assumption is invalid unless higher order

electron–electron interactions are postulated. The assumption means that systems

can be studied experimentally by measuring steady-state properties such as

mobility and Shubnikov–de Haas oscillations as a function of lattice temperature

and electric field. There is also the practical advantage of the low-energy

relaxation rate, which is associated with acoustic-phonon scattering, since this

allows direct observation of relaxation processes using transient techniques, with

voltage pulses that need not be shorter than 100 ps.

11.7.2 Energy- and Momentum-Relaxation Rates

When the system is degenerate we must return to Eq. (11.3), which describes the

scattering rate taking into account the occupation of the final states. We can

assume that a Fermi–Dirac distribution is always maintained, characterized by an

electron temperature Te, and therefore we may proceed directly to the compu-

tation of energy- and momentum-relaxation rates. The power input per unit

volume is given by

300 The Electron Distribution Function



P ¼
Z

E
@f0ðEÞ
@t

NðEÞdE ¼
Z

ðE � EFÞ @f0ðEÞ
@t

NðEÞdE ð11:77Þ

where f0(E) is the spherically symmetric part of the distribution function, EF is

the Fermi level and N(E) is the density of states. The second equation follows

provided the total number of electrons remains constant. We assume that the

Fermi energy is always much larger than an acoustic-phonon energy so that

scattering is concentrated around the Fermi surface. In this case we can define a

momentum-relaxation time constant sm (E) thus

@f1ðEÞ
@t

¼ � f1ðEÞ
smðEÞ ð11:78Þ

where f1(E) is (as before) the lowest-order antisymmetric component of the

distribution function. The solution of the Boltzmann equation in the presence of

an electric field is then

f1ðEÞ ¼ �eFvðEÞsmðEÞ @f0ðEÞ
@E

¼ eFvðEÞsmðEÞ
kBT

f0ðEÞð1� f0ðEÞÞ ð11:79Þ

where F is the field and v(E) is the group velocity associated with the state with

energy E. The identity

@f0ðEÞ
@E

¼ � 1

kBT
f0ðEÞð1� f0ðEÞÞ ð11:80Þ

follows from the form of the Fermi–Dirac function

f0ðEÞ ¼ 1

1þ exp½ðE � EFÞ=kBT � ð11:81Þ

The rates of change of f0(E) and f1(E) are as follows:

@f0ðKÞ
@t

� �
scat

¼ X

ð2pÞ3 xX
Q

Z
WðK0;K;Qð Þ f0ðE0Þð1� f0ðEÞÞðnðxÞ þ 1Þ � f0ðEÞð1� f0ðE0ÞÞnðxÞf g

�

dðE0 � E � �hxÞdK0Þ
þ
Z

WðK00;K;Qð Þ f0ðE00Þð1� f0ðEÞÞðnðxÞ � f0ðEÞð1� f0ðE00ÞÞnðxÞ þ 1Þf g

dðE00 � E þ �hxÞdK00Þ
�

ð11:82Þ
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@f1ðKÞ
@t

� �
scat

¼ X

ð2pÞ3 xX
Q

Z
WðK0;K;QÞ ff1ðE0Þð1� f0ðEÞÞ cos a0 � f0ðE0Þf1ðEÞgðnðxÞ þ 1Þ

�ff1ðEÞð1� f0ðE0ÞÞ � f0ðEÞf1ðE0Þ cos a0gnðxÞ

� ���

dðE0 � E � �hxÞdK0
�

þ
Z

WðK00;K;QÞ ff1ðE00Þð1� f0ðEÞÞ cos a00 � f0ðE00Þf1ðEÞgðnðxÞ
�ff1ðEÞð1� f0ðE00ÞÞ � f0ðEÞf1ðE00Þ cos a00gnðxÞ þ 1Þ

� ��

dðE0 � E � �hxÞdK0
��

ð11:83Þ

where a0 is the angle between K and K0, and terms involving the product f1(E)

f1(E
0) and f1(E)f1(E

00) have been neglected. We have leaned heavily on our pre-

vious experience of handling net scattering rates in the early sections of this

chapter in order to write down these equations. A general expression for acoustic-

phonon scattering is

WðK;0K;QÞ ¼ pC2ðQÞ GðK0;K;QÞj j2
q xXSðQÞ ð11:84Þ

where C2(q)¼N2q2 for the non-polar interaction and C2ðqÞ ¼ e2K2
avcav=es for the

piezoelectric interaction. S(Q) is the screening function, and the other symbols

have their previous meanings.

These integrals can be evaluated approximately by exploiting the smallness of

the phonon energy relative to the Fermi energy. In the 2D and 1D cases we

assume that only the lowest subband is occupied.

We begin by noting that

nðxÞ ¼ e��hx=kBTL

2 sinhð�hx=2kBTLÞ ; nðxÞ þ 1 ¼ e�hx=kBTL

2 sinhð�hx=2kBTLÞ ð11:85Þ

where TL is the lattice temperature and we are going to assume that there are no

hot-phonon effects, thereby implying low fields. We wish specifically to avoid

assuming equipartition since this cannot hold at low temperatures for phonons

that scatter electrons right across the Fermi surface.

Integrating over the final-state energies can be done immediately thanks to the

delta-functions and E0 ! Eþ •x, and E00 ! E –•x. Conservation of energy and

momentum serves to define the angles a0 and a00 as before. The expression for the

power input can be integrated over energy E using the integral
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Z1
�1

xe�x

ðe�hx=kBTe þ e�xÞð1þ e�xÞ dx ¼
1

2

ð�hx=kBTeÞ2
e�hx=kBTe � 1

ð11:86Þ

We obtain, ignoring the small differences between the two integrals involving ±

•x,

P ¼ �hNðEFÞ
16p2q

Z
C2ðQÞ GðK 0;K;QÞj j2

SðQÞ
sinh½ð�hx=2kBTLÞ � ð�hx=2kBTeÞ�
sinhð�hx=2kBTLÞ sinhð�hx=2kBTeÞ �hx

dK0

dE0

ð11:87Þ
When Te > TL, this is the power generated by the electric field, which is equal to

the power dissipated by the phonons. We will need to examine the term dK0/dE0

in more detail later. In deriving this expression we have exploited the fact that

terms such as f0 (E ± •x)(l – f0(E)) are sharply peaked at the Fermi level and vary

more rapidly than any other, so that other terms may be evaluated at the Fermi

level.

To obtain the momentum-relaxation rate we must first substitute for f1(E),

f1(E
0) and f1(E

00) using Eq. (11.79), and evaluate the integrals by integrating over

the final state energies using

Z1
�1

e�x

ðe�hx=kBTe þ e�xÞð1� e�xÞdx ¼
�hx=kBTe

e�hx=kBTe � 1
ð11:88Þ

An integration over E then allows us to use the delta-function-like properties of

f0(E ± •x)(l – f0(E)) and similar terms to evaluate sm(EF), viz.:

1

smðEFÞ ¼
�h

16p2qkBTeZ
C2ðQÞ GðK0;k;QÞj j

SðQÞ
2
cosh½ð�hx=2kBTLÞ � ð�hx=2kBTeÞ�
sinhð�hx=2kBTLÞ sinhð�hx=2kBTeÞ ð1� cos a0Þ dK

0

dE0

ð11:89Þ
In general the integrals describing energy and momentum relaxation must be

evaluated numerically (see Vickers, 1992). For parabolic bands dK0/dE0 ¼m*/

•2kF, and thus

Z
. . .

dK0

dE0 ¼
Z

. . .
m�

�h2kF
x

k2Fdð� cos a0Þd� 3D

kFda0dqz 2D

dq 1D

8<
: ð11:90Þ
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where kF is the Fermi wavevector. The overlap integral is given in Eq. (11.6), and

cos a0 by Eq. (11.29) in the limit •x ! 0.

11.7.3 Low-Temperature Approximation

In the limit of low temperatures the rates reduce sharply with increasing phonon

energy. Energy and momentum conservation allows the phonon wavevector par-

allel to unconfined directions to be as high as 2kF, with a0 ¼ p, but if 2 •vskF/
kBTe>>1 there will be few phonons to be absorbed, and emission will be inhibited

because the final electron state is occupied. Small phonon energies will therefore be

favoured, a condition that can be exploited in working out the 2D and 1D cases.

With these considerations in mind we make the low-temperature approximation

sinh
�hx
kBTL

� �
sinh

�hx
kBTe

� �
� 1

4
exp

�hx
2kB

1

Te
þ 1

TL

� �� �
ð11:91Þ

with x(¼vsQ) unrestricted. For brevity we consider only the unscreened case.

In 3D the resultant integrals are straightforward and we obtain

P ¼ 6N2m�2

p3q�h7v4s
½ðkBTeÞ5 � ðkBTLÞ5�

1

sm
¼ 15N2m�

pq �h7v6s k
3
F

ðkBTeÞ6 þ ðkBTLÞ6
kBTe

" #
non-polar

ð11:92Þ

P ¼ e2K2
avm

�2
2p3�h5es

½ðkBTeÞ3 � ðkBTLÞ3�

1

sm
¼ 3e2K2

avm
�

4p�h5esv2s k
3
F

ðkBTeÞ4 þ ðkBTLÞ4
kBTe

" #
piezoelectric

ð11:93Þ

The power expressions are essentially those given by Kogan (1963). The non-

polar rate for momentum relaxation exhibits the well-known Gruneisen–Bloch

temperature dependence for metals when Te¼ TL.

In 2D we have to worry about the dependence of the integrand on qz, which

is unrestricted in magnitude. Fortunately, this lack of restriction fits in well

with our low-temperature approximation, which removes any restriction on

the total wavevector Q. We can also exploit the weighting of the integrand

toward small Q by approximating the overlap integral by unity. Thus with

1� cos a0 ¼ q2=2k2F; da
0 ¼ dq=kF, and transforming to coordinates q¼Qsin�,

qz¼Qcos�, we obtain
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P ¼ 6N2m�2
p2q�h7v4s kFa

½ðkBTeÞ5 � ðkBTLÞ5�

1

sm
¼ 15N2m�2

2pq�h7v6s k
3
F

ðkBTeÞ6 þ ðkBTLÞ6
kBTe

" #
non-polar

ð11:94Þ

P ¼ e2K2
avm�2

2p2�h5eskFa
½ðkBTeÞ3 � ðkBTLÞ3�

1

sm
¼ 3e2K2

avm�
8p�h5esv2s k

3
F

ðkBTeÞ4 þ ðkBTLÞ4
kBTe

" #
piezoelectric

ð11:95Þ

The non-polar momentum-relaxation rate is essentially that given by Milsom and

Butcher (1986). The power dissipation is unchanged from that in 3D except for

the change in density of states (a¼well-width). The relaxation rate is reduced by

a factor of 2.

In 1D the only scattering events permitted are those in which the scattering

angle is either zero or p, but q, the wavevector transverse to the wire, is unre-

stricted. In this limit, once again replacing the overlap integral by unity, we

obtain

P ¼ 6N2m�2

p2q�h7v4s k
2
Fab

½ðkBTeÞ5 � ðkBTLÞ5�
1

sm
� 0 non-polar

ð11:96Þ

P ¼ e2k2avm
�2

2p2�h5esk2Fab
½ðkBTeÞ3 � ðkBTLÞ3�

1

sm
� 0 piezoelectric

ð11:97Þ

where a, b are the dimensions of the wire, assumed to be rectangular. A finite

relaxation rate can be obtained by focussing on the scattering at zero scattering

angle taking into account its inelastic nature. For example, in an absorption

process

�h2k02
2m� ¼ �h2k2

2m� þ �hx ð11:98Þ

and as both k0 and k lie along the axis of the wire
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�h2

2m� ðk0 þ kÞðk0 � kÞ ¼ �hx ð11:99Þ

The change in momentum is k0 – k¼ qz, where

qz ¼ vs

vF
Q ð11:100Þ

or, since qz¼Qcos �,

cos� ¼ vs

vF
ð11:101Þ

Thus, a mode travelling at this angle to the axis of the wire can induce a change in

momentum, but no other. Basically in 1D there is energy relaxation but only

infinitesimal momentum relaxation – purely inelastic in contradistinction to the

more familiar scattering mechanisms, which are purely elastic.

Screening will affect all exponents of temperature. In the extreme case of

dominant static screening exponents increase by 2 (Price, 1982). However, as we

discussed in Chapter 10, the screening of acoustic modes can be complicated by

dynamic effects.

11.7.4 The Electron Temperature

The electron temperature is found by equating the field power to P, viz.:

P ¼
Z

eF 	 vðKÞf1ðEÞ cos h dK
4p3

ð11:102Þ

The power loss per electron is often studied experimentally by measuring

Shubnikov–de Haas magneto resistance oscillations (Hirakawa and Sakaki, 1986;

Mannion et al., 1987; and Daniels et al., 1989). Screening is expected to make

piezoelectric scattering negligible compared with non-polar scattering. Conse-

quently, a study of energy relaxation can yield a value of the deformation

potential, which in bulk GaAs is 7 eV. Reported figures are 11 eV (Hirakawa and

Sakaki, 1986) and 7.5 eV (Daniels et al., 1989). Vickers (1992) has pointed out

the danger of using approximate theoretical models in order to extract quanti-

tative information.

11.7.5 High-Temperature Approximation

At temperatures just above where the low-temperature approximation breaks

down we may assume equipartition for the phonon number and a continued
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Fermi–Dirac distribution. In this case we can write Eqs. (11.87) and (11.89) as

follows:

P ¼ �hNðEFÞ
8p2q

ðkBTe � kBTLÞ
Z

C2ðQÞ GðK0;K 	QÞj j2
SðQÞ

dK0

dE0

1

sm
¼ kBTL

4p2q�h

Z
C2ðQÞ GðK0;K 	QÞj j2

SðQÞ ð1� cos a0Þ dK
0

dE0

ð11:103Þ

In 3D we obtain, for the unscreened case

P ¼ 3N2m�2nkF
pq�h3

ðkBTe � kBTLÞ

1

sm
¼ N2m�kBTLkF

pqm2s�h
3

non-polar

ð11:104Þ

P ¼ 3e2K2
avm

�2v2s n
2p�h3eskF

ðkBTe � kBTLÞ
1

sm
¼ e2K2

avm
�kBTL

2p�h3eskF
piezoelectric

ð11:105Þ

where n is the electron density. In 3D the Fermi wavevector is temperature-

dependent according to

kF ¼ kFð0Þ 1� p2

24

kBT

EFð0Þ
� �2

" #
ð11:106Þ

For weakly degenerative systems kF must be replaced as follows:

kF ! ð2m � kBTÞ1=2
�h

F1ðgÞ
F1=2ðgÞ

; k�1
F ¼ �h

ð2m � kBTÞ1=2
F0ðgÞ
F1=2ðgÞ

ð11:107Þ

where the Fj(g) are the Fermi integrals

FjðgÞ ¼
Z1
0

xj

eðx�gÞ þ 1
dx ð11:108Þ

where g¼EF/kBT. The energy-loss rate is shown in Fig. 11.6.

For intrasubband processes in 2D the overlap integral becomes G11(qz)

(momentum conservation taken as read), and we are presented with integrals of

the form
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Iv ¼
Z1
�1

ðq2 þ q2z Þv G11ðqzÞj j2 dqz ð11:109Þ

where v¼ 0, 1 or – 1. For fully confined electrons

I0 ¼ 3p

a
; I1 ¼ 3pq2

a
þ 4p3

a3
; I�1 ¼ p

q
F11ðqÞ ð11:110Þ

where a is the well-width and F11 j(q) is the form factor familiar from the

discussion of the optical-phonon scattering (Section 1.3.4). When these expres-

sions are valid
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Fig. 11.6 Acoustic-phonon energy-relaxation rate in bulk GaAs at 2 K. The
Fermi level is (a) 20 meV, (b) 10 meV. The lower curve is for piezoelectric, the
upper for deformation-potential scattering.
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P ¼ N2m�2ð3k2Fa2 þ 2p2Þ
2pq�h3a4

ðkBTe � kBTLÞ

1

sm
¼ 3N2m�kBTL

2qm2s�h
3a

non-polar

ð11:111Þ

P ¼ 3e2K2
avm�2v2s

4p�h3esa2
ðkBTe � kBTLÞ

1

sm
¼ e2K2

avm�kBTL
4�h3eskF

Z2kF
0

qF11ðqÞ
2k2Fð1� q2=4k2FÞ1=2

dq piezoelectric

ð11:112Þ

In 2D kF does not vary with temperature.

For quantum wires with rectangular cross-section

P ¼ 3N2m �2 ½3k2Fab þ 2p2 ða2 þ b2Þ =ab�
2pq �h3k2FðabÞ3

ðkBTe � kBTLÞ

1

sm
¼ 9N2m � kBTL

2qv2s�h
3kFab

non-polar

ð11:113Þ

P ¼ 9e2K2
avm

�2v2s
8p�h3esk2FðabÞ2

ðkBTe � kBTLÞ

1

sm
¼ e2K2

avm � kBTL
�h3eskF

F1D11 ð2kFÞ piezoelectric

ð11:114Þ

We have assumed a circular cross-section in the expression for the relaxation rate

for piezoelectric scattering, and

F1D
11 ¼

ZZ
w2ðr0Þw2ðrÞK0ð2kF r� r0j jdrr; ð11:115Þ

It should be remarked that the experimental situation is often such that the most

easily accessible condition is one in which neither the high-temperature nor the

low-temperature approximations are valid. Toward high temperatures (typically

10 K and above) other energy-relaxation mechanisms tend to intrude, particularly

the mechanisms associated with plasmons and optical phonons. Toward low

temperatures the energy-loss rate weakens and it becomes difficult to measure

accurately, especially as its dependence on temperature is extremely rapid.

Shubnikov–de Haas measurements aimed at measuring the energy-loss rate of hot

electrons are carried out typically at between 2 K and 20 K. In this regime an
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extrapolation between the two approximations can be effected using the formula

P ¼ ðCnp þ CpÞðkBTe � kBTLÞFðTeTLÞ

FðTeTLÞ ¼ sinhðxL � xeÞ
sinh xL sinh xe

xLxe

xL � xe

ð11:116Þ

where Cnp and Cp are the high-temperature parameters for the non-polar and polar

interactions in Eqs. (11.111), and (11.112). The other parameters are

xL ¼ �hxh i
2kBTL

; xe ¼ �hxh i
2kBTe

and �hxh i ¼ 21=2�hvskF ð11:117Þ

Whereas the deformation interaction strengthens toward high wavevectors the

reverse is true of the piezoelectric interaction. The latter is therefore more sen-

sitive to screening, and in many cases it is weak and can be ignored.
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12

Spin Relaxation

Hence you long-legged spinners, hence!

A Midsummer Night’s Dream, William Shakespeare

12.1 Introduction

In recent years there has been considerable interest in the idea of novel devices

that exploit the spin of the electron rather than its charge. The activity is now

known as spintronics, with applications in areas that include electronics (e.g. spin

transistors, spin filters), photonics (e.g. all-optical switching) and quantum

computing. While there are problems associated with the injection and manipu-

lation of spin-polarized populations of carriers still to be satisfactorily solved, the

common concern of all applications is the lifetime of the spin-polarization in

semiconductor structures, and it is the rate of spin relaxation that is the topic of

this chapter.

Before getting into that, it may be helpful to recall what magnetic effects are

associated with the spin of an electron and its orbital motion. A simple classical-

physics model regarding the orbital motion, which will be adequate for our

immediate purpose, is to consider the electron to be travelling in a circular orbit

of radius r with velocity v. The magnetic dipole moment is ~l‘ ¼ iA, where i is the

current (ev/2pr) and A is the vector area, so l‘¼ (ev/2pr)pr2¼ evr/2¼ (e/2m)L,

where L¼mvr is the angular momentum. In terms of the Bohr magneton lB¼ e•/
2m the dipole moment is l‘¼ (g‘lB/•)L, where g‘ is the gyromagnetic factor,

equal to unity in this case. It turns out that this relationship holds for all orbital

motion. The magnetic moment of the electron is similarly related to its intrinsic

angular momentum S: ls¼ (gslB/•)S, but in this case gs¼ 2. The total angular

momentum of an electron in an atomic orbit is J¼Lþ S. Quantum theory allows

only quantized values for the magnitude of each of these angular momenta and
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only quantized values for their projections along a given direction, say the z

direction. Thus:

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘ð‘þ 1Þ

p
�h ð‘¼ 0:::n�1Þ; Lz ¼ m‘�h ðm‘ ¼ �‘:::0:::þ ‘Þ

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sðsþ 1Þ

p
�h ðs ¼ 1=2Þ Sz ¼ ms�h ðms ¼ �s:::0:::þ sÞ

J ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jðjþ 1Þ

p
�h ðj ¼ l� 1=2Þ Jz ¼ mj�h ðmj ¼ �j:::0:::þ jÞ

ð12:1Þ

The direct way of getting a spin-polarized electron population in a semiconductor

is to inject from a ferromagnetic contact in a magnetic field. The necessity of

having a magnetic field and, commonly, a low temperature is an obvious draw-

back for practical devices; and another difficulty is the mismatch between con-

duction in the ferromagnetic and that in the semiconductor. Manipulation of spin

using optical methods does not have these problems.

We recall that the spin of a photon is unity, which means that absorption of a

photon by an electron takes place with selection rules:

D‘ ¼ �1 and Dmj ¼ 0 linear polarization

�1 circular polarization

�
ð12:2Þ

The transition from the valence band of the semiconductor (‘¼ 1) to the con-

duction band (‘¼ 0) is therefore always allowed. (In this case D‘¼�1.) Linearly

polarized light cannot change the spin balance, but circularly polarized light can.

Consider the action of right circularly polarized light on the heavy-hole state

j¼ 3/2, mj¼�3/2. The transition is to the conduction-band state j¼ 1/2, mj¼�1/

2. The corresponding transition from the light-hole state j¼ 3/2, mj¼�1/2 is to

the conduction-band state j¼ 1/2, mj¼þ 1/2. Thus “spin-down” states are gen-

erated in the conduction band from the heavy-hole state, “spin-up” states from the

light-hole state. Because of the form of the wavefunctions in the valence band the

intensity of the heavy-hole transition is three times stronger than that of the light-

hole transition; consequently, the absorption of right circularly polarized light

produces a population of electrons in the conduction band that is spin-polarized

with “spin-down” dominant. Left circularly polarized light also produces a

polarized distribution via transitions from the mj¼þ3/2 and þ1/2 heavy-and

light-hole states, but this time with “spin-up” dominating.

In whatever way a spin-polarized population is produced, its exploitation will

depend on its lifetime. There are a number of processes that randomize the

direction of spin, eventually, in the absence of a magnetic field, producing a

population in which the directions of spin are entirely random. In what follows

we briefly review the physics of these processes for zinc blende materials.
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12.2 The Elliot–Yafet Process

This mechanism is simply a consequence of the familiar scattering processes

undergone by electrons in a semiconductor, taking account of the more accurate

wavefunction of the electron in the conduction band given by k.p theory (Elliot,

1954; Yafet, 1963). Only at k¼ 0 are the degenerate spin states unambiguously

“up” or “down”; elsewhere they are mixed. In Chapter 2, k.p theory was used to

describe the effect of strain on the valence bands. In the next chapter, we will

extend k.p theory to the wurtzite band structure and obtain explicit expressions

for the mixed spin states of the conduction band. Here we will quote the relevant

result for cubic materials (Eq. (12.6)) and focus on the statistics that lead to a net

relaxation rate.

In the presence of a scattering potential Vk,k0 the scattering rate is given by

Fermi’s Golden Rule:

Wk;k0 ¼
2p

�h

Z
fh jVk;k0 ij i



 

2dðEf � EiÞdNf ð12:3Þ

where i denotes the initial state and f denotes the final state. The initial eigen-

function can be split into opposite spin components:

ucð"Þ ¼ w1ð"Þ þ w1ð#Þ
ucð#Þ ¼ w2ð#Þ þ w2ð"Þ

ð12:4Þ

We assume that the scattering potential does not act directly on spin and that it is

slowly varying over a unit cell. Let Fk(r) be envelope function multiplying uc.

Then:

fh jVk;k0 ðrÞ ij i ¼ F*
k0 ðrÞ

� 

Vk;k0 ðrÞ FkðrÞj i u*ck0 ð"Þ


 uckð"Þ� �þ u*ck0 ð#Þ



 uckð"Þ� � �
ð12:5Þ

which is the sum associated with a spin-conserving transition and a spin-flip

transition. The spin-flip part is given by (Zawadski and Szymanska, 1971;

Chazalviel, 1975):

u*ck0 ð#Þ


 uckð"Þ� � ¼ E

E*
g

ðkþk0z � kzk
0
þÞ ¼

E

E*
g

k0

k
ei�

0
sinwkk0

1

E*
g

¼ 1� m*

m

� � ð2Eg þ D0ÞD0

EgðEg þ D0Þð3Eg þ 2D0Þ
ð12:6Þ

where m* is the effective mass, m is the free-electron mass, Eg is the bandgap, D0

is the spin-orbit splitting, k0 is the wavevector associated with the final state, k is
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the wavevector associated with the initial state (energy E), k�¼ kx� iky. In cubic

material k can be taken to be along the z direction, so the matrix element can be

expressed in terms of wkk0, the angle between k and k0, and tanu¼ k0y/k0x.
All the usual scattering processes will contribute to the relaxation of spin. In

practical devices only those dominant at room temperature need be considered.

In bulk material the Fröhlich interaction with polar-optical phonons is, in pure

material, likely to be the dominant scattering mechanism at room temperature. It

is described by:

F*
k0 ðrÞ

� 

Vk;k0 ðrÞ FkðrÞj i

 

2¼ e2�hxfnðxÞ þ 1=2� 1=2g
2Vepq2

� �
dk0;k�q

1

ep
¼ 1

e1
� 1

es

ð12:7Þ

where x is the LO frequency (taken to be independent of q), q is the phonon

wavevector, V is the cavity volume, e1 is the high-frequency permittivity, es is
the low-frequency permittivity, and the Kronecker delta function indicates the

conservation of crystal momentum assuming normal processes. Since crystal

momentum is conserved, the angle between k and k0 can be expressed in terms of

the angle h between k and q according to:

sin2 wkk0 ¼ ðq=k0Þ2 sin2 h ð12:8Þ
We can find the spin-flip rate associated with out-scattering in terms of standard

integrals and obtain:

Wkð"#Þ

¼ e2m*x

4pep�h
2k

E2

E*2
g

nðxÞ 1þ �hx
2E

� � ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �hx

E

q
� 1

2
�hx
E

� �2
sinh�1

ffiffiffiffiffi
E
�hx

qn o
þ

HðE � �hxÞ·
fnðxÞ þ 1g 1� �hx

2E

� � ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �hx

E

q
� 1

2
�hx
E

� �2
sinh�1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
E
�hx � 1

qn o
2
6664

3
7775

ð12:9Þ
where H(x)¼ 0 if x< 0,¼ 1 otherwise. Eq. (12.9) will be the spin-relaxation rate

when the occupation of states with opposite spin is negligible, so no in-scattering.

More usually, the imbalance between populations is rather small and, conse-

quently, in-scattering has to be taken into account.

The Boltzmann equation describing spin relaxation in the absence of fields and

concentration gradients may be written:

df ðEÞ
dt

¼ df ðEÞ
dt

� �
col""

þ df ðEÞ
dt

� �
col"#

þ df ðEÞ
dt

� �
rec

þGðEÞ ð12:10Þ
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where f(E) is the net occupation probability of the state with spin-up and energy E

and G(E) is the generation rate. A corresponding equation describes the rates for

spin-down states. On the right, terms 1 to 3 are the spin-conserving collision rate,

the spin-flip rate and the rate at which particles disappear, for example by

recombination in the optically generated case. The spin-conserving collisions are

usually by far the most frequent so we can assume that f(E) is isotropic and given

by the thermal equilibrium distribution function corresponding to the density of

electrons with spin-up.

The spin-flip rate couples the two distributions at energies determined by the

absorption and emission of optical phonons. Thus:

df ðEÞ
dt

� �
col"#

¼ ð�Wout þWinÞabs þ ð�Wout þWinÞem ð12:11Þ

where:

ðWin �WoutÞabs ¼
Zq2
q1

Wðk; k0Þ ðnþ 1Þf ð#;E þ �hxÞf1� f ð";EÞg�
nf ð";EÞf1� f ð#;E þ �hxÞg

� �
dðEÞdq

ðWin �WoutÞem ¼
Zq4
q3

Wðk; k00Þ nf ð#;E � �hxÞf1� f ð";EÞg�
ðnþ 1Þf ð";EÞf1� f ð#;E � �hxÞg

� �
dðEÞdq

ð12:12Þ
Here, q is the phonon wavevector, n is the phonon occupation number (hence-

forth we drop the explicit dependence on x), d(E) is the delta function conserving
energy, and qi are the momentum and energy-conserving limits on q. Eq. (12.12)

takes into account that the distribution may be degenerate.

Let f0(E) be single-spin occupation probability when the spin populations are

equal, and let f(", E)¼ f0(E)þDf(E), f(#, E)¼ f0(E)�Df(E). If quadratic devi-

ations are neglected and the phonon occupation can be expressed by the Bose–

Einstein factor, Eq. (12.12) can be written:

ðWin �WoutÞabs ¼ �
Zq2
q1

Wðk; k0Þ
n

f0ðEÞ
f0ðEþ�hxÞDf ðE þ �hxÞþ

ðnþ 1Þ f0ðEþ�hxÞ
f0ðEÞ Df ðEÞ

2
4

3
5dðEÞdq

ðWin �WoutÞem ¼ �
Zq4
q3

Wðk; k00Þ
ðnþ 1Þ f0ðEÞ

f0ðE��hxÞDf ðE � �hxÞþ
n
f0ðE��hxÞ
f0ðEÞ Df ðEÞ

2
4

3
5dðEÞdq

ð12:13Þ

12.2 The Elliot–Yafet Process 315



Because of our assumption that spin-conserving collisions are much more fre-

quent than spin-relaxing collisions, we can take the distribution functions to be

thermalized. Assuming a spin imbalance, we will have different Fermi levels for

the spin-up and spin-down states. This difference will be related to the difference

of population density, DN, thus:

Df ðEÞ ¼ df ðEÞ
dN

DN ð12:14Þ

and this, plus corresponding expressions for Df(E� •x) can be substituted into

Eq. (12.13). Weighting both sides of Eq. (12.11) with the distribution function

and (single spin) density of states and integrating over energy leads to the net

spin-relaxation rate:

df ðEÞ
dt

� �
col"#

¼ 2
dDf ðEÞ

dt

� �
col"#

;

Z
dDf ðEÞ

dt

� �
col"#

f ðEÞNðEÞdE ¼ dN

dt
;

dN

dt
¼
Z

f ðEÞNðEÞdE ð�Wout þWinÞabs þ ð�Wout þWinÞem
� �

¼ � 1

4
W0DN

Z
WðEÞf ðEÞNðEÞdE

ð12:15Þ

where:

W0 ¼ e2

4p�hep

2m*x
�h

� �1=2

;

WðEÞ ¼ �hx
E*
g

 !2 n
f0ðEÞ

f0ðEþ�hxÞ
df0ðEþ�hxÞ

dN
þ ðnþ 1Þ f0ðEþ�hxÞ

f0ðEÞ
df0ðEÞ
dN

� �
AðEÞþ

ðnþ 1Þ f0ðEÞ
f0ðE��hxÞ

df0ðE��hxÞ
dN

þ n
f0ðE��hxÞ
f0ðEÞ

df0ðEÞ
dN

� �
BðEÞ

2
64

3
75
ð12:16Þ

The coefficients A(E) and B(E) that arise from integrations over the phonon

wavevector are:

AðEÞ ¼ E

�hx

� �3=2

1þ �hx
2E

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �hx

E

r
� 1

2

�hx
E

� �2

sinh�1 E

�hx

� �1=2
" #

BðEÞ ¼ hðE � �hxÞ E

�hx

� �3=2

1� �hx

2E

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �hx

E

r
� 1

2

�hx

E

� �2

sinh�1 E

�hx
� 1

� �1=2
" #

ð12:17Þ
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Fig. 12.1 Temperature dependence of the spin-relaxation time constant in GaAs
for the E-Y mechanism.

In the non-degenerate case the distribution function can be written:

f0ðEÞ ¼ N

Nc

e�E=kBT ð12:18Þ

where Nc is the effective density of states in the conduction band and the energy

zero has been taken to be the conduction-band edge. Consequently:

1

TEY
¼ W0

�hx

E*
g

 !2
1

p1=2ðkBTÞ3=2
Z

e�E=kBT ½nAðEÞ þ ðnþ 1ÞBðEÞ�E1=2dE

ð12:19Þ
Fig. 12.1 shows the magnitude of TEY and its temperature dependence in GaAs

(Dyson and Ridley, 2004). At near room temperature the EY process is much

weaker than the D’yakonov–Perel process (D’yakonov and Perel, 1972), which

we consider next.

12.3 The D’yakonov–Perel Process

The 8 · 8 Hamiltonian that describes the conduction- and valence-band energies

in k.p theory that was used in the EY mechanism can be extended by including

the interaction with more remote bands. Those with symmetry C15 yield a sec-

ond-order matrix element that has the effect of lifting the spin degeneracy of the

conduction band in all but the (100) and (111) directions. The Hamiltonian

describing the conduction band is then of the form:

H ¼ H0 � �hXðkÞ
XðkÞ ¼

ffiffiffi
2

p
jabBjj=�hk ð12:20Þ
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Here, a is the amplitude of the conduction-band s-function and b is the relevant

amplitude of the mixed-in valence-band function (Fishman and Lampel, 1977).

If E is the electron energy in the conduction band and Eg is the bandgap, then

for E/Eg sufficiently small, a¼ 1 and:

b2 ¼ 2

9

g2

ð1þ gÞ 1þ 2
3
g

� � 1� m*

m

� �
E

Eg

; g ¼ D

Eg

ð12:21Þ

The quantity j is the amplitude of a vector whose components are:

jx ¼ kxðk2y � k2z Þ; jy ¼ kyðk2z � k2xÞ; jz ¼ kzðk2x � k2yÞ ð12:22Þ
Splitting occurs in all but the (100) and (111) directions.

In the D’yakonov–Perel mechanism j is interpreted as a vector defining the

direction of an effective magnetic field and X is then the precession frequency of

the spin. Precession itself does not relax spin; collisions are required that change

the direction of j. The operative time is the momentum-relaxation time sp, as
distinct from the scattering time, associated with the scattering mechanism. When

Xsp >>1 the spin-relaxation time is just equal to the momentum-relaxation time

associated with the dominant scattering mechanism. Typically, however, the

spin-splitting of the conduction band is very small and the scattering time is very

short and so Xsp <<1.

This situation is conveniently described using spin-density-matrix methods.

Thus, if q(k) is the spin density and we take a spin imbalance to be produced

optically with a generation rate G, the rate equation can be written:

dqðkÞ
dt

¼ � qðkÞ
s

� i
1

�h
H1ðkÞ; qðkÞ½ � �Wscatt þ G ð12:23Þ

where s is the lifetime, H1(k)¼ (1/2)•(r.X(k)) is the interaction Hamiltonian, r
is the spin operator, Wscatt is some scattering rate and [,] is the commutator. If we

resolve the density according to qðkÞ ¼ �qþ q1ðkÞ, where the bar denotes an

average over all directions of k, then, since we suppose that the interaction

strength is weak, we can take q1ðkÞ << �q. Assuming further that the distribution

is thermalized and in a steady state we can write:

�q

s
þ i

1

�h
H1ðkÞ; q1ðkÞ½ � � �G ¼ 0

q1ðkÞ
s

þ i
1

�h
H1ðkÞ; �q½ � þWscatt � G þ �G ¼ 0

ð12:24Þ

The second term in the first equation is the spin-relaxation rate 1/T:
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1

T
¼ i

1

�h
H1ðkÞ; q1ðkÞ½ � ð12:25Þ

In order to evaluate this rate, we need an expression for the directional part,

which we must obtain from the second equation. The latter can be simplified by

neglecting the relatively slow generation and recombination rates compared with

the scattering rate.

It is common to limit discussion to those scattering mechanisms involving

elastic collisions, but this is not possible when the interaction is with optical

phonons, except in the unrealistic high-energy limit when E >> •x. In most

cases (and temperatures) of practical interest E is less than or of the order of the

phonon energy, thus we must take into account separately the rôle of absorption

and emission processes. Taking into account occupation probabilities and

degeneracy, as we did in the case of the EY mechanism, we then have:

i
1

�h
H1ðkÞ; �q½ � þ

X
k0
Wabs

kk0 ðnþ 1Þ f0ðE þ �hxÞ
f0ðEÞ q1ðkÞ � n

f0ðEÞ
f0ðE þ �hxÞ q1ðk

0Þ
� �

þ
X

k00
Wem

kk00 n
f0ðEÞ

f0ðE � �hxÞ q1ðkÞ � ðnþ 1Þ f0ðE � �hxÞ
f0ðEÞ q1ðk00Þ

� �
¼ 0

ð12:26Þ
Connection is thereby made to states E� •X and Eþ •X and from these states

to more remote states. Once again, it is not possible to define an overall

momentum-relaxation time, but it is possible to define an energy-dependent time-

constant s*(E) associated with each of the directionally dependent terms in

analogy with the corresponding solution of the Boltzmann equation for optical-

mode scattering. Thus we assume solutions of the form:

q1ðkÞ ¼ �i
s*ðEÞ
�h

H1ðkÞ; �q½ � ð12:27Þ

The spin density can be written �q ¼ ð1=2Þðs:rÞ; where si ¼ ð1=2ÞTrð�q:rÞ.
We also have H1(k)¼ (1/2)•(r.X(k)). Using the properties of the spin operator

we can evaluate the commutator in Eq. (12.23) and obtain the rate of decay of a

spin component:

dsx

dt
¼ �s*ðEÞfsxðX2

y þX2
z Þ � syXxXy � szXxXzg ð12:28Þ

As Pikus and Titkov (1984) have pointed out, the rate is a tensor quantity that

reduces to a scalar when an average over direction is taken since XiXj ¼ 0; i 6¼ j,
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and X2
x ¼ X2

y ¼ X2
z ¼ 2jabBj2j2i =ð�h2k2Þ. The average over any of the squared

vector components of j yields a factor 4/105. Therefore:

1

T
¼ 2s*ðEÞX2

¼ 128

945
s*ðEÞ D2B2

f1þ ggf1þ ð2=3Þgg
m*2

�h6
1� m*

m

� �
E

Eg

� �3

ð12:29Þ

The matrix element B has been estimated by Fishman and Lampel (1977) to be

10•2/2m.
A very simple solution can be obtained at low temperatures when the inter-

action with optical phonons is essentially via absorption and the emission and

“back-scattering” term can be ignored. In this extreme case, s*� sp, where

(Callen, 1949):

1

spðEÞ ¼
1

2
W0

�hx
E

� �1=2

n 1þ �hx
E

� �1=2

� �hx
E

sinh�1 E

�hx

� �1=2
" #

W0 ¼ e2

4p�h

2m*x
�h

� �1=2
1

e1
� 1

es

� � ð12:30Þ

In general, however, all the s*(E) can be obtained using the ladder technique.

In order to apply this method to the DP mechanism, we need to know how the

interaction Hamiltonian of the scattered state is related to that for the initial state.

The interaction term can be expressed as a series of spherical harmonics:

H1ðkÞ � f ðk; a;�Þ ¼
X3
m¼�3

Amk
3Ym

3 ða;�Þ � k3gða;�Þ ð12:31Þ

The order of the spherical harmonic has been determined by the power of k

appearing in j. Eq. (12.26) becomes:

gða;�Þ

�
X

k0
Wabs

kk0 ðnþ 1Þ f0ðEÞ
f0ðE þ �hxÞ s*ðEÞgða;�Þ � n

f0ðE þ �hxÞ
f0ðEÞ k0s*ðE0Þgða0;�0Þ

� �

�
X

k00
Wem

kk00 n
f0ðEÞ

f0ðE � �hxÞ s
*ðEÞgða;�Þ � ðnþ 1Þ f0ðE � �hxÞ

f0ðEÞ k00s*ðE00Þgða00;�00Þ
� �

¼ 0

k0 ¼ k0

k

� �3

; k00 ¼ k00

k

� �3

ð12:32Þ
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The angle a (a0) is the angle between k (k0) and the polar axis. The collision

interaction does not depend on the azimuthal angle so we may replace the angular

functions by their azimuthal averages, e.g.:

Z2p
0

gða;�Þ d�
2p

¼ A0P3ðcos aÞ ð12:33Þ

where P3(cos a) is the Legendre function {P3(cos a)¼ (5 cos3 a� 3 cos a)/2}. If b
is the angle between k and k0, then cos a0 ¼ cos a cos b0 � sin a sin b0 cos (���0)
and the addition theorem allows us to express P3(cos a0) after averaging over the

azimuthal angle as follows:

< P3 cos a
0Þ > ¼ P3ðcos aÞP3ðcos b0Þ ð12:34Þ

Eq. (29) then becomes:

X
k0
Wabs

kk0 ðnþ 1Þ f0ðEÞ
f0ðE þ �hxÞ s

*ðEÞ � n
f0ðE þ �hxÞ

f0ðEÞ k0s*ðE0ÞP3ðcos b0Þ
� �

þ
X

k00
Wem

kk00 n
f0ðEÞ

f0ðE � �hxÞ s
*ðEÞ � ðnþ 1Þ f0ðE � �hxÞ

f0ðEÞ k00s*ðE00ÞP3ðcos b00Þ
� �

¼ 1

ð12:35Þ
(Note that we recover the usual equation for elastic collisions when E¼E0¼E00

and k¼k0¼k00¼1.) The effective time-constants are obtained from the coupled

equations:

A0ðEÞs*ðE þ �hxÞ þ B0ðEÞs*ðE � �hxÞ þ C0ðEÞs*ðEÞ ¼ 1 ð12:36Þ
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Fig. 12.2 Temperature dependence of the D-P time constant in GaAs.
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with E¼ nþp•x, 0 < n < •x and p¼ 0, 1, 2, etc. and A0(E), B0(E) and C0(E) are
the relevant collision integrals (see Appendix 1):

Fig. 12.2 shows the temperature dependence in GaAs (Dyson and Ridley, 2004).

For p sufficiently large (E >> •x) a time-constant can be defined and then

used to solve for all the lower energy time-constants in a step-wise procedure.

Well-nigh exact results are achievable.

12.3.1 The DP Mechanism in a Quantum Well

Taking the confinement direction to be along z we can replace <kz
2> with Ki

2 by

taking the expectation value:

Xx¼ ckx(ky
2 � Ki

2), Xy¼ cky(Ki
2 � ky

2), <Xz>¼ 0 where i is the subband

index. Thus we have:

Xx ¼ �X1 cos a�X3 cos 3a

Xy ¼ X1 sin a�X3 sin 3a

X1 ¼ ck K2
i �

k2

4

� �
; X3 ¼ c

k3

4
; tan a ¼ ky

kx

ð12:37Þ

Scattering takes k to k0 and Ki to Kj. For simplicity we consider only intrasubband

transitions. The tensor components of the scattering times are obtained by first

considering k to be along the x-direction. The scattered component is:

X0
x ¼ �X0

1 cos h �X0
3 cos 3h ð12:38Þ

where h is the scattering angle. Similarly, the y-component is:

X0
y ¼ X0

1 cos h þX0
3 cos 3h ð12:39Þ

We now have two time-constants, one associated with h the other with 3h.
This situation is conveniently described using spin-density matrix methods as

before.

Following Dyson and Ridley (2005), and taking into account occupation

probabilities and degeneracy and using the properties of the spin operator, we can

evaluate the commutator in Eq. (12.26) and obtain the rate of decay of a spin

component:

dsx

dt
¼ �s*ðEÞfsxðX2

y þX2
z Þ � syXxXy � szXxXzg ð12:40Þ

XiXj ¼ 0; i 6¼ j; and X2
x ¼ X2

y ¼ X2
1 þX2

3

� �
;X2

z ¼ 0 ð12:41Þ
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1

Tz
¼ 2

Tx;y
¼ 2 X2

1s1 þX2
3s3

� � ð12:42Þ

In order to apply this method to the DP mechanism, we need to know how

the interaction Hamiltonian of the scattered state is related to that for the initial

state:

X
k0
Wabs

kk0 ðnþ 1Þ f0ðE þ �hxÞ
f0ðEÞ s*pðEÞ � n

f0ðEÞ
f0ðE þ �hxÞ k

0
ps

*
pðE0Þ cos pb0Þ

� �
þ

X
k00
Wem

kk00 n
f0ðE � �hxÞ

f0ðEÞ s*pðEÞ � ðnþ 1Þ f0ðEÞ
f0ðE � �hxÞk

00
ps

*
pðEÞ cos pb00Þ

� �
¼ 1

ð12:43Þ
where k

0
p¼Xp

0
/Xp, cos b0 ¼ 1�ðq2=2k2Þþð�hx=2EÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þð�hx=EÞ
p cos b00 ¼ 1�ðq2=2k2Þ�ð�hx=2EÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�ð�hx=EÞ
p with

p¼ 1 or 3.

The effective time-constants are obtained from the coupled equations:

A0ðEÞs*ðE þ �hxÞ þ B0ðEÞs*ðE � �hxÞ þ C0s*ðEÞ ¼ 1 ð12:44Þ
with E¼ nþm•x, 0 < n < •x and m¼ 0, 1, 2, etc. and A0(E), B0(E) and C0(E) are
the relevant collision integrals (see Appendix 2). For m sufficiently large (E >>

•x) a time-constant can be defined and then used to solve for all the lower energy

time-constants. Matrix inversion techniques are employed to solve the set of m

equations.

Fig. 12.3 shows the temperature dependence in a GaAs quantum well and

Fig. 12.4 shows the dependence on subband energy at 300K.
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Fig. 12.3 Temperature dependence of the D-P time-constant in GaAs for two
well-widths.
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Fig. 12.4 Dependence of the D-P time-constant on confinement energy in a
GaAs quantum well at 300K. (SH¼ single heterojunction, bulk means bulk
phonons were assumed.)

12.3.2 Quantum Wires

Taking the confinement directions to be along x and y results in scattering along

the wire either forward or backward in z. Again we limit ourselves to intrasub-

band scattering due to the large energy separation to the next subband. The

minimum energy gap for the widest wire is �3kT. The expectation values are

<kx
2>¼Ki

2 and < ky
2>¼Ki

2 with i and j the subband indices:

XiXj ¼ 0; i 6¼ j; and X2
x ¼ X2

y ¼ 0; X2
z ¼ ckzðKi �KjÞ

 �2 ð12:45Þ
1

Tz
¼ 0;

1

Tx;y
¼ s*ðEÞX2

z ð12:46Þ

It is immediately apparent from Eq. (12.46) that for electrons injected with their

spins aligned along the axis of the wire, there will be no DP relaxation. Spins

aligned in the x�y plane will relax. In order to calculate the energy dependent

time constant, s*(E), we need to know how the interaction Hamiltonian of the

scattered state is related to that for the initial state:

X
k0W

abs
kk0 ðnþ 1Þ f0ðE þ �hxÞ

f0ðEÞ s*ðEÞ � n
f0ðEÞ

f0ðE þ �hxÞ
k0z K2

i0 �K2
j0

� �
kz K2

i �K2
j

� � s*ðE0Þ
8<
:

9=
;þ

X
k00W

em
kk00 n

f0ðE � �hxÞ
f0ðEÞ s*ðEÞ � ðnþ 1Þ f0ðEÞ

f0ðE � �hxÞ
k00z K2

i00 �K2
j00

� �
kz K2

i �K2
j

� � s*ðE00Þ
8<
:

9=
; ¼ 1

ð12:47Þ
where kz

0(kz00) is the scattered wavevector for absorption (emission).
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Fig. 12.5 Variation of spin-relaxation time on the cross-section of a GaAs
quantum wire at 300K with Lx¼ 4 nm. (a) the variation with Ly; (b) the variation
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Fig. 12.6 Temperature dependence of the spin-relaxation time in a GaAs
quantum wire of cross-section 4 · 4.1 nm.
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The effective time-constants are obtained from the coupled equations as for the

quantum-well case, Eq. (12.44), with the collision integrals now given by A00 (E),
B00 (E) and C00 (E) (see Appendix 3).

Fig. 12.5(a) shows the dependence on cross-section at 300K with Lx held

constant at 4 nm, and Fig. 12.5(b) shows the dependence on the difference of

subband energies. Fig. 12.6 shows the temperature dependence in a GaAs wire of

cross-section 4 · 4.1 nm.

12.4 The Rashba Mechanism

The spin-orbit interaction involving higher bands, responsible for the k3 splitting

of the conduction band, introduced a vector j that acted analogously to a mag-

netic field. Rashba generalized this mechanism to situations where the presence

of strain or an electric field etc. produced an asymmetry describable in terms of a

unit vector v (Bychkov and Rashba, 1984). In such a case, an additional per-

turbation term appears in the Hamiltonian of the form:

HR ¼ aðr · kÞ:v ð12:48Þ
where a is dependent on the material and on the asymmetry (and in the case of an

electric field it is proportional to the expectation value of the field). This introduces

a spin-splitting proportional to k. Taking v to lie along the z direction, we get:

E ¼ �h2k2

2m*
� a rxky � rykx


 

 ¼ �h2k2

2m*
� ak ð12:49Þ

which results in a minimum at:

kmin ¼ am*=�h2; and EðkminÞ ¼ 2D
1

2
� 1

� �
where D ¼ m*a2

2�h2
ð12:50Þ

The arguments of the D-P mechanism can then be used to define a spin-relaxation

rate. The precession frequency is x¼ a k/•. Thus, in the collision-dominated case:

1

T
¼ a2<k2>sp ¼ 1

2
a2k2sp ð12:51Þ

with k in the xy plane.

12.5 The Bir–Aranov–Pikus Mechanism

The BAP mechanism for spin flip exploits the exchange interaction with holes

(Bir, Aranov and Pikus, 1976). This interaction is basically the coulomb
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interaction between electron and hole with exchange of electron and hole

coordinates. Spin comes into the picture because the wavefunctions depend on

the total spin of the two-particle system and different energies are obtained for

different total spins. In the case of two electrons, for example, with spins s1 and

s2, the total spin S¼ s1� s2, that is since s¼ 1/2, S¼ 1 or 0. Since there are three

ways of combining one-electron wavefunctions to give S¼ 1 (Sz¼ 1, 0, �1) this

is a triplet state, whereas there is only one way to give S¼ 0, so this state is a

singlet state. The energies that emerge from the exchange interaction can be

written E1 for S¼ 1 and E0 for S¼ 0 and the difference E0 – E1 is referred to as

the exchange splitting. Since going from S¼ 1 to S¼ 0 (or vice versa) involves a

spin flip the relevance for spin relaxation becomes clearer. However, spin flips in

electron–electron collisions through exchange do not produce a net spin relax-

ation, whereas electron–hole collisions can produce a net spin relaxation in the

electron gas.

To calculate the rate it is convenient to make use of the analogy with magnetic

effects, rather than calculate the exchange/coulomb matrix element directly. We

therefore use the so-called Heisenberg Hamiltonian:

Hex ¼ �J12S1:S2 ð12:52Þ
where S1, S2 are the spin operators for the electron and hole respectively and J12
is the exchange energy. The total spin operator is S such that:

S2 ¼ ðS1 þ S2Þ2 ¼ S21 þ S22 þ 2S1:S2

S1:S2 ¼ 1

2
SðSþ 1Þ � S1ðS1 þ 1Þ � S2ðS2 þ 1Þð Þ

ð12:53Þ

For the electron S1¼ 1/2 and for the hole (in the uppermost valence band) S2¼ 3/

2, and so S¼ 2 if the electron and hole spins are aligned and S¼ 1 if they are

oppositely aligned. The eigenvalues for the spin product are then 3/4 when S¼ 2

and �5/4 when S¼ 1. If the exchange energy is E1 for S¼ 1 and E2 for S¼ 2,

then the Hamiltonian can be expressed as follows:

Hex ¼ 1

8
ð3E1 þ 5E2Þ � 1

2
ðE1 � E2ÞS1:S2 ð12:54Þ

The first term on the right is just a constant energy that can be eliminated

by redefining the zero of energy and so J12 can be expressed in terms of the

splitting:

J12 ¼ 1

2
ðE1 � E2Þ ð12:55Þ
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Because of the nature of the exchange mechanism, the electron and hole must be

in the same location for exchange to occur, i.e.:

Hex ¼ � 1

2
ðE1 � E2ÞS1:S2Vexdðr1 � r2Þ ð12:56Þ

where Vex is some appropriate volume. We can relate the splitting energy to that

observed in the exciton Dex and we can take the volume to be of order of the

volume of the exciton ground state, pa3B, where aB is the Bohr radius.

The matrix element for the transition can then be written:

MðSÞ ¼ � 1

2
Dexpa

3
B

Z
dr1dr2·

w*
eðk0; s0; r1Þw*

hðp0; j0; r2Þ
� 

S1:S2dðr1 � r2Þ weðk; s; r1Þwhðp; j; r2Þj i
weðk; s; r1Þ ¼ ucðk; s; r1ÞFcðk; r1Þ
whðp; j; r2Þ ¼ uvðp; j; r2ÞFvðp; r2Þ

ð12:57Þ

Fc and Fv are envelope functions which are normalized plane-wave functions in

bulk material enhanced by the Sommerfeld factor:

C ¼ 2pg
1� e�2pg

; g ¼ m*v2

2EB

� ��1=2

ð12:58Þ

where v is the carrier velocity and EB is the exciton Bohr energy. The spin

operators yield the eigenvalues aS where a2¼3/4 and a1¼�5/4, as we have

seen. The rest of the integration gives the factorized electron and hole overlap

integrals:

Ieðk0; kÞ ¼
Z
cell

dru*cðk0; rÞucðk; rÞ

Ihðp0; pÞ ¼
Z
cell

dru*vðp0; rÞuvðp; rÞ

Gðk0; k;p0; pÞ ¼
Z

dr1dr2Fcðk0; r1ÞFcðk; r1ÞFvðp0; r2ÞFvðp; r2Þdðr1 � r2Þ
ð12:59Þ

The matrix element is then

MðSÞ ¼ � 1

2
Dexpa

3
BaSIeðk0;kÞIhðp0; pÞGðk0;k;p0;pÞ ð12:60Þ
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The spin-relaxation rate is given by:

1

T
ðS;kÞ ¼ 2p

�h

Z
MðSÞj j2fpð1� fp0 ÞdfEðk0Þ þ Eðp0Þ � EðkÞ

� EðpÞgdk0dpdp0 V3

ð2pÞ9
ð12:61Þ

where fp is the hole distribution function and we have assumed that the electron

gas is non-degenerate. The overlap integrals for the electron and the heavy or

light holes are

Ieðk0;kÞj j2 � 1;

Ihðp0;pÞj j2 ¼ 1

4
ð1þ 3 cos2 bÞ

ð12:62Þ

where b is the angle between p and p0. In bulk material:

Gðk0;k; p0;pÞ ¼ 1

V
dk0þp0;kþpCeCh ð12:63Þ

12.6 Hyperfine Coupling

A purely magnetic interaction between electrons in the conduction band and

nuclei with magnetic moments can flip the spin. The mechanism is basically the

classical interaction between two magnetic dipoles, the nuclear dipole moment

being lN and the electron dipole moment being g0lB (lB¼ e•/2m). At a distance
r from the nucleus the vector potential is given by A ¼ ðl0=4pÞ l · r

r3
, where

l0 is the vacuum permeability, and the magnetic field is B ¼ r · A. The

full Hamiltonian is H ¼ 1
2m

ðpþ eAÞ2 þ g0lBs:r · A: Noting that p.A and A:p ¼
ðl0=4pÞ lN · r

r3
:p ¼ ðl0=4pÞ lN :r · p

r3
¼ ðl0=4pÞ lN :�hLr3

where L is the angular

momentum, we can write the interaction Hamiltonian as follows:

H ¼ g0lB ðl0=4pÞ
lN :L
r3

þ s:r·A
� �

ð12:64Þ

In the expression for A,
lN · r
r3

¼ r · lN
r

� �
and r · r · lN

r

� � ¼ rr:
lN
r

� ��
r2 lN

r

� ��
. The Hamiltonian is then:

H ¼ ðl0=4pÞg0lB
lN :L
r3

þ s:rlN :r
1

r

� �
� s:lNr2 1

r

� �� �� �
ð12:65Þ
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There is still some way to go. It is worth spelling out the manipulations in full:

lN:r
1

r

� �� �
¼ � lNx

x

r3
þ lNy

y

r3
þ lNz

z

r3

� �
¼ ��

s:r lN:r
1

r

� �� �
¼ �sx

@�

@x
� sy

@�

@y
� sz

@�

@z

¼ �sx lNx
1

r3
� 3x2

r5

� �
� lNy

3xy

r5
� lNz

3xz

r5

� �

� sy �lNx
3xy

r5
þ lNy

1

r3
� 3y2

r5

� �
� lNz

3yz

r5

� �

� sz �lNx
3xz

r5
� lNy

3yz

r5
þ lNz

1

r3
� 3z2

r5

� �� �

¼ 3ðs:rÞðlN:rÞ
r5

� s:lN
r3

ð12:66Þ

The last term in Eq. (12.66) is actually zero for all r 6¼ 0. However, rather than

eliminating this term, it is important to retain it for a reason that will become

apparent. Thus r2 1
r

� � ¼ � 3
r3
þ 3ðx2þy2þz2Þ

r5
and the Hamiltonian becomes

H ¼ ðl0=4pÞg0lB
lN :L
r3

þ 3s:rlN:r
r5

� s:lN
x2 þ y2 þ z2

r5

� �
� 2

3
s:lNr2 1

r

� �� �
ð12:67Þ

One third of the last term has been used to eliminate the last term in Eq. (12.66)

and so the quantity in the square brackets contains nothing but quadratic factors

which are expressible as spherical harmonics Ym
‘ ðh;�Þ ¼ eim�Pm

‘ ðcos hÞ with l¼2.

The electron wavefunction can be expressed in terms of spherical harmonics and

the spin Hamiltonian matrix element,
R

‘0h jHsð‘ ¼ 2Þ ‘j ir2drdX, is zero unless

lþ l0 
 2. Since the dependence on r in the spherical harmonic is rl, the power

of r in the matrix element is lþl
0þ2�3 and, therefore, the matrix element remains

finite as r goes to zero. The last term in Eq. (12.67) is zero for r 6¼ 0 and

r2 1
r

� � �!r¼0
dðrÞ. Finally, the Hamiltonian that describes the magnetic interaction

between the electron and the nucleus is

H ¼ �ðl0=4pÞg0lBc�hJ:
L

r3
þ 3rs:r

r5
� s

r3

� �
� 2

3
sdðrÞ

� �
ð12:68Þ

where lN ¼ �c�hJ, c is the gyromagnetic ratio and J is the angular momentum

vector.

330 Spin Relaxation



For an s-electron the basic element of the Hamiltonian is of the form:

H ¼ DHFJ:SVNdðrÞ ð12:69Þ
where J is the total angular momentum of the nucleus which is at the

origin of coordinates and VN is the nuclear volume. The coupling energy is of

the form:

DHF � l0
4pVN

� �
2

3
c�hg0lB ð12:70Þ

The matrix element can be written

M ¼
Z

J;m0
j; k

0; #
D 


H J;mj; k "

 �

dr ð12:71Þ

where J;mj i represents the nuclear state and k; "j i ¼ 1=Vð Þ1=2eik:rucðrÞ "j i rep-

resents the electron state (for brevity, considering only the bulk situation). We

have assumed that the nucleus is much more massive than the electron so that

the collision can be taken to be elastic, k0 ¼ k. The matrix element depends on the

electron wavefunction at r ¼ 0 which is zero except for an s-state:

M ¼ DHF J:Sj j ucð0Þj jV1=2
cell VN=V ð12:72Þ

and the spin-flip rate is

1

T
ðSÞ ¼ 2p

�h
NND

2
HFa

2
S ucð0Þj j2VcellV

2
NNðEÞ ð12:73Þ

where S is the total spin, aS is the eigenvalue of the J.S interaction, NN is the

density of nuclei, and N(E) is the single-spin density of states in the conduction

band. Since the cell-periodic wavefunction of the conduction band has s-like

symmetry, it will have a non-vanishing magnitude at the nucleus, which would

not be the case for holes with their p-like symmetry.

Evaluation of aS is not straightforward. The total angular momentum of the

nucleus in the LS coupling scheme is J ¼Pn ðLn þ SnÞ where L is the orbital

angular momentum and the sum is over all nucleons. In the shell model, a nucleus

with one or more filled shells has J ¼ 0 since the components of L and S,

characterized by the quantum numbers mL and ms sum to zero. The simplest case,

therefore, is that of a nucleus with closed shells plus one nucleon, in which case

the angular momentum will be determined entirely by that nucleon. Putting

gjln ¼ c�h, where gj is the nuclear g-factor and ln is the nuclear magneton, we

obtain the g-factor of the form
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gjlNJ ¼ ðgLLþ gsSÞlN ð12:74Þ
The expression for gj can be written

gjJ ¼ 1

2
ðgL þ gsÞðLþ SÞ þ 1

2
ðgL � gsÞðL� SÞ;

gjJðJ þ 1Þ ¼ 1

2
ðgL þ gsÞJðJ þ 1Þ þ 1

2
ðgL � gsÞ½LðL þ 1Þ � SðSþ 1Þ�

ð12:75Þ

Noting that J¼ L� s, we get

gj ¼ gL � gs � gL

2L þ 1
ð12:76Þ

For the proton gL¼ 1 and gs¼ 5.585; for the neutron gL¼ 0 and gs¼�3.826. We

still need to know the L value for the new shell into which the proton or neutron

enters in order to know the total spin of the interaction so that spin eigenvalue, aS,
can be evaluated, as in the previous section.

Appendix 1

A0ðEÞ ¼ �Wo

�hx
E

� �1=2

n
f0ðEÞ

f0ðE þ �hxÞ
E þ �hx

E

� �3=2
1

2

Zqaþ
qa�

P3ðcos b0Þ dq
q
;

qa� ¼ kð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ð�hx=EÞ

p
� 1Þ; cos b0 ¼ 1� ðq2=2k2Þ þ ð�hx=2EÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ð�hx=EÞp ;

1

2

Zqaþ
qa�

P3ðcos b0Þ dq
q

¼ 1þ ð�hx=EÞð Þ�3=2·

1þ ð�hx=2EÞð Þ 1þ ð�hx=EÞ þ ð5=8Þð�hx=EÞ2
� �

sinh�1ðE=�hxÞ1=2�

ð11=12Þ 1þ ð�hx=EÞð Þ1=2 1þ ð�hx=EÞ þ ð15=44Þð�hx=EÞ2
� �

2
64

3
75

ð12:A1Þ
For B0(E):

332 Spin Relaxation



B0ðEÞ ¼ �Wo

�hx
E

� �1=2

½nþ 1� f0ðEÞ
f0ðE � �hxÞ

E � �hx
E

� �3=2
1

2

Zqeþ
qe�

P3ðcos b00Þ dq
q
;

qe� ¼ kð1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð�hx=EÞ

p
Þ; cos b00 ¼ 1� ðq2=2k2Þ � ð�hx=2EÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ð�hx=EÞp ;

1

2

Zqeþ
qe�

P3ðcos b00Þ dq
q

¼ 1� ð�hx=EÞð Þ�3=2·

1� ð�hx=2EÞð Þ 1� ð�hx=EÞ þ ð5=8Þð�hx=EÞ2
� �

cosh�1ðE=�hxÞ1=2�

ð11=12Þ 1� ð�hx=EÞð Þ1=2 1� ð�hx=EÞ þ ð15=44Þð�hx=EÞ2
� �

2
64

3
75

ð12:A2Þ
For E <•xo, B

0(E)¼ 0. Finally, for C0(E) we have:

C0ðEÞ ¼ Wo

�hx
E

� �1=2
1

2
ðnþ 1Þ f0ðE þ �hxÞ

f0ðEÞ
Zqaþ
qa�

dq

q
þ n

f0ðE � �hxÞ
f0ðEÞ

Zqeþ
qe�

dq

q

2
64

3
75

¼ Wo

�hx
E

� �1=2 ðnþ 1Þ f0ðEþ�hxÞ
f0ðEÞ sinh�1ðE=�hxÞ1=2þ

n
f0ðE��hxÞ
f0ðEÞ cosh�1ðE=�hxÞ1=2

2
4

3
5

ð12:A3Þ
and the second term in C(E) is zero if E <•x. The basic rate is:

Wo ¼ ðe2=4p�hepÞð2m*x=�hÞ1=2
e�1
p ¼ ðe�1

1 � e�1
s Þ ð12:A4Þ

Appendix 2

The scattering rate for the 2D polar-optical-phonon interaction can be expressed

as an integral over phonon states with wavevector q in the usual way. Taking

account of the conservation of energy and crystal momentum, we obtain the

integrals that derive from Eq. (12.12) as follows:
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A0ðEÞ ¼ �Wo

2

�hx
E

� �1=2

n
f0ðEÞ

f0ðE þ �hxÞ
X0

p

Xp

Zqaþ
qa�

FðqÞ cos pb0

q 1� mx
�hkq

� �
þ q

2k

� �2� �1=2 dq;

qa� ¼ kð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ð�hx=EÞ

p
� 1Þ; cos b0 ¼ 1� ðq2=2k2Þ þ ð�hx=2EÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ð�hx=EÞp
QWF11ðqÞ ¼ 1

2

lðl2 þ p2Þð3l2 þ 2p2Þ � p4ð1� e�2lÞ
l l2 þ p2ð Þ½ �2 ; l ¼ qa

2

SHF11ðqÞ ¼ b

8ðqþ bÞ3 8b2 þ 9qbþ 3q2
� �

b ¼ 33m*e2Ns

8es�h
2

� �1=3

ð12:A5Þ
For B0(E):

B0ðEÞ ¼ Wo

�hx
E

� �1=2
1

2

ðnþ 1Þ f0ðEþ�hxÞ
f0ðEÞ

Rqaþ
qa�

F11ðqÞdq

q 1� mx
�hkqð Þþ q

2kð Þ2
 �1=2

þn
f0ðE��hxÞ
f0ðEÞ

Rqeþ
qe�

F11ðqÞdq

q 1� mx
�hkqð Þ� q

2kð Þ2
 �1=

2

2
666664

3
777775 ð12:A6Þ

and the second term in B0(E) is zero if E <•x. Finally, for C 0(E) we have:

C0ðEÞ ¼ �Wo

2

�hx
E

� �1=2

½nþ 1� f0ðEÞ
f0ðE � �hxÞ

X00
p

Xp

Zqeþ
qe�

F11ðqÞ cos pb

q 1� mx
�hkq

� �
� q

2k

� �2� �1=2 dq;

qe� ¼ kð1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð�hx=EÞ

p
Þ; cos b ¼ 1� ðq2=2k2Þ � ð�hx=2EÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ð�hx=EÞp
ð12:A7Þ

For E <•x, C0(E)¼ 0. The basic rate is

Wo ¼ ðe2=4p�hepÞð2m*x=�hÞ1=2
e�1
p ¼ ðe�1

1 � e�1
s Þ ð12:A8Þ

and p takes values of 1 and 3.

334 Spin Relaxation



Appendix 3

Similarly for the 1D polar-optical-phonon interaction:

For A00(E):

A00ðEÞ ¼ �W0n
f0ðEÞ

f0ðE þ �hxÞ
E þ �hx

E

� �1=2Z 1

2

�hx
E þ �hx

� �1=2 qFðq; n;mÞ
q2 þ Q2

aþ
þ qFðq; n;mÞ

q2 þ Q2
a�

� �
dq

ð12:A14Þ
For B00(E):

B00ðEÞ ¼W0ðnþ 1Þ f0ðE þ �hxÞ
f0ðEÞ

Z
1

2

�hx
E þ �hx

� �1=2 qFðq; n;mÞ
q2 þ Q2

aþ
þ qFðq; n;mÞ

q2 þ Q2
a�

� �
dqþ

W0n
f0ðE � �hxÞ

f0ðEÞ
Z

1

2

�hx
E � �hx

� �1=2 qFðq; n;mÞ
q2 þ Q2

eþ
þ qFðq; n;mÞ

q2 þ Q2
e�

� �
dq

ð12:A15Þ
and the second term in B(E) is zero if E <•x. Finally, for C00(E) we have:

C00ðEÞ ¼ �W0ðnþ 1Þ f0ðEÞ
f0ðE � �hxÞ

E � �hx

E

� �1=2Z 1

2

�hx

E þ �hx

� �1=2 qFðq; n;mÞ
q2 þ Q2

eþ
þ qFðq; n;mÞ

q2 þ Q2
e�

� �
dq

ð12:A16Þ
For E <•xo, C

00(E)¼ 0 where

Fðq; n;mÞ ¼ G2
n;n0 ðqxÞG2

m;m0 ðqyÞ

G2
r;r0 ðqaÞ ¼ ðp2rr0Þ2 ðqaLa=2Þ2 sin2ðqaLa=2þ ðp=2Þðr þ r0ÞÞ

ðqaLa=2Þ2 � ðp2=4Þðr � r0Þ2
h i2

ðqaLa=2Þ2 � ðp2=4Þðr þ r0Þ2
h i2

ð12:A17Þ
with

Qe� ¼ Q0ð
ffiffiffiffi
E

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � �hx

p
Þ

Qa� ¼ Q0ð�
ffiffiffiffi
E

p
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E þ �hx
p Þ

ð12:A18Þ

for forward and backward scattering.
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13

Electrons and Phonons in the Wurtzite Lattice

What immortal hand or eye

Could frame thy fearful symmetry?

Songs of Experience, William Blake

13.1 The Wurtzite Lattice

Wurtzite is zinc oxide. Its lattice is made up of tetrahedrally bonded atoms, as it is

in zinc blende, but it differs in the stacking sequence: in zinc blende the structure

has face-centred cubic symmetry, in wurtzite the structure has hexagonal symmetry.

The wurtzite lattice is the preferred thermodynamically stable phase of a number of

binary semiconductors, among them the nitrides, AlN, GaN, and InN, which have

become of considerable technical importance in recent years. Among the applica-

tions are high-power microwave transistors, light-emitting diodes, and highly effi-

cient solar cells. If the paradigm of the cubic III-V semiconductors is GaAs, the

paradigm of the hexagonal nitrides is GaN. Being familiar with the properties of

GaAs, we need to know how the lower symmetry of GaN affects the band structure

of electrons and holes, the phonon spectrum and the electron–phonon interaction.

We focus on these topics in this chapter. Fuller accounts of the properties of the

nitrides can be found in a number of excellent reviews (e.g. Ambacher, 1998;

Ambacher et al., 2002; Piprek (ed.) Nitride Semiconductor Devices, 2007).

The unit cell of the wurtzite lattice is depicted in Fig. 13.1. It consists of stacked

hexagonal planes so that were the atoms to be spherical with the same radius, the

lattice would be a close-packed hexagonal structure. The direction of stacking

defines a polar axis at right angles to the base. The lattice is characterized by two

lattice constants, c, the height of the hexagon, and a, the length of an edge in the

base. GaAs also has a polar axis, along the [111] direction, because it lacks a

centre of inversion. Because all the bonds are identical in the cubic case, there is

no electric polarization unless the crystal is strained. This would be the case for the

close-packed hexagonal structure since the bonds would also be identical. If this is
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the case and all the bonds are of the same length, then it is a matter of simple

trigonometry to show that the ratio c=a ¼ ffiffiffiffiffiffiffiffi
8=3

p ¼ 1:63299. For the nitrides, the

observed ratios are 1.6010 (AlN), 1.6259 (GaN) and 1.6116 (InN). The result of

these departures from ideality is the appearance of spontaneous electric polar-

ization in each case. Its origin can be understood by the inequivalence of the bonds

connecting nearest neighbours, some having a more ionic character than others. A

member of the class of materials exhibiting this form of spontaneous polarization

is known as a pyroelectric, insofar as the magnitude of the polarization (but not its

direction) is a function of temperature, which can be understood by the expansion

or contraction of the lattice. In fact, the nitrides show only a weak temperature

dependence. But the pyroelectrics are to be distinguished from the other class of

materials exhibiting spontaneous polarization, namely the ferroelectrics whose

polarization can be inverted by applying a strong enough electric field. In both

GaAs and GaN, elastic strain can induce a piezoelectric polarization, but the

appearance of spontaneous polarization in the absence of strain in GaN marks a

fundamental difference between the two semiconductors. We will return to the

technological role of spontaneous polarization when we consider heterostructures.

We can expect, however, that the lower symmetry of the wurtzite lattice will

affect the band structure and the phonon spectrum.

a

c

Fig. 13.1 The wurtzite unit cell
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13.2 Energy Band Structure

Kane’s k.p theory has the Hamiltonian equation:

H
unkðr "Þ
unkðr #Þ
� �

¼ H0 þ �h2k2

2m
þ �h

m
k:pþ Hso

� �
unkðr "Þ
unkðr #Þ
� �

¼ En
unkðr "Þ
unkðr #Þ
� �

ð13:1Þ

where; H0 ¼ p2

2m
þ VðrÞ is the sum of the crystal kinetic energy operator and the

periodic potential and Hso ¼ �h2

4m2c2
rVðrÞ· p:r ¼ Hxrx þ Hyry þ Hzrz is the

spin-orbit interaction. The operators Ha are: Hx ¼ �h2

4m2c2
@V
@y pz � @V

@z py

� �
etc. and

the ra are the Pauli spin operators: rx ¼ 0 1

1 0

� �
; ry ¼ 0� i

i 0

� �
;rz ¼ 1 0

0 1

� �
.

Here m is the free electron mass and n is the band index. We limit the calculation

to just 4 bands – the lowest conduction band and the uppermost 3 valence bands –

and use perturbation theory in the usual way to obtain eigenvalues and eigen-

functions using the following basis set of zone-centre cell-periodic functions:

uc1 ¼ iS "j i; u1 ¼ �X þ iYffiffiffi
2

p "






�
; u2 ¼ X � iYffiffiffi

2
p "






�
; u3 ¼ Z "j i;

uc2 ¼ iS #j i; u4 ¼ X � iYffiffiffi
2

p #






�
; u5 ¼ �X þ iYffiffiffi

2
p #






�
; u6 ¼ Z #j i

We take the spin quantization along the z axis. In the case of wurtzite we take the

z axis to lie along the c-direction. Unlike the case of the cubic lattice matrix

elements involving X and Y, i.e. the basal plane functions, will be different from

the matrix elements involving Z. We quantify this by introducing the crystal-field

splitting D1, as follows:

Zh jH0 Zj i ¼ Ev; Xh jH0 Xj i ¼ Yh jH0 Yj i ¼ Ev þ D1; Sh jH0 Sj i ¼ Ec ð13:2Þ
If D1 is positive, Ev is the lowest energy. A similar distinction must be made in

the case of the momentum matrix elements that connect the conduction and

valence bands:

Sh jpz Zj i ¼ m

�h
P1; Sh jpz Xj i ¼ Sh jpz Yj i ¼ m

�h
P2 ð13:3Þ

and for the spin-orbit splitting:

Xh jHz Yj i ¼ �iD2; Yh jHx Zj i ¼ Zh jHy Xj i ¼ �iD3 ð13:4Þ

338 Electrons and Phonons in the Wurtzite Lattice



Noting that Ha¼�Ha
* and hY|Hz|Xi¼ hX|Hz

*Yi¼�hX|Hz|Yi, we obtain the

diagonal terms:

u1h jHz u1j i ¼ iD2; u2h jHz u2j i ¼ �iD2 ð13:5Þ
The off-diagonal terms can be similarly obtained and the resultant 8·8 matrix for

H0 � �h2k2

2m
is:

Ec � kþffiffi
2

p P2
k�ffiffi
2

p P2 kzP1 0 0 0 0

� k�ffiffi
2

p P2 Ev þ D1 þ D2 0 0 0 0 0 0
kþffiffi
2

p P2 0 Ev þ D1 � D2 0 0 0 0
ffiffiffi
2

p
D3

kzP1 0 0 Ev 0 0
ffiffiffi
2

p
D3 0

0 0 0 0 Ec
k�ffiffi
2

p P2 � kþffiffi
2

p P2 kzP1

0 0 0 0 kþffiffi
2

p P2 Ev þ D1 þ D2 0 0

0 0 0
ffiffiffi
2

p
D3 � k�ffiffi

2
p P2 0 Ev þ D1 � D2 0

0 0
ffiffiffi
2

p
D3 0 kzP1 0 0 Ev










































ð13:6Þ

where Ev1¼D1þD2, Ev2¼D1�D2, and k±¼ kx± ik_y. Solving the secular

determinant with Ev ¼ 0, gives the band-edge energies (Fig. 13.2):

Ec ¼ E1 þ Eg

E1 ¼ D1 þ D2

E2 ¼ D1 � D2

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1 � D2

2

� �2

þ2D2
3

s

E3 ¼ D1 � D2

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1 � D2

2

� �2

þ2D2
3

s
ð13:7Þ

where Eg is the bandgap. The result for the cubic case is obtained by the sub-

stitutions D1¼ 0, D2¼D3¼D0/3, where D0 is the spin-orbit splitting.

Away from the band-edge, the secular determinant takes the form:

� ðEc � E0ÞðEv1 � E0Þ½ðEv2 � E0ÞðEv � E0Þ � 2D2
3�

þ ½ðEv þ D1 � E0ÞðEv � E0Þ � D2
3�P2

2ðk2x þ k2yÞ
þ ðEv1 � E0ÞðEv2 � E0ÞP2

1k
2
z ¼ 0

E0 ¼ E � �h2k2=2m

ð13:8Þ

For brevity, we consider only the conduction band. This has the form:

E ¼ Ec þ
�h2ðk2x þ k2yÞ

2m�
?

þ �h2k2z
2m�

z

ð13:9Þ
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where m?
* is the effective mass of electrons moving in the basal plane and mz

* is

the effective mass component along the c axis. They are related to the momentum

matrix elements as follows:

1

m�
?
¼ 1

m
þ ðEg þ D2ÞðEg þ D1 þ D2Þ � D2

3

ðEg þ 2D2ÞðEg þ D1 þ D2Þ � 2D2
3

2P2
2

�h2Eg

1

m�
z

¼ 1

m
þ Eg þ 2D2

ðEg þ 2D2ÞðEg þ D1 þ D2Þ � 2D2
3

2P2
1

�h2

ð13:10Þ

The splitting energies are each of order 10meV (Chuang and Chang, 1996),

whereas the bandgaps for GaN (3.4 eV) and AlN (6.2 eV) are much greater, even

for InN (0.7 eV). Moreover, the momentum matrix elements in the III-V binaries

do not vary dramatically, so it is reasonable to expect that, roughly, P1�P2, in

which case the anisotropy in the effective mass is not expected to be large.

Measurements confirm this expectation.

13.3 Eigenfunctions

The k.p interaction mixes conduction-band and valence-band states, and as we

pointed out in connection with spin relaxation, this mixing is responsible for the

Γ7

Γ1

Γ15

Γ6

Γ9

Γ7

Fig. 13.2 Valence band-edges.
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Elliot–Yafet mechanism. Eigenfunctions are obtained from the solutions of the

simultaneous equations implied by Eq. (13.1) operating on the basis functions.

Here we will focus on the conduction-band functions.

In general, the conduction-band cell-periodic function involving |iS"i is the

linear combination:

auc1 þ bu1 þ cu2 þ du3 þ eu4 þ fu5 þ gu6

a2 þ b2 þ c2 þ d2 þ e2 þ f 2 þ g2 ¼ 1
ð13:11Þ

In terms of the ratios with respect to a (e.g. r1¼ b/a, r2¼ c/a, etc):

a2 ¼ 1

1þ P6
n¼1

rn

ð13:12Þ

The ratios can be obtained from Eq. (13.6) with E0
v subtracted from the diagonal

terms. From the second row, since Ev1 is replaced by �Eg, we have

r1 ¼ �k�P2=ð
ffiffiffi
2

p
EgÞ, and from the fifth row r4¼ 0 since uc2. From the other rows

we get:

kþP2ffiffiffi
2

p � ðEg þ 2D2Þr2 þ
ffiffiffi
2

p
D3r6 ¼ 0

kzP1 � ðEg þ D1 þ D2Þr3 þ
ffiffiffi
2

p
D3r5 ¼ 0

r5 ¼
ffiffiffi
2

p
D3

Eg þ 2D2

r3

r6 ¼
ffiffiffi
2

p
D3

Eg þ D1 þ D2

r2

ð13:13Þ

The result is:

a ¼ EaEb � 2D2
3

D
; b ¼ �k�P2ðEaEb � 2D2

3Þffiffiffi
2

p
EgD

; c ¼ kþP2Eaffiffiffi
2

p
D

d ¼ kzP1Eb

D
; e ¼ 0; f ¼ kzP1

ffiffiffi
2

p
D3

D
; g ¼ kþP2D3

D

D2 ¼ ½EaEb � 2D2
3�2 1þ k2?P

2
2

2E2
g

 !
þ ½E2

a þ 2D2
3�
k2?P

2
2

2
þ ½E2

b þ 2D2
3�k2z P2

1

Ea ¼ Eg þ D1 þ D2;Eb ¼ Eg þ 2D2

ð13:14Þ
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For the opposite spin:

a ¼ EaEb � 2D2
3

D
; b ¼ 0; c ¼

ffiffiffi
2

p
D3kzP1

D
; d ¼ � k�P2D3

D
;

e ¼ kþP2½EaEb � 2D2
3�ffiffiffi

2
p

Eg

; f ¼ � k�P2Eaffiffiffi
2

p
D

; g ¼ kzP1Eb

D
;

ð13:15Þ

The matrix elements for the Elliot–Yafet spin-flip process are therefore:

k0 # j k "h i ¼ ðkþk0z � kzk
0
þÞð2Eg þ D1 þ 3D2ÞP1P2D3

D2

k0 " j k #h i ¼ ðkzk0� � k�k0zÞð2Eg þ D1 þ 3D2ÞP1P2D3

D2

ð13:16Þ

Although these matrix elements are unequal it should be noted that the squared

moduli are equal. The result for the cubic case is recovered with P1¼P2, D1¼ 0,

D2¼D3¼D0/3 and the use of Eq. (13.10).

In the conduction band and in the E1 uppermost valence bands, spins are mixed

only for non-zero k, but in the lower valence bands spins are mixed even at k ¼ 0.

Thus in the E2 level the two components are mixed according to au2þ bu6 and

au5þ bu3. It easy to see that a ¼ E2�Evffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE2�EvÞþ2D3

p and b ¼
ffiffi
2

p
D3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðE2�EvÞ2þ2D23
p . For the E3

level the mixture is �au6þ bu2, and �au3þ bu5. In the cubic case a ¼ 1=
ffiffiffi
3

p
and

b ¼ ffiffiffiffiffiffiffiffi
2=3

p
so the eigenfunctions at k ¼ 0 are:

Heavy-hole band :
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 � "¼ � 1ffiffi
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3
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;� 3
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 � #¼ 1ffiffi
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p X � iYj i #

( )

Light-hole band :

3
2
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 � "¼ � 1ffiffi
6

p X þ iYj i # þ
ffiffi
2
3

q
Zj i "

� �
3
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 � #¼ 1ffiffi
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Zj i #
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 � "¼ � 1ffiffi
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p X þ iYj i # � 1ffiffi
3

p Zj i "
� �

1
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 � #¼ � 1ffiffi
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p X � iYj i " þ 1ffiffi
3

p Zj i #
� �
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>:

9>=
>;

ð13:17Þ

The valence-band structures in the wurtzite nitrides have been studied by a

number of authors (e.g. Susuki et al., 1995; Sirenko et al., 1996, 1997; Kim et al.,

1997). Fig. 13.3 shows the general form in GaN.

The results of an empirical pseudopotential calculation of the band structure

is shown in Fig. 13.4.
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13.4 Optical Phonons

In the primitive unit cell of the wurtzite lattice there are two molecules and the

point group of the wurtzite lattice is C6v (class 6mm). Group theory predicts the

symmetries of C-point optical-phonon modes to be A1þE1þ2E2þ2B1 (see

Appendix). Fig. 13.5 depicts the optical vibrations of the four atoms in the unit
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Fig. 13.3 Valence band structure of GaN.
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Fig. 13.4 Band structure of GaN from an empirical pseudopotential model by
Bulutay et al. (2000). The dashed lines show a comparison with results derived
using the form factors of Yeo et al. (1998).
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cell at the zone-centre. An A1 mode propagating along the c axis is clearly a polar

LO mode; propagating perpendicular to the c axis the A1 mode is a TO mode. The

E1 mode propagating along the c axis is a TO mode; propagating in the basal

plane it is a polar LO mode. A second E1 mode exists that is a TO mode for all

directions of propagation. The two E1 modes are degenerate at the zone-centre.

A1 and E1 modes are both Raman and infra-red active. The two E2 modes are

Raman active but not infra-red active. The two B1 modes are Raman and infra-red

inactive (often denoted “silent modes”). In both types, the higher frequency mode

corresponds to the nitrogen atom having the largest amplitude and the lower

frequency mode corresponds to the heavier metallic atom having the largest

amplitude. The second E1, the E2 and the B1 modes exhibit no anisotropy with

propagation directions at an angle h to the c axis, but this is not the case for the

polar modes. Their frequencies have to satisfy Maxwell’s equations, which, in

the unretarded limit, reduce to the Fresnel equation:

x2
L? � x2

x2
T? � x2

e1? sin2 h þ
x2

Ljj � x2

x2
T jj � x2

e1jj cos2 h ¼ 0 ð13:18Þ

A1 E1

B1

E2 E2

B1

Ga

N

Fig. 13.5 The optical vibrations of the four atoms in the unit cell at the zone-centre.
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where e1? and e1k are the components of the high frequency permittivity, which

in wurtzite is a tensor quantity. It is often an acceptable approximation to regard

the difference between the two components as negligible. If, in addition, the large

splitting between LO and TO frequencies is exploited, Eq. (13.18) reduces to

(Loudon, 1964):

x2 ¼ x2
L? sin2 h þ x2

Ljj cos
2 h

x2 ¼ x2
T jj sin

2 h þ x2
T? cos2 h

ð13:19Þ

Here xL?¼x[E1(LO)], xLk¼x[A1(LO)], xTk¼x[E1(TO)], xT?¼x[A1(TO)].

The anisotropy of the modes is depicted for GaN in Fig. 13.6. The anisotropy

is rather weak and can often be neglected in order to simplify the description

of the electron–phonon interaction, which reduces to the cubic form.

The transport properties of GaN are studied typically with material grown on

the non-ideal substrates sapphire or SiC by molecular-beam epitaxy or by vapour

deposition. The lack of lattice matching to the substrate results in a high dis-

location density (107 to 1011 cm�2) that can be moderated by various growth

techniques. Theoretical estimates of the electron mobility based on the domi-

nance of polar-optical-phonon scattering at room temperature give some

2,000 cm2/Vs, but measured Hall mobilities are typically half of this or less. The

difference is accounted for by charged-impurity scattering and by the scattering

of threading dislocations (Weimann and Eastman, 1998). When dislocation

scattering is not negligible a distinction has to be made between horizontal and

vertical transport. Dislocation lines are negatively charged and therefore like
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cylinders surrounded by a potential field that repels electrons. Horizontal trans-

port is directly affected by these no-go regions, but vertical transport parallel to

the dislocation lines is not. Thus the effect of dislocations will have a larger effect

on the performance of field-effect transistors (FETs) than on light-emitting diodes

(LEDs). A comparison of the evolution of the quality of GaN with that

of germanium and silicon and the cubic III-V compounds suggests that we can

expect the role of dislocation scattering to vanish with time.

There have been a number of studies of the electron–phonon interaction in

nitride-based quantum wells (e.g. Shi, 2003, and references therein). These have

tended to neglect the role of the spontaneous polarization, which introduces

large electric fields. The presence of a large field in a quantum well necessarily

influences the form of the envelope function of the electron and cannot be

ignored. What effect there is on phonon frequencies is not known. In view of this

it seems premature to offer a detailed description of the electron–phonon inter-

action in nitride heterostructures. In a later section we will limit the description

of low-dimensional effects to the energy band-structure of the AlN/GaN super-

lattice, since it offers some advantages as a cascade laser.

13.5 Spontaneous Polarization

The GaN lattice consists of alternate layers of Ga and N (not equally spaced). In

normal epitaxial growth the Ga layer is uppermost, and this defines the direction

of spontaneous polarization. This means that the uppermost layer carries a

negative surface charge density and the lowermost layer a positive surface charge

density, which introduces a substantial electric field directed upwards parallel to

the c axis. Thermodynamic equilibrium can be achieved only by neutralizing this

field to give a spatially independent Fermi level, and this means neutralizing the

layer charges at the top and bottom. In the absence of external electric circuits,

and in pure material, this can be done only through the movement of the electrons

away from the upper surface and towards the lower surface. In addition to the

electrons in the valence band there are electrons that occupy surface states whose

quasi-two-dimensional energy bands span the valence band and the forbidden

gap. The density of surface atoms is of order 1020m�2. If only a tenth have

complex band states in the forbidden gap from which electrons can be readily

removed or to which electrons can be attached, this corresponds to a substantial

reservoir charge density of order 1 Cm�2. The spontaneous polarization charge

densities of AlN, GaN, and InN are 0.0898, 0.0339, and 0.0413Cm�2 respec-

tively (Bernadini et al., 2001; Bernadini and Fiorentini, 2002). It would need only

a small population change of electrons in the surface states to neutralize any one
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of these polarization charge densities. At thermodynamic equilibrium there will

be at each surface a surface charge density equal and opposite in sign to the

spontaneous polarization layer density, and therefore zero field in the bulk of

the crystal.

A surface state on a clean surface has a wavefunction that decays exponentially

into the vacuum and also into the bulk with decaying oscillations. Below what is

termed the branch point the states at 0K are filled and, donor-like, they can

contribute electrons; above the branch point the states are empty and, therefore,

acceptor-like. What determines the branch point is the Fermi level and this, in

turn, is determined by the middle of the average energy gap in the semiconductor.

The high density of surface states ensures that the Fermi level remains virtually

pinned at the branch point, thereby determining surface barriers. It is of some

importance, therefore, to determine the branch point of each semiconductor.

These are summarized in Monch’s book on Electronic Properties of Semicon-

ductor Interfaces. Here we quote the results for AlN, GaN, and InN, which are at

energies 2.97, 2.37, and 1.51 eV above the respective valence bands (Monch,

1996). The situation in InN is interesting in that it confirms the reality of the

branch-point Fermi level. The forbidden gap in InN is only 0.7 eV (Wu et al.,

2002), which implies that the branch point is 0.81 eV above the conduction-band

edge, which further implies the existence of a degenerate electron gas at the

surface. The existence of this gas has been amply confirmed (Lu et al., 2003).

A recent investigation of the properties of Si-doped InN shows that the branch

point is 1.83 eV above the valence band rather than 1.51 eV (King et al., 2008).

Appendix 1 Symmetry

The symbols that describe the symmetry of the optical phonons are defined by the

Ccv character table:

C6v E C2 2C3 2C6 3rd 3rv

A1 1 1 1 1 1 1 z, z2, x2þy2

A2 1 1 1 1 �1 �1
B1 1 �1 1 �1 �1 1
B2 1 �1 1 �1 1 �1
E1 2 �2 �1 1 0 0 (x,y) (xz, yz)
E2 2 2 �1 �1 0 0 (xy, x2�y2)

E is the identity operation; Cn n-fold rotation; rd reflection in the vertical dihedral
plane; rv reflection in the vertical plane that includes the c axis.
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The permittivity tensor:

e11 0 0

0 e11 0

0 0 e33
















The piezoelectric tensor:

0 0 0 0 e15 0

0 0 0 e15 0 0

e31 e31 e33 0 0 0
















Elastic constants:

c11 c12 c13 0 0 0

c12 c11 c13 0 0 0

c13 c13 c33 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 1
2
ðc11 � c120
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14

Nitride Heterostructures

It was a miracle of rare device,

Kubla Khan, Samuel Taylor Coleridge

14.1 Single Heterostructures

In bulk material, neutralization of the enormous electric fields produced by the

spontaneous polarization can be achieved by a relatively modest adjustment of

the population of surface states. This is no longer possible in the case of

inhomogeneous material exhibiting inhomogeneous spontaneous polarization,

such as the AlGaN/GaN heterostructure. A layer of AlGaN grown epitaxially on

GaN has not only a spontaneous polarization larger than that of GaN but it has, in

addition, a piezoelectric polarization associated with the elastic strain inevitably

present as a consequence of the lattice mismatch. No straightforward adjustment

of the population of the surface states can eliminate the resultant fields. As a

result, nitride heterostructures differ uniquely from heterostructures of cubic

semiconductors in exhibiting large, built-in electric fields, and these result in the

spontaneous formation of a quasi-2D electron gas at the AlGaN/GaN interface.

In the cubic case such a gas must be produced by doping, thereby, ineluctably,

introducing charged-impurity scattering even when the system is modulation

doped. Doping is unnecessary in nitride structures so, in principle, enormous low-

temperature mobilities are possible and will, no doubt, be achieved as growth

techniques evolve.

An estimate of the density of the polarization-induced electron population at

the AlGaN/GaN interface can be obtained assuming the existence of a common

branch-point Fermi energy and simple electrostatics. For simplicity we will

assume that the materials are undoped and the structure exists with its upper and

lower surfaces in the vacuum. We thereby decouple the structure from external

influences. Fig.14.1 depicts the energy profile of the heterojunction.
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Define the following areal charge densities:

�r1¼ polarization charge density on the AlGaN surface

þr1¼ polarization charge density on the AlGaN interface

�r0¼ polarization charge density on the GaN interface

þr0¼ polarization charge density on the GaN surface

þrs1¼ surface charge density on the upper surface

�rs0¼ surface charge density on the lower surface

�rn¼ induced electron density at the AlGaN/GaN interface

If E1 is the electric field in AlGaN and E0 is the field in GaN and assuming zero

field in the vacuum we get:

e1E1 ¼ rs1 � r1
e0E0 ¼ e1E1 þ r1 � r0 � rn ¼ rs1 � r0 � rn
0 ¼ e0E0 þ r0 � rs0 ¼ rs1 � rn � rs0

ð14:1Þ

The induced electron density is thus just the difference between the upper and

lower surface charge densities.

We can obtain these densities from the condition that the voltage difference

across the structure is zero. The electron gas at the AlGaN/GaN interface will be

a quasi-2D gas in a quantum well. For simplicity we take the gas to be degenerate

and the well-depth to be the sum of the lowest subband level, W, and the dif-

ference between the Fermi energy and the subband edge. The latter is given by

rn/D, where D is the 2D density of states. Using the usual sign convention we

obtain respectively the sum over the AlGaN layer and over the GaN as follows:

� f1 � E1aþ DWc �W � rn=D ¼ 0

� E0bþ f0 ¼ 0
ð14:2Þ

where f1 and f0 are the surface barrier heights, i.e. the differences between the

branch point energy and the conduction-band edges; and DWc is the discon-

tinuity between the AlGaN and GaN conduction-band edges. Elimination of

f1

f0

a b

Fig. 14.1 Energy profile of idealized heterostructure.
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the surface charge densities from Eqs. (14.1) and (14.2) gives the induced

electron density:

rn ¼
r1 � r0 � e1

a
W � f0

e1
a
þ e0

b

� �
1þ e1

aD

ð14:3Þ

and we have assumed that f1¼f0þDWc and we have ignored complications

associated with band bending in the quantum well. More rigorously, it would be

necessary to obtain a self-consistent solution of the Poisson and Schrödinger

equations. In most cases it is sufficient to ignore entirely the contributions from

the quantum-well structure and neglect the terms involving W and D and work

with the simpler expression:

rn ¼ r1 � r0 � f0

e1
a
þ e0

b

� �
ð14:4Þ

We illustrate the dependence on the width of the AlGaN layer in Fig. 14.2 with

and without the piezoelectric polarization and taking b a and f0¼ 1eV.

14.2 Piezoelectric Polarization

In cubic III-V semiconductors there is only one piezoelectric coefficient, e14,

which relates the polarization to the shear strain. In hexagonal crystals there are

three, e31, e33 and e15 (see Appendix, p. 369). Growing AlGaN on GaN produces

elastic strains in both materials, but when, as is usually the case for the single

heterojunction, the GaN layer is much thicker than the AlGaN layer, the GaN

layer is unstrained and all the strain occurs in the AlGaN layer. We consider the

more general case later. As long as the thickness of the AlGaN layer is below the
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Fig. 14.2 Induced electron density as a function of AlGaN layer width showing
the contribution that piezoelectric polarization makes.
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limit at which the lattice relaxes (Matthews-Blakeslee, 1974), the strain can be

taken as being uniform throughout the layer.

If a0 is the equilibrium lattice constant associated with the basal plane (i.e. the

length of a side of hexagonal) and a is its value when the layer is lattice-matched

to the GaN substrate, there exists a biaxial strain S11¼ S22¼ (a� a0)/a0. A strain

S33¼ (c� c0)/c0 will appear along the c axis whose magnitude will be determined

by Poisson’s ratio. There is no shear so the relation between stress and strain is:

T11 ¼ c11S11 þ c12S22 þ c13S33

T22 ¼ c12S11 þ c11S22 þ c13S33

T33 ¼ 0 ¼ c13S11 þ c13S22 þ c33S33

ð14:5Þ

From the third equation we get the relation between the axial and basal strains:
S33 ¼ �2

c13

c33
S11 ð14:6Þ

and from the first two equations we get the stress:

T11 ¼ T22 ¼ c11 þ c12 � 2
c213
c33

� �
S11 � CS11 ð14:7Þ

where C is a uniaxial elastic constant.

The piezoelectric polarization is directed parallel to the c axis and is given by:

rpz ¼ 2e31S11 þ e33S33 ¼ 2 e31 � e33
c13

c33

� �
S11 ð14:8Þ

The lattice constants of the alloy obey Vegard’s Law (Ambacher et al., 2002):

a0 ¼ ð3:1986� 0:0891xÞA�

c0 ¼ ð5:2262� 0:2323xÞA�
ð14:9Þ

Similar linear extrapolations give the piezoelectric and elastic coefficients:

e31 ¼ ð�0:34� 0:19xÞCm�2

e33 ¼ ð0:67þ 0:83xÞCm�2

c13 ¼ ð110� 10xÞGPa
c33 ¼ ð390� 0xÞGPa

ð14:10Þ

To a good approximation the piezoelectric polarization in AlGaN on GaN is

given by the quadratic equation:

rpz ¼ ½�0:0525x þ 0:0282xð1� xÞ�Cm�2 ð14:11Þ

352 Nitride Heterostructures



Piezoelectric polarization makes a significant contribution, as Fig. 14.2 shows.

Formulae for other nitride heterosystems can be found in Ambacher et al. (2002).

Non-linearity can be taken into account by using the following formulae:

rAlNpz ¼ �1:808S þ 5:624S2 S<0

¼ �1:808S � 7:888S2 S>0

rGaNpz ¼ �0:918S þ 9:541S2

ð14:12Þ

The subband structure of the well at the interface is most simply obtained using

the Fang–Howard wavefunctions (Section 2.2) with an interface charge density

r1�r0.
Before considering the problem of describing polarization in nitride multi-

layers, we need to make three further points concerning the single heterojunction.

The presence of spontaneous polarization has been shown to give rise to a quasi-

2D electron gas in structures where the heterojunction has a net positive layer

charge. It should, therefore, be possible to produce a quasi-2D hole gas at a hete-

rojunction which has a net negative charge such as may occur in a structure where

GaN was grown on AlGaN (Fig. 14.3). The formula equivalent to Eq. (14.4) is:

rp ¼ r1 � r0 � f*
0

e0
a
þ e1

b

� �
ð14:13Þ

where f*
0 ¼ Eg � f0, and Eg is the bandgap of GaN. Since f

*
0 is significantly larger

than f0 a much thicker layer is required which may exceed theMatthews–Blakeslee

limit. Obtaining an induced hole gas is more difficult than obtaining an electron

gas, which, no doubt, accounts for the lack of good evidence for its achievement.

The second point concerns the optical properties of a nitride quantum well.

Quantum wells in cubic semiconductors exhibit a blue-shift in absorption and

photoluminescence due to the confinement of electrons and holes, which increases

the effective energy gap. This blue-shift is not always observed in typical nitride

structures in spite of the confinement of carriers in nitride quantum wells increasing

the effective gap. The explanation is found in the action of the polarization-induced

electric field, which introduces a red-shift associated with the Franz–Keldysh

effect. The red-shift can be eliminated in structures grown on a substrate such that

the c axis is horizontal. The polarization fields are then directed horizontally and

are neutralized by surface charges and play no part in the confinement of carriers.

The final point refers to the effect of replacing the vacuum of the thought

experiment with real material. What is the effect of the substrate on which the

structure is grown, and what is the effect of adding a passivation layer on the upper

surface? The latter problem was addressed by Shealy et al. (2003). The theoretical

question was: What was the charge at the interface of the SixNy? Measurements
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showed that the polarization charge of the AlGaN at the nitride interface was

neutralized by charges that developed in the dielectric/AlGaN interface states and

a surface charge appeared on the SixNy surface.

14.3 Polarization Model of Passivated HFET with Field Plate

An application of the simple electrostatic model can be made to describe the

induced electron profiles in a passivated HFET with a field plate. A structure is

illustrated in Fig. 14.4 depicting a field plate and also a narrow AlN layer which

helps to confine the electrons. The field plate is introduced as an extension of
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Fig. 14.3 (a) Energy profile of a heterostructure designed for an induced hole
gas; (b) Comparison of electron and hole densities for given barrier width.
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the gate across the passivation layer in order to modify the field in the gate-drain

region and so reduce the applied-voltage threshold of impact ionization. For

brevity we ignore the effect of the AlN layer. Figs. 14.5–14.7 depict the three

profiles of interest, namely (1) Free surface, (2) Field plate, (3) Gate. We make

the following simplifying assumptions:

1. The polarization charge on the top surface of the AlGaN barrier (negative) has been

neutralized by charge contributed by the passivation layer. A negative surface charge

therefore appears on the surface of the passivating layer.

0.25µm

Source

Gate Si3N4 – 35nm

Drain

2-DEG
0.25µm

1µm 0.2µm
0.2µm

1.8µm

Field Plate

Al0.25Ga0.75N – 15nm

AIN – 1.5nm

GaN – 1.5µm

Fig. 14.4 HFET structure with field plate.

f2

f0−ss2 +s1

−s0−sn +s0 −ss0

E2

E1

E0

c b a

Fig. 14.5 Energy profile with passivation layer.
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2. Surface charges associated with the passivation layer and of the AlGaN layer induce a

charge on the gate and field plate. The charge induced in the field plate must of course

be equal to that induced on the gate since both are parts of the same metallic electrode.

Consistency is maintained by having different surface charges on the passivation layer

in the case of the free surface and underneath the field plate. The electric field in the

gate is zero.

3. For simplicity, we assume that the GaN buffer layer is much thicker than the pas-

sivation and barrier layers, i.e. its capacitance can be ignored.

4. For simplicity, we also assume that the surface/Schottky barrier are related to the

Schottky barrier of GaN simply via the conduction-band discontinuities: for the pas-

sivation layer f2¼f0þDE2þDE1, and for the gate f2¼f0þDE1, where f0 is the

Schottky barrier for GaN. The assumptions regarding barrier heights are rough

approximations made for simplicity; real interfaces and free surfaces call for a more

rigorous assessment.

5. For simplicity, we ignore 2D and quantization effects.

6. We assume that there is no free space charge other than the induced electron gas.

These assumptions allow us to isolate as far as possible the classical electro-

static elements of the problem and to illustrate the principal features of the

density profile in the channel.

f2

f0−ss2 +s1

−s0−sn +s0 −ss0

E2

E1

E0

c b a

+sM

Fig. 14.6 Energy profile under field plate.

f2

f0+s1

−s0−sn +s0 −ss0

E1

E0

b a

+sM −s1

Fig. 14.7 Energy profile under gate.
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With a gate bias equal to –V, the induced electron charges in the three regions

are given by:

rn ¼ r1 � r0 �
f0Ccb Free

ðf0 þ VÞCcb Field plate

ðf0 þ VÞCb Gate

8><
>:

Ccb ¼ c

e2
þ b

e1

� ��1

Cb ¼ e1
b

ð14:14Þ

r0 ¼ 0:034C=m

rsp1 ¼ ½0:09x þ 0:034ð1� xÞ � 0:021xð1� xÞ�C=m
rpz1 ¼ ½0:0525x � 0:0282xð1� xÞ�C=m
f0 ¼ 1:17eV
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Fig. 14.8 Induced electron density. (Eq. (14.14) with b¼ c¼ 10 nm, a b,c;
w¼ 1.17 eV, e0�e1�e2¼ 10.3e00; zero gate-drain field.)
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Fig. 14.9 Variation with passivation layer width (V¼ 0, b¼ 10 nm).
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The study of dielectric/nitride interface states, free surface states, and the metal/

nitride interface states and their role in the induction of an electron gas is clearly

worthy of more attention. Nevertheless, the results of our model, illustrated in

Figs. 14.8 and 14.9 capture the essential features: depletion under the gate; less

depletion under the field plate; enhancement with increasing width of the passi-

vation layer.

14.4 The Polarization Superlattice

The nitride superlattice is a more complicated semiconductor structure than the

more familiar superlattice of cubic compounds because of the presence of

polarization, both spontaneous and piezoelectric. Elastic strain is, however, a

common feature, given the mismatch of the lattice constants.

14.4.1 Strain

A general condition of stability is for the net in-plane stress to vanish. Let k

identify a layer whose width is wk and lattice constant ak, in which the in-plane

stress is Tk. The number of cells in each layer is then wk/ak. The condition for the

vanishing of the overall in-plane stress is:X
k

Tk
wk

ak
¼ 0 ð14:15Þ

Let the superlattice be grown on a buffer layer whose lattice constant is a. Then

the strain in layer k is Sk¼ (a� ak)/ak and in layer j Sj¼ (a� aj)/aj. Eliminating

a in favour of Sk we have Sj¼ (Skakþak� aj)/aj. Recalling Eq. (14.15), we have:

X
j

Tj
wj

aj
¼
X
j

CjSj
wj

aj
¼ Ck

wk

ak
Sk þ

X
j6¼k

Cj

wj

aj

Skak þ ak � aj

aj

and therefore:

Sk ¼

P
j6¼k

Cjwj
aj�ak
a2
j

ak
P
j

Cj
wj

a2
j

ð14:16Þ

Since Sk¼ (a� ak)/ak, the condition for zero in-plane stress implies that:

a ¼

P
j

Cj
wj

ajP
j

Cj
wj

a2
j

ð14:17Þ
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14.4.2 Deformation Potentials

A biaxial strain can be split into a dilatational strain plus a uniaxial strain. In

a cubic material, the uniaxial strain splits the light and heavy-hole bands (see

Section 2.3). In wurtzite, there are three bandgaps to consider plus the crystal-field

splitting. In the absence of splitting, the energy gap varies with strain according to:

DEg ¼ �½d1S3 þ d2ðS1 þ S2Þ� ð14:18Þ
The crystal-field splitting (but not the spin-orbit splitting) is:

D1 ¼ D1ð0Þ � ½d3S3 þ d4ðS1 þ S2Þ� ð14:19Þ
Shifts in the energy gap of adjacent layers affect the conduction-band and valence-

band offsets, which are important in determining the confinement barriers, and

these are taken to be proportional to the difference in energy gaps, e.g.

DEc ¼ 0:69ðEgð0Þ þ DEgÞ:

14.4.3 Fields

We turn now to the polarizations and fields. The electric displacements between the

kth and (kþ1)th layers and between the (kþ1)th and (kþ2)th layers are as follows:

ekþ1Fkþ1 ¼ ekFk þ rk � rkþ1

ekþ2Fkþ2 ¼ ekþ1Fkþ1 þ rkþ1 � rkþ2 ¼ ekFk þ rk � rkþ2

ð14:20Þ

It follows that the field in any layer is related to the field in a particular layer

according to:

Fj ¼ 1

ej
ekFk þ rk � rj
� � ð14:21Þ

(F is field and we retain E for energy.) In the absence of an applied field the volts

dropped across the superlattice must be zero:X
j

wjFj ¼ wkFk þ
X
j6¼k

wjFj ¼ 0 ð14:22Þ

Substitution from Eq. (14.21) gives an expression for the field in any layer:

Fk ¼

P
j6¼k

ðrj � rkÞðwj=ejÞ

ek
P
j

ðwj=ejÞ ð14:23Þ
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We now have the tools to describe any nitride superlattice. Eq. (14.16) gives us the

strain in each layer from which the piezoelectric polarization and the bandgap shifts

can be deduced. Eq. (14.17) specifies the lattice constant of the substrate required

to ensure that the superlattice is overall stress free. Eq. (14.23) gives us the field in

each layer which is a constant throughout the layer in the absence of space charge.

The sub-band structure can then be calculated using Schrödinger’s equation with,

assuming a constant effective mass for the carrier, wavefunctions described by Airy

functions (see Appendix.)

14.5 The AlN/GaN Superlattice

As an example we consider the AlN/GaN superlattice (Ridley et al., 2003). The

data used are those culled from Ambacher et al. (1999, 2002) and are displayed in

Table 14.1. The strain and field in each layer and the lattice constant of the buffer

(and hence the value of x in AlxGa1-x N) are obtained from the equations above

specialized to two types of layer. Explicit results are quoted for the superlattice

consisting of one monolayer of AlN and seven monolayers of GaN. Fig. 14.10

shows the E-k diagram for the conduction band along the c direction (Bulutay

et al., 2000) and a comparison with the parabolic and k.p approximations. The

energy dependence of the mass in AlN requires knowledge of the complex band

structure, which is not available. In view of this and the comparatively weak

dependence of the Airy functions on mass, energy-independent effective masses

are assumed throughout.

The eigenfunctions are of the form:
wðzÞ ¼ AAiðvÞ þ BBiðvÞ; v ¼ lðFzþ DEc � EÞ ð14:24Þ

where the energies are in electron volts and DEc¼ 0 in the GaN well. Thus:

wðzÞ ¼ AAiðzÞ þ BBiðzÞ 0 � z � w2 for GaN

¼ CAiðzÞ þ DBiðzÞ � w1 � z � 0 for AlN

¼ ½CAiðzÞ þ DBiðzÞ�eikd w2 � z � d for AlN

d ¼ w1 þ w2

ð14:25Þ

where k is the superlattice wavevector. The coefficients are obtained by match-

ing amplitude and mass-modified slope at z¼ 0 and z¼w2. (Note that
dAiðzÞ
dz

¼ lF dAiðvÞ
dv .) Solutions are obtained numerically. The subband structure for

AlN1/GaN7 is shown in Fig. 14.11 and in Table 14.2 and the wavefunction in

Fig. 14.12. For comparison Fig. 14.13 shows the wavefunctions for the sym-

metrical AlN6/GaN6 superlattice.
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Table 14.1. Superlattice data (AlN)1(GaN)7

AlN GaN

Lattice parameters:
Monolayer 2.490Å 2.594Å
Layer thickness (a, b) 2.490Å 18.158Å
Lattice constant 3.103Å 3.189Å
Dielectric constant 10.31 10.28
c11 410 GPa 370 GPa
c12 140 145
c13 100 110
c33 390 390

Buffer layer
C 499 GPa 453 GPa
a (buffer) / x 3.178Å / 0.128 3.178Å / 0.128
Strain (e) þ0.02417 �0.003449

Bandgap
Hydrostatic strain (e0) 0.03595 �0.004952
DEg �0.313 eV þ0.06413 eV
Eg 5.817 eV 3.484 eV
CB offset DEc 1.47 eV 1.47 eV

Polarization
Piezo �0.0483 Cm�2 þ0.003280 Cm�2

Spontaneous �0.090 �0.034
Total �0.1383 �0.0307
Field �10.37 MV/cm þ1.422 MV/cm
Volts per layer þ0.258 V �0.258 V

Airy functions
Effective-mass ratio 0.48 0.228
l 2.271 (eV)�1 6.664 (eV)�1

X1(0), X(0) 2.271(1.47-E) �6.664E
X1(b), X(b) 2.271(0.1037aþ1.47�E) 6.664( 0.01422b�E)
c �1.181 �1.181

C ¼ c11 þ c12 � 2c213=c33; aðbufferÞ ¼ ad1

a01
þ bd2

a02

� �
=

ad1

a201
þ bd2

a202

� �

x¼ (3.189�a(buffer))/0.086, e¼ (a(buffer)�a0)/a0, e0¼ 2(1�c13/c33)e,
DEg¼�12.95e0 eV, DEc¼ 0.63(Eg1�Eg2), P

pz(AlN)¼�1.808e� 7.888e2 Cm�2

Ppz(GaN)¼�0.918eþ9.541e2 Cm�2

F1 ¼ �ðr1 � r2Þb
e2aþ e1b

; F2 ¼ �F1

a

b
; V ¼ �F1a ¼ F2b

l ¼ 2em�
�h2F2

� �1=3

; c ¼ � m�
2

m�
1

� �2=3
F1

F2

� �1=3
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E-k diagrams for AlNn/GaN7 with n¼ 1,2,3 are shown in Fig. 14.14. They

depict the rapid narrowing of the subband width with increasing barrier width.

Optical applications shift interest to the separation of the subbands. Fig. 14.15

shows how this varies with the number of AlN monolayers in the AlNnGaN7

structure.
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Fig. 14.10 E-k diagram for the GaN conduction band along the c direction with
m*(0)¼ 0.2 m without polaron correction. Parabolic and k.p approximations are
shown for comparison.
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Fig. 14.11 Subband structure in the AlN1GaN7 superlattice.

Table 14.2. Subband energies (eV)

Subband Kd¼0 Kd¼p Width Gap

1 0.258 0.438 0.180
2 1.418 0.820 0.598 0.382
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Fig. 14.12 Normalized wavefunctions for AlN1GaN7 superlattice. The con-
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tinuous line is for the uppermost state in subband 1 and the dotted line is for the
lowest state in subband 2. In both cases kd¼ p.
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Fig. 14.14 E-k diagrams for AlNnGaN7 for n¼ 1,2,3.
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Intersubband transition rates have been studied by a number of authors taking

into account the polarization fields (e.g. Suzuki and Iizuka, 1999). For large-

energy transitions it is necessary to take into account the overlap of the con-

duction-band Bloch functions (Fig. 14.16). Radiative and non-radiative emission

time-constants associated with the transition from subband 2 to subband 1 are

estimated to the order of 1ns and 100fs respectively (Ridley et al., 2003). Optical

intersubband transitions in AlNn/GaNm superlattices in the range 1.08 to 1.61 lm
have been explored by Kashino et al. (2002) and at 1.8 lm by Hofstetter et al.

(2007). Transport properties of p-doped superlattices have also been studied

(Kozodoy et al., 1999; Goepfert et al., 2000).
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As regards cross-gap optical properties, it is necessary to take into account the

fact that, unlike the case in polarization-free superlattices, the wavefunctions of

the electrons and holes do not coincide in space. A rough example can illustrate

this. Fig. 14.17 depicts an Al0.65Ga0.35N/GaN in which the GaN is compressively

Flat-band superlattice

a b

Fig. 14.17 An AlGaN/GaN superlattice.
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Fig. 14.18 (a) Normalized electron and hole wavefunctions in their respective
wells. (b) Overlap. The overlap integral is 0.551.
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strained. For equal widths of well and barrier (3nm) and, for simplicity, assuming

that the wavefunctions are Airy functions that vanish at the boundaries of the

well, we obtain the wavefunctions shown in Fig. 14.18. We have taken the

electron mass to be 0.22m and the hole mass 0.85m. In this example the overlap

integral is 0.551.

In all our examples here we have assumed that the bands are flat. That is, we

have assumed there to be no overall space-charge effects. In general, a

polarization superlattice grown on a polarization substrate designed to give

overall zero stress will experience some band bending as a consequence of the

induction of electrons. The flat-band condition, important for transport through

the superlattice, can be engineered only at the expense of the stress-free con-

dition. In a fully comprehensive polarization superlattice it is necessary,

therefore, to include the effect of the spontaneous polarization of the substrate

along with the electron populations in the substrate and effects associated with

the electrical contacts.

14.6 The Quantum-Cascade Laser

The possibility of using the semiconductor superlattice as a laser dates from the

article in Science by Faist et al. in 1994. The basic idea is to engineer the

emission of radiation associated with radiative transitions between the subbands

of a superlattice, which is achieved by the injection of electrons into the higher

energy subband. Laser action comes about when injection is intense enough to

produce an inverted distribution. Typical intersubband separations in GaAs-based

and InP-based laser structures determine that the wavelength of the emitted

radiation will be in the mid-infrared region, say 3 lm to 10 lm, and low-

temperature operation can push the wavelength out into the terahertz regime

(Kœhler et al., 2002). The exploitation of nitride superlattices offers an expansion

of the wavelengths into the near-infrared and even into the visible region.

Figs. 14.19 and 14.20 depict the stepped structure of a section of a possible

nitride-based laser. The problem in cascade lasers is the competition from non-

radiative transitions, the main sort being those involving the interaction with

polar-optical phonons. Intersubband spacings that are less than the optical-

phonon energy are less affected by non-radiative processes. The larger phonon

energies of the nitrides are therefore an advantage. The phonon energy in GaAs is

0.036 eV which corresponds to a wavelength of 34 lm (8.8 THz); in GaN the

figures are 0.091eV and 13.4 lm (22THz).

Further notes on quantum-cascade laser can be found in Section 15.6.
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Fig. 14.19 An AlN/GaN stepped structure for a quantum-cascade laser. Upper
figure is for zero applied field, the lower figure is for an applied field that allows
electrons in the lower miniband to tunnel into the second subband of the
quantum well.
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Fig. 14.20 Quantum-cascade structure.
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Appendix Airy Functions

The solution of the equation:

d2wðxÞ
dx2

� xwðxÞ ¼ 0 ðA14:1Þ

are the linearly independent Airy functions Ai(x) and Bi(x) where:

AiðxÞ ¼ c1f ðxÞ � c2gðxÞ
BiðxÞ ¼

ffiffiffi
3

p
½c1f ðxÞ þ c2gðxÞ�

f ðxÞ ¼ 1þ 1

3!
x3 þ 1:4

6!
x6 þ 1:4:7

9!
x9::::

gðxÞ ¼ x þ 2

4!
x4 þ 2:5

7!
x7 þ 2:5:8

10!
x10:::

c1 ¼ Aið0Þ ¼ 1

32=3Cð2=3Þ � 0:35503

c2 ¼ � dAið0Þ
dx

¼ 1

31=3Cð1=3Þ � 0:25882

ðA14:2Þ

The one-dimensional Schrödinger equation for an electron in a uniform field F is:

� �h2

2m

d2wðzÞ
dz2

þ ½eFz� E�wðzÞ ¼ 0 ðA14:3Þ

Put w(z)¼Ai(aþ bz). We get, with x¼ aþ bz:

d2AiðxÞ
dx2

� 2m

�h2b2
ðeFz� EÞAiðxÞ ¼ 0 ðA14:4Þ

whence:

b ¼ 2meF

�h2

� �1=3

; a ¼ � �h2

2meF

� �2=3
2mE

�h2
ðA14:5Þ

Thus:

wðzÞ ¼ Ai
2m

�h2e2F2

� �1=3

eFz� Eð Þ
" #

ðA14:6Þ
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15

Terahertz Sources

What radiance of glory,

What bliss beyond compare.

Jerusalem the Golden, James Mason Neale

15.1 Introduction

In recent years there has been growing interest in sources of radiation whose

frequencies occupied the region of the electromagnetic spectrum between,

roughly, 300GHz and 30THz. The numerous applications include their use in

medicine, molecular spectroscopy, communication, and security. The frequency

range is covered by free-electron lasers, but there is an obvious need for more

portable and adaptable sources, and this need has focussed attention on the

properties of semiconductors and semiconductor multilayers. Existing semicon-

ductor microwave generators such as the Gunn diode run out of power above

100GHz and IMPATTs above 300GHz. A new generation of devices that can

extend the wavelength range beyond the familiar millimetre wave regime and

into the sub-millimetre regime is required, and there has been substantial progress

in recent years, much of it associated with the exploitation of the femtosecond

Ti-sapphire laser and various non-linear optical processes. Semiconductors have

also been used as THz detectors, notably, Ge and Si bolometers operating at

liquid helium temperatures. The photon energy at 1THz is 4meV, and photon

energies of room temperature radiation are around 25meV, so the problem of

detection of THz radiation is that it is always against a competing, pervading

background. Mention in Section 14.6 has already been made of cascade lasers

operating in the near infrared. Recently, a continuous-wave laser operating at

9lm at room temperature has been reported (Beck et al., 2002), but those that

operate in the THz range require low temperatures. It is evident that nitride

structures may allow room temperature operation. In this chapter we discuss other
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physical mechanisms in semiconductor structures that can yield THz radiation.

This includes descriptions of ballistic and non-ballistic transport in a superlattice

miniband; ballistic and non-ballistic transport in the conduction band of a large-

bandgap semiconductor at very high electric fields; Bloch oscillations and

Wannier–Stark states. We also look at the transport properties of the bulk nitrides

in connection with the next generation of millimetre microwave and THz gene-

rators. Discussion of optically-induced THz generation is limited to surface

excitation by femtosecond pulses, and to cw operation as exemplified in photo-

conductive mixing in a pin structure and in the quantum-cascade laser.

15.2 Bloch Oscillations

In the recent literature on THz generation, the phenomenon of Bloch oscillations

has been suggested as a possible source. The concept of Bloch oscillations has

had an interesting history, which we will briefly review here.

The kinetics of an electron in a periodic potential was revealed when Bloch

(1928) showed that a ballistic electron, confined to the conduction band of a

crystal, would exhibit oscillations under the influence of a constant applied

electric field as a consequence of Bragg reflections at the Brillouin zone

boundary. In the absence of collisions, the crystal momentum of the electron

increases with time in the presence of an electric field according to the accel-

eration law, d�hk=dt ¼ eF. The extent of the Brillouin zone in a major crystal-

lographic direction is 2p=a, where a is the lattice constant, so the Bloch angular

frequency is xB ¼ eaF=�h. With a�5 Å, the frequency would be in the THz range

for a field of 105V/cm, hence of interest to the THz community. Unfortunately, in

bulk material, the scattering rate is also in the THz regime, which calls for fields

of 1MV/cm and more to retain the ballistic nature of the motion. But such high

fields are beyond what most semiconductors can sustain without breakdown, so

it is not surprising that Bloch oscillations have never been observed in bulk

material. Nevertheless, Zener (1934) used Bloch’s model to calculate the rate of

tunnelling between bands as an approach to understanding the electric breakdown

of dielectrics, and the formalism of Bloch’s and Zener’s approach was amplified

by Houston (1940) who derived a general expression for the acceleration of an

electron including its behaviour near a zone boundary.

But it was not a priori obvious that the concept of the conduction band in an

applied field remained valid. On the one hand, the form of the conduction band

rested on the existence of a periodic potential, but the scalar potential, eFx, that

characterized the field was obviously not periodic, nor was it bounded, but

Wannier (1960, 1962) showed that the concept indeed remained valid, but that

the energy states became arranged in the form of a Stark ladder, whose steps were
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separated by the energy eFa. The existence of these Wannier–Stark (W-S) states

was severely questioned by Zak (1968), and this led to some controversy

(Wannier, 1969; Zak, 1969; Rabinovitch and Zak, 1971). The problem here was

focussed on the role of other conduction bands, each of which has its own W-S

ladder, into which electrons may tunnel, thus localization of the W-S sort could,

at best, be only temporary. The time-independent interaction of these bands

means that the rungs of the ladder of one band never coincide with those of

another, as Bychkov and Dykhne (1965) pointed out. Changing the field means

that ladders slide past one another so avoiding the possibility of resonances. The

description of transport under these conditions becomes very complicated, as

Avron (1982) has indicated, and Zak (1996) has recently described W-S ladders

in terms of quasi-energy states. Problems associated with the coordinate repre-

sentation, necessitated by the form of the scalar potential, were circumvented by

Kreiger and Iafrate (1986) by representing the field by a vector potential. The

existence of Bloch oscillations and W-S states was shown to follow. The

observation of sufficiently long-lived W-S ladders in the minibands of super-

lattices by Menendez et al. (1988) and Voisin et al. (1988) has proved their

reality beyond reasonable doubt. Nevertheless, their detection in bulk material

has still to be reported. The problem of the electron dynamics in the multiband

case continues to receive attention (e.g. Leo and Mackinnon, 1989; Rotvig et al.,

1996), and the situation in degenerate bands has begun to be studied (Foreman,

2000; the inhibiting effect of W-S quantization on the impact-ionization rate

was pointed out by Ridley, 1998).

Spatial localization in a single non-degenerate conduction band was commonly

discussed under the implicit assumption that the crystal was of infinite extent. The

validity of the effective-mass approximation in finite crystals was investigated by

Rabinovitch (1971) and Rabinovitch and Zak (1971), in which it was shown that

the boundary conditions could change the situation drastically. This topic was

further pursued by Fukuyama et al. (1973) and later by others (Churchill and

Holmstrom, 1982; Davidson et al., 1997; Onipko and Malysheva, 2001). In a 1D

one-band model, a W-S ladder is formed in an infinite crystal with periodic

boundary conditions or with rigid-wall boundary conditions. But in a finite

crystal, length L, with finite conduction-band width, EB, the energy spectrum

reverts to that for free Bloch electrons when eFL<Eb. Moreover, in the case of

3D the spectrum is discrete along the field direction only if the field is directed

along a principal crystallographic direction, and it is continuous with respect to

motion perpendicular to the field direction. If the field does not lie along a

principal crystallographic direction, the spectrum in the direction of the field

becomes continuous, since the period of the motion becomes infinite. Onipko and

Malysheva (2001) have pointed out that in addition to the presence of Bloch
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extended states and W-S states there exist surface localized states extending

spatially between one crystal boundary and a band edge (Fig. 15.1).

The transport of electrons in high electric fields has been a topic of intense

interest for the best part of a century. Initially motivated by acquiring an

understanding of electric breakdown in insulators (e.g. Von Hippel, 1937; Callen,

1949; Kane, 1959; Fröhlich, 1937), investigations expanded to include hot-

electron effects, including negative differential resistance (NDR), in semicon-

ductors (see Conwell, 1967). Pushing the hot-electron theme to its limits in the

context of a narrow conduction band Bychkov and Dykhne (1965) predicted that

in the limit of high fields the current would inevitably become inversely pro-

portional to the field. Their argument was the simple one that once the electrons

were hot enough to become uniformly spread throughout the band their average

energy was no longer dependent on the field and, consequently, from the energy-

balance equation, j.F was a constant, hence j�1/F. Given that a current exists

under these circumstances, a negative differential resistance appeared to be a

fundamental feature of high-field transport. Incorporating W-S quantization gave

results that supported this conclusion (Bryskin and Firsov, 1972; Levinson and

Vasevitchyute, 1972). But it was unclear that the properties of any known bulk

materials would correspond to the conditions under which the predicted NDR

could be observed.

However, the concept of an artificial superlattice, made of alternate layers of

different semiconductors, offered the possibility of realizing in the narrow

miniband structure the right conditions. Esaki and Tsu (1970) showed that NDR

was indeed to be expected as a consequence of electrons being excited into the

negative mass regions of the miniband. Their analysis assumed the existence of

momentum-relaxing collisions but no energy-relaxing collisions. In the presence

E

W-S

sls

sls

sls

sls

Fig. 15.1 Surface localized states and Wannier–Stark localized states.
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of a NDR a convective instability is expected (Ridley, 1963), and Lei et al.

(1995) showed that a proper account of convective instability had to take into

account energy relaxation as well as momentum relaxation. It is clear that when

the electron is in a localized state, some form of energy relaxation is absolutely

necessary in order for there to be a current. We return to this point later. The

necessity for energy relaxation is most obvious for electrons in W-S states.

A current in this case can only be generated by a hopping mechanism down

the W-S ladder (Fig. 15.2), which can occur most efficiently via the emission of

optical phonons, as discussed by Hacker (1969). The hopping mechanism was

also discussed by Bryskin and Firsov (1972) and by Sawaki and Nishinaga

(1977).

The focus of experimental work has naturally been on these effects in super-

lattices, but this has necessitated the ambient of low temperatures. It is still

necessary to consider the situation in bulk material and to examine the possibility

of achieving a robust NDR at high fields and at room temperature. Of course,

there is the well-known electron transfer mechanism that is the source of the

Gunn effect, which, in InP allows the generation of frequencies up to around

100GHz, the limit being the rate of return of electrons from the upper heavy-

mass band and the rate at which energy is relaxed. Other sources of NDR that

have been studied are mixed scattering and non-parabolicity (e.g. Harris and

Ridley, 1973). A high-field NDR that depends solely on intraband processes has

the technological attraction of a significantly higher frequency performance, the

limits being intraband scattering rates. Sokolov et al. (2004, 2005) have analysed

the Gunn effect in GaN and predict frequency outputs between 140GHz and

1.6 THz. But if a bulk semiconductor is to exhibit negative-mass NDR and W-S

ladders, it must be one that can accommodate high electric fields without elec-

trical breakdown, and GaN, with a band-gap of 3.4 eV, is a prime candidate.

15.3 Negative-Mass NDR

Negative-mass NDR goes back to Krömer’s idea of exploiting the valence-band

structure of Krömer (1958), an idea that is still relevant given the valence-band

structure in quantum wells (see Section 2.3, also Cao et al., 2001; Gribnikov

eEa

Fig. 15.2 Transport via hopping down the W-S ladder. (Here E is field.)
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et al., 2001). In the conduction band of GaN the upper valleys have energies at or

above the inflection point and Krishnamurthy et al. (1997) suggested that a

negative-mass NDR may be achievable. We will return to this idea shortly, but

first we should look at transport in a superlattice, since it was the first multilayer

structure to offer a negative-mass NDR and, moreover, it was experimentally

more accessible.

In describing electron transport through a superlattice, it is necessary to

delineate several different regimes. The first thing to do is to define the condition

in which it makes sense to talk about minibands. If s is the scattering time-

constant for the electrons, the uncertainty in energy will be at least �h/s. If EB is

the miniband width, the condition for there being a recognizable miniband is

EB >>�h/s. When this is not the case, the superlattice is better described as being

multiple quantum wells, with transport occurring via sequential tunnelling. If

the wells are identical, the subbands coincide in energy, and tunnelling can occur.

In the presence of a field, however, the coincidence is weakened and ultimately

destroyed with increasing field. This gives rise to a NDR and consequent domain

formation. The description of sequential-tunnelling transport becomes compli-

cated (see Grahn, 1995; Wacker, 1998) with current oscillations typically at MHz

frequencies.

When EB >>�h/s we can speak about conventional transport in a conduction

band whose shape is determined by the period of the superlattice. The simplest

description is of the time-independent transport in an infinitely long diode. We

adopt for clarity, generality, and simplicity a model band structure, and a model

scattering mechanism, in particular, a tight-binding-like cosine band structure of

the form:

E ¼ ðEB=2Þð1� cos kaÞ ð15:1Þ
where k is the wavevector and a is the superlattice period. Since the period and

bandwidth vary from superlattice to superlattice, we choose to illustrate

transport in the conduction band of GaN since the cosine structure as in

Eq. (15.1) is a good approximation (Fig. 15.3). (But see the Appendix.) The band

structure of Eq. (15.1) exhibits an inflection point where the mass becomes

negative. A description of electron transport with this band structure is

straightforward only if collisions are ignored and the electrons are regarded as

moving ballistically according to the quantum-mechanical acceleration law. We

consider this case in the next section. The challenge here is to incorporate the

effects of scattering in an acceptable way. We look at three approaches to the

problem.
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15.3.1 The Esaki–Tsu approach

We assume that the electron gas is uniform and begin with the acceleration law:

dk

dt
¼ eF

�h
ð15:2Þ

The group velocity is given by dE/d�hk and so:

dv

dt
¼ 1

�h

d2E

dk2
dk

dt
¼ 1

�h

d2E

dk2
eF

�h
ð15:3Þ

In the absence of collision, integrating would give us the group velocity as a

function of time, which, of course, we could have obtained directly from Eq. (15.1).

However, we need to bring in collisions. We assume a simple momentum-

relaxation time and weight the velocity with the probability of avoiding a

momentum-relaxing collision:

vh i ¼ eF

�h

Z t

0

e�t=sm 1

�h

d2E

dk2
dt ¼ eF

�h

Z t

0

e�t=smðEBa
2=2Þ cosðkaÞdt ð15:4Þ

Putting k= eFt/�h and integrating gives:

vh i ¼ EBa

2�h

xBsm
1þ ðxBsmÞ2

½1þ ðxBsm sinxBt � cosxBtÞe�t=sm � ð15:5Þ

Esaki and Tsu then take the solution for t!1, and obtain:

vh i1¼ EBa

2�h

xBsm
1þ ðxBsmÞ2

ð15:6Þ
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Fig. 15.3 Energy versus wavevector in the conduction band of GaN along the
c-axis (Bulutay et al., 2000). The dotted line is the cosine approximation.
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The NDR is shown in Fig. 15.4. In short diodes the transit time can be too short

for a steady state to be established (Fig. 15.5) and, as a consequence, the NDR has

time-dependent elements (Fig. 15.6).

15.3.2. Lucky Drift

It will be noticed that the Esaki–Tsu model does not include energy relaxation.

This implies that the electrons will diffuse upwards in energy, eventually

reaching the upper band-edge and suffering Bragg reflection and consequent

localization. Including the probability of avoiding an energy-relaxing collision

leads essentially to the lucky-drift model for impact ionization (Ridley, 1983).

Rather than follow this approach further, we turn to the case where energy

relaxation produces a steady state.
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Fig. 15.4 Steady state average velocity with momentum and energy relaxation
assuming a constant effective mass. Comparison is made with the Esaki–Tsu
prediction (upper curve).
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15.3.3 The Hydrodynamic Model

We continue to assume a uniform electron concentration and write down the

balance equations for dynamic quantities that are averages over the electron

distribution function:

d vh i
dt

¼ eF
1

m�

� �
� vh i

sm
d Eh i
dt

¼ eF vh i � Eh i
sE

ð15:7Þ

Here sm are sE the average momentum and energy-relaxation times respectively,

and we have taken the initial energy to be zero. These equations are essentially

those of the hydrodynamic model of transport, recently used to describe con-

vective instability in a superlattice (Lei et al., 1995). Solving the equations for the

steady state gives the average energy and velocity as functions of field:

vh i ¼ vm
xBsm

1þ x2
BsmsE

Eh i ¼ EB

2

x2
BsmsE

1þ x2
BsmsE

ð15:8Þ

where vm ¼ EBa=�h; xB ¼ eFa=�h. The variation of the drift velocity with field is

depicted in Fig. 15.4 where it is compared with the Esaki–Tsu result. The average

energy is shown in Fig. 15.7.

In short samples the upper limit of the time is the transit time, T, which is

obtained from L ¼ RT
0

vðtÞdt, where L is the length of the diode. The finite length

of the diode or superlattice becomes an important factor. The concept of a transit

time is, of course, useful only up to the point of Bragg reflection. In the absence
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of energy loss, the critical field for this is just F¼EB/eL. If the emission of optical

phonons is taken into account, the critical field is modified by the average number

of phonons emitted in the transit time, thus F¼ (EBþ�hxT/s)/eL, where s is the

time-constant for spontaneous emission (�10 fs in GaN). Beyond this critical

field the electron executes oscillations and becomes localized. In times of order

EBs/2�hx�150 fs the electrons will become thermalized with some occupation of

the upper conduction-band valleys, and transport will be describable by con-

ventional theory. In the absence of intervalley transfer, Bragg reflection ultim-

ately forces the system into some constant energy state which will exhibit the

Bychkov–Dykhne NDR.

We have said nothing about impact ionization, yet this phenomenon is bound

to set a limit on the length of the bulk diode at high fields. If impact ionization

across the forbidden gap is to be avoided, the applied voltage must not greatly

exceed the bandgap Eg. Thus, ideally, the length should satisfy eFL�Eg, which

implies that for fields of order 1MV/cm and a gap of 3.4 eV the length should not

exceed 340 Å. Transit times then become short enough for ballistic motion to

become dominant.

15.4 Ballistic Transport

So far we have been dealing with the case in which diffusive transport is dom-

inant. We now want to look at four cases where the collision rate is weak enough

for the electrons to move ballistically in the applied field. These are:

(1) Optical-phonon-determined transit-time oscillations.

(2) Transit-time oscillations in a short diode.

(3) Negative-mass NDR

(4) Bloch oscillations
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15.4.1 Optical-Phonon-Determined Transit-Time Oscillations

At low temperatures absorption of optical phonons can be ignored and the

scattering rate for electrons with energy less than �hxLO is determined by acoustic

phonons, impurities, and other defects. Compared to the emission rate for optical

phonons, the low-energy rate is typically small. In a sufficiently strong field,

low-energy electrons can move ballistically until their energy equals or exceeds

the optical-phonon energy when they rapidly emit a phonon and return to near

zero-energy. They are then accelerated once more up to the phonon-emission

threshold and once again return. The electrons therefore execute oscillations in

k space and in real space. Initially these oscillations will be coherent, but,

ultimately, scattering and penetration above the optical-phonon emission

threshold will damp the oscillations. Coherence is improved in quantum wells.

The abrupt emission threshold in quantum wells and its potential for initiat-

ing a NDR was pointed out by Ridley (1982, 1984) and, when electron–electron

scattering is dominant, the streaming Maxwellian distribution leading to a

squeezed distribution was analysed by Ridley et al. (2000). The large phonon

energy of the nitrides make these materials particularly suitable for study. Starikov

et al. (2001, 2002) have predicted that, up to liquid nitrogen temperatures, the

bulk nitrides (InN, GaN, AlN) are potentially capable of generating radiation

from 0.1 to 5THz.

15.4.2 Transit-Time Oscillations in a Short Diode

The classical theory of ballistic transport in vacuum diodes (Llewellyn, 1941) can

be applied to ballistic electrons in semiconductors provided the energy is low

enough for the effective mass to be assumed constant and the diode is free of

carriers before injection. Electrons are taken to be injected into a carrier-free

region from the cathode at x¼ 0 with zero velocity, become accelerated by the

applied field, and are collected at the anode at x¼ L. Since they introduce space

charge, the current density is the sum of drift and displacement:

j ¼ qvþ e
@F

@t
ð15:9Þ

In one dimension Poisson’s equation gives q ¼ e @F@x whence:

j ¼ e v
@F

@x
þ @F

@t

� �
¼ e

dF

dt
¼ em

e

d2v

dt2
ð15:10Þ

15.4 Ballistic Transport 379



The current density is taken to be separable into dc and rf components:

j ¼ jdc þ jrf e
ixt ð15:11Þ

The applied voltage is:

V ¼
ZL
0

Fdx ¼ m

e

ZL
0

dv

dt
dx ð15:12Þ

After some manipulation these equations allow us to write down the real and

imaginary parts of the impedance:

R ¼ ejdc

e2m
2ð1� cosxTÞ � xT sinxT

x4

X ¼ � L

ex
� ejdc

e2m
xTð1þ cosxTÞ � 2 sinxT

x4

ð15:13Þ

where T is the transit time given, in the absence of space charge, by:

T ¼ 2mL

eF

� �1=2

ð15:14Þ

(Note that for the space-charge-limited case the transit time is just 3/2 times the

space-charge-free result.) The real part is depicted in Fig. 15.8. Regions of NDR

appear above xT�2p. With L¼1lm F=0.1MV/cm, T�1ps, and so the frequency

will be in the THz regime. Thus, microscopic vacuum diodes have a role to

play. However, the NDR is extremely weak. A scheme for enhancing the NDR

by using a specially graded heterostructure which enhances a population

inversion caused by the more rapid transit of lower energy electrons has been

suggested by Kozlov et al. (2004). Here, the motion is non-ballistic with

optical-phonon emission creating the low energy population in a region of

stronger field.

15.4.3 Negative-Mass NDR

But in a real semiconductor the mass is no longer constant and Eq. (15.10)

becomes:

j ¼ e v
@F

@x
þ @F

@t

� �
¼ e

dF

dt
¼ e

e�h

d2k

dt2
ð15:15Þ

Adoption of the cosine band structure of Eq. (15.1) allows us to obtain analytic

expressions for the real and imaginary parts of the impedance (Ridley et al.,
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2005). Allowing for the possibility of injection at high energies (e.g. over a

barrier) leads to:

R ¼ ejdc

e2m�
0

1

x2xBðx2 � x2
BÞ

xBðcos yþ cos aÞð1� cosxTÞ
�xðsin y� sin aÞ sinxT

" #

X ¼ � L

ex
� ejdc

e2m�
0

1

x2xBðx2 � x2
BÞ

xBðsin y� sin aÞð1þ cosxTÞ
�xðcos yþ cos aÞ sinxT

" # ð15:16Þ

where xB¼eFa/�h, y¼xBT+a and a¼k0a; m
*
0 is the effective mass at the band-

edge and k0 is the injection wavevector. The transit time is:

T ¼ 1

xB

cos�1 cos a� m�
0xBaL=�h

� �� a
 � ð15:18Þ

Eqs. (15.16) and (15.17) reduce to Eqs. (15.13) and (15.14) in the limit. The

real part of the impedance is depicted in Fig. 15.9. For cold injection (k0 ¼ 0)
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Fig. 15.8 Real part of the impedance for the vacuum diode. The lower figure is a
magnified section showing the weak transit-time NDR regions.
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transit-time NDR appears as usual. For an injection energy that is sufficiently

high, a substantial negative-mass NDR appears over a broad range of lower fre-

quencies. Qualitatively similar behaviour is exhibited under space-charge-limited

conditions (Dyson and Ridley, 2006). A structure consisting of an AlGaN/GaN

junction with injection from the AlGaN barrier into a short GaN layer is able to

exploit the large electric field associated with the spontaneous polarization

(Dyson et al., 2006). However, the phonon-emission time in GaN is very short

(�10fs) which implies that for truly ballistic motion the diode has to be extremely
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short. The polar nature of the interaction favouring small-angle collisions means

that the momentum-relaxation time (�30 fs) is the relevant time-constant at high

energies rather than the scattering time. Nevertheless, even for quasi-ballistic

motion the diode cannot be very long, unless the field is high enough for quasi-

Bloch oscillations, that is xBsm
2p, corresponding to a field greater than about

3MV/cm. Fields of this order associated with the spontaneous polarization are

present in nitride heterostructures. This property, plus the large bandgap and

the inhibition of impact ionization introduced by W-S state localization, make

the AlGaN/GaN system very promising for exhibiting Bloch oscillations and

W-S states in bulk material.

15.4.4 Bloch Oscillations

The implicit assumption in our discussion of ballistic transport is that the

motion is unimpeded between cathode and anode. The implication is that

the field is small enough to satisfy the condition eFL<EB. When this is not the

case, motion towards the anode is impeded by Bragg reflection at the upper

band-edge (Fig. 15.10). Reflection introduces a localization (Fig. 15.1) with an

increasing probability of scattering and energy relaxation. When eFL<EB,

ballistic motion can produce Bloch oscillations if eFas/�h>2p. Fig. 15.11 shows

the Bloch factor xB=eFa/�h in GaN as a function of field. A field over 1MV/cm

is required for fuzzy Bloch oscillations (eFas/�h>1), or somewhat less than this

for quasi-Bloch oscillations if the momentum-relaxation time is used instead of

the scattering time. True Bloch oscillations become possible at fields around

10MV/cm, and then the energy becomes quantized into W-S states. Scattering

between W-S states then determines the current. The calculation of the current

due to hopping has been the aim of a number of authors (e.g. Hacker, 1969;

Bryksin and Firsov, 1972; Sawaki and Nishinaga, 1977). Their results describe

a current that exhibits a series of rises and falls with increasing field which are

related to the increasing gaps between adjacent states. The essential steps of

the calculation are set out below for the case of a single electron interacting

with polar-optical phonons.

The Schrödinger equation is:

ðH0 � eFxÞwðrÞ ¼ EwðrÞ ð15:18Þ
where F is the electric field directed along the x axis. The wavefunction can be

assumed to be of the form:

wðrÞ ¼ Auk?ðr?Þeik?:r?
X
kx

ukxðxÞckxeikxx ð15:19Þ
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For simplicity we will ignore the k dependence of the periodic Bloch function

and take the energy of the electron in the band to be:

E ¼ E? þ Ex ¼ �h2k2?
2m� þ ðEB=2Þð1� cos kxaÞ ð15:20Þ

Insertion of Eq. (15. 19) into Eq. (15.18) and carrying out the usual manipulations

yields:

ck0x ¼ �

R P
kx

ckxe
�ik0xxeFxeikxxdx

Ekx � Ek0x
¼ � ieF

Ekx � Ek0x

dckx
dk0x

dkxk0x ð15:21Þ

and so:

ck0x ¼ exp �
Z

Ekx � Ek0x
ieF

dk0x

� �
ð15:22Þ

The initial energy can be written Ekx
¼E0�eFna, where n is an integer and a is the

lattice constant, and Ek0x ¼ ðEB=2Þð1� cos k0xaÞ. Thus:

wðxÞ ¼
X
kx

ckxe
ikxx ¼ AJmðzÞ ð15:23Þ

where Jm(z) is the Bessel function of orderm¼ n0�n (since E0 � E0
0 ¼ ðn0 � nÞeFa)

and z ¼ E0/eFa. A is a normalizing factor, equal to unity since
P1

m¼�1
J2mðzÞ ¼ 1.

(Note that this assumes an infinite crystal!)

The scattering matrix element in the interaction with a travelling wave is:

M ¼ dk0?;k?
X1
n¼�1

eiqxxJmþnðzÞJnðzÞ ð15:24Þ

Using the sum-rule for Bessel functions gives:

Mj j2¼ J2mðuÞ ¼ J2mð2z sinfqxa=2gÞ ð15:25Þ
The transition polar optical phonon rate is then:

Wðn;k?Þ ¼ e2x
8p2epX
m

ZZZ
J2mðuÞ
q2xþq2?

ðnðxÞ þ 1=2� 1=2ÞdðE0 � E � �hxÞ½ �·k0?dk0?dhdqx

ð15:26Þ
where
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ðE0 � E � �hxÞ ¼ �h2

2m� k0?2� k2?
� �� meFa� �hx ð15:27Þ

Integration over k0? gives:

Wðn; k?Þ ¼ e2xm�
8p2ep�h

2
ðnðxÞ þ 1=2� 1=2Þ½ �

X
m

ZZ
J2mðuÞ
q2x þ q2?

dhdqx ð15:28Þ

Now: q2? ¼ k0?2þ k2? � 2k0?k? cos h, so:

Z2p
0

dh

q2x þ q2?
¼ 2

Zp
0

dh
a� b cos h

¼ 2pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � b2

p

a ¼ q2x þ k02? þ k2?; b ¼ 2k0?k?

ð15:29Þ

With D ¼ meFa� �hx,

Wðn; k?Þ ¼ e2x
8pep

ðnðxÞ þ 1=2� 1=2Þ½ �
X
m

Z
J2mðuÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2
x þ 2Exð2E? � DÞ þ D2

q dqx

ð15:30Þ

where Ex ¼ �h2q2x
2m�. Eq. (15.30) with the upper sign is Hacker’s result for emission.

The limits on m can be found from the conservation of energy:

meFa ¼ E0
? � E? � �hx with E0

?ðminÞ ¼ 0;E0
?ðmaxÞ ¼ EB:

The rate can be obtained numerically. Fig. 15.12a illustrates possible transitions.

Let x¼qxa/2. The spontaneous rate is then:

Wðn; k?Þ ¼ e2xm�a
8pep�h

2

X
m

Z
J2mðEB sin x=eFaÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x4 þ rx2 þ s
p dx ð15:31Þ

r ¼ m�a2

�h2
ð2E? þ meFa� �hxÞ; s ¼ m�a2ðeFa� �hxÞ

2�h2

� �2

ð15:32Þ

The spontaneous emission rate in GaN for the resonant case eFa¼�hx is illus-

trated in Fig. 15.12b. Note that, since for GaN xs�1, the resonant condition

barely satisfies the condition for Bloch oscillation. The rates of Fig. 15.12b are

maximum.
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15.5 Femtosecond Generators

The femtosecond Ti-sapphire laser has been exploited to create transient electron-

hole populations near the surface of a semiconductor, and this generates THz

radiation. There is a range of processes that can contribute to the emission of

electromagnetic emission in the THz region. We summarize these in what follows.

15.5.1 Optical Non-Linear Rectification.

Semiconductor crystals, like others, exhibit optical non-linearity, a measure of

which is the non-linear susceptibility vð2Þ. In the case of a monochromatic beam,

the non-linearity produces rectification and a second-harmonic. In the case of

a pulse, there is a broad spectrum that can be produced (Fig. 15.13) with the

non-linear polarization proportional to the strength of the pulse.
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15.5.2 Surge Current

Most semiconductors exhibit band bending at the surface. This occurs as a

consequence of the Fermi level being pinned at the neutrality point of the surface

states in an extrinsic semiconductor (see Mönch, 2004). The generated carriers

therefore get accelerated by the surface field and the resultant transient current

generates THz radiation (Fig. 15.14).

15.5.3 Dember Diffusion

In the absence of a surface field a quasi-neutrality is eventually established in

which there is a bipolar diffusion at a rate determined by the lower mobility

carrier. Neutrality is established by the flow of electron and hole diffusion cur-

rents, and this generates THz radiation (Fig. 15.15).
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Fig. 15.13 Non-linear rectification.
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Fig. 15.14 Surface generation in the presence of a surface field and the conse-
quent surge current.
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15.5.4 Coherent Phonons

The incident pulse can coherently excite LO/TO and polariton modes which have

frequencies typically in the THz regime. Where the density of carriers is large,

the excitation can be of coupled phonon–plasmon modes.

15.5.5 Photoconductive Switch

An Austin switch consists of a photoconductive material of high resistivity, short

carrier lifetime, and photogenerated carriers of high mobility, in which a high

electric field can be applied parallel to the surface between two closely spaced

contacts. Excitation by a short light pulse generates currents that, in turn, gene-

rate THz radiation. Typical materials are radiation-damaged silicon and low-

temperature-grown GaAs. Closely allied to the switching principle is the use of

reversed-bias pin structures, in which the built-in high field is exploited.

15.6 CW Generators

15.6.1 Photomixing

The reverse-biased pin structure can also be used as a photomixer. In this device

electrons and holes are generated in the p side of the pin by two lasers with

frequencies that differ by THz. Since the generation rate is determined by intensity,

which is quadratic in the amplitude, there is a component at the difference fre-

quency. Generation in the p side of the junction means that the slower-moving holes

are collected at the cathode and the faster electrons diffuse to the junction and

provide the oscillating current that is the source of the THz radiation (Fig. 15.16).
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Fig. 15.15 Diffusion of carriers in the absence of strong band bending.
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15.6.2 Quantum-Cascade Lasers

As in all lasers the principle is to engineer an inverted distribution. In the cascade

laser this is achieved by injecting electrons into subband 2 of a quantum well

(or coupled wells) with, ideally, subband 1 empty. There are many ingenious

designs; we consider just two (Williams, 2007). In the chirped superlattice the

minibands are broad, ensuring efficient transport, and the optical transition is

from the bottom of subband 2 to the top of subband 1. Electrons at the top of

subband 1 are removed rapidly to the bottom by intrasubband scattering processes
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Fig. 15.16 Photoconductive mixing.
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Fig. 15.17 Quantum-cascade laser: chirped superlattice (Williams, 2007).
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Fig. 15.19 Various designs of quantum-cascade lasers showing minibands and
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(Fig. 15.17). In the resonant-phonon superlattice the minibands are narrower so

the THz photon is more precisely defined. In this case the electrons in subband 1

are removed by the transition from subband 1 to the subband 2 of the following

section, which is arranged to be exactly below subband 1 by the LO phonon

energy giving the optimum emission rate (Fig. 15.18). Other designs are shown in

Fig. 15.19.

Quantum-cascade lasers producing THz radiation work best at 4.2K, but usable

intensities at higher frequencies can be engineered at higher temperatures.

Appendix

In the real band structure of GaN the conduction band exhibits folding along the

c axis whereby the reflected electron continues to move through the Brillouin

zone into an upper valley. In the extended zone the valley’s wavevector is

p/c�k�2p/c, where c is the lattice constant along the hexagonal axis (hitherto

denoted a). The Bragg reflection that occurs at k¼ p/c deflects the electron into

what is effectively an upper-energy narrower band (Fig. 15.A1). However, the

electron remains localized and transport will continue to entail a NDR.
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Appendix 1 The Polar-Optical Momentum-Relaxation

Time in a 2D Degenerate Gas

Returning to Eq. (11.3) and retaining products of symmetric–antisymmetric occupation
factors for the 2D case, we obtain for the antisymmetric components

eFvðEÞ @f0ðRÞ
@E

¼ W0

�h

2m � x
� �1=2�hx

E
ðI1 þ I2Þ

I1 ¼ ½ f1ðE þ �hxÞHaða0;EÞ � �f1ðEÞHaðEÞ�nðxÞ
þ ½ð1þ f0ðEÞÞf1ðE þ �hxÞHaða0;EÞ�f0ðE þ �hxÞf1ðEÞHaðEÞ�

I2 ¼ ½ f1ðE � �hxÞHeða00;EÞ�f1ðEÞHeðEÞ�nðxÞ
þ ½ f0ðEÞf1ðE � �hxÞHeða00;EÞ � ð1� f0ðE � �hxÞÞf1ðEÞHeðEÞ�

These equations are a generalization of Eq. (11.37b) to the degenerate case. The ladder
nature is brought out by substituting E ¼ nþ j�h x where j is an integer and 0 � n � �hx.
Using the relations between He and Ha we can express the sum as follows:

eF
X1
j¼0

vðnþ j�hxÞ @f0ðnþ j�hxÞ
@n

¼ �
X1
j¼0

f1ðnþ j�hxÞ
sðnþ j�hxÞ

where

1

sðn þ j�hxÞ ¼ W0

�h

2m � x

� �1=2

½HmefnðxÞ þ 1� f0ðnþ ð j� 1Þ�hxÞg

þ HmafnðxÞ þ f0ðnþ ð jþ 1Þ�hxÞg�

and

Hme ¼ Heðnþ j�hxÞ � Heða00; nþ j�hxÞ
Hma ¼ Haðnþ j�hxÞ � Heða0; nþ j�hxÞ

We now exploit the fact that the differential on the left is approximately replaceable
by the delta function d( þ j�hx – EF), where EF is the Fermi energy, an approximation
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that gets better the lower the temperature. This allows us to define a momentum-
relaxation time

eFvðEFÞdðE � EFÞ ¼ � f1ðEFÞ
sðEFÞ

where

1

sðEFÞ ¼ W0

�h

2m � x
� �1=2�hx

EF

ðHme þ HmaÞðnðxÞ þ f0ðEF þ �hxÞÞ

and it is understood, as usual, that Hme is zero unless EF �hx. The mobility is then simply

l ¼ esðEFÞ
m�
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Appendix 2 Electron/Polar Optical Phonon Scattering

Rates in a Spherical Cosine Band

In GaN along the hexagonal axis (C – A, the c axis) the band profile can be approximated
with only small error by a cosine function (Fig.15.3):

E ¼ ðEB=2Þð1� cos kaÞ ðA2:1Þ

where E is the kinetic energy of the electron of wave-vector k, – p/a < k < p/a, EB is
the band width and a (¼5.186Å) is the lattice constant along the c axis. The band profile
along a principle direction perpendicular to the c axis (C – M) is virtually identical, and
along the other principle perpendicular direction (C – K) it deviates from the form along
the c axis only towards high energies. Thus, a reasonably valid approximation can be
made that assumes spherical symmetry, which can be used to estimate density of states
and scattering rates for energies not too close to the upper band edge. The density of states
per unit energy interval is given by (Fig. A2.1):

NðEÞ ¼ 1

2p2a3EB

½cos–1f1–ð2E=EBÞg�2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE=EBÞ–ðE=EBÞ2

q ðA2:2Þ

We take the scattering to be predominantly associated with the interaction with polar-
optical modes at 300K. There are three rates of importance – the scattering rate, the
momentum-relaxation rate and the reciprocal of the energy-relaxation time. Analytical

0.5

0.4

0.3

0.2

0.1

0.0

N
(E

) 
(1

028
 E

B
m

–3
)

1.00.80.60.40.20.0
E/EB

Fig.1 Density of states. The dashed curve is the parabolic approximation.
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results for these for an electron with energy E is obtained by neglecting the anisotropy of
the phonon frequency (which is small) and taking the phonon energy to be 91meV and
independent of the wave-vector.

WðkÞ ¼ e2x
4pepEBa

½nðxÞ þ 1

2
� 1

2
� k

0

k

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE0=EBÞ � ðE0=EBÞ2

q ln
ðk0 þ kÞ2
k02 � k2j j

 !
ðA2:3Þ

WmðkÞ ¼ e2x
4pepEBa

½nðxÞ þ 1

2

� 1

2
� k

0

k

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE0=EBÞ � ðE0=EBÞ2

q k0

k
þ k2 � k02

2k2

� �
ln

ðk0 þ kÞ2
k02 � k2j j

 !
ðA2:4Þ

where the dash denotes the final state and E0 ¼ E � �hx. The energy-relaxation rate is:

E � E0

sE
¼ e2x

4pepEBa

k0

k

�hxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE0=EBÞ � ðE0=EBÞ2

q ln
ðk0 þ kÞ2
k02 � k2j j

 !
nðxÞ þ 1

�nðxÞ
�

ðA2:5Þ

where E0 is the average energy at thermodynamic equilibrium and sE is the energy-
relaxation time. In these equations: k ¼ ð1=aÞ cos�1f1� ð2E=EBÞg. W(k), Wm(k) and
1/sE are depicted in Fig. (A2.2). These model rates are in excellent agreement with
rates computed numerically (Bulutay et al., 2000).
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Fig.2 Scattering rate (top), momentum relaxation rate (middle) and energy
relaxation rate (bottom). The dashed curves are for the parabolic approximation.
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