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PREFACE

Students who are curious and who like solving puzzles are ideal candidates for a course in
psychological research methods. We developed this book in order to meet the needs of students
who are learning to think like psychologists. We assume that you have already completed at
least one course in psychology and have developed an interest in the discipline, so you are ready
to apply your knowledge to ask and answer questions about thought, attitude, and behavior.

We also think that you are probably uncertain about the prospect of learning about statis-
tics and the methods of research. Throughout the book, we have tried to show how the content
of'this course involves tools for understanding people. What is most important is that these tools
help us learn about people and other animals. So we worked to create a book that will not let
you lose sight that psychologists focus on questions about what people do and why they do it.

To benefit from your course on asking and answering research questions about people, you
only need to bring your sense of curiosity and a willingness to puzzle through the complexities of
behavior. It is not always an easy task, but it is an interesting task. And at the end of a research
project, you know something that nobody else in the world knows; you have created knowledge
through your research that helps us advance, one step at a time, what we know about people.

Throughout the book, we have tried to make our writing as clear and accessible to you
as possible. There are technical terms that you need to learn and understand, but we strove to
minimize wording that would distract you from the points that we think you should know. As
we progress through each chapter, our goal is to help you gradually build your skill set. First,
we introduce basic tools for understanding research, then we show how you use those tools.
At each step along the way, your knowledge will grow until, at the end of the course, you
will understand the process of planning a research project, carrying it out, and then drawing
conclusions about the question that interests you. And, as we mentioned before, at the end of
your project, you will know something that nobody else in the world knows. You will have
created a new nugget of knowledge.

In order to think like a psychologist, you have to acquire some skills that you may not
already have. These skills include the ability to formulate a question that can be answered
through psychological, scientific procedures; to develop a plan for arriving at a valid answer;
and to draw conclusions that are sound.

You must also learn how to analyze data that you might collect to answer a research
question. We explain basic statistical concepts using a clear and direct approach. We focus on
helping you to understand how and why to use statistics rather than emphasizing calculations
of statistics. After all, statistical software is very useful for performing the actual calculations.

As you learn the tools of research, we will show you how psychologists have studied
interesting topics using those tools. Previous research is often the key to developing new
projects. With the diversity of topics we provide in this book, you will be able to see the diver-
sity of projects that psychologists undertake. We also give ideas about how to extend previous
research. To help you solidify your knowledge, we have created problem sets for you to use
to check your progress.

XV



xvi

Preface

In addition, we have provided guidance for writing research reports. Psychologists
typically use the style of the American Psychological Association. There are a lot of details,
but we have outlined them in a way that will make it possible for you to create a report that
conforms closely to APA style. Beyond the written report, we have also included ways to
enhance a poster presentation of your work and an oral presentation.

The book has six sections, each with its own focus. The first section (Chapter 1) intro-
duces you to the general principles of scientific research. The second section (Chapters 2 to 5)
provides practical guidance for creating a sound research project. The third section (Chapters
6 to 10) describes how to set up experiments and analyze data to draw conclusions about
behavior. The fourth section (Chapters 11 to 13) provides information about nonexperimental
types of research, like surveys and case studies and ways to make sense of the data. The fifth
section (Chapter 14) shows how individual and cultural differences can affect research results.
This final chapter is unique to this book; most treatments of research methods do not consider
the effects of culture, race, ethnicity, gender, and so forth in research. We have tried to remedy
this shortcoming to account for these important issues.

In order to help instructors with their work, we have included supplements to this book.
The instructors” manual includes many activities that will help students to actively engage in
creating research designs and interpreting statistical analyses. Laboratory and data-collection
exercises will help students understand how psychologists actually collect and analyze data.
The data sets will be particularly useful for small classes that may not have enough students
to generate data with sufficient power to detect real differences across groups or correlations
among variables. The data sets are the result of participation of students across many semesters.

We also provide instructors with PowerPoint slides that will aid in presenting information
to students in a traditional class setting or in an online format. A set of testing materials for evalu-
ating student progress is also available to faculty. We provide questions in a variety of formats to
aid instructors in designing tests that might be used in a variety of instructional formats.

We are happy to acknowledge the people who have helped us bring this project to a success-
ful conclusion. They include a group of fastidious reviewers who provided very helpful feedback
during the development of the book: Pam Ansburg, Metropolitan State College, Denver; Joan
Bihun, University of Colorado, Denver; Alaina Brenick, University of Maryland; Jay Brown,
Texas Wesleyan University; Stephen Burgess, Southwestern Oklahoma State University; Pamela
Costa, Tacoma Community College; Alyson Froehlich, University of Utah; Don Hantula, Temple
University; Constance Jones, California State University, Fresno; David Kreiner, University of
Central Missouri; Marianne Lloyd, Seton Hall University; Bryan Myers, University of North
Carolina, Wilmington; Katia Shkurkin, St. Martin’s University; and Eric Stephens, University of
the Cumberlands. We also want to thank Martin and Terry Jorgensen, Kennesaw State University,
and Sue Franz, Highlands Community College, for their technical help.

In addition, we appreciate the work of our editors Susan Hartman, Jeff Marshall, Stephen
Frail, Roberta Sherman, and Madelyn Schricker from Pearson Education, who we could count
on to help us solve problems and keep the book moving in the right direction. Our thanks also
go to Karen Berry at Laserwords, who guided us through the editing details. Barney Beins rec-
ognizes that none of this would be nearly as meaningful without his wonderful family, Linda,
Agatha, and Simon. Maureen McCarthy recognizes her brothers Tom and Dan McCarthy for
their insights into the world of student learning.
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CHAPTER 1

PSYCHOLOGY, SCIENCE, AND LIFE

CHAPTER OUTLINE
WHY ARE RESEARCH METHODS IMPORTANT TOOLS Science Is Replicable and Verifiable
FOR LIFE? Science Is Public
gfeatlng KinWInget . THE INTERACTION OF SCIENCE AND CULTURE
nswering Important Questions The Government’s Role in Science
WHY WE DO RESEARCH Cultural Values and Science
Description CONTROVERSY: SHOULD WOMEN SERVE AS JURORS?
Explanation
Prediction SCIENTIFIC LITERACY
Control Science and Pseudoscience

Warning Signs of Bogus Science
Junk Science

CONTROVERSY: WHAT CAUSES AUTISM?

WHAT CONSTITUTES SCIENTIFIC KNOWLEDGE?

Science Is Objective
Science Is Data Driven

LEARNING OBJECTIVES

Identify and describe the four basic goals of science.

Explain why falsifiability is important in scientific research.

Define the five different ways of knowing.

Explain the advantages of using the scientific approach to knowing.

Describe the four characteristics of scientific research.

Explain how science is driven by government, culture, and society.

Explain how researchers try to generalize from laboratory research to the natural world.

Differentiate between science and pseudoscience.

Identify the general characteristics of pseudoscience.
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Chapter 1 ® Psychology, Science, and Life

CHAPTER PREVIEW

You probably know a great deal about people and some interesting and important facts about
psychology, but you probably know relatively little about psychological research. This book
will show you how research helps you learn more about people from a psychological point of
view. You can be certain of one thing: There are no simple explanations.

When you read through this chapter, you will learn that there are different ways of
knowing about behavior. As a beginning psychologist, you will get a glimpse about why some
types of knowledge are more useful than others. In addition, you will see that people can be
resistant to changing what they believe. For instance, a lot of people believe in ESP or other
paranormal phenomena, even though the scientific evidence for it just isn’t there. One reason
for such beliefs is that most people don’t approach life the same way that scientists do, so the
evidence they accept is sometimes pretty shaky.

Finally, this chapter will introduce you to some of the cautions you should be aware of
when you read about psychological research in the popular media. Journalists are not scientists
and scientists are not journalists, so there is a lot of potential for miscommunication between
the two.

Why Are Research Methods Important Tools for Life?

The great thing about psychology is that people are both interesting and complicated, and we
get to learn more about them. As you learn more, you will see that there can be a big differ-
ence between what we think we know about behavior and what is actually true. That is why
you need this course.

Your course on research begins the process of learning about how psychological knowl-
edge emerges. This knowledge can be useful when applied to people’s lives. For instance, even
four years after a domestic terrorist destroyed a federal building in Oklahoma City, killing
168 people, about half the survivors were still suffering from some kind of psychiatric illness
(North et al., 1999). This pattern mirrors the effects of the terrorist attacks in the United States
in 2001, the devastation and hurricane damage in Louisiana in 2005, and the experiences of
many soldiers in combat in Iraq and Afghanistan, indicating the critical need to provide effec-
tive treatments (Humphreys, 2009).

We don’t have to rely on such extreme examples of the use of psychological research.
For example, scientists have suggested that some people suffer from addiction to indoor tan-
ning (Zeller et al., 2006), with some people showing withdrawal symptoms when the research-
ers experimentally blocked the physiological effects of tanning (Kaur et al., 2006).

Another complex question relating to everyday life has involved something as seem-
ingly noncontroversial as the Baby Einstein DVDs that purport to enhance language learning.
Researchers have found that with increasing exposure to the Baby Einstein videos, language
development actually slows down (Zimmerman, Christakis, & Meltzoff, 2007). In fact, Chris-
takis (2009) has claimed that there is no experimental evidence indicating any advantages for
language development in young infants. The developer of the videos makes the opposite claim.
So how should we respond?

The only way to address such issues is to do research, which means that we need to cre-
ate knowledge where it does not already exist. It might sound strange to think of “creating”
knowledge, but that is exactly what happens in research. You end up with information that
didn’t exist before. This is one of the exciting parts of doing research: When you complete a
study, you know something that nobody else in the world knows.
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Creating Knowledge

In reading textbooks or journal articles, we might get the impression that we can carry out a
research project and an explanation jumps clearly out of the results. In reality, there is always
uncertainty in research. When we plan our investigations, we make many decisions about our
procedures; when we examine our results, we usually have to puzzle through them before we
are confident that we understand what we are looking at. In textbooks and journals, we only
see the end product of ideas that have worked out successfully, and we do not see the twists
and turns that led to those successes.

In this course, we will see that research requires imagination, creativity, and ingenu-
ity in developing knowledge. If we want to address the question of indoor tanning addiction
(or any other behavior), we need to understand how we can create knowledge, which is what
a course in research methods is all about.

This course in research methods will also help you prepare for a possible future in psy-
chology. If you attend graduate school, you will see that nearly all programs in psychology
require an introductory psychology course, statistics, and research methods or experimental
psychology. Most programs do not specify much more than that. Your graduate school profes-
sors want you to know how psychologists think; research-based courses provide you with this
knowledge. Those professors will provide courses that will help you learn the skills appropriate
for your career after you develop the basics. As a psychologist, you also need to understand the
research process so you can read scientific journals, make sense of the research reports, and
keep abreast of current ideas. Even if you don’t choose a career as a researcher, you can still
benefit from understanding research. Many jobs require knowledge of statistics and research.

In addition, every day you will be bombarded by claims that scientists have made break-
throughs in understanding various phenomena. It will be useful for you to be able to evalu-
ate whether to believe what you hear. One of the purposes of a course in research is to help
you learn how to think critically about the things people tell you. Is their research sound? Is
the conclusion they draw the best one? Do they have something to gain from getting certain
results? This process of critical thinking is a hallmark of science, but it is also a useful tool in
everyday life.

Answering Important Questions

There are many important scientific questions in need of answers. The journal Science (2005)
listed what some scientists see as the top 25 questions that society needs to address. At least
five of these are associated with issues that psychologists can help address:

e What is the biological basis of consciousness?

e How are memories stored and retrieved?

e How did cooperative behavior evolve?

e To what extent are genetic variation and personal health linked?

e Will the world’s population outstrip the world’s capability to accommodate 10 billion
people?

These questions deal with behavior, either directly or indirectly. As such, psychologists will
need to be involved in providing portions of the answers to each of these questions.

Of the next 100 important questions, 13 are psychological and behavioral, at least in
part. These questions appear in Table 1.1, along with the areas of psychology to which they
relate. As you can see, regardless of your specific interest in psychology, you will be able to
find important questions to answer.
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TABLE 1.1 Psychological Questions Listed Among the Top Unanswered Questions in Science (2005) Magazine
and the Areas of Psychology Associated with Them

Area of Psychology Question

Social psychology What are the roots of human culture?

Cognitive psychology What are the evolutionary roots of language and music?
Biological bases of behavior/Cognitive psychology Why do we sleep?

Personality/Learning Why do we dream?

Biological bases of behavior

What synchronizes an organism’s circadian clocks?

Comparative psychology/Learning How do migrating organisms find their way?

Social psychology/Biological bases of behavior What is the biological root of sexual orientation?
Abnormal psychology What causes schizophrenia?

Developmental psychology Why are there critical periods for language learning?
Personality theory/Biological bases of behavior How much of personality is genetic?

Biological bases of behavior Do pheromones influence human behavior?
Developmental psychology/Biological bases of behavior What causes autism?

Personality theory Is morality hardwired into the brain?

After you complete this course in research methods, you will be able to apply your new
knowledge to areas outside of psychology. The research skills you pick up here will let you
complete solid psychological research projects, but will also help you understand life better.

Why We Do Research

Description—A goal of
science in which behav-
iors are systematically and
accurately characterized.

People are curious, social beings. As a result, most of us are interested in what others are up
to and why. By the time you read this book, you have been observing others since childhood.
You have probably become a sophisticated observer of others’ behaviors and can predict pretty
well how your friends will react if you act a certain way, at least some of the time. How did
you gain this knowledge? Throughout your life, you have done things and then you observed
the effect you had on others. Although you probably have not gone through life wearing the
stereotypical white lab coat worn by some scientists, you have acted like a scientist when you
discovered that “When I do this, they do that.” One of the differences between scientific and
nonscientific observation, though, is that scientists develop systematic plans, and we work to
reduce bias in recording observations. In the end, however, curiosity and enjoyment in finding
out about behavior underlies the reason why researchers do their work—they think it is fun.

As curious scientists, we generally work toward four increasingly difficult goals based
on our observations: description, explanation, prediction, and control of behavior.

Description

Our tendency to act and then to observe others’ reactions fulfills what seems to be a basic need
for us: describing the world around us. In fact, when you can describe events around you, you
have taken the first step in scientific discovery. In research, description involves a systematic
approach to observing behavior

In your course on behavioral research, you will learn how, as scientists, we systemati-
cally begin to understand why people act as they do. The biggest difference between what you



Explanation—A goal
of science in which a
researcher achieves
awareness of why behav-
iors occur as they do.

Falsifiability—A char-
acteristic of science such
that any principle has to
be amenable to testing to
see if it is true or, more
specifically, if it can be
shown to be false.
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do in your everyday observations and what scientists do is that scientists pay attention to a
lot of details that we normally think of as unimportant. Unlike most of us in everyday, casual
observation, researchers develop a systematic plan for making objective observations so we
can generate complete and accurate descriptions.

Explanation

This leads to the second goal of science, explanation. When we truly understand the
causes of behavior, we can explain them. This is where theory comes in. A theory helps us
understand behavior in a general sense. In scientific use, a theory is a general, organizing
principle. When we have enough relevant information about behavior, we can develop an
explanatory framework that puts all of that information into a nice, neat package—that is,
into a theory.

In order to develop a theory, we look at the facts that we believe to be true and try to
develop a coherent framework that links the facts to one another. The next step is to test the
theory to see if it successfully predicts the results of new research. So we generate hypotheses,
which are educated guesses, about behaviors, and we test those hypotheses with research. The
research shows us whether our hypotheses are correct; if so, the theory receives further support.

If enough of our hypotheses support a theory, we regard it as more useful in under-
standing why people act in a certain way; if those hypotheses do not support the theory,
we need to revise or abandon the theory. When we conduct research, we should have an
open mind about an issue; we might have preconceived ideas of what to expect, but if we
are wrong, we should be willing to change our beliefs. Scientists do not revise or abandon
theories based on a single research study, but after enough evidence accumulates showing
that a theory needs revision, then we work to determine what would constitute a better model
of the behavior in question.

When we examine hypotheses, we make them objective and testable. This means that
we define our terms clearly so others know how exactly what we mean, and we specify how
our research will assess whether a hypothesis is valid. One of the important elements of the
scientific method is falsifiability. That is, we will test hypotheses to see if we can prove them
wrong. Scientists do not believe that you can prove that an idea or theory is absolutely true.
There may be a case that you have missed that would disprove the theory. But we can see
when the theory breaks down, that is, when it is falsified. The best we can do is to try to falsify
the theory through continual testing. Each time we try and fail to falsify the theory, we have
greater confidence in it.

For decades, people have used Freudian (psychodynamic) or behavioral theories to try to
understand behavior. Both approaches have generated useful ideas about human behavior and
have been accepted, at least in part, by the general public. You can see the impact of Freudian
theory if you consider some of Freud’s terms that have gained currency in everyday language,
like repression, penis envy, or Freudian slips.

Some psychologists believe that many of Freud’s ideas are not scientifically valid.
In fact, when Freudian ideas have been subjected to experimentation, they often have not
stood up well. In a perspective as complicated as psychodynamic theory, though, there is
still disagreement about the scientific status of ideas such as unconscious processing of
information, and some psychologists maintain that Freudian ideas have received support
from research (Westen, 1998). Many psychologists today believe that Freud was a good
observer of what people do and think but that his explanations of those behaviors were
not valid.

Behavioral terms have also made their way into everyday language, as when people
talk about positive or negative reinforcement. In the case of behaviorism, most psychologists
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Prediction—A goal

of science in which a
researcher can specify

in advance those situa-
tions in which a particular
behavior will occur.

Control—A goal of
science in which a
researcher can manipulate
variables in order to pro-
duce specific behaviors.

affirm that it is a truly scientific approach. The ideas are objective and testable; in a wide
variety of research programs, the utility of behavioral ideas has been well established. The
principle of falsifiability is relevant here because theories are supposed to generate new
ideas. If we can’t test those ideas to see if they withstand scrutiny, the theory isn’t very
useful.

In research, we use hypotheses to make predictions about behavior; theories are useful
for helping us explain why our predictions are accurate. As psychologists, we use theory
to explain behavior. Our explanations differ from the ones we generate in everyday life in
that scientific explanations involve well-specified statements of when behaviors will or will
not occur.

Prediction

After you describe what people are likely to do in a certain situation, the next logical step is
to expand your knowledge beyond simple description. The third step is to predict behavior.
Suppose you tell a story. You are likely to make a prediction about how your friends will react
to it. In considering whether to tell the story, you are making a prediction about their response.
Every time you tell a story, you are engaging in a kind of experiment, making a prediction
about the outcome. Naturally, you are sometimes wrong in your prediction because people are
not easy to figure out.

Similarly, in any kind of research, scientists sometimes make poor predictions. When
that happens, we try to figure out why the predictions were wrong and attempt to make better
ones next time. A big difference between casual and scientific predictions is that scientists
generally specify in great detail what factors lead to a given outcome. For most of us in every-
day life, we have a vague notion of what behaviors to expect from others and, as a result, will
accept our predictions as true if somebody behaves in ways that are roughly approximate to
what we expected. There is a lot of room for error.

In our relationships with others, we find it helpful to describe and to predict their
behaviors because it gives us a sense of control; we know in advance what will happen.
At the same time, most of us want to know even more. We want to know why people
act as they do. This is a difficult process because people’s behaviors arise for a lot of
reasons.

Control

The final step in the scientific study of behavior is control. Some people may ask whether
it is right for us to try to control others’ behaviors. Most psychologists would respond that
we affect others’ behaviors, just as they affect ours. It is not a matter of should we control
behavior, but rather zow does it happen. For example, parents try to raise children who show
moral behavior. It would be reassuring to parents if they knew how to create such behavior
in their children.

In order to exert control of behavior effectively, we need to understand why the behav-
ior occurs as it does. To understand the elements of control, we need to have well formulated
theories. At this point, we don’t have a single theory of behavior that can capture the variety
of human experience.

Psychologists with different theoretical orientations may use similar statements in
describing behavior, but they will begin to diverge when making predictions, become even
more different regarding explanation, and even more so with respect to control. Table 1.2 sum-
marizes the four different goals of science and how psychologists have used them at various
points in their research programs.
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TABLE 1.2 Example of the Goals of Research and How They Relate to the Development of Knowledge
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Description

Explanation

Prediction

Control

One evening in 1964, a woman named Kitty Genovese was attacked and murdered while walking home from
work at 3 a.m. in Queens, New York. It was originally—and mistakenly—reported that thirty-eight people saw
what was happening from their apartment windows, but nobody helped; nobody even called the police.

Two psychologists (e.g., Latané and Darley, 1970) wondered why this might happen. Their first step in
understanding this phenomenon was to describe what happened. Based on descriptions of the initial event,
Darley and Latané (1968) investigated some of the implications of Genovese’s murder as they relate to helping
behavior.

This event was so striking that it led to an enormous amount of research and analysis (e.g., Cunningham,
1984; Takooshian & O’Connor, 1984) and stands as a prime example of research that results from something
that occurs outside the laboratory. (Manning, Levine, and Collins [2007] have identified some important dis-
crepancies between the actual events and what has been reported, but that does not detract from the important
research that emerged based on what people thought had happened.) (See Cialdini, 1980, for a discussion of
using naturally occurring events as a basis for behavioral research.)

Once we can document and predict events, we can try to explain why behaviors occur. Psychologists have
identified some of the underlying factors that may help us understand why people do not help others. As
Darley and Latané (1968) have noted, when there are more people around, we are less likely to notice that
somebody needs help and, even when we notice, we are less likely to offer aid. Part of this failure to act
involves what has been called diffusion of responsibility; that is, when others are around, we can pass blame
for our inaction to them, assuming less (or none) for ourselves.

We can try to determine those conditions where helping behavior is likely to occur. Helping occurs as people
try to avoid feeling guilty (Katsev et al., 1978), and helping diminishes if people have been relieved of guilt
(Cialdini, Darby, & Vincent, 1973). In addition, if people believe that another individual is similar to them,
they will help (Batson et al., 1981).

Helping behavior involves complicated dynamics, so it will be difficult to identify precisely those condi-
tions in which helping will occur, but we have identified some variables that allow us to make generally accu-
rate predictions.

Once we are confident of our predictions, we can ultimately control behavior. Behaviors in everyday life are
seldom controlled by a single variable, but we can control behavior to a degree by manipulating the relevant
variables.

Programs to help poverty-stricken people often rely on guilt or empathic pleas. Depending on the particu-
lars of the circumstances, we may help others if our mood is positive because we tend to generalize our good
mood to everything around us (Clark & Teasdale, 1985); or we may help if our mood is negative, but we think
that helping somebody will improve our mood (Manucia, Baumann, & Cialdini, 1984). Knowledge of these
effects can help us control behaviors.

What Constitutes Scientific Knowledge?

Tenacity—The mode
of accepting knowledge
because one is comfort-
able with it and simply
wants to hold onto it.

Authority—The mode
of accepting knowledge
because a person in a
position of authority
claims that something
is true or valid.

There are different paths to factual knowledge in our lives. We will see that not all roads to
knowledge are equally useful. The nineteenth-century American philosopher Charles Sanders
Peirce (1877) identified several ways of knowing, which he called tenacity, authority, the
a priori method, and the scientific approach. He concluded that the best approach was the
scientific one.

Tenacity involves simply believing something because, based on your view of the world
and your assumptions, you don’t want to give up your belief. People do this all the time; you
have probably discovered that it can be difficult to convince people to change their minds.
However, if two people hold mutually contradictory beliefs, both cannot be true. According
to Peirce, in a “saner moment,” we might recognize that others have valid points, which can
shake our own beliefs.
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A priori method—The
mode of accepting knowl-
edge based on a premise
that people have agreed
on, followed by reasoned
argument.

Scientific approach—
The mode of accepting
knowledge based on
empirically derived data.

Objective—Measure-
ments that are not affected
by personal bias and that
are well-defined and
specified are considered
objective.

An alternative to an individual’s belief in what is true, Peirce thought, could reside in
what authorities say is true. This approach removes the burden from any single person to make
decisions; instead, one would rely on an expert of some kind. Peirce talked about authorities
who would force beliefs under threat of some kind of penalty, but we can generalize to any
acceptance of knowledge because somebody whom we trust says something is true. As Peirce
noted, though, experts with different perspectives will hold different beliefs. How is one to
know which expert is actually right?

He then suggested that people might fix their knowledge based on consensus and rea-
soned argument, the a priori approach. The problem here, he wrote, was that reasons for
believing something may change over time, so what was seen as true in the past may change.
If we want to know universal truths, he reasoned, the most valid approach is through science,
which is objective and self-correcting. Gradually, we can accumulate knowledge that is valid
and discard ideas that prove to be wrong.

One of the major differences between scientific knowledge and other kinds of knowledge
is that scientific work is much more systematic than casual observation. In addition, researchers
abide by certain general principles in deciding what to believe. Our scientific knowledge relies
on the fact that our observations are objective, data-driven, public, and potentially replicable.
We will see shortly what this means, but what it all comes down to is the fact that, as scientists
and as good decision makers, we need to evaluate how well research has been done. If we
decide that the investigators have done everything correctly, we should be willing to change
our minds about what we believe to be true, even if we don’t like the truth. As it turns out,
people are so complicated that a single research study will never lead to a complete change in
beliefs; the process is incremental, with a series of small steps rather than a giant leap. This
is why reports of breakthroughs are not credible—new knowledge is always the result of an
accumulation of earlier research findings, no matter what you hear on the news.

Science Is Objective

What does it mean for our observations to be objective? One implication is that we define
clearly the concepts we are dealing with. This is often easier said than done. Psychologists deal
with complex and abstract concepts that are hard to measure. Nonetheless, we have to develop
some way to measure these concepts in clear and systematic ways. For example, suppose we
want to find out whether we respond more positively to attractive people than to others.

To answer our question, we first have to define what we mean by “attractive.” The defi-
nition must be objective; that is, the definition has to be consistent, clear, and understandable,
even though it may not be perfect.

Researchers have taken various routes to creating objective definitions of attractiveness.
Wilson (1978) simply mentioned that “a female confederate . . . appearing either attractive or
unattractive asked in a neutral manner for directions to a particular building on central campus
at a large Midwestern University” (p. 313). This vague statement doesn’t really tell us as much
as we would like to know. We don’t have a clear definition of what the researchers meant by
“attractiveness.” Juhnke et al. (1987) varied the attire of people who seemed to be in need of
help. The researchers defined attractiveness based on clothing. Unattractive people, that is, those
wearing less desirable clothing, received help, even though they did not look very attractive.

On the other hand, Bull and Stevens (1980) used helpers with either good or bad teeth. In
this case, attractive was defined as having good teeth, whereas unattractive was defined as hav-
ing bad teeth. In this study, it didn’t matter whether a person had good teeth. People were just as
likely to help those with bad teeth, although they were willing to do so for a shorter length of time.

If the different research teams did not report how they created an unattractive appear-
ance, we would have a harder time evaluating their research and repeating it exactly as they



Data driven—Interpreta-
tions of research that are
based on objective results
of a project are considered
data driven.

Empirical approach—
The method of discovery
that relies on systematic
observation and data col-
lection for guidance on
drawing conclusions.

Replicable—When scien-
tists can recreate a previ-
ous research study, that
study is replicable.

Verifiable—When scien-
tists can reproduce a pre-
vious research study and
generate the same results,
it is verifiable.
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did it. It may be very important to know what manipulation the researchers used. Differences
in attractiveness due to the kinds of clothes you are wearing may not lead to the same reactions
as differences due to unsightly teeth.

Interestingly, Stokes and Bikman (1974) found that people may be less willing to ask
help from attractive people than from unattractive people. In their study, they defined attrac-
tiveness on the basis of physical appearance as rated by other people. This strategy relies on a
clear and consistent method of defining attractiveness. Because attractiveness can be defined
in many ways, we need to tell others what we mean when we use the term, which is what we
mean by objectivity.

Science Is Data Driven

Our conclusions as scientists must also be data driven. This simply means that our conclu-
sions must follow logically from our data. There may be several equally good interpretations
from a single set of data. Regardless of which interpretation we choose, it has to be based on
the data we collect.

To say that science is based on data is to say that it is empirical. Empiricism refers to the
method of discovery that relies on systematic observation and data for drawing conclusions.
Psychology is an empirical discipline in that knowledge is based on the results of research,
that is, on data.

The critical point here is that if we are to develop a more complete and accurate under-
standing of the world around us, scientific knowledge based on data will, in the long run,
serve us better than intuition alone. Don’t discount intuition entirely; quite a few scientific
insights had their beginnings in intuitions that were scientifically studied and found to be
true. We just can’t rely on it entirely because intuitions differ across people and may change
over time.

Science Is Replicable and Verifiable

Our scientific knowledge has to be potentially replicable and verifiable. This means that
others should have the opportunity to repeat a research project to see if the same results occur
each time. Maybe the researchers who are trying to repeat the study will generate the same
result; maybe they will not. We do not claim that results are scientific; rather, we claim that
the approach is scientific. Any time somebody makes a claim but will not let others verify it
as valid, we should be skeptical.

Why should one scientist repeat somebody else’s research? As it turns out, there is a bias
among journal editors to publish findings that show differences across groups and to reject
studies showing no differences. So a relatively large number of research reports may describe
differences that occurred accidentally. That is, groups may differ, but not for any systematic or
reproducible reason. If the researcher were to repeat the study, a different result would occur.

Ioannidis (2005), referring to genetic and biomedical research, noted that “there is
increasing concern that in modern research, false findings may be the majority or even the
vast majority of published research claims” (p. 696). His conclusion comes, in part, from a
recognition that journal editors and researchers are more impressed by findings that show
that something interesting occurred but not by findings that do not reveal interesting patterns.
Ioannidis’s speculation may be true for psychological research, just as it is for biologically
based studies.

Psychologists have recognized this problem for quite some time (e.g., Rosenthal, 1979).
Fortunately, when a research project is repeated and when the same outcome results, our
confidence in the results increases markedly (Moonesinghe, Khoury, & Janssens, 2007). The
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reason that replication of research is such a good idea is that it helps us weed out findings that
turn out to be false and strengthen our confidence in findings that are valid.

Sometimes even when researchers follow a completely scientific path, there can be
great controversy in the conclusions about what the research is telling us. For instance, in
the determination of the causes of rape, there are at least two distinctly different schools
of thought. One approach invokes the ideas of evolutionary psychology. The other is more
socially oriented. The arguments are heated, and each camp believes that it has useful insights
into the problem. Both groups have data and theory to support their ideas, although both are
clearly still incomplete.

Science Is Public

When we say that our research is public, we mean this literally. Scientists only recognize
research as valid or useful when they can scrutinize it. Generally, we accept research as valid
if it has undergone peer review. For instance, when a psychologist completes research, the
next step is often to write the results in a scientific manuscript and submit it for publication
in a research journal.

The editor of the journal will send the manuscript to experts in the field for their com-
ments. If the editor and the reviewers agree that major problems have been taken care of, the
article will appear in the journal. Otherwise, the article will be rejected. Among major journals
in psychology, about a quarter or fewer of all manuscripts that researchers submit are pub-
lished. The process of peer review is not perfect, but it is the standard means that journal edi-
tors use to decide what research to publish in their journals. Unfortunately, there is significant
disagreement among reviewers and editors about what manuscripts are published and which
are rejected (Kravitz et al, 2010).

Another approach to making our research public involves submitting a proposal to a
research conference for a presentation. The process for acceptance to a conference resembles
that for acceptance by a journal. In some cases, researchers may initially present their ideas at
a conference, then follow up with a published article.

The Interaction of Science and Culture

Public—Scientists make
their research public, typi-
cally by making presenta-
tions at conferences or by
publishing their work in
journal articles or books.

Peer review—A proc-
ess in which researchers
submit their research for
publication in a journal or
presentation at a confer-
ence to other experts in
the field who evaluate the
research.

Many people undoubtedly think of science as happening in laboratories remote from the lives
of real people. Nothing could be farther from the truth. Scientists live in communities and go
to the same movies you do, coach their children’s soccer teams, and worry about the same
things that you do. Not surprisingly, culture shapes the research conducted by many scientists
because our culture shapes the way we think. For example, after the terrorist attacks in the
United States, some person or persons sent anthrax spores through the mail, infecting a number
of people and killing some of them. This spurred increased scientific attention to anthrax.

In addition, in an energy crisis, researchers in psychology, biology, physics, and chem-
istry are motivated to study patterns of energy-using behavior, the development of biofuels,
creation of efficient technologies, and conservation of energy. When environmental issues
loom, such as the release of massive amounts of oil in the Gulf of Mexico in 2010, research-
ers in the natural sciences may be predisposed to focus on ecological issues, and behavioral
researchers will study the impact of the crisis on people’s lives and behaviors. Children will
receive particular scrutiny because research has revealed their susceptibility to post-traumatic
stress disorder in times of catastrophe (La Greca & Silverman, 2009; Osofsky et al., 2009).
Psychologists are as much a part of the community as anyone, so it should come as no surprise
that our research reflects the needs and concerns of our society.
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Discussions of research ideas are also affected by social attitudes. After Thornhill and
Palmer (2000) proposed evolutionary suggestions about the causes of rape in 7he Sciences, the
consequent letters to the editor took an overwhelmingly negative tone (Jennings, 2000; Miiller,
2000; Steinberg et al., 2000; Tang-Martinez & Mechanic, 2000).

Can it be that not a single scientist, or even any reader of The Sciences, supported
Thornhill and Palmer’s ideas? It is more likely that people have refrained from writing letters
in support of the evolutionary argument because they know that a great many people will criti-
cize them for it. We can easily imagine that fear of reprisal might lead some people to avoid
conducting research in the area. As such, research that might clarify the issue may never take
place because nobody is willing to pursue it.

The Government’s Role in Science

Societal issues often dictate scientific research, in part because of the way money is allocated
for research. The federal government funds a great deal of the research that occurs in colleges
and universities, where most scientific developments occur. As such, the government plays a
large role in determining what kind of research takes place. How does the government decide
which areas of research should have priority in funding? Ultimately, the decision makers pay
attention to issues of pressing importance to taxpayers. This view simplifies the dynamics of
how federal money is allocated for research, even in the so-called pure and abstract sciences;
societal demands affect the types of questions that scientists ask. If researchers do not get
funding for asking one question, they will ask a different question for which they can receive
financial support.

In the United States, the federal government actively directs some scientific research.
For instance, the highly secretive National Security Agency employs more mathematicians
than any other organization in the world (Singh, 1999). These people work on finding ways
to create and break secret codes that affect political, economic, and military activities. Many
mathematicians who research the use of codes do so because the government encourages it.

Further, the U.S. government has affected social research indirectly, sometimes through
questionable means. Harris (1980) noted that beginning in the 1930s, the Federal Bureau of
Investigation (FBI) engaged in surveillance and kept files on the American Psychological
Association (APA) and the Society for the Psychological Study of Social Issues, now a divi-
sion of APA. The FBI used informants who reported on colleagues. One incident that Harris
cited involved an individual who informed on a colleague who had spoken out against racism
at the 1969 APA convention. The result of such activities by the government, according to
Harris, may have been to lead psychologists to abandon some lines of research (e.g., on racial
attitudes) because they were too controversial.

Cultural Values and Science

Even when governmental interference is not an issue, there are still cultural aspects to our
research. For example, some people feel strongly that a woman should remain at home raising
her children rather than taking them to a daycare center while she works. An examination of
the amount of research effort devoted to the effects of childcare outside the home reveals that
few behavioral scientists showed much interest in the question until the past decade or so. In
fact, a search through the primary psychological database on research, PsycINFO®, reveals
that the first citation with the term “childcare” in an abstract occurred in 1927; for a long time,
the use of that term was often associated with orphanages. In the early 1900s, the social issue
of childcare was nonexistent. Work then was more likely to center around the home, and the
primary caregivers, the mothers, were less likely to work outside the home than is the case
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today. Thus, the issue of the effects of childcare centers on the development of children was
irrelevant to society.

In contemporary life, women’s work has moved from inside the home to outside, and
there are more single parents who must have paying jobs. The increase in research on the
effects of childcare centers has become important to many people, including psychologists,
spurring an increase in psychological research on the topic. The issues are complex, and dif-
ferent researchers have generated conflicting results, so we still see considerable controversy
surrounding the topic. Until the issue is resolved, this important societal concern will receive
continued attention. Social perspectives also determine what questions are not asked. In the
case of childcare, the amount of research involving working fathers is scant.

Another example of the effect of culture on research involves a commonly used tech-
nique to assess attitudes and opinions. Psychologists regularly ask people to rate something

CONTROVERSY
Should Women Serve as Jurors?

Psychologists are affected by the times in which they work.
Their research ideas reflect the social milieu. This point is
important here because the research that people view as impor-
tant in one time may not carry over to another era. For instance,
in the first decade of the twentieth century, Hugo Miinsterberg,
one of the most prominent psychologists in the United States at
the time, reported the results of investigations of the question
of whether women show the appropriate mental processes that
would allow them to take part in jury deliberations (Miinster-
berg, 1914).

He presented a group of men and a group of women a
pair of displays that had different numbers of dots and asked
them to vote on which display contained more dots. After a
group debate of the issue, they voted again.

What does this simple procedure have to do with the
way trials are conducted and whether women should serve as
jurors during those trials? According to Miinsterberg (1914),
the psychologist studies “thoughts and emotions and feelings
and deeds which move our social world. But . . . he must sim-
plify them and bring them down to the most elementary situa-
tions, in which only the characteristic mental actions are left”
(pp- 186—187). As a researcher, you need to simplify complex
situations so you can study each important issue individually,
without being affected by complicating factors. We still do
this today in psychological research; in fact, scientists in every
discipline do this because reality is too complex to be studied
in its fullest extent in a single study.

In Miinsterberg’s research, at a final vote, the percent-
age accuracy for the men went from guessing (52%) to reason-
ably accurate (78%). Women, on the other hand, began at 45%
correct and stayed unimproved at 45%.

Miinsterberg concluded that women were too stubborn
to benefit from group discussions; they would not change their

minds when confronted with evidence. He asserted that the dif-
ference in the way men and women respond to debate “makes
the men fit and the women unfit for the particular task which
society requires from the jurymen” (p. 198). When he pub-
lished his conclusions, quite a number of people argued against
them, including many women.

A few years later, another psychologist, Harold Burtt
(1920) conceptually replicated Miinsterberg’s study. Burtt
asked women and men to try to detect when people were
lying to them in a laboratory study involving simulated trial
witnesses. The participants then discussed the veracity of the
witness and decided again. Burtt found that men and women
were equally proficient in their ability to use debate to arrive
at reasonable conclusions.

Burtt’s conclusion was that women were as suitable for
jury work as men were. In fact, he reported that men were
more willing to attribute lies to simulated witnesses who were
actually telling the truth. Does this suggest that women are
more appropriate for jury deliberation than men are? It is most
likely that sex has little to do with ability to serve competently
on a jury.

It is interesting and important to be aware that nei-
ther Miinsterberg nor Burtt ever hinted that they should ask
the question of whether men should sit on juries. This is an
important fact because it reveals that the social environment
influences what questions are asked as well as what questions
are not asked. If we intend to use our research to help answer
real-life problems, we need to remember that no single experi-
ment is going to answer a complex social question, but each
one provides a small part of the answer. Our decisions will be
better if we base them on sound research, but we also need
to remember that we have to evaluate the research to see if it
adequately answers the questions we are asking.



Questions for
Discussion:

Do you believe that
research projects like
those of Miinster-
berg and Burtt could
potentially contribute
answers to social
questions? Should we
conclude that women
are unfit for jury duty?
Your conclusions
should rest on data
rather than on mere
opinion.
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on a scale of one to seven. (Technically, this is called a Likert-type scale, named after the
American psychologist Rensis Likert, who pioneered this popular technique.) The use of such
a scale may not be appropriate for people in cultures different than ours because it calls for
a certain mindset that others don’t share with us (Carr, Munro, & Bishop, 1995). People in
non-Western cultures may not think it makes sense to assess a complex concept on a simple
rating scale. We tend to assume that others think as we do, but such an assumption may lead
to research results that lack validity. Greater numbers of psychologists are addressing these
concerns and focusing more systematically on cultural issues in research (see Beins, 2011;
Matsumoto, 1994; Price & Crapo, 1999).

A person’s culture determines not only what behaviors are of interest, but how those
behaviors are studied. Cultural perspective also influences how scientists interpret their
data. An interesting example of the way that societal topics affect research occurred as
Hugo Miinsterberg (1914) decided to study whether women should be allowed to partici-
pate on juries. This topic is irrelevant now, but in the early 1900s, it was controversial.
Some people thought that women wouldn’t do as good a job on a jury as men did. The
Controversy on female jurors presents the issues, which shed light on how attitudes change
as cultures change.

Even if you don’t engage in research yourself, it is important to be scientifically literate in our
society. News about science abounds on the Internet, on television, and in newspapers and
magazines. In addition, voters must decide about scientific issues, like whether the federal
or state governments should fund stem cell research or should act to prevent possible global
warming. In order to understand the issues, citizens need to understand the nature of scientific
research.

Scientific literacy is a specialized form of critical thinking, which involves developing
clear and specific questions, collecting and assessing relevant information, identifying impor-
tant assumptions and perspectives, and generating effective solutions to problems (Scriven &
Paul, 2007). These are all goals associated with conducting research.

Are people as scientifically literate as they should be? Unfortunately, research has sug-
gested that about 28% of Americans qualify as being scientifically literate (Miller, 2007a,
2007b). This figure is low, but it actually represents progress. In the 1980s and early 1990s,
only about 10% were scientifically literate.

How can you develop scientific literacy? One way to foster such literacy is to learn
about and to conduct research (Beins, 2010; Holmes, 2010; Holmes, Beins, & Lynn, 2007;
Macias, 2010). Knowledge of the process of doing research appears to facilitate an aware-
ness of the scientific process. More specifically, training in psychological research prepares a
person for the kind of thinking associated with scientific literacy and critical thinking as well
as training in other scientific disciplines (Lehman, Lempert, & Nisbett, 1988). Similarly,
taking psychology courses in general appears to be related to increased scientific literacy
(Beins, 2010).

One issue that requires a high level of scientific literacy concerns the claim that
mercury in vaccines causes autism. The situation is complex, but researchers have gener-
ated data to address the issue. People need to be able to weigh the evidence in a scientifi-
cally literate manner in order to draw valid conclusions. This controversy involves the
intersection of scientific knowledge, public policy, and the needs of people whose lives
are affected by autism. The Controversy on autism on page 17 provides a glimpse into
these issues.
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Science and Pseudoscience

Various people believe in phenomena that scientists reject as being invalid. For instance, many
patients and some medical practitioners believe that homeopathic medicine is effective in treat-
ing physical illness. According to mainstream medical workers, homeopathy is not effective
and is not even scientifically based.

Homeopathic medicines contain ingredients that have been so diluted that a dose may not
even have a single molecule of the substance associated with a supposed cure. Furthermore,
controlled scientific studies have demonstrated a lack of effectiveness of homeopathic treat-
ments. The few studies that show an effect generally reveal weak effects and may be meth-
odologically flawed. Why do such people refuse to change their beliefs about this approach?
There are many reasons, but one of them is that believers do not approach homeopathy through
a scientific framework. Their belief in homeopathy stems more from a reliance on tenacity or
authority.

Belief in paranormal phenomena like ESP, astrology, mental telepathy, and ghosts
is perhaps more prevalent in the United States than belief in homeopathy. Although scien-
tists firmly reject the existence of such phenomena, surveys have revealed that nearly three-
quarters of all Americans believe in at least some of these things (Moore, 2005). If you look at
Figure 1.1, you will see the disconnect between the general public and scientists. Why do so
many people lend credibility to these ideas when the majority of scientists who have studied
these things have found essentially no support for them? A number of years ago the magician
James Randi (whose stage name is The Amazing Randi) issued a challenge that he would
award $1,000,000 to anybody who could demonstrate paranormal phenomena that he could
not successfully disprove through rigorous testing. To date, nobody has been able to do so,
although some people have tried.

FIGURE 1.1 Percentage of Respondents Who Claim to Believe in Some Kind of Paranormal
Phenomenon in Different Studies
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Most scientists reject the notion that paranormal phenomena exist. The most notable
reason for scientific skepticism is that, under controlled conditions, the evidence for phenom-
ena like ESP or mental telepathy remarkably disappear. Before we do the research, we should
have an open mind about the issue, but we need to abandon such beliefs if research shows no
evidence of their existence. Some recent research has made the news in this regard. Psycholo-
gist Daryl Bem (2011) made the news by publishing research that purports to demonstrate the
existence of precognition. Quite a few researchers and statisticians called his methodology
and his results into question. For example, Alcock (2011) pointed out that the same claims
that Bem has made have occurred over the past century, and have always been shown to be
invalid. We will not know how this debate ends until additional researchers attempt to replicate
Bem’s studies.

Another basis for rejection of paranormal phenomena is that most of the explanations
offered for such events are inconsistent with the physical laws that scientists recognize. If
there is no way to explain a phenomenon, scientists are reluctant to accept it as valid. So some-
times researchers have failed to accept new ideas because they could not explain those ideas.
Regarding paranormal phenomena, the well-established laws of physics that have led to our
current marvels of technology cannot explain something like ESP. The failure to explain how
the paranormal could occur and the inability to document these phenomena in the laboratory
have made scientists reluctant to embrace them.

From the viewpoint of many psychologists, the term “parapsychology” is seen as unfor-
tunate because it links our scientifically oriented discipline with pseudoscience. We regard a
discipline as pseudoscientific when it claims that its knowledge derives from scientific research
but fails to follow the basic principles of science.

Many scientists have worked to dispel pseudoscientific myths (e.g., Radner & Radner,
1982; Zusne & Jones, 1989), as have other critical thinkers, like James Randi. There are also
publications that foster critical thinking about such issues, like The Skeptical Inquirer. This
periodical exists to examine and debunk claims of paranormal phenomena. When scrutinized,
claims in favor of paranormal phenomena don’t hold up well. Table 1.3 reflects some of the
major characteristics of pseudoscience.

In general, pseudosciences are characterized by a reliance on flimsy and questionable
evidence, a resistance to change or further development of theory, a lack of ways to test the
ideas, avoidance of contradictory information, and a lack of critical thought about ways to
develop the theory.

Warning Signs of Bogus Science

As a consumer of research, you can spot some of the issues associated with claims that
appear to be based on science but that are not. Even if you are not knowledgeable about
the technical issues associated with a scientific topic, there are some warning signs that
you should be dubious about facts that others claim are true, as noted by physicist Robert
Park (2003).

The first warning sign is when an investigator publicizes claims in the popular press
rather than in a scientific journal. If an article appears in a journal, it will have undergone care-
ful scrutiny by professionals in the field. Scientists are skeptical when a research claim first
appears in the news because other scientists have probably not assessed its validity.

Second, when somebody claims that the scientific establishment is trying to suppress
research findings, you should be careful. It may be difficult to publish radically new findings
in a journal, so valid claims may need a higher standard of proof, but if the findings result from
valid scientific approaches, journals will publish new work. So even though Bem’s (2011)
research on precognition has no known physical basis and repeats claims that have been shown
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TABLE 1.3  Characteristics of Pseudoscience

General Characteristics

Pseudoscientists believe that there is no more to be learned;
they fail to generate testable hypotheses or to conduct objective
tests of theory. There tends to be no advancement of knowl-
edge in the field, which is resistant to change. There are few
tests of previous claims.

Pseudoscience is based on dogma and uncritical belief;
there may be hostility in the face of counterevidence or
disagreement.

There is a suppression of or distortion of unfavorable data;
selective use of data, including looking only for supportive
information (confirmation bias).

Many ideas are not amenable to scientific evaluation; ideas are
subjective and can’t be tested objectively.

There is an acceptance of proof with data of questionable
validity; the lack of evidence is taken as support that a claim
could be true.

Personal anecdotes and events that cannot be tested systemati-
cally are used to provide evidence; there is often a reliance on
“experts” with no real expertise.

Pseudoscience involves terms that sound like scientific ideas,
but the terms are not clearly defined. Often the ideas violate
known scientific principles.

Pseudoscientific phenomena are “shy” or “fragile” in that they
often disappear or weaken noticeably when subjected to well-
designed experiments, especially with nonbelievers.

Pseudoscience involves looking for mysteries that have
occurred rather than trying to generate and test explanations for
the phenomena.

Pseudoscientists engage in explanation by scenario. They iden-
tify a phenomenon and provide an explanation that fits the facts
after they are known but doesn’t provide a means for making
predictions in advance.

Example

Homeopathic medicine makes claims about cures that are not
based on research. The ideas never change and believers do not
conduct systematic tests that would disconfirm their ideas.

Creationism is accepted by some as a matter of faith. There is
no attempt to subject its tenets to scientific scrutiny. In addi-
tion, when disagreements arise, believers often show antago-
nism toward the individual without dealing with the evidence.

People who believe that psychics can foretell the future will
accept just about any statement that seems correct but will
ignore errors in predictions.

There have been claims that we have an undetectable aura sur-
rounding us. If it is undetectable, there is to way to verify its
presence.

Some people conclude that there is evidence for the existence
of UFOs on the basis of anecdotal reports in the popular media
or ancient myths. There is little or no independent evaluation of
ideas, but more a reliance on questionable evidence that is not
questioned.

Anybody who claims an experience about foretelling the future
or who relates a supposed experience with aliens becomes an
expert whose statements are not to be questioned.

Varieties of extrasensory perception include phenomena like
telekinesis, which sounds scientific. In reality, it is a poorly
defined (and undocumented) notion. Paranormal phenomena do
not conform to known physical laws, such as the fact that for
all known forms of energy, the force exerted declines over dis-
tance, which is not the case for ESP, according to its adherents.

The ability to identify stimuli that are not visible is sometimes
striking when two believers conduct a study; when independent
scientists conduct the study, the effect is often attenuated or
eliminated.

Sometimes people solicit incidents from people that seem
unusual. For instance, mystery hunters might look for instances
when a person seems to have foretold the future in a dream,
ignoring the fact that if you look at enough dreams, you can
find coincidental patterns that resist normal explanations.

Some years ago, Julian Jaynes suggested that, historically, the
two hemispheres in the human brain were not connected as
they are now. Thus, brain activity in the right hemisphere was
perceived to be the voices of gods. Unfortunately for this expla-
nation, there is no credible evidence that it is true. In fact, given
what we know about evolution, there is no realistic way that
our brains could have evolved as Jaynes suggested.




CONTROVERSY
What Causes Autism?

Children routinely receive vaccinations to prevent a variety of
illnesses. So it would be ironic if vaccines were responsible for
causing a disorder. Some nonscientists and physicians believe
that the element mercury that manufacturers used to use as a
preservative in vaccines actually causes autism (e.g., Olmstead,
2009; Tsouderos & Callahan, 2009). But when scientists have
conducted research to see if there is a connection between vac-
cinations and autism, the results have revealed no systematic
link between vaccines and autism (e.g., Baker, 2008; Heron,
Golding, & ALSPAC Study Team, 2004; Schechter & Grether,
2008; Omer et al., 2009).

So where did the controversy arise? And who should
we believe? The issue arose because of a confluence of several
different factors (Baker, 2008).

First, the U.S. Centers for Disease Control and Preven-
tion (CDC) recommended in 1999 that mercury-containing
preservative thimerosol be removed from vaccinations because
of the fear of mercury poisoning, which can cause develop-
mental problems in fetuses and children. The CDC drew no
connection between mercury and autism; in fact, no research
had implicated thimerosol with any disease or health problems.
The recommendation was purely preventive.

Second, around the same time, parents of children
diagnosed with autism had become active in advocating for
the children. These parents were reacting against hypotheses
that parenting inadequacies were responsible for the onset of
autism. One such hypothesis was Leo Kanner’s and Bruno
Bettelheim’s concept that autism arose because of “refrig-
erator mothers” who were emotionally cold with their chil-
dren (Laidler, 2004). The parents were promoting a medical
model to replace the psychoanalytically based hypothesis
of Kanner and Bettelheim. It was among this community
of advocates that the notion of an epidemic of autism took
root. Experts (e.g., Fombonne, 2001) had predicted that the
increased advocacy and greater awareness of autism would
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lead to more diagnoses of autism, which is exactly what
happened.

A third factor was the conclusion by some people that
mercury in vaccines was the culprit in the supposed epidemic
of autism. (It is not entirely clear if the increase of autism is
due to an actual increase in incidence or to more awareness
and better diagnosis.)

Prior to the recommendation to remove mercury from
vaccines, nobody had associated mercury with autism. How-
ever, some people concluded that, because the CDC had rec-
ommended removal of mercury from vaccines and because
there were some similarities in mercury poisoning and autistic
behavior, mercury must be to blame.

A number of studies have investigated the potential
mercury-autism link. What have researchers concluded? To
date, there is no evidence of a causal connection between the
two. In fact, the incidence of autism has increased even though
mercury has disappeared from most vaccines (Schechter &
Grether, 2008) and mercury levels in children with autism
are no higher than those in children without autism (Hertz-
Picciotto et al., 2009).

Recently, the British Medical Journal (now called BM.J)
published an editorial related to the original research that
linked vaccines and autism. After an extensive investigation
in Great Britain, the original research was deemed fraudulent
and the journal retracted it (Wakefield’s article, 2011).

So why does the controversy persist? Part of the situa-
tion involves the desires of parents of children with autism to
be able to place a cause for their children’s problems and to
prevent future occurrences. Part of the situation involves the
coincidence of increased diagnoses of autism in the same time
period that mercury disappeared from most vaccines. And part
of the situation results from people’s lack of scientific literacy in
being able to evaluate scientific research and in their reliance on
anecdotal information instead of systematically collected data.
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to be invalid, the editor of the journal Personality and Social Psychology agreed to publish
Bem’s work so that it would receive scrutiny from the scientific community.
A third sign to be cautious is when a researcher’s findings are difficult to detect, thus

difficult to verify by an independent judge. A fourth problem appears when the only data for
a discovery involve anecdotes, or stories, that other researchers cannot investigate more fully.
One of the problems with anecdotes is that they can lead to powerful, emotional responses, so
people are likely to accept claims about the stories as being valid. An unusual occurrence may
take place, but scientists are unwilling to accept it as being real if they cannot investigate how
general the phenomenon is.

A fifth warning sign is the claim by the investigator that a phenomenon is real because
people have known about it for centuries. Simply because people have made claims for a long
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Question for
Discussion:

How do people’s
hopes and desires
influence their willing-
ness to examine sci-
entific data? If there is
no connection between
exposure to mercury
and the appearance of
autism, how could you
convince people who
accept such a link to
change their minds?

Junk science—The use
of scientific research for
nonscientific goals, a
term with negative con-
notations suggesting a

problem with the way sci-

entific research is used.

Chapter Summary

time does not indicate that their claims are correct. For hundreds of years, people thought that
the earth was only a few thousand years old; we know now that this claim is not true.

The next sign that you should be wary of is that the investigator worked alone and
discovered an important phenomenon that nobody else had happened upon. New findings
are almost invariably the result of the accumulation of ideas. Contemporary science almost
involves a community of researchers or, at least, an awareness by a single researcher of the
work of others.

Finally, if a researcher makes a bold claim of an entirely novel finding, the researcher
must be able to propose a physical or scientific law that can account for the phenomenon. If
a finding does not accord with the natural laws that scientists have established, the researcher
must develop a coherent and believable explanation for the phenomenon.

Junk Science

Sometimes people, including scientists, use scientific research to promote their own causes.
When they use science inappropriately, they may make claims that look good on the surface
but that are really not valid. The term for such uses is called junk science. This term is as much
arhetorical term as a scientific one; that is, it is a term related to making arguments to support
one’s beliefs. A person using junk science is more interested in winning the argument than in
presenting sound, valid scientific information.

Sometimes people making arguments with junk science will call upon data and research
results of questionable validity. For instance, according to the Union of Concerned Scientists,
people may make use of data that have not gone through peer review, meaning that experts in
the field have not had the opportunity to examine the research procedures or the data. Another
hallmark of junk science is the use of simple data from complex research projects to generate a
solution to a complicated problem. If the problem is complicated, it is not likely that a solution
will emerge based on simple data.

In other instances, people appear to refer to scientific research, but they can’t actually
produce examples of research to support their claims. Some scientifically based organizations
work to educate the public on these empty claims. For example, Sense about Science (www
.senseaboutscience.org.uk) and the Committee for Skeptical Inquiry (www.csicop.org/) devote
their energy to educating the public and the media about supposedly scientific claims that don’t
stand up under scrutiny.

There is no clear definition of what constitutes valid science versus junk science. Some-
times it is a matter of perspective by the person using it or the person hearing it. Nonetheless,
by understanding the context in which the data were generated, whether the research followed
the scientific method, and the relation between the data and the question at hand, you can
begin to ask the right questions about whether you are on the receiving end of real science or
junk science.

Research exerts a large impact on our lives, so we are better off as citizens when we can exam-
ine research claims that people make. Knowing how to ask critical questions is also a useful
skill in many other facets of our lives.

When psychologists engage in research, we do what other scientists do: We look for
ways to describe behavior accurately, to establish a basis for predicting behavior, to explain
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why people act as they do, and ultimately to know how to control behavior. The best way to
accomplish these goals is to study behavior scientifically.

Research is considered scientific when it conforms to certain game plans. Researchers
strive to make objective measurements and to define precisely what they have done in their
work. This allows others to evaluate the credibility of the research and to do further work to
extend knowledge. After creating a research plan, psychologists collect data and draw conclu-
sions from the data. We hope that when scientists make a claim, they can support their argu-
ments based on objective data, not on opinion.

Another critical component of scientific research is that it must be public. The knowl-
edge we gain in research doesn’t help us advance what we know unless researchers publicize
their work, usually in the form of professional papers that appear in journals or in confer-
ence presentations attended by other scientists. Only by making clear statements about what
research is all about and what discoveries the scientist has made can others verify the valid-
ity of the claims made by the investigator and attempt to reproduce those results in other
research projects.

We rely on the scientific approach for the study of behavior because other ways of find-
ing out about people’s thoughts, feelings, and acts are not as reliable. Sometimes we can use
intuition to understand the world around us, but too often intuition leads to poor judgments.
Similarly, we can ask people who are authority figures; unfortunately, they are like the rest of
us—sometimes they make mistakes. We can also use logic, but all of us know that people’s
behaviors often don’t seem to follow any logic we can detect. Finally, all of us make judgments
based on our own experience. The problem with using our own experiences is that they may
not reflect general principles. These other ways of understanding the world have their place,
but the systematic and scientific study of behavior provides us with the best overall picture of
the human condition.

As researchers investigate human behavior, they gather information and collect data.
This is often the easy part. The complex part is trying to interpret what the information means.
People do research for reasons that relate to their social and cultural outlook, and they interpret
their results from within their own cultural framework. Sometimes people disagree vigorously
on how to interpret research in all of the scientific disciplines; this reflects that science is just
another type of human activity.

Finally, learning about research is one way to increase one’s scientific literacy. Research
promotes critical thinking about how to ask and answer questions systematically and objec-
tively. Unfortunately, the majority of Americans show low levels of scientific literacy, which
may account for acceptance by some people of certain types of pseudoscience that scientists
firmly reject.

Explanation Pseudoscience
Falsifiability Public

Junk science Replicable
Objective Scientific approach
Peer review Tenacity
Prediction Verifiable
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Chapter Review Questions

Multiple Choice Questions

1.

Researchers recently documented the fact that after a terrorist attack, people who refused to think
about the horrible events and isolated themselves were at greater risk than others of developing
post-traumatic stress disorder. This fact relates to which goal of science?

a. control

b. description

c. explanation

d. prediction

Researchers with different theoretical beliefs are likely to differ greatly with respect to their state-
ments regarding the of behavior.

a. explanation

b. testability

c. falsifiability

d. description

. When colleges use high school grades and SAT or ACT scores to determine whether to admit a

student, they are using the tests scores as a measure of the likelihood of student success in college.
This is related to which goal of science?

a. control

b. description

c. explanation

d. prediction

. After gaining an understanding of why behaviors occur as they do, a scientist interested in applying

this knowledge would be interested in what goal of science?
a. control

b. description

c. explanation

d. prediction

Researchers test the strength of a theory by seeing at what point it breaks down. This activity
relates to

a. control.

b. explanation.

c. falsifiability.

d. proof.

If a person drew a conclusion about some topic based on opinion and prior beliefs, a researcher
would claim that such a conclusion was not scientific because it was not

a. objective.

b. intuitive.

c. data driven.

d. predicted.

A scientist who decides to repeat an experiment to see if the results are the same is interested in
what characteristic of scientific knowledge?

a. objective

b. data driven

c. public

d. verifiable



10.

11.

12.

13.

14.

15.
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. Beliefs based on intuition or on common knowledge that people hold firmly and are simply reluc-

tant to abandon are based on what kind of knowledge?
a. tenacity

b. experience

c. authority

d. apriori method

. When your professor convinces you that some behavioral phenomenon is real based on knowledge

of research that he has but that you didn’t know about, you develop a belief system that is consist-
ent with that information. Your beliefs are based on

a. authority.

b. experience.

c. apriori method.

d. the scientific approach.

One of the problems associated with knowledge based on experience is that

a. our own experiences might not generalize to others.

b. the use of logical deductions does not work in predicting behaviors.

¢. common knowledge might be erroneous, even if many people believe in it.

d. experiential knowledge and scientific knowledge are usually very different from one
another.

In planning scientific research, psychologists’ choices of topics

a. have generally been directed by theory, but seldom by cultural values.
b. have not been influenced by the actions of the government.

c. are most productive when they are removed from controversial topics.
d. often reflect cultural values that they hold.

The effects of culture on research are reflected in the fact that

a. the government tries to stay out of the personal choices of researchers.

b. researchers may avoid controversial topics because of the reactions of others to their research.
c. research methodologies in psychology tend to remain constant across virtually all societies.
d. psychologists tend to study the same topics in the same ways across the decades.

Reports of scientific “breakthroughs” in the popular media

a. let the audience know when truly revolutionary research results have been obtained.

b. generally occur when an investigator turns toward a new area of study and manages to spot
trends that others cannot.

c. usually involve a small set of studies that an independent investigator conducts away from
others in the field.

d. are really reports of a continuous body of research that has been ongoing over a relatively long
period of time.

A belief in parapsychology (e.g., ESP)

a. is fairly uncommon in the general public, contrary to common belief.

b. is typical of most scientists.

c. has been documented in over half the general public in a number of surveys over several
decades.

d. is at the same level for scientists as it is for the general public.

Scientists become suspicious of scientific claims about new phenomena when the people raising

the new ideas

a. insist on publicizing their research in scientific journals instead of in the mainstream press
where more people can view it.

b. claim that the scientific establishment is actively working to suppress their new ideas.



22 Chapter 1 ® Psychology, Science, and Life

c. are unable to provide solid anecdotal evidence and specific examples of the phenomenon in
everyday life.

d. do not want to be limited by existing scientific data and theory in providing explanations of the
phenomena.

Essay Questions

16. Identify and describe the four goals of scientific research. Include in your description how the four
goals build on one another.

17. Identify and describe the five ways of knowing described by the philosopher Charles Sanders
Peirce.

18. How do scientists and pseudoscientists differ with regard to the evidence that they will accept to
support their ideas?
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cal Association.

Describe behaviors of current researchers that violate ethics.

Identify the main reasons why researchers act unethically.

CHAPTER 2

ETHICS IN RESEARCH

THE IMPORTANCE OF SOCIAL CONTEXT IN DECIDING
ON ETHICS IN RESEARCH

Stanley Milgram’s Research Project on Obedience
The Ethical Issues
The Social Context

CONTROVERSY: DECEPTION

WHAT YOU NEED TO DO IF YOUR RESEARCH
INVOLVES DECEPTION

Some Research Requires Deception

The Effects of Debriefing on Research
ETHICS ISSUES IN SPECIAL CIRCUMSTANCES

Ethics in Cross-Cultural Research

Ethics in Internet Research

Ethics in Animal Research

Describe unethical historical research in the United States and in Nazi Germany.

Define and give examples of behaviors that constitute plagiarism.

Describe and differentiate the aspirational goals versus the ethical standards created by the American Psychologi-

m Describe and give an example of the General Principles of ethics created by the American Psychological

Association.

m Identify the General Principles of ethics created by the American Psychological Association that are associated

with conducting research.

m Describe the reason for the creation of the Nuremburg Code for ethics in research.

m Explain the role of the Institutional Review Board.

m Identify the situation in which researchers do not need approval from an Institutional Review Board.
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m Describe a situation in which the Institutional Review Board can hinder effective research design.

Describe why a researcher could defend Stanley Milgram’s obedience research during the time it took place but
would not be appropriate today.

Explain the concept of a cost-benefit analysis in assessing risk in research.

Identify the criticisms leveled against Milgram’s obedience research and his response to those criticisms.
Identify criticisms associated with the use of deception in research.

Differentiate between the different types of deception.

Explain how researchers use debriefing, dehoaxing, and desensitization in research involving deception.

Explain whether the debriefing process is effective in research involving deception.

Describe the concept of ethical imperialism in research.

CHAPTER PREVIEW

Most psychological research poses little physical or psychological risk to participants or
involves few serious ethical issues. Nonetheless, because some researchers in the past have
conducted notorious and unethical projects, laws and guidelines have been developed for
the protection of research participants. Another problem is that researchers have made
up data, invented entire experiments, and misrepresented their data in published journal
articles.

Researchers generally become very interested and excited in their programs of
research. Sometimes this means that they focus very narrowly in their work and forget to
consider the implications of what they are doing. In this chapter, you will see that investiga-
tors may get so caught up in their research that they may endanger the people who participate
in their studies.

The American Psychological Association has developed a set of guidelines that has
evolved over the past half century. Many researchers in disciplines other than psychology rely
on these guidelines. We must also follow legal requirements that federal and state governments
have enacted for the protection of human participants in research.

Students sometimes mistakenly believe that the APA approves or vetoes research. It
would be impossible for any single organization to oversee as much research as psycholo-
gists conduct. Ethical supervision occurs under the oversight of Institutional Review Boards
(IRBs) that evaluate proposed projects; this takes place in the colleges and universities where
the research is carried out.

In discussing ethics in psychological research, the famous research of Stanley Milgram
(1963) and Philip Zimbardo (1972) comes to mind. Milgram’s research participants thought
they were delivering electrical shocks to another person, often to the extent that the other per-
son might have died. Zimbardo created a prison simulation that led participants, all of them
students, to treat one another very brutally. This type of research is very rare in psychology,
which is why the most illustrative examples of ethically controversial research occurred over
30 years ago.

We can categorize research in two groups for our discussion. In one category, involv-
ing clinically based research, the result of ignoring ethical dictates is potentially very serious.
People approach clinical psychologists because of problems that need to be resolved. If clinical
research involves ethical problems, those people could be seriously harmed.

Our second category involves basic research in academic settings. Most psychologi-
cal research has fairly minor risk-related implications for participants. Some psychological
research can involve more than minimal risk, but most psychological research on topics like



Chapter 2 ® Ethics in Research 25

learning, motivation, social processes, and attitude change would virtually never lead to long-
term, highly negative outcomes, no matter how incompetent or unethical the researcher. To
decide whether a project is appropriate, we conduct a cost-benefit analysis; if the risk exceeds
the benefit, we should not do the research; if the benefit exceeds the risk, the research may
be acceptable. Before we conduct research, we need to assess the relative risk of the research
compared to the benefits for two main reasons. First, it is the ethical and moral thing to do.
Second, there are legal requirements that we do it. There has been an unfortunate history of
abuse on the part of researchers; some of it is due to carelessness, some due to callousness,
and some due to unconscionable social and governmental policies. We hope to avoid such
problems in our research.

Unethical Research Practices—Past and Present

Ethical Problems in the Early Years of the Twentieth Century

Through the past century, shameful episodes of unethical research practices have occurred,
in many cases leading to extreme suffering and death. The troublesome decisions made by
researchers have led to the Nuremburg Code and to the various federal laws designed to protect
people. In this section, you will see examples of biomedical investigations that alerted society
to the need for protection of people participating in research.

Among the most egregious examples include the investigations done by the Nazis
during World War II. For example, according to Lifton (1986), the Nazi Carl Clauberg
researched techniques for sterilizing women by injecting them with what was probably For-
malin, which consists of formaldehyde and methanol (a kind of alcohol). Both substances
are poisonous, and formaldehyde is an extreme irritant; survivors reported that the pain
was excruciating. Clauberg injected this substance into the women’s cervix, with the aim
of destroying the fallopian tubes that are necessary for carrying an egg to the uterus for
implantation. This kind of research clearly reflects a pathological society that we want to
believe could not happen anywhere else.

This abuse by the Nazis is additionally horrible because Germany had an enlightened
approach to research ethics prior to the Nazi takeover (Lopez-Muiioz & Alamo, 2009). In the
1920s, for instance, German researchers approached their studies for the benefit of the patient.
During the Nazi reign, however, the focus was on the benefit of the state. Research became a
political and military tool.

As you will see, there have been violations in medical and psychiatric research that go
beyond the bounds of good judgment and indicate a callous, sometimes horrific disregard for
a person’s right to be treated with dignity and fairness. The Nazis did not corner the market on
such research. Beginning in the 1930s and continuing until 1972, researchers at the Tuskegee
Institute in the United States purposely withheld treatment from black patients in order to study
the progress of syphilis. When the study began, knowledge of the specific course of the disease
and of effective treatment was minimal, but within a short period of time, the evidence was
clear that lack of treatment was devastating. Syphilis can lead to blindness, organically caused
psychosis, and death. The negative effects on its patients were all too clear decades before the
research ceased, and the research continued after treatment with penicillin was standard practice.

The ethical issues that arose are the ones that psychological researchers must consider
in planning their research, even though most psychological research is ethically trouble free
and poses minimal or no risk to participants. In the Tuskegee study, however, the research-
ers engaged in behaviors that would not be legally permitted today. They failed to provide
informed consent so the men would know that they were taking part in research and what
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the physical and psychological risks would be; they actively kept the men in the study from
receiving effective treatment when it was available; they offered inducements to participate
that the men would find hard to resist, and the men may have felt pressured to participate,
which meant that participation may not have been truly voluntary; and they did not debrief
the men at any point. Researchers ended up studying the men, who were never treated for the
disease, for 40 years, until a Public Health Service professional, Dr. Peter Buxtun, revealed
the existence of the study to the Washington Post in 1972. Table 2.1 details the ethical issues
involved in the Tuskegee study.

A report (Research Ethics and the Medical Profession, 1996) has documented a number
of problematic studies that occurred during the 1950s and 1960s in the United States. In many
cases, the guidelines that had existed regarding informed consent and voluntary participation
were ignored.

Examples of harmful and unethical research included cases in which researchers at
the University of Cincinnati, in conjunction with the U.S. military, subjected uninformed,
terminally ill cancer patients to whole-body radiation to see how it affected those people
(Rothman, 1994). Further, in separate projects in the decades after World War II, researchers
at the Massachusetts Institute of Technology (funded by the National Institutes of Health, The
Atomic Energy Commission, and the Quaker Oats Company) and investigators at Harvard
Medical School, Massachusetts General Hospital, and Boston University School of Medicine
administered radioactive substances to mentally retarded children living in facilities for the
developmentally disabled (ACHRE Report, n.d.). Ethical breaches in medical research con-
tinued to occur into the 1960s and 1970s such that Congress created regulations to prevent
physicians from abusing their relationships with patients.

Many of the episodes of notorious research come from the 1970s or earlier. Does this
mean that we have solved the problems associated with unethical research practices? Or do
ethical problems continue in research programs?

Unfortunately, questionable practices still exist. For example, dozens of experiments
with human participants came to a halt at Duke University Medical Center in 1999 when the
federal government discovered ethical lapses in the projects involving protection of research

TABLE 2.1 Ethical Issues Associated with the Tuskegee Study

Ethical Problem

Lack of informed consent

Physical and psychological
harm

Excessive inducements

Lack of voluntary
participation

Failure to debrief

Example

The men thought they were being treated for “bad blood,” a common term at the time that
referred to many possible diseases. They did not know they were participating in research,
nor did they know of risks associated with their participation.

Lack of effective treatment led to problems caused by syphilis, including behavioral
changes, blindness, psychosis, and death. They also underwent a painful spinal tap as part of
the research. They agreed to be autopsied after death, which was atypical for this population.
After the research became public, black people often became suspicious of any government-
sponsored health programs.

The men received free transportation to the clinic, a meal when they were at the clinic, and
free medical treatment for minor problems.

The excessive inducement may have been hard to refuse. In addition, the men were share-
croppers who were encouraged by landowners to participate, so they may have felt social
pressure to participate.

At no point in the research did the men learn about the nature or the details of the study.
Such information was available only after the existence of the research was leaked to the
media.
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participants. One development occurred with a participant in a NASA-sponsored study who
underwent testing in a chamber designed to simulate the pressure that you would feel at 30,000
feet above sea level. The man began to lose sensation in his limbs and, after treatment, became
semiconscious. On the positive side of the ledger, as soon as a rare and unexpected problem
occurred, the researchers terminated the study to protect a research participant; on the negative
side, some cthicists questioned whether the project’s risks had been adequately studied and
whether the participant had received appropriate informed consent (Hilts & Stolberg, 1999).

Beyond this potentially harmful research from the past, recent investigators have engaged
in potentially troublesome behaviors. In a recent survey, up to a third of respondents who had
received grants from the National Institutes of Health reported engaging in some type of
ethically questionable practices, including falsifying and fabricating data, plagiarism, having
potentially inappropriate relationships with students or research participants, circumventing
minor aspects of human-subject requirements, and others (Martinson, Anderson, & de Vries,
2005; Wadman, 2005). Sometimes researchers have even invented studies that they did not
conduct (Mendoza, 2005) or add their names to reference citations, making it appear that they
co-authored published papers when they had not (Case summaries, 2004).

One of the few controversies involving psychology related to a paper whose authors
failed to cite important research leading to the research in question (Liston & Kagan, 2002).
Kagan and Liston did not plagiarize any earlier material, they just failed to cite it. Their article
was brief, limited to just 500 words, they noted, so they had to leave out a lot of important
material. Nonetheless, they received criticism regarding how appropriate their behavior was
(Farley, 2003).

Ethics and Plagiarism

Scientists regard plagiarism as extremely unethical. Unfortunately, there are quite a few ways
to fall prey to it (Avoiding plagiarism, 2009). For example, using somebody else’s words
without attributing them to that person is unethical. Further, even if you take the ideas from
somebody else’s writing or speaking and translate those ideas into your own words, you must
attribute those ideas to the person who originated them.

The issue is complicated, however. If you cite a well-known fact (e.g., humans are born
without the ability to use language but learn to speak the language to which they are exposed), you
don’t need to provide a citation. You can assume that everybody knows that your statement is true.
But if you are citing information that is not widely known (e.g., Wilhelm Wundt established the
first experimental psychology laboratory in 1879), you should cite a trustworthy source to docu-
ment your statement. The tricky aspect involves deciding what constitutes a “well-known fact.” If
you are writing for trained psychologists, most are likely to know that Wilhelm Wundt created the
first psychology laboratory, so you wouldn’t need to cite a source for that information. But if you
are writing for students or nonpsychologists who do not know this fact, you should cite a source.
Professionals urge caution and recommend citing a source if it is likely that readers will not be
familiar with the topic about which you are writing (Avoiding plagiarism, 2009).

One further issue involves self-plagiarism, which is the use of your own work multiple
times. So if you published a paper, as a general rule, you could not ethically use the same
material in a second publication. The issue of self-plagiarism is relevant to students who do not
publish their work because some sources (e.g., Avoiding plagiarism, 2009) assert that students
should not hand in the same paper for more than one course. Other sources, however, do not
see this dual use of a single paper as necessarily problematic (What is plagiarism?, 2010).

In the abstract, plagiarism is easy to identify. In practice, though, you have to make judg-
ment calls. Fortunately, there are sources to which you can turn for guidance (e.g., Avoiding
plagiarism, 2009; Beins & Beins, 2008; What is plagiarism?, 2010).
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Aspirational goals—
General set of ethical
principles that guide
psychologists in their
research and other profes-
sional activities.

Ethical Standards—A
set of enforceable rules
created by the American
Psychological Association
and by legal authorities
that relate to moral values
of right and wrong.

Beneficence and
Nonmaleficence—Acting
to promote the welfare of
the people a psychologists
deals with (beneficence)
and avoidance of harm to
them (nonmaleficence).

FIGURE 2.1 [Incidence and Types of Ethical Infractions Investigated by the U.S. Office
of Research Integrity from 2001 to 2009
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Current Examples of Unethical Research

In an attempt to monitor scientists’ behaviors, the U.S. federal government’s Office of Research
Integrity (ORI) investigates claims of scientific misconduct in research associated with fed-
eral grants. In the period from 2001 and 2009, the office concluded that 101 researchers were
guilty of misconduct related to data collection, analysis, and presentation. The number of cases
identified by ORI is small and seldom involves behavioral research, but we don’t know how
often fraud goes undetected. According to several sources, one-third of respondents on a survey
reported engaging in unethical behavior and over two-thirds said that they had observed oth-
ers engaging in ethically questionable behavior (Fanelli, Innogen, & ISSTI, 2009; Martinson,
Anderson, & de Vries, 2005; Wadman, 2005). Figure 2.1 shows how often the most common
infractions investigated by ORI occurred from 2001 to 2009 (Handling misconduct, 2009;
Office of Research Integrity Annual Report, 2001). Most cases involved falsifying or fabricat-
ing data and plagiarism, but several other severe problems also occurred. The number of infrac-
tions is greater than the number of people involved because some people violated the ethical
rules in multiple ways. Some overriding causes for such behavior are financial and personal.
Getting hired or promoted and getting grants often require completion of successful research.
In addition, there is considerable status associated with publishing research.

Most of the research associated with such problems has been biomedical in nature. The
risks associated with it may involve life and death issues. Your research in psychology is likely
to have less impact. However, the behavioral research you complete also has to conform to cer-
tain ethical principles and is bound by the same laws that professional researchers must follow.

Finally, you might ask why individuals engage in these unethical behaviors. As you’ve
just seen, receipt of money is obviously one reason. In addition, according to a researcher who
has investigated why scientists cheat, there are four other, basic reasons:

e Intense pressure to publish research and to obtain grants
¢ Inadequate mentoring
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e Some sort of mental disorder
e Scientists from outside the United States who learned standards that differ from those in
the United States (Charges of fake research, 2005)

Ethical Guidelines Created by the American Psychological Association

Fidelity and
Responsibility—
Psychologists must act
professionally in ways
that support the disci-
pline of psychology and
benefit their community,
especially regarding the
well-being of the people
with whom they interact
professionally.

Integrity—Psychologists
should promote the honest
and truthful application of
the discipline in science,
teaching, and practice.

Justice—Psychologists
must recognize the impli-
cations of their profes-
sional activity on others
and strive to make the best
professional judgments
they can.

Respect for people’s
rights and dignity—Psy-
chologists must recognize
the dignity and value of all
people and, to the fullest
extent possible, eliminate
biases in dealing with
people.

Researchers are not exempt from some of the same lapses in good judgment that beset the rest
of us. In psychology, we are fortunate that the serious breaches of ethics are rare. Long before
the general public learned of the excesses of some researchers, the American Psychological
Association (APA) had formulated a set of principles that would guide psychologists in their
work. Some research disciplines have yet to develop such codes (Scientists should adopt,
2007). We will discuss primarily those guidelines that relate to research, although the APA’s
guidelines pertain to all areas of psychological work, including therapy. The principles associ-
ated with ethics in providing psychotherapy are vitally important in the therapeutic realm, but
are of less interest to us here. When the two worlds of therapy and research merge, psycholo-
gists must attend carefully to the ethical guidelines both for therapy and for research. This is
an especially difficult area because it is not always clear that psychiatric patients are able to
make informed decisions about participating; in part, they may be unable to understand the
implications of their participation.

The first set of APA’s ethical principles appeared in 1953, the most recent in 2002, with
refinement in 2010. As stated in a recent version, psychologists should incorporate the rules as
an integral part of their professional lives. “The development of a dynamic set of ethical stand-
ards for a psychologist’s work-related conduct requires a personal commitment to a lifelong
effort to act ethically” (American Psychological Association, 2002, p. 1062).

The General Principles espoused in the standards reflect “aspirational goals to guide
psychologists toward the highest ideals of psychology” (p. 1061), whereas the Ethical Stand-
ards involve enforceable rules of conduct. When psychologists violate the ethical standards,
they face possible loss of certification to work in their field of expertise. Such offenses are
relatively rare and, when they occur, generally involve the areas of clinical and counseling
psychology rather than research. Every year a small number of psychologists suffer such action
for their violations of the ethical guidelines. Fortunately, most psychologists, like most of you,
approach their work with integrity; the relatively small number who face censure are vastly
outweighed by those whose work is creditable and valuable.

Aspirational Goals and Enforceable Rules

The five General Principles of the ethical guidelines appear in Table 2.2. As you look at them,
you can see that the principles reflect the high moral character that we prize in people around
us. In part, (a) beneficence and nonmaleficence relates to maximizing the positive outcomes
of your work and minimizing the chances of harm. Psychologists must also act with (b) fidelity
and responsibility in dealing with others. Psychologists should also strive for (c) integrity in
promoting themselves and their work accurately. As psychologists, we should also aspire to
(d) justice, recognizing our biases and the limitations to our expertise as they affect others.
Finally, we need to show (¢) respect for people’s rights and dignity.

We recognize that one of our goals is to promote human well-being. In addition, one of
the critical aspects of such responsibility is that the public will lose faith in the work of psy-
chologists and in the value of psychology if we don’t act with the highest morals. The enforce-
able ethical standards consist of 10 categories related to different aspects of professional,
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TABLE 2.2 General Ethical Principles and Examples of Violations

Beneficence and Nonmaleficence A psychologist would be in dangerous territory in conducting research in which he or she

Fidelity and Responsibility

Integrity

Justice

Respect for People’s Rights
and Dignity

has a financial interest because that interest could cloud professional judgment to the detri-
ment of the participant and others. Further, psychologists who are aware that they are expe-
riencing mental health problems may be acting unethically with clients if their own mental
health may lead to poor judgment.

A psychologist would violate ethical principles by engaging in dual relationships with
patients. One of the most notable transgressions occurs when a therapist engages in sexual
relations with a person while providing therapy to that individual. Also a psychologist who
knows that a colleague is engaging in unethical behavior would himself or herself be acting
unethically by not taking steps to prevent further such behavior.

Psychologists who intentionally misrepresent their research results or who falsify data are
engaging in ethical misconduct because they are not striving to maximize gain to the scien-
tific and professional community, but rather are simply trying for personal gain. In addition,
psychologists who knowingly use their knowledge to mislead others, such as in courtroom
testimony, are engaging in unethical conduct. In this case, they are not using their profes-
sional expertise responsibly or contributing to the welfare of society in general.

A psychologist who is not trained in the use of a test like the Minnesota Multiphasic Per-
sonality Inventory but who uses it in his or her research or with clients might be engaging in
unethical behavior because the validity of test interpretations may be low.

Psychologists who violate the confidentiality of their research participants act unethically.
This means that if you are doing research, you may not discuss with others how a particular
participant responded during a testing session. (Such a discussion could be appropriate, how-
ever, if you discuss a research session with a colleague who is also working on that project
and you need to resolve a methodological problem.)

psychological work. These standards are listed in Table 2.3. Of these categories, the one that
pertains most to us here involves research.

(It probably never occurred to you, but if your professors are members of the APA,
they are ethically bound to educate and train you well. For example, the Ethical Principles of
Psychologists [American Psychological Association, 2002] specify that psychology teachers
make sure that syllabi are meaningful and that students be informed about grading procedures.)

As the ethical guidelines pertain to research, psychologists have certain responsibilities
to provide research participants with informed consent, to minimize the use of deception in
research, to report research results accurately, and to correct any errors in reporting. One further
mandate is that researchers must be willing to share their data with other researchers, provided
it does not violate the confidentiality promised to research participants.

There are a few areas that are of special relevance to researchers. You will have to consider
them when you plan your own research because you must present a proposal to your school’s
Institutional Review Board (IRB) or to delegated representatives of that committee before you
can carry out your proposed research. The committee members may approve your research as
proposed, but they may require changes before you can begin. Depending on the nature of the
regulations at your school, you may have to wait for a month or longer to receive permission.
Your IRB will consider your research proposal based on the relevant state and federal regulations.

Ethical Standards as They Affect You

The General Principles developed by the APA cover a wide range of psychological activities
(see Table 2.2). At this point in your life, many of them will be completely irrelevant to you
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TABLE 2.3 General Standards of Ethical Behavior for Psychologists

Section 1—Resolving Ethical Issues

Psychologists need to recognize problematic ethical situations and work to resolve them on an indi-
vidual level when possible. Sometimes it may be necessary to seek formal remedies to perceived
unethical conduct. When there are legal issues that pose a conflict between ethical guidelines of
psychologists and the law, the psychologist should work to minimize the conflict. When a conflict
cannot be resolved, it may be appropriate to defer to legal authorities.

Section 2—Boundaries of Competence

Researchers, including you, may conduct research only within the boundaries of their competence. You
need to pay attention to this, although most research you are likely to carry out will not be problematic.
In certain circumstances, though, such as if you planned on using psychodiagnostic tests, you might be
in a gray area because many such instruments require specialized training for adequate administration
and interpretation. One potential problem is that you would expose your research participants to risk if
you interpreted test results in a way that changed their behaviors for the worse.

Section 3—Human Relations

Psychologists must strive to minimize discrimination or harassment of people with whom they have
a professional relationship. Exploitation of another by use of power or authority is unethical. For
example, if a psychologist has power over others (e.g., a professor over a teaching or lab assistant,
a resident assistant), he or she should take care not to coerce people when recruiting their participa-
tion for research. Psychologists should also avoid multiple relationships, one of the most egregious
being sexual relationships with students or clients. Clients and research participants should also pro-
vide informed consent for research or therapy.

Section 4—Privacy and Confidentiality

You should not discuss the behavior or responses of research participants or clients with those outside
your project or treatment setting if not seeking professional consultation. Your participants have a
right to expect that their responses will be confidential and anonymous to the fullest extent possible.
Section 5—Advertising and Other Public Statements

Psychologists should not make fraudulent or misleading professional statements when presenting
their work to the public. Nor should they misrepresent their professional expertise or credentials.

Section 6—Record Keeping and Fees
Psychologists must document their research and maintain their data so that they are available for
legal or other reasons.

Section 7—Teaching, Training Supervision, Research, and Publishing

Psychologists are responsible for competent education and training of students and for accurate
descriptions of education and training programs. Teachers must avoid exploiting those over whom
they have authority.

Section 8—Research and Publication

With respect to research, it must be approved by an IRB. Participants should give informed consent
and be debriefed (dehoaxed and desensitized). In informed consent, you have to provide them with
the following information:

¢ the nature of the research.
their right to decline to participate and to withdraw at any time without penalty.
the foreseeable consequences of their participation, such as risks, discomfort, etc.

Some research projects involving anonymous questionnaires, naturalistic observation, and some
archival research do not require informed consent. If you think this applies to you, you need to
check with your local IRB or its representatives. Table 2.5 provides relevant information about this.

Deception in research is acceptable only if other alternatives are not available or appropriate.
Presentation of results should accurately reflect the data.

Psychologists must give appropriate credit to those involved in research but should not give
credit to an individual whose work on the research was minimal.

(continued)
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Informed consent—The
process of providing to
potential research par-
ticipants the information
they need in order to
understand the nature of a
research project and to be
able to decide whether to
participate in the project.

Anonymity—The
practice of maintaining
records so that nobody
can identify which indi-
vidual is associated with a
certain set of data.

Confidentiality—The
practice of making sure
that nobody outside a
research project has
access to data that can be
identified with a specific
individual.

Coercion—Pressure that
a potential participant
feels in agreeing to take
part in research.

Plagiarism—An ethical
breach in which a person
claims credit for another
person’s idea or research.

TABLE 2.3 (Continued)

Sections 9 and 10—Assessment and Therapy

Psychologists must use contemporary assessment and therapeutic techniques and the psychologists must
be adequately trained to use them. This complex realm is most relevant to doctoral-level psychologists
who provide service to clients.

because you do not provide therapy for clients, engage in professional consultation, or perform
psychological assessments. As a psychology student, however, you may carry out research
projects, at which time the Principles will definitely apply to you. In fact, the most recent ver-
sion of the ethical guidelines specifically mentions that they apply to student affiliates of APA
(Ethical principles, 2002).

Your research activity may not be ethically troublesome, but you need to avoid crossing
the line into the realm of unethical behavior. The major points appearing in Table 2.2 do not
exhaust the Principles; they merely highlight many of the points relevant to you. You should
ultimately be aware of the American Psychological Association’s Code of Conduct (Ethical
Principles, 2002), as well as the relevant legal considerations. You should also become familiar
with the changes in ethical guidelines as they evolve.

Among the most important practical issues you will face if you conduct research
are those associated with informed consent, that is, making sure that your participants
know what they are going to do and understand the nature of the research. In addition, you
must provide debriefing in which you inform participants of any deception involved in the
research, called dehoaxing, and you make sure that you eliminate any potential sources of
negative feelings by the participants, called desensitization. If you think that there are likely
to be any long-term consequences for your participants after they complete your research,
you need to engage in compensatory follow-up, which means that you arrange for those
problems to be remedied. So, for example, if you carried out a study in which you manipu-
lated a person’s self-esteem, you would be ethically bound to make sure that, at the end of
the study, people were feeling good about themselves and understood the nature of the study
and its manipulations.

An additional requirement when you conduct research is that you must protect the
anonymity and confidentiality of your research participants. It is desirable that, after a study
is over, you cannot link people’s behaviors in a research project with them personally. If
there are no identifying characteristics in the data that allow you to know whose data you are
examining, the data are anonymous. In some cases, you will not be able to separate a person’s
identity from the data. For example, if you are tracking people over time, you have to be able
to link their current data with past data. In such a case, you need to make sure that nobody
outside the research project has access to that information. When you do this, you are making
sure that the data are confidential.

Another ethical issue involved with interaction with participants involves coercion. If
you were carrying out a study, you might want to solicit participation of your friends and
classmates. They might not want to participate, but being your friends, they might feel social
pressure. Their participation would not be truly voluntary.

Finally, when you develop research ideas or when you write up a report of your project,
you must avoid claiming credit that belongs to others. When an investigator asserts that he or
she came up with an idea, but that idea was really developed by another person, this is plagia-
rism. It is considered a very serious breach of ethics. If an investigator has received research
money from the federal government, plagiarism can lead to severe sanctions.
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Legal Requirements and Ethics in Research

Shortly after World War II, the international community recognized the need for laws con-
cerning research with people. These laws are known as the Nuremberg Code, named for the
German city where they were developed. The 10 points of the Code appear in Table 2.4.

As you look at the Code, you might wonder why anybody had to enact such a code. All
of the points seem to involve little but common sense. Unfortunately, the Nazis had victimized
many people in research. The Nuremberg code formalized a set of rules that could be used by
researchers with integrity when they planned their studies that involve people.

Nuremberg Code—A set
of legal principles adopted
by the international com-
munity after the Nazi
atrocities in World War

II to ensure fair and ethi-
cal treatment of research

participants.

TABLE 2.4 Ten Points of the Nuremburg Code

Point

1.

10.

Research on humans absolutely
requires informed consent.

. The experiment must have the pos-

sibility of contributing to our body
of knowledge.

. Researchers should be informed

about the topic they investigate to
maximize the likelihood that the
results will be useful.

. The experiment should avoid

unnecessary physical and mental
suffering.

. No experiment should be conducted

if there is good reason to believe that
death or serious injury will occur.

. The degree of risk must be less than

the potential gain from the research.

. Prior arrangements must be in place

for responding to an emergency that
occurs during a research project.

. The investigator must have appro-

priate training to conduct the
research.

. Research participants must be free

to terminate their involvement at
any time.

The experimenter must terminate
a research project if he or she
believes that continuing the study
will lead to injury or death.

Comment

You cannot do research on people who are not able to give voluntary, informed
consent. This requires that they be sufficiently aware of their rights to be able to
make a choice that is good for them. You are also not allowed to use undue influence
or power you have over a person. The individual must know what risks might be
involved.

You should not perform research that has no chance of being useful to society. This
does not mean that an investigation has to produce major results, but the outcome
should add to the accumulation of knowledge about human and nonhuman behavior.

Especially for biomedical research, scientists should design their research based on
previous work that has been conducted using animals. In addition, the scientist must be
competent enough to design a study whose results will justify the experimentation.

Sometimes research by its nature involves discomfort of some kind (e.g., a study of
sleep deprivation). Researchers should design their work to minimize the extent of the
discomfort should it be necessary. Embarrassment and frustration are examples of men-
tal suffering that might be associated with psychological research.

When an investigation involves high levels of potential risk, this restriction can be
relaxed if the researchers serve as participants in this research.

Scientists must perform a cost-benefit analysis. If the costs exceed the potential ben-
efits, the research is inappropriate.

The investigators must make provisions for emergencies that they can reasonably foresee.
Sometimes a participant may suffer harm because of an entirely unforeseen circumstance.
In such a case, the researcher might not be seen as acting unethically. Points 2 and 3 relate
to this—a researcher should be sufficiently well informed to know what risks are likely.

Researchers have to know what they are doing. If a researcher fails to anticipate dan-
gers that an expert would recognize in advance, that researcher might be judged as
acting unethically. Researchers must also ensure that workers subordinate to them are
qualified to carry out the tasks assigned to them.

When an individual has reached the point that he or she no longer feels comfortable
participating in research, the person has the right to leave without penalty.

The investigator has to be aware of the dynamics of the research situation. If he or she
recognizes that there is an elevated level of risk, the investigator must end the study.
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Institutional Review
Board (IRB)—A com-
mittee that reviews
research projects to make
sure that the projects

are in compliance with
accepted ethical guide-
lines. An IRB is required
for every institution
receiving federal funding
in the United States.

In addition to the internationally recognized Nuremberg Code, the U.S. government has
also passed laws to protect human subjects. These procedures were initially implemented in
1966 and have evolved over time (Reynolds, 1982).

Institutional Review Boards

Changes in the regulations appear in the Federal Register, which reports on congressional
activities of all kinds. One of the major provisions of the federal regulations mandates an
Institutional Review Board (IRB), a committee that consists of at least five people, includ-
ing a member of the community who is not a researcher. The IRB reviews the potential risks
associated with research and either approves or disapproves projects that investigators want to
carry out. The official term for this group is the Institutional Review Board, but people often
refer to it as the Human Subjects Committee.

Most research must receive approval from an IRB, but there are exceptions, as listed
in Table 2.5. (Federal regulations stipulate that an IRB must document that research does not
require formal review.) These exceptions exist because the experts who work for the govern-
ment recognize that not all research carries significant risk. For example, you are allowed to
conduct some survey research and simple observational research in a public area without IRB
approval. The reason is that those you survey or observe do not experience greater risk because
you are studying them when compared to the risks of everyday life. Survey research that probes
sensitive issues may require IRB approval.

TABLE 2.5 Types of Research Most Relevant to Psychology That Do Not Require Approval
by an Institutional Review Board

In general, research activities in which the only involvement of human subjects will be in one or
more of the four following categories are exempt from review by an IRB.
(1) Research conducted in established or commonly accepted educational settings, involving normal
educational practices, such as
(1) research on regular and special education instructional strategies, or
(i1) research on the effectiveness of or the comparison among instructional techniques, curricula,
or classroom management methods.
(2) Research involving the use of educational tests, survey procedures, interview procedures or
observation of public behavior. The exemption does not hold (and IRB approval is required) if
(1) information obtained is recorded in such a manner that human subjects can be identified,
directly or through identifiers linked to the subjects; and
(ii) any disclosure of the human subjects’ responses outside the research could reasonably place
the subjects at risk of criminal or civil liability or be damaging to the subjects’ financial stand-
ing, employability, or reputation.
(3) Research involving the use of educational tests, survey procedures, interview procedures, or
observation of public behavior is exempt as listed in paragraph (2) above; in addition, research is
exempt from IRB approval if:
(1) the human subjects are elected or appointed public officials or candidates for public office, or

(i1) federal statute(s) require(s) without exception that the confidentiality of the personally iden-
tifiable information will be maintained throughout the research and thereafter.

(4) Research involving the collection or study of existing, publicly available data, documents,
records, pathological specimens, or diagnostic specimens; in addition, the research is exempt from
IRB approval if the information is recorded by the investigator so that subjects cannot be identified,
directly or through identifiers linked to the subjects.
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One of the most important issues associated with research with people is that you need to
inform them about the risks and benefits of the project. One way of recording the fact that you
informed the participants and that they voluntarily agreed to take part in the study is through
the informed-consent form. This form lays out the nature of the study, including potential risks
for participating. Sometimes IRBs have specific formats that they want researchers to follow;
in addition, institutions sponsoring research may use these forms as legal documents.

Investigators have found that research participants often cannot understand complicated
informed consent forms, even when the IRBs have created the forms. Likewise, the forms that some
institutions use can be very legalistic and, to a typical reader, uninformative. According to one study,
the prose in the average form was between the tenth- and eleventh-grade reading level, but half of the
U.S. adult population reads at the eighth-grade level or below (Paasche-Orlow, Taylor, & Barncati,
2003). This research involved medical informed consent, which is likely to be more complex and
technical than behavioral research, but the important point is that research participants need to be able
to understand what you are telling them in order for their consent to participate to be truly voluntary.

Ironically, Keith-Spiegel and Koocher (2005) have argued that when researchers believe
that they have not received fair treatment from an IRB, they may engage in behaviors designed
to deceive the IRB. The investigators may conclude that their research is truly ethical and that
they need to identify ways to get around elements of the ethics review process on which the
IRB treats them unfairly.

It is common to hear researchers complain about the difficulty in getting IRBs to approve
research projects, but psychologists, in general, believe that their IRBs are not generally unrea-
sonable. For instance, the majority of respondents, 62%, responded that the turnaround time
between submitting a proposal and receiving a decision is reasonable. The mean time from initial
submission to feedback based on revisions is a little over four weeks (Ashcraft & Krause, 2007).

There are some important questions associated with IRBs, however. For example, Sieber
(2009) gave an example of student researchers who wanted to interview people living on the
streets; the IRB mandated that the students tell those being interviewed that they didn’t have
to respond to any questions they didn’t want to answer. The participants seemed to find that
statement very funny because if they didn’t want to answer, they weren’t going to. The students
believed that the street people did not take the interview seriously because of that.

Furthermore, sometimes IRBs make decisions that seem quite questionable. Ceci and
Bruck (2009) reported that one of their research proposals was denied by their IRB as being
potentially damaging to the children who would be participants even though the National
Science Foundation (NSF) and the National Institutes of Health had reviewed the research
proposal and found no problems. In fact, the NSF had even provided funding for the research.
Sieber (2009) encouraged research on what behaviors by researchers might actually be risky
rather than relying on intuition about it.

When considerable delays occur in IRB approval, two typical reasons are that the research
involves special populations that are considered vulnerable (e.g., children) or that research pro-
tocols pose risk to participants. The experiences of all researchers are not positive, with some
researchers claiming that their IRBs lack somebody with sufficient expertise about the research
to come to a timely decision. However, a minority of researchers, 22%, simply agreed with the
statement that, “My IRB always takes a long time, regardless of the specifics of the proposal”
(Ashcraft & Krause, 2007, p. 9).

The Importance of Social Context in Deciding on Ethics in Research

Consider this: A participant volunteers to help with research. He is told that he will be in the
role of the teacher, delivering electrical shocks to another person, also a volunteer, every time
that person makes a mistake in a learning task. With each mistake, the strength of the shock will
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Cost-benefit analysis—
An evaluation of the
relative risks that research
participants face in a
study (the cost) relative to
the potential benefit of the
outcome of the research.

increase, up to a level on a panel marked “Danger: Severe Shock,” followed by a mysterious
higher level of shock simply labeled “XXX.” The learner remarks that he has a heart condition,
but the experimenter replies that it won’t matter. The learner is strapped into a chair in another
room and connected to the apparatus that will deliver the electrical shocks.

After the learner makes several mistakes and receives shocks, he demands to quit, but
the experimenter simply says the experiment must continue. Shortly thereafter, the learner
(who allegedly has a heart problem) becomes completely silent, but the researcher encourages
the teacher to continue to deliver electrical shocks if the learner doesn’t respond because a
nonresponse is the same as a wrong answer.

Stanley Milgram’s Research Project on Obedience

Suppose you were the participant. Would you continue shocking the learner? Or would you stop?
If you were like the majority of people who took part in some of Stanley Milgram’s (1963) experi-
ments on conformity, you would have persisted in shocking the learner. How would you have felt
afterward, knowing that you had delivered shocks to somebody with a heart condition, somebody
who became utterly silent after a while, somebody you might have killed by shocking him?

(As you may already know, the victim did not receive shocks. Milgram employed decep-
tion to induce participants to feel personally involved in what they thought was a real set of
conditions.)

Milgram (1974) described a variety of studies in his extensive research project that sub-
jected his volunteers to this situation. Knowing what you know about the ethics of research,
would you consider this ethical research? This experimentation has generated voluminous
commentary. Some psychologists and ethicists believe that the studies were simply unethical
(e.g., Baumrind, 1964). On the other hand, Milgram (1964) defended them as being within
ethical boundaries. More recently, psychologists have revisited some of the issues associated
with Milgram’s research and its ethical dilemmas (e.g., Burger, 2009; Elms, 2009; Miller,
2009).

The Ethical Issues

What are some of the important issues to consider here? If psychologists legitimately differ in
their conclusions, it is pretty certain that we are in a gray area here. You might conclude that
the research was acceptable, or you might condemn it. In the end, we need to make a judgment
call using the best wisdom we can muster.

An IRB decides whether any given research project would subject people to undue risk
relative to possible benefits from the research. Formally, the IRB is supposed to weigh the risks
(physical and psychological harm) against the benefits (increased knowledge and applications)
of the research. If the risks are greater than the benefits, the research should not be done; if the
benefits exceed the risks, the research can be defended on ethical grounds. This type of assessment
is often known as a cost-benefit analysis. In essence, if the risks (costs) are great, they outweigh
small and, maybe, even large benefits; as such, the researcher should not conduct the research. On
the other hand, if the benefit is large, then small or maybe medium level risks are tolerable. The
difficulty arises when the risks and the benefits are both high. A decision may not be easy to reach
and different people may arrive at different, but legitimate conclusions.

Unfortunately, before researchers carry out their studies, nobody knows for sure what
harm may occur or what benefits will actually accrue. In advance, we are talking about pos-
sibilities, not actualities. Before a study takes place, we can guess at costs and benefits, but
not until after investigators complete their work can we can identify either the risk-associated
problems that arose or the actual benefits of the research.
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Criticisms of Milgram’s Research. With this uncertainty in mind, we can ask whether Mil-
gram violated the rights of his participants. Among others, Baumrind (1964) asserted that Mil-
gram’s obedience research should not have been done. She said that the “dependent attitude”
(p. 421) of the participants rendered them more susceptible to the manipulations of an authority
figure, that is, the experimenter. She also named several ethical problems, asserting that Mil-
gram did not show concern for participants’ well-being, that the cost (i.e., degree of psycho-
logical distress and having been lied to) exceeded the benefits of having done the research, that
the participants’ long-term well-being was negatively affected, and that their attitudes toward
authority figures would in the future be more negative. She also noted Milgram’s statement
that 14 of the 40 participants showed obvious distress and that three suffered seizures.

Baumrind (1964) did not accept Milgram’s statement that the distress was momentary
and that the gain in psychological knowledge outweighed the negatives: “I do regard the
emotional disturbance described by Milgram as potentially harmful because it could easily
effect an alteration in the subject’s self-image or ability to trust adult authorities in the future”
(p. 422). She also stated that Milgram’s debriefing and dehoaxing processes would not have
remedied the situation.

Milgram’s Defense of His Research. Not surprisingly, Milgram (1964) responded to Baum-
rind’s criticisms. He disagreed with her assessments, saying that he tried to predict in advance
how the participants would respond and had been confident that they would not engage in
the shocking behavior very long. He went to great lengths, asking psychiatrists and others
to estimate how often the participants were likely to engage in blind obedience. The experts
thought that the overwhelming number of participants would not administer severe shocks.
Thus, at the outset, Milgram firmly believed that virtually everybody would refuse to engage
in extreme behavior. As a result, he felt that the risk to his participants would be minimal.
As it turned out, the estimates that the experts gave were wrong—people did administer what
they thought were severe electrical shocks. But it is important to note that Milgram tried to
anticipate what would occur.

Milgram also noted that he debriefed and dehoaxed the participants, trying to ensure
that they departed with no ill effects. Further, at his request, a psychiatrist interviewed 40
participants after a year. There seem to have been no problems at that time. In fact, Ring,
Wallston, and Corey (1970) specifically examined participants’ reactions to a Milgram-like
study. These researchers reported that people may have felt distressed during participation,
but the effects were short-lived. A large majority of the people responded that they were
happy that they participated. Further, when Ring et al. debriefed their participants after using
an approach like Milgram’s, the level of tension by participants dropped relative to that of
no debriefing.

Baumrind raised critically important points. According to the data we have, though,
many or most of the problems she cited did not seem to materialize. Both Milgram’s and
Baumrind’s predictions were off the mark. This is another good example of how experts can
be wrong, and why we should not simply rely on authority for the “truth.”

The Social Context

We might want to consider the social context in which Milgram did his work. His studies took
place from 1960—-1963, which was not long after the end of World War II. The Nazis carried
out numerous experiments that no normal person could ever justify. In some very famous
cases, the perpetrators of those acts claimed that they were merely following orders, that is,
simply being obedient. Milgram, like many others, was greatly affected by the reports of these
atrocities. In fact, when Milgram gave an overview of his research in his book Obedience
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to Authority (1974), he referred directly to the Nazi crimes in the very first paragraph of the
book.

The United States, where Milgram did his research, was still in the process of recover-
ing from the war, like citizens in many countries. In addition, people were worried about the
possibility that communists would try to conquer the world, turning people into blindly obedi-
ent automatons. War was clearly on people’s minds. It was reasonable that we would try to
understand how seemingly normal people could commit the wartime acts of the Nazis, behav-
ing with blind obedience. An experimental psychologist might try to reproduce the dynamics
of obedience in the laboratory to find out how and why people defer to authorities. This is
precisely what Stanley Milgram did.

As members of our society, we continually decide whether behaviors are acceptable. In
the early years of the century, many people felt entirely comfortable discriminating against
people of color in all aspects of life. Society has changed, and the number of people who agree
that such discrimination is acceptable has diminished. In a similar vein, people in the post-war
years may have been very comfortable with the idea of Milgram’s research because the effects
of blind obedience were still fresh in people’s minds. Society has changed, and the number of
people who would support such research has undoubtedly diminished. The question of blind
obedience is no longer as relevant as it was in the aftermath of World War II. It is unlikely
that an IRB would approve such research today. But in a different era, people might consider
it acceptable or even desirable.

Incidentally, Milgram’s application to become a member of APA was initially ques-
tioned on the basis of the ethics of his research. Ultimately, though, the organization accorded
him membership, judging that he had not violated ethical guidelines in his work.

What You Need to Do if Your Research Involves Deception

For decades, deception was very prevalent in social psychological research (Adair, Dushenko,
& Lindsay, 1985). This means that many psychologists have accepted it as a reality of their
research. As Figure 2.2 suggests, deception may have been more routine into the 1970s compared

FIGURE 2.2 Percentage of Studies Using Deception in a Sample of Articles from Journal
of Personality and Social Psychology firom 1965 to 2005
The articles appeared in issues 1 and 6 of the journal from each year represented.
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Role playing—An
approach to research in
which participants act as
if they were participating
in a study so the investiga-
tor can avoid using poten-
tially unethical strategies
that might lead to physical
or psychological harm to
the participants.

Naturalistic obser-
vation—A research
technique in which the
investigator studies
behavior as it naturally
occurs, without any
manipulation of variables
or intervention into the
situation.

Simulation—An
approach to research in
which the investigator
creates an environment
similar to one of interest
in order to study behav-
iors in a realistic way.
This approach is also
known as the simulated
environment.

Cover story—The story a
researcher creates to dis-
guise the actual purpose
of a study when deception
is considered necessary to
conduct a study.

Active deception—The
process of misinforming a
research participant about
some aspect of a study so
that the individual is not
aware of the investigator’s
intent in the project.

Passive deception—The
failure to provide com-
plete information to a
research participant about
some aspect of a study so
that the individual is not
aware of the investigator’s
intent in the project.
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to today. Nonetheless, in spite of the criticisms leveled by opponents of deception, psychological
researchers have not embraced alternate methodologies like role playing, naturalistic observa-
tion, or simulation.

When many people argue against deception, they do so because they see it as immoral.
In addition, a second area of concern involves the risk for participants who are deceived. In
such a case, a person cannot give informed consent about his or her willingness to partici-
pate. We cannot ignore this important notion of informed consent. It is a critical component
of national and international laws. Fortunately, there is good reason to believe that keeping
participants ignorant of some aspects of the research has negligible effects on them in general
(e.g., Broder, 1998).

A very different type of criticism of the use of deception is that people will develop
negative attitudes or suspicion toward psychology and psychological research (Orne, 1962).
There is credible evidence, however, that people regard the science and practice of psychol-
ogy very positively, even after learning that a researcher had deceived them (e.g., Soliday
& Stanton, 1995). Christensen (1988) even reported that research participants believed that
it would be undesirable if we failed to investigate important topics that might require the
use of deception.

Some Research Requires Deception

The dilemma about using deception in research is that some research projects virtually
require a level of deception. If you want participants to act naturally, you might have to cre-
ate a cover story that keeps them from acting in a self-conscious manner during the study.
If, after careful consideration, you conclude that you need to use deception, you must keep
two points in mind.

First, you should minimize the amount of deception involved. You need to make sure
that you do not withhold critical information that would make a difference in a person’s
decision about whether to participate in your research. Withholding too much informa-
tion may mean that a person cannot give appropriate informed consent about participation
because he or she cannot assess the risks. As Fisher and Fyrberg (1994) noted, we can
characterize different kinds of deception, depending on the degree to which we actually
provide incorrect information to participants. For example, we can distinguish between
active and passive deception.

In active deception, you would actively mislead the participants by providing them with
information that is not true. In passive deception, you would not actually tell a lie. Instead,
you would withhold information that might give clues to the participants about the purpose of
the study. That is, you give them incomplete information.

All research involves telling our volunteers less than we know. Participants would prob-
ably not be terribly interested in all the details of our research. At the same time, with passive
deception, you intend to keep the participants in the dark, so your intent is clearly to deceive.
One relevant question involves the extent to which you see an ethical difference between active
and passive deception. This depends on your own point of view; psychologists differ in their
beliefs in the matter.

Furthermore, you need to debrief your participants adequately after the session ends.
There are two components to debriefing. One element involves dehoaxing, which means that
you tell the individuals what you did, how you deceived them, and why it was necessary. The
second element involves desensitization, which means that you eliminate any potential sources
of negative feelings by the participants.

We have to make sure that when we explain to participants that they were deceived,
the dehoaxing does not, in and of itself, lead to discomfort. Would people feel even worse
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Debriefing—Informing
research participants

at the conclusion of a
research project of the
purpose of the research,
including disclosure of
any deception and provid-
ing an opportunity for par-
ticipants to ask questions
about the research.

Dehoaxing—The process
of telling research partici-
pants of any deception or
ruses used in a study.

Desensitization—The
process of eliminating any
negative aftereffects that a
participant might experi-
ence after taking part in a
project.

knowing that they were deceived and would there be psychological risk simply because of
the debriefing itself? One problem you face is that debriefing itself might lead to problems; a
participant might feel worse after learning about a deception. In rare cases, one might refrain
from debriefing a participant, but this should be a last resort that has received approval from
an IRB.

The Effects of Debriefing on Research

Most psychologists debrief their participants immediately after a testing session concludes.
Practically, this is the easiest approach. If a researcher decides to postpone the debriefing, it
takes extra effort to contact the participants. One drawback to immediate debriefing is that
participants might discuss the research with others. If you deceived them in order to make sure
they acted naturally, there are obvious problems if your participants talk to others who later
take part in your study.

How often will participants actually discuss the research with others? According to
Marans (1988), of 50 participants in a debriefing-disclosure study, 10 (20%) reported discuss-
ing the experiment with other, potential participants. If 20% of participants disclose the nature
of a study to others, this could pose a serious problem to the validity of research that relies on
the naiveté of participants. On the other hand, Diener, Matthews, and Smith (1972) discov-
ered that only 11 of 440 potential participants had learned about the deceptive elements of an
experiment for which fellow students had volunteered. Diener et al. concluded that leakage of
information is not a serious concern.

Further, Walsh (1976) reported that when researchers asked people not to disclose any
information about the research, the participants refrained from discussing the study more
than when such a request was not made. These results suggest that researchers must evaluate
the potential problems of immediate debriefing on a study-by-study basis. If the investigator
is worried that a participant might talk about the study and forewarn other potential par-
ticipants of the nature of the study, the researcher might decide to defer debriefing until the
end of the project. This would solve one problem: People remain naive about the study. At
the same time, this solution itself introduces a different problem, having to contact people
later, which is not always easy. A new solution to the problem of delayed debriefing is some
software that keeps track of participation and the email addresses of participants. As such
it could be relatively easy for researchers to contact study participants for debriefing after
the study ends.

Psychologists have asked the question of whether debriefing actually serves its purpose.
That is, does it remove any negative responses of the participants? Although there is contro-
versy (see Rubin, 1985), there seem to be few negative effects of deception when research-
ers take debriefing seriously. Gruder, Stumpfhauser, and Wyer (1977) studied the effects of
feedback. These researchers provided participants with false feedback about poor performance
after having taken an intelligence test. Gruder et al. wondered if there would be a difference
in performance in a subsequent testing session depending on whether the participants learned
about the false feedback in a debriefing session.

The results showed that when participants learned that the feedback was not accurate,
their later performance on another test improved; there was no comparable trend among par-
ticipants who were not debriefed. This suggests that false feedback about poor performance has
a real effect on participants. On the other hand, debriefed participants were able to cast away
the negative information readily. There are clear implications about the beneficial effects of
debriefing and potential risks if it is not done or is not done well.



CONTROVERSY
Deception

Do you like it when people lie to you? If you do, you are probably
fairly unusual. Most people are upset when others lie to them. Over
the years, psychologists have used deception in their research. Do
people object to being lied to in these research settings? Or do you
think that people are unconcerned? The answers to these questions
are difficult because there are few absolute standards.

For instance, people in different cultures may show dif-
ferent responses to issues like deception in research. American
students are more likely to be bothered by it than are Malaysian
students because of a greater tendency on the part of Malay-
sians to defer to the judgments of respected authorities like a
researcher and to relinquish individual rights that Americans
may deem more important (Bowman & Anthonysamy, 2006).
So if you were interested in determining the ethics of a research
project, your decision would be culturally based.

Related to cultural issues in research, the term ethical
imperialism has appeared in the research literature. This concept
refers to the idea that a researcher from one culture may try to
apply his or her own ethical perspective on research participants
in another culture. With the increase in cross-cultural research in
psychology, this phenomenon may become much more promi-
nent. For example, if Malaysian research participants were not
bothered by some aspects of deception as Americans are, should
an American researcher impose his or her ideals on them? Or if
a Malaysian researcher held views that differed from those of
Americans, should he apply his or her standard to the Americans?

A further question involves whether a person from one
culture can truly understand the dynamics of people in another
culture. Quraishi (2008) is a Muslim researcher who studied
Muslim prisoners, discovering that with some Muslim prisoners,
he could identify with them so that the research might have been
more meaningful than if he didn’t identify with them and they
with him. In fact, with some Muslim populations, like Black
Muslims, the cultural mismatch was notable. He used his expe-
rience with the Muslim prisoners to discuss how differences in
race, ethnicity, and culture can affect the process of research.

If you were to search for published articles on ethics in psy-
chological research, you would find that a great deal of it would
relate to the use of deception. Some psychologists (e.g., Ort-
mann & Hertwig, 1997) have condemned the use of deception in
research, calling for the outlawing of the practice, in part on purely
moral grounds. In response, other psychologists have argued that
moral philosophers do not agree that deception is unambiguously
wrong (Korn, 1998), that the “social contract” between research-
ers and participants may permit behaviors that might elsewhere be
considered unethical (Lawson, 1995), and that participants them-
selves do not condemn such an approach (Christensen, 1988).

Chapter 2 ® Ethics in Research

Fisher and Fyrberg (1994) asked potential participants
(i.e., college students) to evaluate research scenarios involving
three types of deception: implicit deception, technical decep-
tion, and role deception. Implicit deception involves having
participants complete their tasks for a purpose of which they are
unaware; in this case, Fisher and Fyrberg (1994) used this type
of deception to manipulate mood by means of an imagery task.

Technical deception involves misrepresentation of the
use of equipment; Fisher and Fyrberg technically deprived par-
ticipants by telling them that equipment had broken down when
it hadn’t. Finally, role deception involves misrepresenting the
role of another individual in the testing session; the researchers
induced participants to believe that they had damaged another
person’s belongings.

The results suggested that people don’t see much prob-
lem with implicit deception. Ninety percent of the students
participating in Fisher and Fyrberg’s study thought that the
benefits of the research outweighed the costs. On the other
hand, just over 70 percent of the students were comfortable
with technical and role deception.

It might be informative to figure out why some research
situations could lead to negative reactions. Psychologists who
study embarrassment note that we feel embarrassed when we
think somebody may evaluate us unfavorably (Miller, 1995). If
we feel that we have been fooled in the presence of someone,
we might be embarrassed because we feel that the person might
think less of us. Thus, in a situation like technical deception or
role deception, you might be annoyed at having been deceived.
On the other hand, in implicit deception, the participants may
not feel they are really interacting with another during the
deception, so they don’t feel uncomfortable.

If participants do not particularly mind implicit decep-
tion in a research study, does that relieve psychologists of the
responsibility to consider the ethics of their actions? If partici-
pants do not mind being deceived, it means that one of several
issues becomes less controversial.

Fisher (2005) has proposed that we consider deception
on several dimensions. Her discussion related to research with
children, but the three points discussed here have validity for
any project involving deception:

e Will alternative methodologies produce data of equal
validity to that involve deception?

® Does deception permit the research participant to make an
informed consent, thereby minimizing potential harm?

e Will debriefing eliminate the potential for risk or could
it cause problems in and of itself?

(continued)
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CONTROVERSY (Continued)

The question of using deception is complex. As Fisher embarrassment or anger at being deceived) with the potential

and Fyrberg (1994) pointed out, participants are partners benefits of research. We have to consider whether hiding the
in research, not merely objects of study. As such, we have truth means that participants will not be able to make informed
to balance the potential risks of psychological harm (e.g., judgments about participation.

Ethical Issues in Special Circumstances

Ethics in Cross-Cultural Research

One area of ethics that does not involve issues like deception or confidentiality focuses on
the implications of culturally oriented research. That is, there can be implications regarding
conclusions drawn along cultural lines.

For example, psychologists should consider whether research on cultural issues could
lead to stereotyping of people in various groups. Iwamasa, Larrabee, and Merritt (2000)
discovered that some behaviors stereotypically associated with different ethnic or racial
groups were also associated with psychological disorders. Thus, one could naively conclude
that when a person from a given group exhibits a certain behavior, that behavior reflects a
disorder when, in reality, it might simply be a common way of behaving within that group.

In an opposite circumstance, a psychologist who is not familiar with the behaviors in a
different cultural group could observe a behavior normal in the psychologist’s culture and not
recognize it as symptomatic of a problem within the other culture. For instance, among the
Amish, symptoms of bipolar mood disorder include giving gifts during the wrong season of
the year or excessive use of public telephones (Rogler, 1999). These examples illustrate APA’s
aspirational principle of justice.

Another aspirational principle that is relevant in cultural research involves respecting
people’s rights and dignity. That is, psychologists should appreciate individual differences
associated with “age, gender, gender identity, race, ethnicity, culture, national origin, religion,
sexual orientation, disability, language, and socioeconomic status” (Ethical principles of psy-
chologists, 2002, p. 1063).

Finally, among APA’s enforceable ethical standards, researchers need to attend to their
competence in researching complex areas involving culture and understand whether they are
really able to draw appropriate conclusions. Psychologists also have an ethical responsibility
to provide adequate assessments and valid interpretation of results.

Ethics in Internet Research

A new challenge that we face as researchers involves ethical issues associated with using the
Internet. We are in fairly new territory with Web research. The community of psychological
researchers has had a century to figure out how to complete in-person research; we have had
well over a quarter of a century to come up with legally sanctioned protections for participants.
Over the past decade, we have begun to learn what works and is appropriate regarding Inter-
net research. But with Web research, some very tricky questions arise about how to deal with
the issues of confidentiality and anonymity (especially regarding sensitive topics), informed
consent, protecting participants from unforeseen negative consequences, debriefing them, and
how to arrange compensatory follow-up if it is needed (which we may never know).
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There are two main advantages of remote, online data collection with respect to eth-
ics, according to Barchard and Williams (2008). The first is that respondents feel a sense of
anonymity that leads them to be more likely to respond to sensitive questions. And, second,
respondents do not feel pressure to continue their participation if they become uncomfortable
for some reason.

Countering these advantages, some disadvantages also exist. First, it is not possible
to know whether participants understand the informed consent process. Second, clarifying
ambiguities and answering questions during debriefing are not possible. Third, the researcher
does not know if a respondent is actually of a legal age to be able to participate (Barchard &
Williams, 2008).

A sizable amount of Web-based research in psychology involves questionnaires. These
are generally regarded as being fairly benign, so the ethical risks associated with them are
minimal. An added protection for the participants is that they can quit any time they want if
they feel frustrated, overwhelmed, or otherwise uncomfortable. However, suppose a researcher
wants to know about serious, private issues in a person’s life. Two notable concerns appear
here. First, it is absolutely required that the researcher guarantee that nobody can intercept the
responses of the participant. Experts in the field of ethics will have to join experts in technol-
ogy in certifying secure data transfer.

Second, merely filling out a questionnaire may trigger an emotional response; if it hap-
pens in a laboratory, the researcher can try to deal with any problems and can get help for the
individual if necessary. The researcher can also arrange to contact the individual at a later point
to make sure that there were no lasting problems. Nobody may ever know about the unfortunate
consequences for remote people who participate online. It appears that this second issue may
not lead to problems because respondents may feel less pressure to complete an uncomfortable
task (Barchard & Williams, 2008). Further, the response rate to sensitive questions is higher in
online surveys than in mail surveys, suggesting that participants do not regularly experience
discomfort in answering sensitive questions (McCabe, 2004).

The research community recognizes these concerns and has begun to address them.
Major national organizations have entered the discussion. The Board of Scientific Affairs of
the American Psychological Association, the American Association for the Advancement of
Science, and the federal government’s National Institutes of Health have worked to generate
solutions to these ethical questions (Azar, 2000a).

Finally, an ethical consideration that involves researchers, not participants, has arisen.
With Web research, it would be both possible and easy for an unscrupulous researcher to steal
the ideas of another person (i.e., commit plagiarism), conduct a similar project, then claim
priority for the ideas. Unfortunately, it could be difficult to know if somebody stole another’s
ideas. How could we distinguish between simultaneous discovery and chicanery (i.e., cheat-
ing)? It could be possible to determine the truth by examining the records of the researchers,
but the issue is not easy and could besmirch the reputations of honest scholars.

Ethics in Animal Research

Psychologists have studied animal behavior for the past century. Much of the work has
involved laboratory rats and pigeons that have learned to perform tasks in different condi-
tions. Even though the study of animal behavior constituted one of the pillars of psychology,
not all people have agreed on its value. Some have criticized animal research as being of
limited applicability to human behavior and restricted mostly to one variant of one species,
namely, the Norway rat (Beach, 1950). This is an important question: Can we learn about
people by studying animals? The answer is definitely yes, although we cannot learn every-
thing from animals.
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A second group of people has condemned research with animals as being unethical.
There are several aspects to their arguments. For instance, animal rights activists maintain
that we do not have the right to keep animals in laboratory captivity. Some also believe that
the animals are treated inhumanely. Over the past few decades, there has been growing senti-
ment against use of animals in research in society, although a majority of people still believe
that if such research benefits humans, it is not unethical (see Plous, 1996a, for a discussion of
these issues).

Researchers who work with animals have identified different elements of ethics in non-
human animal research. Broadly speaking, the scientists have noted that investigators have
to consider the ethics of fair treatment (e.g., housing and food) of the animals, the need for
science to advance, and the benefit of human patients when knowledge is advanced by animal
research (Ideland, 2009).

The use of animals in psychological research has diminished notably over the past several
decades in the United States, Canada, and Western Europe. According to Plous (1996a), as of
over a decade ago, a quarter to a third of psychology departments have either closed their animal
laboratories or are giving it serious consideration. Further, there is a remarkable decrease in the
number of graduate students in psychology who conduct animal research (Thomas & Blackman,
1992, cited in Plous, 1996a). This trend may continue.

Plous has found that psychologists, as a group, show overwhelming support (over 85%)
for naturalistic observation, which does not involve animal confinement, somewhat less sup-
port for studies involving laboratory confinement (over 60%), and little support for research
involving pain or death (17 to 34%). He has also discovered that undergraduate psychology
majors are highly similar to their mentors in the attitudes they hold toward the use of animals
in psychological research (Plous, 1996b). He also noted that among the general public, there
is significant support for research involving rats (88%), but less for dogs (55%).

If a person’s own moral principles imply that it is unethical to use animals in research,
then no arguments about the benefit to people will persuade that individual to accept such
research. That person has the right to hold his or her moral principles, and others must recog-
nize that right. At the same time, the majority of Americans accept animal research as being
beneficial, as long as the investigations might be beneficial to human welfare and do not expose
the animals to unreasonable distress. This group also has the right to its opinion. We must rely
on knowledge and common sense to make the best decision. If we are either to criticize or to
defend research with animals, we need to know the truth of the animals’ treatment at the hands
of the scientists.

Arguments and Counterarguments. According to Coile and Miller (1984), some animal
rights activists made claims about the plight of animals in psychological experiments that
would make most of us wonder if the research is justified. The claims include the idea that
animals receive intense electrical shocks that they cannot escape until they lose the ability to
even scream in pain, that they are deprived of food and water, and suffer until they die.

Coile and Miller discussed six points raised by the activists (Mobilization for Animals,
1984, cited in Coile & Miller, 1984). Coile and Miller’s arguments are two decades old but
are probably still reasonably valid, especially given the changes in the nature of psychological
research away from the animal model. Coile and Miller examined the previous five years of
psychological journal articles that commonly report the use of research animals, like Journal
of Experimental Psychology: Animal Behavior Processes and Journal of Comparative Psy-
chology. They only looked at psychological journals; other disciplines, like biology, also rely
on animals to varying degrees.

The claims of some activists were simply wrong regarding psychological research. The
alleged, intense electric shocks, severe food and water deprivation, smashing of bones and
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mutilation of limbs, and pain designed to make animals psychotic never appeared in research
reported in the most prestigious psychology journals.

The fact that the claims about the research are false does not mean that the animals do
not experience pain or distress in some studies. In fact, various experiments clearly involve
discomfort, some of it intense. Research on learned helplessness, for example, involved such
an approach.

Coile and Miller argued that there can be good reason for engaging in this type of
research, particularly in the biomedical realm. For example, experimental animals have been
used to investigate treatments for problems like living with chronic pain, cancer, and AIDS in
people, but research has also benefitted both wild and domesticated animals in terms of what
constitutes living areas and treatments for distemper. Researchers who seek to further our
understanding of depression sometimes use electrical shock with animals in research; however,
as Coile and Miller pointed out, depression can lead to suicide, which is the third leading cause
of death in young adults.

Miller (1985) further amplified some of the benefits of animal research for people suf-
fering from problems like scoliosis, enuresis (bed wetting), anorexia, loss of the use of limbs
due to nerve damage, chronic pain, stress, and headaches. Many people would consider it
justifiable to study animals in order to ease the plight of people suffering from such problems.

As Plous (1996a, 1996b) has found, psychologists and psychology students hold quite simi-
lar attitudes about the use of animals in research. The general public also shows sympathy toward
animal research; there is widespread support regarding the use of rats in biomedical research.
People do not like to see animals exposed to intense suffering or distress, though. According to
the findings of Coile and Miller, psychologists do not regularly expose their research animals
to the kind of treatment that people find objectionable. In some ways, however, the issue may
become less pressing in psychology because the use of animals in research is on the decline.

Finally, it is important in dealing with issues of the ethics of animal research is to make
sure that information advanced by those on both sides of the issue is credible. Claims that
are unfounded do not help people understand problems that actually need to be addressed, so
appropriate action cannot be taken.

Scientists who study people usually show consideration for the well-being of the individuals
they study. After all, scientists are just like everybody else in most respects. Unfortunately,
however, there have been cases in which researchers have shown a reprehensible lack of con-
cern about the people who participate in their studies.

Probably the most notorious violators of ethics in research are the Nazi doctors who
tortured people in the name of research. Unfortunately, they are not the only ones who have
violated ethical standards. For instance, U.S. researchers studying men with syphilis for several
decades beginning in the 1920s withheld treatment to see the course of the disease. The men
thought they were receiving appropriate levels of treatment.

In order to protect human participants, the American Psychological Association was
one of the first organizations to promulgate ethical standards in research. APA has developed
a set of aspirational goals and enforceable rules that members of APA must follow. It is the
responsibility of each researcher to be aware of these rules. Student researchers are just as
responsible for ethical treatment of participants as professional researchers are.

Among psychologists, Stanley Milgram is undoubtedly the most famous person whose
research was questioned on ethical grounds. He deceived his participants into thinking they
were shocking another individual. The controversy over whether he should have conducted
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his projects persists. In the end, the decision about ethics involves complex issues that differ
for each instance we consider.

After the Nazi atrocities, an international body created the Nuremburg Code, which
specifies the basic rights of human participants in research. It is an internationally recognized
code. In the United States, federal and state legislation similarly protects the welfare of partici-
pants. One of the newest areas that is receiving scrutiny is Web-based research. There are ques-
tions of informed consent and invasion of privacy that have yet to be addressed and resolved.

Another aspect of research ethics that has received considerable attention in the past few
decades involves the treatment of animal subjects. Some people condemn any use of laboratory
animals in research, regardless of the type of projects. Other people feel that if such research
will ultimately benefit people, some degree of discomfort or harm is acceptable. Medical
researchers are more likely to inflict pain or distress in animals; psychological research is usu-
ally more benign and may involve little, if any, discomfort for the animals. The controversial
issues associated with animal rights are still an evolving field.

Dehoaxing Nonmaleficence

Desensitization Nuremberg Code

Ethical Standards Passive deception

Fidelity Plagiarism

Informed consent Respect for people’s rights and dignity
Institutional Review Board (IRB) Responsibility
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Chapter Review Questions

Multiple Choice Questions

1. Researchers at the University of Cincinnati wanted to investigate how much radiation military
personnel could be exposed to and still function. In order to study the effects of radiation, they
a. gave food with radioactive substances to developmentally disabled children.
b. withheld treatment from patients who had been accidentally exposed to radiation.
c. exposed psychiatric patients to radiation without informed consent.
d. subjected cancer patients to whole-body radiation without informed consent.

2. Inrecent psychological research that has received criticism on ethical grounds, the authors (Liston
& Kagan, 2002)
a. failed to cite research by other psychologists that was important and relevant to the develop-

ment of their ideas.

b. claimed to have completed a study but they did not actually carry it out.

subjected participants to high levels of pain without first obtaining informed consent.

d. published a figure that originally came from the research of other psychologists that had
appeared in a different journal.

o

3. According to research by the U.S. Office of Research Integrity, the single most frequently occur-
ring ethical offenses involved
a. not randomly assigning participants to groups.
b. falsifying data.
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c. plagiarizing other researchers’ ideas.
d. fabricating data.

The enforceable rules of conduct associated with the ethical principles developed by the American
Psychological Association are

a. aspirational goals.

b. principles of responsibility.

c. ethical standards.

d. ethico-legal principles.

A psychologist who is providing therapy for a person should not develop a close friendship with
the client because such dual relationships can compromise the success of the therapy. This problem
relates to which General Ethical Principle of the American Psychological Association?

a. beneficence and nonmaleficence

b. respect for people’s rights and dignity

c. justice

d. fidelity and responsibility

In resolving ethical situations involving legal issues and confidentiality, a psychologist

a. can never reveal what a client has revealed in a therapeutic session.

b. may appropriately defer to legal authorities, even if involves violating confidentiality.

c. is obligated to keep information confidential only if revealing it would cause embarrassment.
d. is allowed to reveal confidential information only when a client gives written permission.

If you have deceived participants during the course of a study, you need to debrief them at the end.
When you tell them about the deception, you are engaging in

a. dehoaxing.

b. desensitization.

c. ethical standards.

d. informed consent.

When participants in Stanley Milgram’s obedience studies left the research session, they had been
told that they had been deceived about the nature of the study. Because the participants might
have experienced potentially serious distress after the study, Milgram arranged for visits with a
psychiatrist. This process was called

a. dehoaxing.

b. desensitization.

c. compensatory follow-up.

d. informed consent.

The Nuremburg Code of ethics in human research arose because of the

a. failure to provide medical treatment in the research on syphilis done at the Tuskegee Institute.
b. addition of radioactive substances in children’s food at a home for the developmentally
disabled.

Milgram’s obedience studies.

d. Nazi research in World War II.

°

Research may not require approval by an Institutional Review Board if

a. it occurs in a commonly accepted educational setting and assesses instructional strategies.
b. it involves only passive deception.

c. asimilar study has already been done elsewhere with no ethical problems.

d. it involves studies of children.

Research on how people respond to informed consent forms has revealed that

a. many Americans don’t read well enough to understand what they are reading on the informed
consent forms.

b. many people do not bother to read the informed consent forms because they trust the researchers.
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c. the informed consent forms often omit information important for people to understand the
research.

d. people are often upset after learning what they will have to undergo if they participate in the
research.

The criticism of Milgram’s obedience research by psychologist Diana Baumrind (1964) included

the claim that the research

a. did not include compensatory follow-up.

b. should have been preceded by an attempt to estimate how many participants would be willing
to give high levels of shock.

c. did not include either dehoaxing or desensitization.

d. costs in terms of participant distress were not outweighed by the benefits.

Milgram’s obedience research was important at the time he conducted it because

a. behavioral theories of the time predicted one outcome but Freudian theory predicted very dif-
ferent outcomes.

b. the Nazi atrocities of World War II that were based on blind obedience were still fresh in
people’s memories.

c. Milgram’s studies were among the first to study the effect of obedience on racist behaviors.

d. earlier studies of obedience had erroneously predicted how people would behave under stressful
conditions.

Milgram defended his research by pointing out that he

a. did not intend to harm anybody and could not foresee the problems that occurred.

b. engaged both in debriefing and in dehoaxing of participants after the study ended.

c. paid participants well enough to overcome any discomfort they had experienced.

d. the research was so important that it was acceptable, even if a few people were harmed.

Studies about participants’ reactions to being deceived in research have revealed that

a. most participants are offended when they learned that they have been lied to.

b. deception leads participants to be skeptical or suspicious about psychological research.

c. participants regard the science and practice of psychology positively, even after learning that
they have been deceived.

d. they agree that ethical guidelines should prohibit deception in psychological research.

When you decide to tell participants something false about a research session in order to mislead
them, you are using

a. naturalistic observation.

b. role playing.

c. active deception.

d. dehoaxing.

If volunteers complete an Internet-based survey on a sensitive and potentially distressing topic,
one of the ethical considerations that is hard to deal with is

a. debriefing the participants after they complete their responses.

b. providing any necessary compensatory follow-up.

c. reaching people who might not take distressing topics seriously.

d. informing the participants that they can leave the study at any time.

Researchers have identified advantages of online research that include

a. lessened ethical requirements because people complete online surveys on their own.
b. higher response rates to sensitive questions on online surveys.

c. areduced need to provide debriefing and clarification when people complete surveys.
d. greater understanding by participants of informed consent issues.

Some psychologists have criticized research with animals on ethical grounds. They have claimed that

a. animal research cannot be used to understand or ultimately provide the basis for control of
human behavior.

b. psychological research with animals has doubled about every 10 years.
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c. keeping animals in captivity is unethical in and of itself.
d. moral arguments are not a sufficient basis to justify ending animal research.

When psychology students evaluate research with animals, students

a. usually have very negative attitudes about the use of cats, dogs, and rats.

b. are very similar to their faculty mentors in their attitudes toward such research.
c. support such research for their own studies, but not for the research of others.
d. are very likely to agree that animals are necessary for their own research.

When participants complete a task for a purpose of which they are unaware, the researchers are
using

a. technical deception.

b. implicit deception.

c. role deception.

d. naturalistic deception.

Participants are often uncomfortable when they learn that a research study has involved
a. role deception.

b. passive deception.

c. implicit deception.

d. active deception.

If researchers provide negative, false feedback to participants, the performance of those partici-
pants may worsen. According to research, subsequent debriefing

a. leads to improved subsequent performance compared to participants who are not debriefed.
often results in anger on the part of the deceived participants.

makes no difference to the participants in subsequent behavior.

leads to later frustration on the part of the participants.

po o

ensure that all responses are anonymous and confidential.

let respondents know from the very beginning that once they begin their participation, they
need to continue with the project.

remember that if the researcher makes a big point of assuring confidentiality and anonymity,
it may needlessly arouse suspicions among respondents.

d. avoid asking questions of a sensitive nature.

When considering the ethics of survey research, an investigator should
a.
b.

o

In their defense of research with animals, Coile and Miller argued that

a. even though animals were often seriously harmed, the overall benefit to people was high
enough to justify the pain.

b. animals do not really suffer pain as intensely as people do, so the issue of pain in animal
research is a minor issue.

c. some day in the future, we will discover the benefits of research on animals, even if they have
suffered.

d. animal research is, in many cases, beneficial to animals as well as to people.

Essay Questions

26.

27.

28.

Identify the five general principles of APA regarding ethical conduct and what behaviors they
pertain to.

What types of research can be exempt from Institutional Review Board (IRB) consideration,
according to U.S. federal law?

When people oppose the use of animal research, what arguments do they produce?
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CHAPTER PREVIEW

Research questions come from a variety of sources and motivations, most of them arising from
the investigator’s curiosity. At the same time, our ideas develop within a social context. The
questions we consider important develop because of the combination of our personalities, our
histories, what society values, and other factors that may have little to do with the scientific
research question per se.

Ideas arise in different ways. Sometimes, researchers notice an event that captures their
interest, and they decide to create research to study it. At other times, researchers have a spe-
cific question to address or a problem to solve that leads to a research project. In some cases,
researchers develop research ideas to test theories. No matter how the idea develops, research-
ers have to figure out the best way to investigate their questions.

To generate good research, investigators should be aware of the work of other scientists.
This allows the investigator to advance our knowledge and to avoid simply repeating what
others have done. Such knowledge will also help a researcher generate new questions. Sources
of information include scientific publications and presentations at research conferences. As
your exposure to research expands, you will learn effective and efficient means of searching
for prior work that relates to your own research question.

Electronic databases provide easy access to descriptions of research in psychology. By
conducting a systematic literature review, psychologists can learn about the work of others,
devise their own research questions, and ultimately publish research articles or make presenta-
tions at professional conferences.

Where Research Ideas Begin: Everyday Observations and Systematic Research

If we read journal articles or listen to psychologists give presentations of their research,
we get a coherent picture of what led them to do their research, how they accomplished
it, and what their results mean. The final product is a nice package whose ideas flow
logically; we can see how the ideas developed and how they progressed. Researchers
who communicate well can weave a good story. But where do the research ideas come
from?

Why do researchers study topics ranging from thinking and problem solving to social
relationships to personality development? The answer is fairly simple: The researchers are
curious, and doing the research is fun. Research involves solving puzzles and getting answers,
so why shouldn’t it be enjoyable? Scientists like what they are doing even when they study
serious and complex issues. Further, the social context of researchers’ lives affect the types of
questions they ask and how they ask them.

For example, people who are familiar with conventional birth control pills know that
a woman takes a pill each day for three weeks out of the month. The pills in the fourth
week are placebos that allow menstruation to occur. The reason for the development of this
strategy is that the developer of the first birth control pill, John Rock, was a Catholic who
wanted the form of contraception to be “natural,” thus acceptable to his religious authori-
ties. As such, his plan included monthly menstruation, even though it was not necessary or
maybe even desirable (Gladwell, 2002). This episode provides a good example of how a
researcher’s religious beliefs led to his scientific approach. It would be an interesting exer-
cise to speculate on what might have occurred if the strictures of the Catholic church had
not been part of the picture. The nature of birth control may have gone through an entirely
different development. In fact, the week of placebos may disappear as new contraceptive
medication develops.
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Let’s consider an example of how simply thinking about an interesting social topic
can lead to research questions. For instance, consider a topic that has captured the interest
of the American public: handgun control. Some people support control; some oppose it.
Using surveys, researchers have investigated how often people protect themselves with
their guns.

The picture is complex, which is why there is still debate on the topic. Data collected
by Kleck and Gertz (1995) suggested that Americans use their guns for self-defense about 2.5
million times a year in various emergency situations. According to Hemenway (1997), those
surveys reflected overestimates of protective gun use. In this debate, there are data supporting
contradictory claims. Both sides approach the research carefully and look for valid information.
But the topic is very complex, and each answer to a research question raises new questions. As
a result, the research on the topic continues. Because of the complexity of the issue, the data
don’t point to a single, clear answer regarding whether handgun ownership is, on balance, a
positive or a negative phenomenon.

One of the reasons that researchers have a hard time answering questions definitively is
because of their complexity. Beyond that, though, whenever you ask people for information,
they may mislead you without even knowing it. People think their memories are accurate,
but there are many gaps and errors in what they recall. According to Wentland and Smith
(1993), people are not as accurate as you might suppose in responding to easy questions, such
as whether they own an automobile, a home, a driver’s license, or a library card. We should
not be surprised that answers to hard questions are more problematic. It would be an interest-
ing research project to discover the situations in which we should accept people’s reports of
behaviors and those situations when we should not.

In essence, any time we encounter a behavior that we do not fully understand, there is
potential for a research project.

Informal and Formal Sources of Ideas

There are various ways that research ideas develop. We can characterize them on a continuum
as being more or less formal. Figure 3.1 presents this continuum and the kind of question that
leads to more research.

The Continuum of Research Ideas. Sometimes a research question will arise because
a psychologist observes something in ev