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How Rare Events Bring Atoms to Rest

Laser cooling of atoms provides an ideal case study for the application of Lévy
statistics in a privileged situation where statistical models can be derived from
first principles. This book establishes profitable connections between these two
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FRANÇOIS BARDOU is a researcher at the Centre National de la Recherche Sci-
entifique (CNRS) and currently works on problems in quantum stochastics at the
Institut de Physique et de Chimie des Matériaux de Strasbourg. He received the
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l’État Condensé and at CEA-Saclay. In 1994 he founded his own company, ‘Sci-
ence and Finance’, and continues to have diverse research interests which include
statistical physics, granular matter and theoretical finance. In 1996 he won the



CNRS Silver Medal. He is in charge of a number of statistical physics and fi-
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1.4 Content of the book 5

2 Subrecoil laser cooling and anomalous random walks 7
2.1 Standard laser cooling: friction forces and the recoil limit 7

2.1.1 Friction forces and cooling 7
2.1.2 The recoil limit 9

2.2 Laser cooling based on inhomogeneous random walks in momentum
space 9
2.2.1 Physical mechanism 9
2.2.2 How to create an inhomogeneous random walk 10
2.2.3 Expected cooling properties 11

2.3 Quantum description of subrecoil laser cooling 12
2.3.1 Wave nature of atomic motion 12
2.3.2 Difficulties of the standard quantum treatment 13
2.3.3 Quantum jump description. The delay function 14
2.3.4 Simulation of the atomic momentum stochastic evolution 15
2.3.5 Generalization. Stochastic wave functions and random walks

in Hilbert space 16
2.4 From quantum optics to classical random walks 19

2.4.1 Fictitious classical particle associated with the quantum random
walk 19

2.4.2 Simplified jump rate 20
2.4.3 Discussion 21

v



vi Contents

3 Trapping and recycling. Statistical properties 22
3.1 Trapping and recycling regions 22
3.2 Models of inhomogeneous random walks 25

3.2.1 Friction 25
3.2.2 Trapping region 25
3.2.3 Recycling region 26
3.2.4 Momentum jumps 28
3.2.5 Discussion 28

3.3 Probability distribution of the trapping times 28
3.3.1 One-dimensional quadratic jump rate 28
3.3.2 Generalization to higher dimensions 32
3.3.3 Generalization to a non-quadratic jump rate 32
3.3.4 Discussion 33

3.4 Probability distribution of the recycling times 34
3.4.1 Presentation of the problem: first return time in Brownian motion 34
3.4.2 The unconfined model in one dimension 35
3.4.3 The Doppler model in one dimension 37
3.4.4 The confined model: random walk with walls 39
3.4.5 Discussion 40
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Foreword

Long ago, Paul Lévy invented a strange family of random walks – where each
segment has a very broad probability distribution. These flights, when they are
observed on a macroscopic scale, do not follow the standard Gaussian statistics.
When I was a student, Lévy’s idea appeared to me as (a) amusing, (b) simple – all
the statistics can be handled via Fourier transforms – and (c) somewhat baroque:
where would it apply?

As often happens with new mathematical ideas, the fruits came later. For
example, É. Bouchaud proved that adsorbed polymer chains often behave like
Lévy flights. In a very different sector, J.P. Bouchaud showed the role of Lévy
distributions in risk evaluation. Now we meet a third major example, which is
described in this book: cold atoms.

The starting point is a jewel of quantum physics: we think of an atom in a state of
0 translational momentum p = 0 (zero Doppler effect), inside a suitably prescribed
laser field. For instance, with an angular momentum J = 1 we can have two
ground states |+〉 and |−〉, and one excited state |0〉. The particular state |+〉+ |−〉
has an admirable property: it is entirely decoupled from the radiation and can live
for an indefinitely long time. It is thus possible to create a trap (around p = 0 in
momentum space) in which the atoms will live for very long times: this so-called
‘subrecoil laser cooling’ has been a major advance of recent years. There are many
statistical questions, concerning the resulting random flights in momentum space
with alternate sequences of trapping and recycling. All the resulting effects in p
space and in the time sequence can be measured and compared with statistical
predictions inspired by the Lévy flights. (Here, the broad distributions are in the
lifetimes, not in the size of the jumps.)

The present book summarizes these advances, incorporating a rare admixture of
quantum physics and classical statistics. It is a meeting point for two cultures, each
of them being represented by outstanding experts.

xi



xii Foreword

I am very impressed by this combination and by the clarity of the result. Both
atomic physics and statistical physics integrate (roughly) a hundred years of cul-
ture. To extract what is needed from the two cultures and to make it accessible to a
simple physicist was a real challenge. This joint group has done it. I am sure that
many scientists will feel a special pleasure when reading the book – and that it will
last a long time.

P.G. de Gennes
February 2001



Acknowledgements

We thank our colleagues from the statistical physics community as well as from
the laser cooling community, in particular the members of the cold atoms group
of the ENS, for very fruitful discussions and comments during the completion
of this work. We have been greatly stimulated by the experimental results on
subrecoil cooling obtained during the last 13 years. We are particularly indebted to
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1

Introduction

This book deals with the important developments that have recently occurred
in two different research fields, laser manipulation of atoms on the one hand,
non-Gaussian statistics and anomalous diffusion processes on the other hand. It
turns out that fruitful exchanges of ideas and concepts have taken place between
these two apparently disconnected fields. This has led to cross-fertilization of
each of them, providing new physical insights into the most efficient laser cooling
mechanisms as well as simple and mathematically soluble examples of anomalous
random walks.

We thought that it would be useful to present in this book a detailed report1

of these developments. Our ambition is to try to improve the dialogue between
different communities of scientists and, hopefully, to stimulate new, interesting
developments. This book is therefore written as a case study accessible to the
non-specialist.

Our aim is also to promote, within the atomic physics and quantum optics
community, a way to approach and solve problems that is less based on exact
solutions, but relies more on the identification of the physically relevant features,
thus allowing one to construct simplified, idealized models and qualitative (and
sometimes quantitative) solutions. This approach is of course common in statis-
tical physics, where, often, details do not matter, and only robust global features
determine the relevant physical properties. Laser cooling is an ideal case study,
where the power of this methodology is clearly illustrated.

1.1 Laser cooling

During the last two decades, atomic physics has undergone spectacular progress
based on a new experimental method, called laser cooling and trapping. By using

1 Only a preliminary brief report of this work has been published [BBE94]. More detailed versions have been
presented in an unpublished thesis work [Bar95] and in lecture notes [Coh96].
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resonant or quasi-resonant exchanges of energy and momentum between atoms
and laser light, it is now possible to obtain samples of atoms at temperatures in
the microkelvin and even in the nanokelvin range, i.e. with velocities in the cm/s
or in the mm/s range [Chu98, Coh98, Phi98]. Further cooling and increase of the
density in phase space can then be achieved by using another recently developed
method, called evaporative cooling. This has opened the way to a wealth of new
investigations, ranging from ultrahigh resolution spectroscopy and atomic clocks
to atomic interferometry and Bose–Einstein condensation (for a review of these
fields see, for example, [AdR97, APS92, MeV99, BEC]).

In standard laser cooled atomic samples, called ‘optical molasses’, the ensemble
of atoms interacting with appropriate sets of laser beams reaches a steady-state
resulting from competition between two effects: damping of the atomic momenta
due to a friction force originating from various types of velocity-dependent mecha-
nisms (‘Doppler’ or ‘Sisyphus’ cooling) on the one hand and increase of the atomic
momenta, or momentum diffusion, due to the fluctuations of the radiative forces,
on the other. These fluctuations are associated with the random atomic recoils
occurring in spontaneous emission processes which are generally unavoidable in
any cooling scheme and which make the evolution of the atomic momentum look
like a random walk. For a single spontaneous emission event, the recoil momentum
of the atom has a magnitude (single photon recoil)

pR = h̄k, (1.1)

where h̄k is the momentum of a photon (k is the optical wave-vector). It is therefore
not surprising that, usually, the steady-state rms atomic momentum δp cannot be
smaller than pR: this is the so-called single photon recoil limit of laser cooling.

1.2 Subrecoil laser cooling

A completely different approach to laser cooling can be followed, which is not
based on a friction force and where the single photon recoil no longer appears as
a fundamental limit. The basic idea, presented in Fig. 1.1, is to create a ‘trap’
in momentum space, consisting of a small volume around p = 0 (p denotes the
atomic momentum), which the atoms can reach during their random walk and
where they stay for a very long time, which increases indefinitely when p → 0.
Such a situation is achieved by making the photon scattering rate (fluorescence
rate) R(p) vanish when p → 0. The random walk in momentum space slows
down when p decreases and stops when p = 0, so that atoms remain stuck in the
neighbourhood of p = 0. Up to now, this has been demonstrated by two methods,
Velocity Selective Coherent Population Trapping (VSCPT) [AAK88] and Raman
cooling [KaC92].
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δ−δ p

0

0

Fig. 1.1. Principle of subrecoil cooling. (a) The fluorescence rate R(p) vanishes at mo-
mentum p = 0. (b) The atoms perform a random walk in p-space and accumulate in the
vicinity of p = 0.

Cooling, i.e. an increase of the momentum space density in a narrow range
around p = 0, no longer results here from a friction force pushing the atoms
towards p = 0, but from a combination of two effects: momentum diffusion
and vanishing of the jump rate of the random walk when p → 0. Another
important difference between this and other cooling schemes is the absence of a
steady-state value of the momentum distribution: the longer the interaction time θ ,
the narrower the range δp around p = 0 in which the atoms can remain trapped
during θ . Because of the absence of a steady-state and because of the existence of
atomic characteristic times (trapping times) that can be longer than the observation
time, here we will call such cooling non-ergodic cooling. It has also been called
subrecoil cooling because nothing now prevents the atomic momentum spread δp
reaching values smaller than the photon momentum h̄k.

1.3 Subrecoil cooling and Lévy statistics

We present in this book a new general description of non-ergodic or subrecoil
cooling in terms of a competition between trapping processes (i.e. the atom falls
in the trap) and recycling processes (i.e. the atom leaves the trap and eventually
returns to it). The fundamental feature which has stimulated the new approach
presented in this book is that the distributions of trapping times and escape times
can be very broad, so broad that the usual Central Limit Theorem (CLT) can no
longer be applied to study the distributions of the total trapping time and of the
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total recycling time after N entries in the trap separated by N exits. We show in
this book that the so-called Lévy statistics, which generalizes the CLT to broad
distributions with power-law tails, is the appropriate tool for this problem and that
it can provide quantitative results for all the important characteristics of cooled
atoms.

Lévy statistics is an outcome of some fundamental mathematical work per-
formed in the 1930’s [Lev37, GnK54]. The goal was then to find stable distribution
laws for the sum of N independent random variables, i.e. the distribution laws that
keep the same mathematical form when N → ∞. Gaussian distributions and Lévy
distributions are the solutions of this problem. While the immense applicability
of Gaussian distributions was recognized long ago, Lévy laws have been unduly
ignored in the natural sciences and have been considered a sheer mathematical
curiosity. However, the situation has completely changed over the last 15 years.
Lévy statistics is now recognized as the best tool for studying many anomalous
diffusion problems for which standard statistics are inadequate. Application fields
include not only physics (anomalous diffusion, chaotic dynamics, mechanics of
sandpiles, . . . ) but also finance, biology, etc. (see [BoG90, SZF95, Bak96, BCK97,
Man97, Zas99, MaS99, PaB99, BoP00, CoR00, GoL01]). Lévy statistics can
handle situations in which the standard deviation (or even the average value) of
the studied random variable does not exist. It provides technical tools for per-
forming calculations. Importantly, Lévy statistics implies properties that depart
very strongly, not only quantitatively but even qualitatively, from usual statistical
behaviour. For instance, when the average value of a random variable x is infinite,
the sum

∑N
i=1 xi is no longer proportional to the number N of terms (usual law of

large numbers), but a different scaling behaviour is obtained. This of course has
dramatic phenomenological consequences, as we will see for the specific case of
subrecoil laser cooling.

From the point of view of laser cooling, the study of subrecoil cooling by Lévy
statistics turns out to be extremely fruitful. First, it allows one to extract the key
ingredients of the cooling process from the relatively complicated microscopic
description of the problem provided by atomic physics. Moreover, the statistical
approach leads to unique analytical predictions for the asymptotic properties of the
cooled atoms, independent of the details of the particular cooling scheme consid-
ered, as expected when one goes from a microscopic description to a statistical
description.

From the point of view of statistics, this work can also be considered as a
case study for the application of Lévy statistics in a privileged situation where
the statistical model can be derived from first principles, developed analytically
and, finally, precisely compared to microscopic theoretical approaches and to ex-
perimental results.
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1.4 Content of the book

This book is intended for two different communities working in two different fields:
atomic physics and quantum optics on the one hand and statistical processes on
the other. We have thus considered it useful to include a summary of important
results already known to each community, but not necessarily by both. These
basic results are presented in Chapter 2 (laser cooling, see also Appendix A) and
Chapter 4 (Lévy statistics), while Chapter 3 introduces the models that connect
both fields. We then proceed in Chapters 5 and 6 with the derivation of the central
results of this work. These results are then interpreted, discussed and extended in
Chapters 7, 8 and 9. Appendices present several technical developments, either on
Lévy statistics, or on subrecoil cooling processes.

More precisely, in Chapter 2, we recall some atomic physics results on laser
cooling and subrecoil cooling. We point out the difficulties of an exact quantum
treatment of subrecoil cooling using the generalized optical Bloch equations, and
we present a more efficient quantum approach based on stochastic descriptions
of the evolution of the wave function of the system, in terms of quantum jumps
occurring at random times. This approach provides Monte Carlo simulations of
the quantum evolution of the atomic momentum which allow one to describe, in a
rigorous way, the cooling process by inhomogeneous random walks in momentum
space with a momentum-dependent jump rate R(p) vanishing for p = 0.

Such an approach suggests a simplified model where we make a partition be-
tween two classes of atoms: (i) the cold atoms, which are in a trapping volume in
momentum space where the momentum p is close to zero, and which stay for a long
time τ (trapping time) in this trapping volume (trapped atoms); (ii) atoms outside of
the trapping volume, which make a random walk of duration τ̂ in momentum space,
under the effect of radiation, until they come back again in the trapping volume (τ̂
is a first return time). We calculate in Chapter 3 the probability distributions P(τ )

and P̂(τ̂ ) of the trapping times and first return times, and we show that in several
important cases these distributions are broad distributions with power-law tails, for
which Lévy statistics provides the relevant statistical treatment.

Chapter 4 summarizes the main results of Lévy statistics needed for the deriva-
tion and the interpretation of the results presented in this work. We will not give
here all the detailed proofs, but rather emphasize the physical meaning of the results
and the important differences between Lévy statistics and usual Gaussian statistics.
More details may be found in [GnK54, Lev37, BoG90]. We also introduce a
‘sprinkling distribution’ which will be the basic tool for the calculations of the
following chapters.

The concepts introduced in Chapter 4 are used in the following chapters for the
derivation of quantitative predictions concerning laser cooling. We first study, in
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Chapter 5, the proportion ftrap(θ) of cooled atoms after a cooling time θ , for the
various cases considered in Chapter 3. We find not only the asymptotic behaviour
of ftrap(θ), but the rate at which this asymptotic behaviour is reached when θ −→
∞. This allows us to give a first characterization of the efficiency of the cooling
process. An important result of this chapter is also that ftrap(θ), defined here as
an ensemble average, can be different from the corresponding time average. This
clearly shows the non-ergodic character of the laser cooling process considered
here.

A further step is achieved in Chapter 6 by calculating the momentum distribution
P(p) of the cold (trapped) atoms and the momentum distribution π(p) along a
given axis. We show that there is always in π(p) a narrow peak whose width δp
tends to zero when θ −→ ∞, and the fraction of atoms contained in this peak
is calculated in several important cases. The tails of π(p) at large p are also
studied. Their decrease is described by a power law, which shows that π(p) is
not a Gaussian distribution so that it is not possible, strictly speaking, to define a
thermodynamic temperature. Finally, the increase of the density of atoms in mo-
mentum space and in phase space is evaluated for the various situations considered
in this work.

The physical content of the results obtained in the preceding chapters is dis-
cussed in detail in Chapter 7. We re-interpret them in terms of rate equations
describing a competition between a rate of entry in the trapping volume and a rate a
departure. The rate of entry SR(t) is in fact nothing but the ‘sprinkling distribution’
introduced in Chapter 4. This enables one to interpret the behaviour of the height
and of the peak of the momentum distribution. We also discuss in Chapter 7 a
few other problems: the effect of a non-vanishing jump rate when p → 0 and the
connection between non-stationarity, non-ergodicity and broad distributions.

In Chapter 8 we compare the analytical predictions of the statistical approach
presented in this book with experimental results, as well as with predictions
of microscopic theoretical approaches based on microscopic quantum treatments
(stochastic wave function simulations or generalized optical Bloch equations).
The excellent agreement between the various results gives us confidence in the
approach developed in this work and in the approximations upon which it is based.

In Chapter 9 we present an example of application of the approach developed
in this book to a specific problem: the optimization of the height of the peak of
cooled atoms. This brings into play both the insights and the technical results
obtained in previous chapters and deepens our understanding of some properties of
non-ergodic cooling.

We finally summarize in Chapter 10 the main results derived in this book. We
also mention a few possible extensions and a few open problems.
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Subrecoil laser cooling and anomalous random walks

In this chapter, we first recall (in Section 2.1) a few properties of the most usual
laser cooling schemes, which involve a friction force. In such standard situations,
the motion of the atom in momentum space is a Brownian motion which reaches
a steady-state, and the recoil momentum of an atom absorbing or emitting a single
photon appears as a natural limit for laser cooling. We then describe in Section 2.2
some completely different laser cooling schemes, based on inhomogeneous ran-
dom walks in momentum space. These schemes, which are investigated in the
present study, allow the ‘recoil limit’ to be overcome. They are associated with
non-ergodic statistical processes which never reach a steady-state. Section 2.3 is
devoted to a brief survey of various quantum descriptions of subrecoil laser cooling,
which become necessary when the ‘recoil limit’ is reached or overcome. The
most fruitful one, in the context of this work, is the ‘quantum jump description’
which will allow us in Section 2.4 to replace the microscopic quantum description
of subrecoil cooling by a statistical study of a related classical random walk in
momentum space. It is this simpler approach that will be used in the subsequent
chapters to derive some quantitative analytical predictions, in cases where the
quantum microscopic approach is unable to yield precise results, in particular in
the limit of very long interaction times, and/or for a momentum space of dimension
D higher than 1. This approach also has the advantage of showing, from the
beginning, that anomalous random walks and Lévy statistics are deeply involved
in subrecoil laser cooling.

2.1 Standard laser cooling: friction forces and the recoil limit

2.1.1 Friction forces and cooling

Laser cooling consists of using resonant exchanges of linear momentum between
atoms and photons for reducing the momentum spread δp of an ensemble of atoms.
Achieving the smallest possible value of δp has led to spectacular developments

7
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in various research fields such as metrology, high resolution spectroscopy, atom
optics, atomic interferometry, Bose–Einstein condensation of atomic gases, . . .

In the most usual laser cooling schemes, an ensemble of atoms interacts with
laser beams with suitable polarizations, intensities and frequencies, so that the
atomic momenta are damped. In the so-called ‘Doppler cooling’ scheme for
instance [HaS75, WiD75], this damping is due to an imbalance between opposite
radiation pressure forces, induced by the Doppler effect and resulting in a net
force opposed to the atomic motion. In the more efficient ‘Sisyphus cooling’
scheme [DaC89, UWR89, CoP90], atoms run up potential hills (where they de-
celerate) more frequently than they run down, with the net result of a decrease of
atomic kinetic energy.

In all these situations, the cooling effect can be expressed by a friction force
which, around p = 0, is proportional to the atomic momentum p with a negative
coefficient [Coh90]. When the friction coefficient is large, atoms seem to move
in a very viscous medium, and this kind of situation is called ‘optical molasses’
[CHB85, LPR89].

Momentum damping by a friction force is a dissipative process, necessarily as-
sociated with some fluctuations. In the laser cooling schemes considered above, the
fluctuations are due to spontaneous emission of fluorescence photons which can be
emitted at random times and in random directions, resulting in a random fluctuating
component of the momentum exchanged between the atom and the radiation field.
Laser cooling mechanisms associated with a friction force therefore give rise to a
random walk of the atomic momentum p. As in usual Brownian motion, such a
random walk can be characterized by a drift of the atomic momentum towards
p = 0 due to the friction force (damping of the mean momentum), and by a
momentum diffusion, due to the randomness introduced here by spontaneous emis-
sion. Competition between friction and diffusion eventually leads to a steady-state,
where the momentum distribution can be characterized by a stationary probability
distribution of half-width δp. However, even in the steady-state, fluorescence
cycles never cease, and the random walk in momentum space never stops.

Even in the steady-state of the cooling process, laser cooled gases are generally
not in thermal equilibrium and, as such, cannot be characterized by a well defined
thermodynamic temperature. It is, however, convenient to express the half-width
δp of the distribution using an ‘effective temperature’ T defined by

1

2
kBT = δp2

2M
, (2.1)

where kB is the Boltzmann constant, M is the atomic mass and δp is the half-width
at e−1/2 of the maximum of the one-dimensional momentum distribution. When
the momentum distribution is Maxwell–Boltzmann, the definition of eq. (2.1)
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coincides with the usual definition of statistical mechanics. Throughout this book,
we will use notations T and δp as defined by eq. (2.1).

2.1.2 The recoil limit

What is the minimum temperature that can be reached by standard laser cooling
mechanisms? Since fluorescence cycles never cease and involve spontaneously
emitted photons which communicate to the atom a random recoil, it seems diffi-
cult to control the momentum spread δp to better than the ‘recoil limit’ h̄k, the
momentum of a single photon. In terms of temperature, the recoil limit reads:

T ≥ TR, (2.2)

where the ‘recoil temperature’ TR is defined by

TR = h̄2k2

MkB
. (2.3)

The quantity kBTR/2 is the kinetic energy given to an atom at rest by the absorption
or the emission of a single photon. For most atoms, the recoil temperature is of the
order of 1 microkelvin (µK). Optimized Sisyphus cooling leads to temperatures
close to the recoil limit [CaM95].

2.2 Laser cooling based on inhomogeneous random walks in
momentum space

2.2.1 Physical mechanism

It is also possible to achieve laser cooling, i.e. to accumulate atoms around the
origin p = 0 of the momentum space, without any friction force. Rather than
pushing the atoms towards p = 0 (drift of the momentum random walk associated
with the friction), one resorts to an inhomogeneous diffusion coefficient, vanishing
around p = 0, so that the random walk slows down in this region, where the atoms
pile up. Although random walks seem at first sight to be less efficient at reducing
momenta than the deterministic trend provided by friction, it is these random walks
that will enable one to circumvent the recoil limit.

Such a situation is achieved when the fluorescence rate R, at which photons are
spontaneously re-emitted, depends on p and exactly vanishes for atoms with zero
momentum p = 0 (Fig. 1.1a).

The consequence of the vanishing of the fluorescence rate R(p) around p = 0
is that ultracold atoms (p � 0) no longer undergo the random recoils which
would be due to spontaneous emissions. They are in some sense protected from
the ‘bad’ effects of light. On the other hand, atoms with p �= 0 can absorb
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light. The random recoil due to the re-emitted photons modifies in a random way
their momentum, which can move closer to zero, or farther from zero, after each
fluorescence cycle. The p-dependent fluorescence rate of Fig. 1.1a is thus at the
origin of an inhomogeneous random walk in p-space, with a p-dependent jump
rate R(p), which eventually transfers atoms from the p �= 0 absorbing states into
the p � 0 non-absorbing ‘dark’ states where they remain trapped and pile up
(Fig. 1.1b).

A simple analogy can help understanding such a physical mechanism. Consider
sand grains in a Kundt tube where a resonant acoustic standing wave is excited.
The sand grains are vibrating and moving along the axis of the standing wave in
an erratic way, except at the nodes of the standing wave, where there is no sound
vibration to excite them. After a certain time, the sand grains accumulate at the
nodes of the standing wave. In both cases, cooling without friction and Kundt’s
tube, we have an inhomogenous random walk, i.e. a random walk with a jump
rate varying with the location of the particle and vanishing at certain places. For
cooling, however, the random walk is in momentum space and the jump rate is
momentum-dependent, whereas in a Kundt’s tube, the sand grains move in real
space, and the jump rate is position-dependent.

The fact that the cooling processes considered here do not rely on a friction
force does not mean of course that they could not benefit from the presence of
such a friction force. Without friction, the cooling relies on the efficiency with
which a pure random walk can bring an atom near p = 0. Such an efficiency
decreases dramatically with the number D of dimensions. In one dimension, every
particle returns often to the origin of momentum space, although it may take a very
long time; in two dimensions, this return takes a much longer time and in three
dimensions returning to the origin becomes even more unlikely. It is thus very
useful to supplement the momentum random walk with a friction force, producing a
drift that tends to push the atoms towards the origin of momentum space [MaA91].
This clearly improves the accumulation process. All subrecoil cooling schemes
that have been implemented offer the possibility of an efficient friction force.

2.2.2 How to create an inhomogeneous random walk

Up to now, two methods of laser cooling based on the inhomogeneous random
walk presented above have been proposed and demonstrated: Velocity Selective
Coherent Population Trapping (VSCPT) [AAK88] and Raman cooling [KaC92].
In this book, we do not present a detailed description of these two methods1, which
can be found elsewhere [AAK89, Coh90, Ari91, OlM90, MaA91, KaC92, Rei96,

1 However, Appendix A gives a detailed derivation of the parameters of inhomogeneous random walks corre-
sponding to VSCPT and Raman cooling.
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RSC01]; we just indicate how these methods fit into the scheme discussed in this
work.

In Coherent Population Trapping, an atom with several ground state sublevels
interacts with a set of quasi-resonant laser beams, such that there exists a particular
linear superposition of these ground state sublevels where the atom does not inter-
act with the laser light. This cancellation of the coupling is due to a destructive
quantum interference between absorption amplitudes, and it leads to the accumu-
lation of the atoms into the uncoupled state where the atoms cease to fluoresce
(‘dark state’) and become trapped [AGM76, ArO76]. A careful analysis taking
into account the quantization of atomic motion [AAK89, Coh90, Coh96] shows
that, for most laser configurations, the cancellation of the fluorescence rate actually
depends on a generalized atomic momentum p (which is now a quantum number)
and that situations exist where R(p) exactly cancels at p = 0. The fluorescence rate
thus becomes ‘Velocity Selective’. In this VSCPT process, one can show that R(p)

varies quadratically with p around p = 0. On the other hand, the behaviour of R(p)

at large p depends on the laser configuration, but it usually saturates and decreases
asymptotically as p−2 because of the Doppler shift. Most VSCPT schemes give
rise to a friction force for a proper sign of the detuning between the laser frequency
and the atomic frequency [SHP93, MDT94, WEO94, HLO00]. Notice, however,
that the initial VSCPT scheme [AAK88] involves no such force and appears to be
an example of cooling due purely to an inhomogeneous random walk.

In Raman cooling, an atom with two hyperfine ground state sublevels interacts
with a sequence of laser pulses leading to population transfers between the ground
state sublevels, through stimulated and spontaneous Raman processes. Here also,
this process can be made momentum-dependent, and it is possible to choose se-
quences of pulses such that atoms stop interacting with the lasers at p = 0. The
p-dependence of the fluorescence rate R(p) around p = 0, as well as for large
values of p, can even be tailored almost at will [KaC92, RBB95]. Moreover, a
friction force is readily implemented by an appropriate choice of the directions of
the laser beams used for the stimulated Raman transitions [KaC92].

2.2.3 Expected cooling properties

The exact vanishing of the random walk jump rate R(p) at p = 0, which is the
very basis of the non-standard cooling mechanisms considered here, has important
consequences.

A first consequence of the vanishing of R(p) around p = 0 is the absence of a
steady-state, even at arbitrarily long interaction times θ . Indeed, let us consider the
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characteristic evolution time τ(p) defined by

τ(p) = R(p)−1, (2.4)

i.e. the mean time for an atom with momentum p to undergo a fluorescence cycle,
and let us compare it to the ‘interaction time’ θ , a key quantity in this study, which
represents the duration of the interaction between the atoms and the laser beams
that cool them. Since R(p) →

p→0
0, one has τ(p) →

p→0
∞. Therefore, however long

the interaction time θ may be, there exists atomic evolution times τ(p) longer than
θ , namely the ones corresponding to p < pθ where pθ is defined by

R(pθ ) θ = 1. (2.5)

We will show in this work that these unbounded evolution times can introduce a
fundamental non-ergodicity in the problem, hence the denomination ‘non-ergodic
cooling’ used in this book.

As a second consequence, the single photon recoil h̄k is no longer a fundamental
limit for cooling. In this study, we will show that the radius δp of the volume
around p = 0 where the atoms are accumulated depends only on the shape of R(p)

around p = 0, and on the interaction time θ between the atoms and the lasers.
The radius δp will be shown to be of the order of pθ , defined according to eq.
(2.5) as the smallest momentum for which the probability of a jump during θ is
not negligible. Since R(p) increases monotonically with p, this relation leads to
values of δp � pθ which decrease indefinitely with θ , and thus become smaller
than the recoil h̄k for long enough interaction times. This is how the recoil limit
has been overcome in laser cooling experiments based on the schemes described
here [AAK88, KaC92, LBS94, LKS95, RBB95].

The key role played by the very long sojourn times around p = 0 is the basic
ingredient of cooling by inhomogeneous random walks. In fact, the probability
distribution of the sojourn times τ between successive jumps, has such long tails
for large values of τ , that the variance or even the average of τ may not exist. This is
why the inhomogeneous random walks associated with these cooling mechanisms
are anomalous, and cannot be treated by standard statistics.

2.3 Quantum description of subrecoil laser cooling

2.3.1 Wave nature of atomic motion

The description of subrecoil cooling given in Section 2.2 is oversimplified. In
the subrecoil regime, the external degrees of freedom, i.e. the position x and the
momentum p of the atomic centre of mass, must be treated quantum-mechanically
(we take one-dimensional notations for simplicity). This is due to the fact that the
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condition δp < h̄k is equivalent to h/δp > h/(h̄k), i.e. to ξ > lL where ξ = h/δp
is the atomic spatial coherence length and lL = h/(h̄k) is the laser wavelength.
In other words, below the recoil limit, the spatial coherence length of atomic wave
packets becomes larger than the wavelength of the lasers which are used to cool
the atoms, so that it becomes impossible to make the semiclassical approximation
consisting of a classical treatment of the position of the atomic centre of mass
[Coh90]. In this regime, the wave nature of the atomic motion can no longer
be ignored, and the description of the atomic state must include not only internal
quantum numbers gm , but also external quantum numbers q labelling the motion
of the centre of mass. Moreover, we want to describe the evolution of an ensemble
of atoms submitted to dissipation.

In order to take into account both the wave nature of the atomic motion and
the dissipation, the quantum description generally uses a density matrix σ , the
elements of which 〈gm, q| σ ∣∣gm′, q ′〉 are labelled by internal and external quantum
numbers. The equations of motion of this infinite set of density matrix elements
(including those which involve the Zeeman sublevels of the excited state manifold
e) are the so-called Generalized Optical Bloch Equations (GOBE).

2.3.2 Difficulties of the standard quantum treatment

Because of their complexity, it is in general impossible to obtain analytical so-
lutions of the GOBE. Furthermore, in the subrecoil laser cooling mechanisms
considered here, there is no steady-state solution, and it is thus difficult to make
simple predictions concerning the long time regime where these mechanisms are
most interesting. There are, however, a few exceptions for simple one-dimensional
laser configurations, where analytical predictions for asymptotic behaviour have
been obtained [AlK92, AlK93, AlK96, SSY97]. Unfortunately, it seems to be
extremely difficult to extend these methods to more general laser configurations
and to higher dimensions.

A numerical integration of the GOBE also raises serious practical problems in
the limit of long times. Suppose that one chooses momentum eigenvalues p for
labelling the state of the centre of mass. To make numerical calculations, one must
discretize p over a grid which has to be finer and finer as time grows, because of
the appearance of a narrow peak in the momentum distribution, with the width pθ

tending to zero when θ tends to infinity. But in the same limit (and in the absence
of friction), the momentum diffusion also spreads the possible values of p over a
larger and larger interval which grows with increasing θ . It follows that the number
of equations to be numerically solved becomes prohibitively large, especially in
dimensions larger than one. It is therefore impossible to make precise calculations
for long times, and to obtain information concerning, for example, the proportion
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of cooled atoms contained in the narrow peak of the momentum distribution (see,
for example, Section 6.F of [AAK89]).

2.3.3 Quantum jump description. The delay function

A deeper understanding of VSCPT can be obtained [Coh90, CBA91, Coh92] by
applying to this problem the method of the delay function which has been devel-
oped for analysing photon correlations in resonance fluorescence [Rey83, CoD86],
or the quantum jumps observable in the fluorescence light emitted by a single
trapped ion [CoK85]. The initial motivation for this new investigation of subrecoil
cooling was to overcome some difficulties of the numerical treatment of VSCPT
by the GOBE at long interaction times θ . But the most important reason for
briefly describing the results obtained by this approach is that they will lead us
to the statistical model studied in this book, establishing the connection with Lévy
statistics.

In most quantum optics problems, where an atom is driven by coherent laser
fields and where the main source of dissipation comes from spontaneous emission,
it is possible to describe the evolution of a single atom as a stochastic evolu-
tion consisting of a sequence of coherent evolution periods, involving absorption
and stimulated emissions, separated by quantum jumps consisting of spontaneous
emission processes which occur at random times. Such an evolution can also
be interpreted in terms of a radiative cascade of the total system {atom + laser
photons}, the so-called ‘dressed atom’ (see, for example, Chapter VI of [CDG88]).
In this picture, each quantum jump is associated with a spontaneous transition of
the dressed atom between two adjacent manifolds, by spontaneous emission of
a fluorescence photon, and it puts the atom in a well defined state of the new
manifold, correlated to the state of the spontaneously emitted photon. Between two
quantum jumps, the dressed atom evolves within a given manifold. This coherent
evolution is due to absorption and stimulated emission of laser photons by the atom,
and it is described by a non-Hermitian effective Hamiltonian Heff, which includes
the effect of the damping due to spontaneous emission.

In this picture, it is natural to introduce the probability distribution W (τ ) of the
time intervals τ between two successive spontaneous emissions of photons by the
same atom. Such a function, which is called the ‘delay function’ or the ‘waiting
time distribution’, can be calculated by diagonalizing Heff (see Appendix A.1).
From W (τ ) one can then deduce all the statistical properties of the random se-
quence of fluorescence photons. In particular, one can use W (τ ) to make a Monte
Carlo simulation of the random sequence of quantum jumps [CBA91, ZMW87].
Between two successive quantum jumps, the atom is described by its coherent
evolution in a given manifold. Such a sequence of coherent evolutions separated
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by random jumps constitutes a quantum jump simulation, and averaging over an
ensemble of such simulations yields a quantum jump description of the process.
Note that although the Monte Carlo drawings are based on usual (definite positive)
probability laws such as W (τ ), the quantum jump description is not classical,
and contains all the quantum features of the evolution since these probability
laws have been obtained from a quantum treatment of the problem. The quan-
tum jump description thus provides a statistical description of all the interesting
quantities.

We have performed quantum jump simulations of VSCPT, choosing an atomic
transition and a one-dimensional laser configuration (corresponding to a real ex-
periment [AAK88]), simple enough for allowing the delay function W (τ ) to be
calculated by diagonalizing a 3 × 3 matrix (only three internal states are involved)
[CBA91, BBE94, Bar95]. In such a simple case, which has also been studied
by using optical Bloch equations [AAK89], the coherent evolution periods take
place within a three-dimensional atomic subspace F(p) (family of three atomic
quantum states which are coupled by absorption and stimulated emission) labelled
by using an index p which has the meaning of a momentum (the momentum of
the system {atom + laser photons}). We call Wp(τ ) the delay function obtained by
diagonalizing Heff within the subspace F(p). In a spontaneous emission process,
the system changes randomly from a family F(p) to another one F(p′) with
|p − p′| ≤ h̄k, and we have to calculate a new delay function Wp′(τ ). The time
of the quantum jump which makes the atom leave F(p), and the corresponding
change of atomic state, are obtained by a Monte Carlo procedure based on the
delay function, and on the probability law of the change of atomic state, derived
from a quantum analysis of the situation. Finally, the result of each simulation can
be simply presented by giving the sequence of the constant values of p between
two successive quantum jumps, and the times of the quantum jumps (see Fig. 2.1).

2.3.4 Simulation of the atomic momentum stochastic evolution

We have represented in Fig. 2.1, which is taken from [BBE94], an example of the
stochastic evolution of the momentum p of an atom undergoing VSCPT, given by
the quantum jump simulation described above.

At certain random times, the atom emits a photon and p changes abruptly. Be-
tween two successive spontaneous emissions, p remains constant. This simulation
allows us to make the connection between the quantum description of VSCPT
and the key ingredients of the cooling processes studied in this work. It clearly
appears in Fig. 2.1 that the smaller p, the longer the delay τ between two successive
spontaneous emissions: this is the principle of the new cooling schemes involving
inhomogeneous random walks.
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Fig. 2.1. (a) Example of a momentum random walk resulting from a quantum jump simu-
lation of subrecoil cooling of metastable helium atoms. The unit of atomic momentum p
is the momentum h̄k of the photons. The zoom (b) of the beginning of the time evolution
is statistically analogous to the evolution at large scale. A striking point, typical of Lévy
flights, is the fact that, for all time scales, the few longest time intervals dominate the
evolution. Parameters: �1 = 0.3� and δ = 0 (see Appendix A for details).

There is another striking feature in Fig. 2.1, which was the starting point of the
presented approach: the random sequence of time intervals is clearly dominated
by a single term, the longest one, which is of the order of the total observation
time. This feature gives an anomalous character to the random walk along the time
axis. As we will see below, this statistically anomalous behaviour is the heart of
the efficiency of subrecoil cooling and requires special statistical methods for its
description.

2.3.5 Generalization. Stochastic wave functions and random walks in
Hilbert space

More general one-dimensional configurations, where the delay function cannot be
easily calculated, have also been investigated [MDT94] by using the so-called
‘Monte Carlo Wave Function’ (MCWF) method [DCM92, MCD93, MoC96],
which in fact consists of a numerical calculation of the delay function, step by
step. One can still consider families F(p) within which coherent evolution takes
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place between two successive quantum jumps. For instance, in general laser con-
figurations used in one-dimensional VSCPT, the laser electric field, which results
from the superposition of two counterpropagating laser waves, varies periodically
in space. The corresponding periodic optical potential in which the atom moves
gives rise to a band structure of Bloch states [CaD91]. One can show [Coh96] that
a given family F(p) is nothing but the set of Bloch states having the same quasi-
momentum p. This gives a physical meaning to the index p labelling the families
F(p). But these families are now atomic subspaces of infinite dimensions, and it
is no longer possible to calculate the delay function by a simple diagonalization
of a low dimension matrix. However, the resulting evolution can still be simply
represented by a sequence of quantum jumps separated by coherent evolutions in
well defined families labelled by a constant number p. Note again that there is
no classical approximation in the above procedure, which retains all the quantum
features of the problem.

The delay function approach and the MCWF method are both stochastic ap-
proaches belonging to a more general theoretical framework which is now being
developed for analysing dissipative quantum optics problems and which is based
on the idea of stochastic wave functions. There are a number of slightly different
schemes [Car93, DZR92] which all share two basic ideas that distinguish stochastic
wave functions from the traditional approach of optical Bloch equations. First, the
atoms are no longer described by a density matrix but rather by an ensemble of
wave functions. Second, the time evolution of these wave functions is not a fully
continuous deterministic process as is the case for Bloch equations, but rather a
sequence of coherent evolutions (continuous and deterministic) interrupted at ran-
dom times by random instantaneous quantum jumps corresponding to spontaneous
emissions.

Such a general stochastic wave function approach, which can be shown to be
mathematically equivalent to Bloch equations, presents several interesting new
features.

First, it provides a possible description of the quantum dissipative evolution of
individual particles. Thus, by following the evolution of a single wave function,
one gets a physical intuition of the quantum behaviour of a single atom, that would
be harder to derive from the density matrix used in GOBE2.

Second, the stochastic wave function approach can be efficiently implemented
numerically. Indeed, in a problem where a continuous variable (like the momen-
tum) is discretized in N steps with N 	 1, it is much easier to perform calculations
on wave functions of size N than on the corresponding density matrix of size

2 For instance, this has been very useful for understanding the so-called ‘dark periods’ appearing in the fluor-
escence emitted by a single trapped ion [CoD86], or important features of certain schemes of amplification
without inversion [CZA93].
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(a) (b)

Fig. 2.2. Random walks: (a) of a classical particle in position space, under the influence of
collisions with gas molecules interrupting free flights; (b) of a stochastic wave function in
a Hilbert space (here three-dimensional), under the influence of spontaneous emissions in-
terrupting Hamiltonian evolutions. Note that the wave function is normalized and therefore
its motion is restricted to a sphere.

N × N . This has proved to be crucial for the study of three-dimensional laser
cooling [CaM95]. Another example is the analysis of the original one-dimensional
VSCPT scheme: the explicit use of the delay function enables one to carry out
calculations up to time scales 10 000 times larger than previous works with GOBE.
Furthermore, the Monte Carlo algorithm exhibits multiscale properties that are es-
pecially well adapted for non-ergodic processes [Bar95]. Indeed the delay function
allows one to choose the next spontaneously emitted photon in a single calculation
step, even if the corresponding delay is very long. Since non-ergodic cooling is
characterized by extremely long delays, this is a crucial advantage. In the case of
more complex schemes, in which a step-by-step time integration replaces the delay
function, the stochastic wave functions are still more tractable than the GOBE.

Third, stochastic wave functions provide a new description of quantum dissi-
pative processes, which is very similar to a classical random walk (see Fig. 2.2).
Indeed, between two spontaneous emissions, the atomic wave functions obey a
coherent deterministic evolution, just as a Brownian particle obeys a free flight
motion between two collisions. Then, the spontaneous emission is considered as
instantaneous and random, occurring at random times and in random directions,
just as collisions experienced by a Brownian particle. We are thus led to the
important idea that a stochastic wave function performs a random walk in Hilbert
space [BrP96]. Of course, the random walk of the wave function is more compli-
cated than the random walk of a classical Brownian particle which is performed
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in a classical position and momentum space. However, both random walks share
an essential feature: they are sequences of deterministic evolutions separated by
instantaneous random jumps. Therefore, the classical random walk techniques
that have been developed with a high degree of sophistication should have some
relevance for stochastic wave function approaches.

2.4 From quantum optics to classical random walks

A complete description of the random walk performed by the stochastic wave func-
tion in Hilbert space would be rather difficult and outside the scope of this work.
We replace in the following such a full quantum analysis by a simpler description
in terms of an inhomogeneous random walk performed by the momentum p of
a fictitious classical particle. We keep in this classical description the important
ingredients provided by the stochastic wave function approach, in order to be able
to understand the basic features of the cooling process.

2.4.1 Fictitious classical particle associated with the quantum random walk

Let us come back to the quantum jump simulation of subrecoil cooling presented
in Fig. 2.1. Such a random evolution looks like the random walk of a fictitious
classical particle whose momentum p would change in a random way at certain
times. It is clear that the evolution of such a classical particle cannot fully represent
the quantum evolution of an ultracold atom in a subrecoil cooling experiment.
Between two successive jumps, the state of the fictitious classical particle is fully
characterized by a single number p, whereas the state of the ultracold atom is
described by a wave function. Nevertheless, one must not forget that the simulation
of Fig. 2.1 is derived from a rigorous quantum procedure. There are two ingredients
of this quantum evolution which can be extracted and incorporated in the classical
random walk, with the expectation that they could lead to a correct description of
the cooling process.

First, the distribution of the delays between two successive spontaneous emis-
sions is exactly calculated from an effective Hamiltonian. One can thus, at least
in principle, exactly describe the distribution of the time intervals between two
successive jumps performed by the fictitious classical particle. In practice, a further
simplification will be introduced, as explained in the next section, which consists
of taking simpler mathematical forms for the jump rate.

Second, in the simulation of Fig. 2.1, p is a constant of the motion of the quan-
tum system between two successive jumps (the quasi-momentum characterizing
the subspace of the Hilbert space where the coherent evolution takes place, i.e. the
total momentum of the {atom+laser photons} system). If we consider this constant
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of the motion as a physical quantity characterizing the fictitious classical particle,
it will remain constant, as it should, between two ‘collisions’ experienced by such
a particle.

Using the delay function and the constants of the motion of the quantum prob-
lem, we can thus introduce a classical random walk which reproduces a certain
number of important features of the quantum random walk.

2.4.2 Simplified jump rate

The most important feature of the quantum jump simulation of Fig. 2.1 is the
appearance of very long waiting times τ between two successive jumps when
p → 0. We will thus take for the inhomogeneous random walk of the correspond-
ing classical particle an average jump rate R(p), which exactly vanishes for p = 0
and which has a behaviour around this point characterized by the exponent α of
the lowest-order term in the expansion of R(p) in powers of p. These features are
extracted from the properties of the delay function Wp(τ ) which has a long tail in τ

when p → 0, the corresponding decay rate decreasing as pα when p = ‖p‖ → 0.
Strictly speaking, Wp(τ ) is the modulus of a sum of complex exponentials of τ .

Our simplification consists of keeping only the exponential with the longest time
constant, which tends to ∞ when p → 0. Thus Wp(τ ) can be simply described by
a jump rate R(p):

Wp(τ ) � R(p)e−R(p)τ . (2.6)

This approximation can be justified by the following argument. The important
point in the cooling schemes described here is the fact that the quantum system
arriving after a jump in a family F(p) with p close to 0 has a non-zero probability
to remain there for a very long time (which tends to ∞ when p → 0). It could
eventually make a jump after a very short time, because Wp(τ ) also contains rapidly
decaying exponential components but, after a certain time, the system will come
back in the neighbourhood of p = 0, one or several times, until it stays there for
a very long time. Such very long sojourn times are the origin of the ‘anomalous’
character of the random simulation of Fig. 2.1. By keeping only the longest time
constant in Wp(τ ), one can hope to keep this essential ingredient which will allow
us to derive correctly the asymptotic properties of the cooled atoms. Including the
other shorter time constants would change only some prefactors3, but would not
modify the asymptotic θ -dependence of the various physical quantities.

Similarly, we will characterize the classical random walk far from p = 0 by the
behaviour of R(p) for larger values of p. We will introduce in Chapter 3 simple

3 See Appendix A, in particular eq. (A.35), where we derive these prefactors for one-dimensional VSCPT.
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models corresponding to different possible physical situations. Here also, we will
find that there are situations leading to anomalous random walks.

2.4.3 Discussion

The basic idea of this simplified model is that the efficiency of subrecoil cooling is
linked to the slowing down of the random walk around p = 0, but that details of the
exact characteristics of the random walk are unimportant. We are in fact following
the usual approach in statistical physics, where general and powerful results can be
found independently of microscopic details, provided that some essential features
are taken into account. It seems difficult to demonstrate rigorously the validity of
this approach, but of course we will compare its results to the results of the quantum
microscopic calculations in the cases where such results are available, either from
a GOBE treatment, or from a quantum jump treatment.

A benefit of our statistical approach is to yield quantitative predictions, even in
cases where the quantum microscopic treatment is unable to make such predictions.
It will thus enable us to address a few important questions such as the asymptotic
behaviour at very long interaction times (θ → ∞) or the efficiency of subrecoil
cooling in a configuration of dimension D larger than one.



3

Trapping and recycling. Statistical properties

In this chapter, we introduce two basic statistical distributions suited to an anal-
ysis of the classical inhomogeneous random walk that we introduced at the end of
Chapter 2 for modelling non-ergodic cooling. These two distributions will be used
throughout the book for deriving physically relevant quantities. The fact that they
can be broad, with power-law tails, will also demonstrate from the beginning that
Lévy statistics is naturally involved in non-ergodic cooling.

We begin in Section 3.1 by describing the evolution of the atom as a sequence of
trapping processes of duration τ alternating with recycling processes of duration
τ̂ . This description will yield both physical insight and convenient calculations
provided only two probability distributions are known, the distribution P(τ ) of
trapping times and the distribution P̂(τ̂ ) of recycling times. In order to derive
P(τ ) and P̂(τ̂ ), we then introduce in Section 3.2 simple physical models of the
inhomogeneous jump rate. We then calculate P(τ ) in Section 3.3 and P̂(τ̂ ) in
Section 3.4, using random walk techniques.

3.1 Trapping and recycling regions

As explained at the end of Chapter 2, we replace the microscopic quantum de-
scription of the evolution of the atom by a simpler description, where we consider
a fictitious classical particle, completely characterized by its momentum p, and
making a random walk with a step of rms length 
p of the order of h̄k. This
random walk takes place in a space that can have any dimension D = 1, 2, 3.
Subrecoil cooling is characterized by an inhomogeneous jump rate, depending on
the position p in the momentum space.

The observation of the random walks of individual atoms (Fig. 2.1) suggests
distinguishing two regions in momentum space, a ‘trapping region’ around p = 0
and a ‘recycling region’ far from p = 0. Indeed, when an atom reaches p � 0
states, it can remain ‘trapped’ for a relatively long time. In some cases it stays

22
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τ1τ1 τ2

i– i i

τ2 τi τi

–

Fig. 3.1. Trapping times τi and recycling times τ̂i . The atom returns to the trap at times
R1, R2, . . . , and exits the trap at times E1, E2, . . . (see Section 5.1.2).

there till the end of the laser–atom interaction. In other cases it scatters a photon
before the laser is switched off which usually kicks it away from the p � 0 region.
Therefore, the atom will scatter photons again undergoing a random walk in p-
space. This random walk will eventually lead the atom back to the trapping region
again. Thus the atoms being kicked out of the trapping region are not lost, they
are rather ‘recycled’ since the random walk process gives them other opportunities
to reach long-lived small-p states. We introduce a momentum trap size ptrap to
separate the two regions

trapping region: p ≤ ptrap, (3.1a)

recycling region: p ≥ ptrap. (3.1b)

The trap size ptrap is in principle arbitrary. We will indeed see that the physical
observables no longer depend on ptrap in the limit θ → ∞. This trap size will be
chosen conveniently below to simplify further calculations. In particular, ptrap will
be taken to be smaller than the width p0 of the jump rate dip (see Section 3.2):

ptrap < p0. (3.2)

The evolution of each atom now appears as a sequence of trapping periods
of durations τ1, τ2, τ3, . . . alternating with recycling periods of durations τ̂1, τ̂2,
τ̂3, . . . (see Fig. 3.1). The τ̂i ’s are usually called ‘first return times’.

During the interaction time θ , an atom is trapped N times, N being possibly
different for each atom. During θ , the same atom has therefore been recycled also
N times or N ± 1 times depending on whether the atom was initially (and finally)
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in the trap. As we will be interested in long times θ , we have N 	 1 and therefore,
we consider N � N ± 1. If one disregards the last event1 (either a trapping event
or a recycling event) which overlaps the time t = θ , the interaction time θ writes
as the sum of the total trapping time TN and the total recycling time T̂N :

θ � TN + T̂N , (3.3)

with

TN =
N∑

i=1

τi , (3.4a)

T̂N =
N∑

i=1

τ̂i . (3.4b)

The sum TN is the total trapping time, whereas T̂N is the total recycling time, for
an interaction time θ .

Both the τi ’s and the τ̂i ’s are independent random variables. Therefore, to study
the statistical properties of the sums TN and T̂N , one can think of using Central
Limit Theorems (CLTs): from the probability distributions P(τ ) (or P̂(τ̂ )) of
individual events, one infers the probability distribution PN (TN ) (or P̂N (T̂N )) of
the sums.

A key point of the present work is that P(τ ) is in many cases a ‘broad’ distribu-
tion, i.e. a distribution decaying so slowly at large τ that the second moment 〈τ 2〉
and even the first moment 〈τ 〉 are formally infinite (the same is true of P̂(τ̂ )). This
could be suspected from the graphical aspects of the Monte Carlo random walks
of Fig. 2.1 which tend to generate very long trapping times. Usually, the finiteness
of the first two moments ensures, via the CLT, that the sums TN are distributed
according to Gaussian laws (‘normal’ distributions) for large N . Here, the usual
CLT is not directly applicable since 〈τ 2〉 (or even 〈τ 〉) diverges. On the other hand,
if P(τ ) behaves as a power law, τ−(1+µ) for large τ (which is the case here), one
can use the generalized CLT of Lévy and Gnedenko. The distributions PN (TN ) no
longer tend to normal distributions at large N but rather to ‘Lévy distributions’.

As will be discussed below, Lévy distributions differ qualitatively from the
normal distribution. For this reason, the appearance of Lévy statistics in subrecoil
cooling has dramatic physical consequences. Indeed, the divergence of the average
trapping time will be shown to be deeply related to the main features of the cooling
mechanism, such as non-ergodicity. Thus non-ergodic cooling will appear to be
qualitatively different from cooling with friction forces. In order to carry out

1 This last event will be given a correct treatment in the quantitative calculations presented in subsequent
chapters.
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precise calculations, one needs to derive first the distributions P(τ ) and P̂(τ̂ )

of elementary events. This requires modelling of the inhomogeneous momentum
random walk.

3.2 Models of inhomogeneous random walks

The distributions P(τ ) and P̂(τ̂ ) are determined by the random walk in momentum
space. This random walk itself depends on the inhomogeneous jump rate R(p)

and on the possible existence of friction forces. In this section, we will introduce
three models of inhomogeneous random walks that share the same features in the
trapping region and that differ only in the recycling region. Note that we consider
the random walk to be isotropic. Therefore, the jump rate R(p) depends only on
the atomic momentum modulus p = ‖p‖.

3.2.1 Friction

Before discussing both regions, we need a simple description of the friction forces
that might be present. In usual laser cooling, the cooling effect of friction forces
combined with the heating effect of spontaneous emission generates an approx-
imately Gaussian stationary momentum distribution of half-width pmax. In op-
timized low-intensity Doppler cooling, for instance, one has pmax � (Mh̄�)1/2

where �−1 is the lifetime of the excited state. The friction forces vanish for p → 0.
Moreover the Gaussian momentum distribution decays very rapidly for p > pmax.
Therefore, it is reasonable to model friction forces very simply by a perfect ‘wall’
at pmax in momentum space. For p < pmax, we consider that the atoms diffuse
freely as if there was no friction, but no atomic momentum is allowed to be larger
than pmax. In other words, the real random walk with friction that explores in
principle all the momentum space is, for our purposes, efficiently modelled by a
standard (frictionless) random walk confined to a sphere of radius pmax.

3.2.2 Trapping region

We can now establish the modelling of R(p) in the trapping region, i.e. in the
vicinity of p = 0. In all cases of non-ergodic cooling, R(p) presents a dip of width
p0 around p = 0 which we assume to behave as a power law:

R(p) = 1

τ0

(
p

p0

)α

, p < p0. (3.5)

The case of VSCPT corresponds to α = 2 [AAK89] (see Appendix A). The
flexibility of Raman cooling [KaC92] allows, in principle, any value of α. Up to
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now, Raman cooling experiments have used configurations with α = 4 and α = 2
[RBB95]. Note that the friction forces which might be present are assumed to play
no role for p < p0 as p0 will always be taken smaller than pmax. Although the
function R(p) of eq. (3.5) obviously depends on a single parameter τ0 pα

0 , we have
introduced the value p0 of the momentum at which the jump rate R(p) saturates
and takes the value τ−1

0 (Fig. 3.2). The parameter p0 then characterizes the width
of the dip of R(p) around p = 0, while τ−1

0 is the jump rate at saturation.
Spurious mechanisms can cause the cancellation of R(p) at p = 0 to be imper-

fect. In these cases, eq. (3.5) must be replaced by

R(p) = R0 + 1

τ0

(
p

p0

)α

, p < p0. (3.6)

In most of this book we will only consider that R0 = 0. The cases R0 > 0, which
can be important for practical applications, can easily be taken into account with
our approach. This is done in Section 7.4.

3.2.3 Recycling region

Consider now the possible models for the recycling region, i.e. the region p > p0

out of the dip. In the first model, the jump rate is assumed to be constant for all
p > p0 and the atomic momentum is confined to a sphere of radius pmax:

confined model: R(p) = 1

τ0
, p0 ≤ p ≤ pmax. (3.7)

This confined model describes faithfully most situations of friction-assisted subre-
coil cooling [MaA91, SHP93, WEO94, MDT94, LBS94, LKS95, HLO00].

In the second model, the jump rate is also assumed to be constant for all p > p0

but the atomic momentum random walk is allowed to go to infinity (pmax → ∞):

unconfined model: R(p) = 1

τ0
, p0 ≤ p. (3.8)

This unconfined model is well suited to cases in which the atomic momentum
diffusion is frictionless and when the optical Doppler effect, which shifts the atoms
out of resonance with the cooling lasers at large p, can be neglected.

The third model assumes unconfined momentum diffusion and takes into ac-
count the decrease of the jump rate due to the Doppler effect:

Doppler model: R(p) = 1

τ0
, p0 ≤ p ≤ pD, (3.9a)

R(p) = 1

τ0

(
pD

p

)2

, pD ≤ p, (3.9b)
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Fig. 3.2. Models of inhomogeneous random walks.

where the characteristic momentum pD is defined by kpD/M = �/2 (k is the
laser wave number). The previous equations for R(p) are obtained by taking the
small-p and the large-p limits of the Lorentzian �2/(�2 + 4k2 p2/M2), describing
the decrease of the jump rate due to the Doppler shift kp/M (see Appendix A,
p. 152). This Doppler model describes faithfully the original one-dimensional
VSCPT scheme with σ+/σ− polarization [AAK88].

A fourth model could be introduced, with absorbing walls at p = pabs. These
absorbing walls would account for momentum dependent forces that appear for
p > pmax in some experiments [LBS94] that tend to push the atoms towards larger
momenta, unlike friction forces. This undesirable effect can in principle be reduced
by an adequate choice of experimental parameters. It will therefore not be studied
here.
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3.2.4 Momentum jumps

The last ingredient of the random walks is the probability distribution of the
momentum jumps due to spontaneous emissions. We consider that positive and
negative jumps occur with the same probability (except for p = pmax in the
confined model, cf. the above discussion of friction). The probability distribution
of jumps spans an interval of approximate size 2
p where 
p is the standard
deviation of the jump lengths, the only parameter of this distribution that will
be needed in this book. In most cases, 
p is of the order of the single photon
momentum h̄k:


p � h̄k. (3.10)

One can calculate 
p precisely for specific laser cooling situations (see e.g. Sec-
tion A.1.2.6, for one-dimensional σ+/σ− VSCPT and Section A.2.2.3, for one-
dimensional Raman cooling).

3.2.5 Discussion

To sum up, physical considerations have led us to introduce three models for the
inhomogeneous momentum diffusion. These models depend essentially on the
parameters α, p0 and τ0, and possibly on R0, pmax and pD. They may appear to
be oversimplifications of the atomic diffusion. However, as discussed below, they
do grasp the essential features of subrecoil cooling. Their relevance is intimately
connected to the generalized CLT: as shown in Chapter 4, the distributions of the
sums TN and T̂N at large N depend only on the asymptotic behaviour of P(τ ) and
P̂(τ̂ ) when these distributions are broad. So the only requirement on the models
for predictions in the long time regime (large N ) is that they describe correctly the
asymptotic behaviours of P(τ ) and P̂(τ̂ ). Therefore, these simplified models will
allow exact analytical predictions in the long time limit.

3.3 Probability distribution of the trapping times

3.3.1 One-dimensional quadratic jump rate

We first consider the case of a one-dimensional random walk along the px axis,
with a quadratic variation of the jump rate around px = 0:

R(px) = 1

τ0

(
px

p0

)2

= 1

τ0

(
p

p0

)2

. (3.11)

Bearing in mind that the real motion takes place in a three-dimensional space, the
lengths of the steps of the random walk are not all equal, but rather random between
� −
p and � +
p, corresponding to the projection of the recoil momentum (of
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random direction) onto the x axis. All the points of the px axis can then be explored
by the diffusing atom. If we now make the further assumption that the trap size ptrap

is small compared to the step length

ptrap � 
p, (3.12)

then all the points in the trapping region are reached with the same probability
(‘uniform sprinkling’). The probability density ρ(px) that an atom entering the
trap of width 2ptrap reaches the momentum px is therefore approximated as:

ρ(px) = 1

2 ptrap
. (3.13)

The probability for a trapped atom making a momentum jump to fall back into the
trap is of the order of ptrap/
p, which is negligibly small because of the inequality
(3.12). The trapping time τ(px) for an atom landing in the trap at px is therefore
equal to the time spent at px , which is directly related to the jump rate R(px) of
eq. (3.11). In other words, the jump rate R(px) is also the rate of escape from the
trap, for the atoms with |px | < ptrap.

3.3.1.1 Deterministic model

Let us first assume, for simplicity, that an atom entering the trap with a momentum
px remains there for a well defined, deterministically fixed, time τ(px) given by:

τ(px) = 1

R(px)
= τ0

(
p0

px

)2

(3.14)

(in reality, the time τ is itself random, distributed according to an exponential law
of mean 1/R(px); we shall take this into account below, see eq. (3.19)). The
trapping times τ(px) are therefore distributed (Fig. 3.3) between a minimum value
τtrap (corresponding to px = ±ptrap)

τtrap = τ(ptrap) = τ0

(
p0

ptrap

)2

(3.15)

and infinity (corresponding to px = 0), with a probability distribution P(τ ) such
that

P(τ ) |dτ | = 2ρ(px) |dpx | (3.16)

which means that all events either between px and px + dpx , or between −px and
−px − dpx , contribute to trapping times between τ and τ + dτ , where |dτ | and
|dpx | are related by the equation

|dτ |
|dpx | = |τ ′(px)| = 2τ0

p2
0

|px |3
(3.17)
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0
px

0

τ(
p x

)

p0ptrap

τtrap
τ0

dpx

dτ

Fig. 3.3. Trapping times τ(px ) for px > 0.

(see eq. (3.14) and Fig. 3.3). Inserting eq. (3.13) and eq. (3.17) into eq. (3.16), we
then find the distribution of the trapping times to be

P(τ ) = τ
1/2
trap

2τ 3/2
, τ ≥ τtrap, (3.18)

with τtrap defined by eq. (3.15).
This probability distribution, shown in Fig. 3.4, is a broad function with slowly

decreasing tails. The probability of observing large values of τ is so important
that the average value of τ is infinite. This unusual behaviour is precisely at the
root of the efficiency of the subrecoil cooling mechanisms, which are based on the
existence of very long trapping times around px = 0.

3.3.1.2 Exponential model

The τ−3/2 behaviour of the distribution of the trapping times for large τ is the
main result of the above calculation. This result is not substantially modified if one
considers a more realistic model, where the trapping time for a given momentum
is an exponential random variable rather than a deterministic variable. If R(px) is
the jump rate associated with a trapped momentum px , the conditional distribution
of the trapping times for a well defined px is

P(τ | px) = R(px) exp (−R(px) τ ). (3.19)
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Fig. 3.4. Distribution P(τ ) (deterministic model).

The total probability distribution of the trapping times is then

P(τ ) =
∫ +ptrap

−ptrap

P(τ | px) ρ(px) dpx . (3.20)

Using the expression for the jump rate (eq. (3.11)) and the uniform distribution for
entering the trap at momentum px (eq. (3.13)), one finds, after changing variables
to u = p2

xτ/(p2
0τ0):

P(τ ) = 1

2

τ
1/2
trap

τ 3/2
γ

(
1 + 1

2
,

τ

τtrap

)
, (3.21)

where γ (β, x) is the incomplete Gamma function defined by

γ (β, x) =
∫ x

0
e−uuβ−1 du. (3.22)

Taking the limit τ → ∞, one has

γ

(
1 + 1

2
,

τ

τtrap

)
→ �

(
1 + 1

2

)
= 1

2
�

(
1

2

)
.

The asymptotic behaviour of P(τ ) is thus given by:

P(τ ) �
τ	τtrap

�(1/2)

2

τ
1/2
trap

2τ 3/2
(3.23)

where �(1/2) = √
π . For finite values of τ , there are subleading correction terms

which can be systematically calculated (see eq. (6.5.32) in [AbS70]).
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3.3.2 Generalization to higher dimensions

If we now consider a random walk in a D-dimensional momentum space, with a
quadratic jump rate still given by eq. (3.11), we can easily generalize the above
results. Let us again assume that, for an atom entering the trap, the probability to
land anywhere in the trapping volume VD(ptrap) is uniform. The volume VD(p) of
the hypersphere of radius p reads:

VD(p) = CD pD, (3.24)

where CD is the volume of the unit sphere in D dimensions:

C1 = 2, C2 = π, C3 = 4π/3. (3.25)

The probability ρ(p) dp, for an atom landing in the trap, of landing at a momentum
of modulus between p and p + dp is simply given by:

ρ(p)dp = dVD(p)

VD(p)
= SD pD−1 dp

VD(ptrap)
, (3.26)

where SD pD−1 is the surface of a hypersphere of radius p (SD = DCD):

S1 = 2, S2 = 2π, S3 = 4π. (3.27)

Thus, one obtains

ρ(p) = DpD−1

pD
trap

. (3.28)

Calculations similar to those of the one-dimensional case then lead to

P(τ ) �
τ	τtrap

A Dτ
D/2
trap

2τ 1+D/2
, (3.29)

where A is a numerical factor which depends on whether one assumes a determin-
istic (see eq. (3.14)) or an exponential (see eq. (3.19)) relation between τ(p) and
R(p). In the former case, A = 1, while in the latter case, A = (D/2) �(D/2).
Note that as soon as D > 2, the average trapping time is finite (although the
variance of the trapping time still diverges if D < 4).

3.3.3 Generalization to a non-quadratic jump rate

If we consider more general situations where the jump rate varies as pα (cf. eq.
(3.5)), very similar calculations lead to the following result:

P(τ ) �
τ	τtrap

Aµ

µτ
µ
trap

τ 1+µ
with µ ≡ D

α
, (3.30)
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where the characteristic trapping time τtrap is defined as:

τtrap = τ0

(
p0

ptrap

)α

. (3.31)

The numerical constant Aµ is still equal to one in the deterministic case, and to
Aµ = µ�(µ) in the exponential case.

3.3.4 Discussion

We have thus shown that the asymptotic behaviour of the trapping time distribution
P(τ ) at large τ decays as a power law with an exponent µ given by the ratio of
the dimension D of the momentum space to the exponent α characterizing the
p-dependence of the jump rate R(p) around the trapping point. This power-law
distribution is conveniently written as

P(τ ) �
τ	τb

µτ
µ

b

τ 1+µ
(3.32)

with

µ ≡ D

α
and τ

µ

b ≡ Aµτ
µ
trap = Aµ

(
p0

ptrap

)D

τ
µ

0 , (3.33)

where Aµ is defined by

deterministic case: Aµ = 1, (3.34a)

exponential case: Aµ = µ�(µ). (3.34b)

Note that, in the deterministic case, the expression (3.32) is exact for all τ ≥ τtrap.
When µ ≤ 2, the variance of τ does not exist, and the usual (Gaussian) CLT does

not apply (see Chapter 4). When µ ≤ 1 the tails of the probability distribution are
so broad that the average value of τ fails to converge. Such a situation is a priori
favourable for efficient cooling, since it corresponds to the case where very long
trapping times around p = 0 have a substantial probability.

In such situations, however, one cannot apply usual statistical treatments. In
particular, when µ ≤ 1, the total trapping time TN is clearly not proportional to
N 〈τ 〉 (where N is the number of trapping events), since 〈τ 〉 is infinite. One thus
has to resort to the generalized CLT of Lévy and Gnedenko (see Chapter 4). In the
intermediate case 1 < µ ≤ 2, the average trapping time is finite and differs from
τtrap by a factor which diverges as µ tends to one from above. For example, in the
deterministic case, one gets:

〈τ 〉 = µ

µ − 1
τtrap. (3.35)
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In order to have µ as small as possible, which is a priori favourable for efficient
cooling, the exponent α must be large: this corresponds to ‘flat’ behaviour of the
jump rate R(p) around the trapping point. On the other hand, when the number D
of dimensions increases, the tails of P(τ ) decay faster, simply because of the phase
space relation (eq. (3.28)), which gives less weight to small values of p when the
space dimension increases.

To make the connection with real subrecoil cooling schemes (Appendix A),
notice that the initial VSCPT scheme in one dimension corresponds to a broad
distribution where 〈τ 〉 is infinite (µ = 1/2), while in the three-dimensional case
(µ = 3/2) the average of τ does exist. The two-dimensional situation corresponds
to the marginal case µ = 1. Raman cooling corresponds to α � 4 when using
Blackman pulses and to α = 2 when using square time pulses [RBB95].

3.4 Probability distribution of the recycling times

3.4.1 Presentation of the problem: first return time in Brownian motion

In contrast to a trapping period, which consists of a single event (the atom is
trapped at a given p), a recycling period is a random walk composed of many steps
out of the trap. We characterize such a composite recycling period by a single
number τ̂ , which is the recycling time, i.e. the time needed to return to the trapping
region. The aim of this section is to establish the probability distribution P̂(τ̂ )

of the recycling times τ̂ . This is in fact a ‘first return time’ problem, a standard
problem in Brownian motion theory: τ̂ can be identified as the time needed for the
random walk in momentum space to return to the origin.

It is well known that this problem depends crucially on the dimension of the
space where Brownian motion takes place. Indeed, in the one-dimensional case,
the probability that a random walker returns to the origin is equal to one (actually,
the random walker returns infinitely often to its starting point). On the contrary,
in dimensions greater than D = 2, there is a non-zero probability that the walker
never returns to its starting point.

Another important parameter controlling the first return time is the average dura-
tion 1/R(p) of the steps of the random walk. We calculate below the recycling time
distributions P̂(τ̂ ) for the three models introduced in Section 3.2. In the unconfined
model (Section 3.4.2), R(p) is constant outside the trap, and the motion is the usual
random walk with a uniform jump rate. In the Doppler model (Section 3.4.3),
R(p) decreases for large values of p; recycling walks reaching large values of p
are slowed down, and large recycling times are obviously more probable than in
the unconfined model: we therefore expect a broader distribution for the recycling
times τ̂ . On the contrary, in the confined model (Section 3.4.4), the random walk



3.4 Probability distribution of the recycling times 35

motion is bounded by ‘hard walls’, and one expects that large recycling times are
scarce, leading to a relatively narrow distribution P̂(τ̂ ).

3.4.2 The unconfined model in one dimension

We first recall here a few results for the problem of an atom making a one-
dimensional uniform random walk on the px axis (px is the algebraic position
which takes values between −∞ and +∞, in contrast to its modulus p = |px |
which is always positive). The average value of the elementary step is zero
(isotropic random motion) and its variance 
p2 is independent of the position px .
The average time between two successive steps is finite and equal to τ0 (unconfined
model). At time t = 0 the atom leaves the trapping region around the origin
(p ≤ ptrap with ptrap � 
p). We want to determine the probability distribution
P̂(τ̂ ) of the time t = τ̂ at which the system returns for the first time to the trapping
region.

Let us start by determining the probability distribution P1(n) of the number n
of steps needed to return for the first time to the trap. At this stage, working only
in terms of the number of steps, we deal with a purely geometric problem and the
existence of long-lived trapping states for p < p0 plays no role. In order to solve
this problem, we introduce the probability Ptrap(n) that the atom is in the trap after
n steps, independently of the number of previous returns. This probability is the
integral over the trapping region (−ptrap ≤ px ≤ ptrap) of the probability density
P(px , n) of px after n steps. For a standard random walk, it is well known that
after a large number n of steps, the distribution of px is Gaussian:

P(px , n) = 1√
2πn 
p2

exp

(
− p2

2 n 
p2

)
. (3.36)

Using the condition ptrap � 
p, one thus finds

Ptrap(n) =
∫ ptrap

−ptrap

dpx P(px , n) = 2 ptrap√
2πn 
p

. (3.37)

We now want to relate Ptrap(n) to the first return distribution P1(n). The atom
can be in the trap after n steps, either for the first time (with probability P1(n)),
or because it was already in the trap after n′ < n steps (with probability Ptrap(n′)),
left the trap at the step n′ + 1 and then returned once more after n − n′ steps (with
probability P1(n − n′)). All the possibilities are covered by allowing n′ to vary
between 1 and n − 1. Summing over n′, we can therefore write an exact relation:

Ptrap(n) = δn,0 +
n∑

n′=0

P trap(n
′) P1(n − n′), (3.38)
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where the Kronecker symbol δn,0 accounts for the fact that the atom is in the trap
for n = 0. We have extended the summation from n′ = 0 to n′ = n, taking into
account the fact that Ptrap(n = 0) = 1 and P1(n = 0) = 0.

One then introduces two generating functions (discrete Laplace transforms), as:

Ld Ptrap(s) =
∞∑

n=0

e−sn Ptrap(n) (3.39)

and similarly for Ld P1. Multiplying eq. (3.38) by e−sn and summing over n leads
to:

Ld Ptrap(s) = 1 + Ld Ptrap(s)Ld P1(s) (3.40)

or

Ld P1(s) = 1 − 1

Ld Ptrap(s)
. (3.41)

We are interested in the long time behaviour of P̂(τ̂ ). Since the average time
between two steps is finite, it is obvious that the large τ̂ regime corresponds to
a large number of steps n. The information about large τ̂ is thus contained in
the small s behaviour of Ld P1(s). For small s, the region n < s−1 does not
contribute to leading order and the discrete sums over n can be replaced by integrals
(corresponding to usual Laplace transforms). This gives, using eq. (3.36):

Ld Ptrap(s) �
s→0

∫ ∞

0
dn e−sn Ptrap(n)

= 2ptrap√
2π
p

∫ ∞

0
dn

e−sn

√
n

=
√

2ptrap


p

1√
s

(3.42)

(we have used �(1/2) = √
π ). It then follows from eq. (3.41) that

Ld P1(s) �
s→0

1 − 
p√
2ptrap

√
s. (3.43)

Note that Ld P1(s = 0) = ∑∞
n=0 P1(n) = 1, which means that the total probability

of returning to the origin is equal to one. As discussed in the next chapter, the small
s behaviour of Ld P1(s) and the large n behaviour of P1(n) are linked. From eq.
(4.1) and eq. (4.14) of Chapter 4, one can deduce that:

P1(n) �
n→∞

1

2
√

2π


p

ptrap

1

n3/2
. (3.44)

We can now come to the time variable τ̂ . The probability density of returning to
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the trap for the first time at time τ̂ is related to the probability density P1(n) for the
number of steps through:

P̂(τ̂ ) =
∞∑

n=0

P1(n)P(τ̂ |n), (3.45)

where P(τ̂ |n) is the probability density that the n steps have taken a time τ̂ . Since
the average time between jumps is finite, the law of large numbers ensures that one
can replace, to leading order in the large τ̂ limit, P(τ̂ |n) by δ(τ̂ − nτ0) (τ0 is the
average jump time).

Using eq. (3.44), we finally obtain:

P̂(τ̂ ) = τ̂
1/2
b

2τ̂ 3/2
with τ̂b = 1

2π

(

p

ptrap

)2

τ0. (3.46)

This result, valid for large values of τ̂ , shows that the recycling time distribution is
very broad, with tails decreasing so slowly that the average value of the recycling
times diverges. This calls for the use of Lévy statistics, which we shall introduce
in the next chapter.

The presence of the ratio 
p/ptrap in expression (3.46) has an interesting interpretation.
When an atom, making steps of typical size 
p, comes back in the vicinity of p = 0,
it has a probability ptrap/
p of falling into the trap. Therefore, this atom must come
back typically 
p/ptrap times in the vicinity of p = 0 in order to have an appreciable
probability to return to the trap. The larger 
p compared to ptrap, the higher the
probability to ‘miss’ the trap when coming back to the vicinity of p = 0, and therefore
the larger the typical return time τ̂b to the trap.

Furthermore, the power 2 of (
p/ptrap)
2 can also be easily understood. It comes

from the fact that the mth first return path (m = 
p/ptrap) is typically m2 times longer
than the first return path (see the properties of Lévy sums, Section 4.3.1).

The return time distribution becomes even broader for higher dimensions, where
the atom on a random walk has difficulty relocating its initial site. In two dimen-
sions, P̂(τ̂ ) only decays as τ̂−1 log−2(τ̂ ), whereas in three dimensions, there is
a finite probability that the walk never returns, which corresponds to a non-zero
weight of P̂(τ̂ ) at τ̂ = ∞ [Wei94].

3.4.3 The Doppler model in one dimension

We now consider the case where the jump rate R(p) decreases for large values of
p. We bear in mind the experiments of frictionless one-dimensional VSCPT, where
the rate of fluorescence decreases as a consequence of the Doppler shift. We thus
specifically take the case described by eq. (3.9), corresponding to the Lorentzian
wing of the atomic fluorescence.
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An exact calculation of the tail of the probability distribution P̂(τ̂ ) actually turns
out to be possible in this case, and is presented in Appendix B. Only a simplified
argument, which reproduces the correct form of this tail, is given here.

We first notice that the probability distribution of the number of first return steps
P1(n) is a purely geometrical property, independent of the duration of each step, so
that the expression eq. (3.44) is still valid. The proportionality between the return
time and the number of steps is, however, no longer valid. During an n steps long
walk, the typical distance pn covered by the walk is 
p

√
n, each small interval of

size dp being visited typically ndp/(
p
√

n) times. The total time spent by the
walker outside the trap can thus be approximated as:

τ̂ (n) =
n∑

n′=1

1

R(pn′)
� dp

√
n


p


p
√

n/dp∑
i=1

1

R(pi = i dp)
(3.47)

since each small interval of size dp will contribute
√

n dp/
p times. In the small
dp limit, the sum can be replaced by an integral, and one finds using eq. (3.9):

τ̂ (n) �
√

n


p
τ0

∫ 
p
√

n

0

p2

p2
D

dp � τ0

3

(

p

pD

)2

n2. (3.48)

Note that we take the expression (3.9) for R(p) even when p0 < p < pD since this
region contributes negligibly to long τ̂ ’s and that the lower bound of the integral is
safely extended to zero because the integral is dominated by large p’s.

Finally, using the distribution P1(n) of the number of first return steps given by
eq. (3.44), we obtain the distribution of the first return times as

P̂(τ̂ ) = P1(n)
dn

dτ̂
� τ̂

1/4
b

4τ̂ 5/4
(3.49)

with now, up to prefactors of the order of one which we calculate in Appendix B,

τ̂b � τ0

p6

p4
trap p2

D

. (3.50)

This result shows that the distribution of recycling times has very broad tails, de-
caying as τ̂−5/4, i.e. still more slowly than in the case of a uniform one-dimensional
random walk. This is not surprising, since when the number of steps increases (so
that τ̂ also increases), the jump rate slows down because it explores larger values
of p where the Doppler effect plays a more important role. In this case also, the
average return time is infinite.

For intermediate times, the Doppler effect can be neglected and the relevant
jump rate is nearly constant. Therefore the τ̂−3/2 law describes the return time
distribution for times small compared to the diffusion time associated with pD (see
Section A.1.1.5, p. 153, and Section 8.3.2).
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3.4.4 The confined model: random walk with walls

We now consider the confined model, where the random walk in a D-dimensional
space is confined by reflecting walls on a sphere p = pmax. As for the other models,
we first begin by reasoning only on the number n of steps, regardless of the time
they take.

Since the motion is confined, the walk explores the sphere in a uniform way at
large n. For large n, the probability of finding the atom in the trapping volume after
n steps is thus simply equal to

Ptrap(n) =
(

ptrap

pmax

)D

, (3.51)

i.e. the ratio of the trapping volume to the volume of the total space. The discrete
Laplace transform of this function is:

Ld Ptrap(s) =
(

ptrap

pmax

)D 1

s
. (3.52)

We can then obtain the probability distribution P1(n) of the number of steps for
the first return times by using eq. (3.41), which is valid for all models. The Laplace
transform of P1(n) is thus

Ld P1(s) = 1 −
(

pmax

ptrap

)D

s. (3.53)

The fact that the small s expansion of Ld P1(s) starts with a term linear in s indicates
that the average number of steps needed to return to the origin is finite, and is
simply equal to the coefficient of s (see eq. (4.18)):

〈n〉 =
(

pmax

ptrap

)D

. (3.54)

We can now come to time variables. The average time τ0 between two successive
steps being finite, the average first return time τ̂ is now also finite (at variance with
the unconfined and Doppler models), with:

〈τ̂ 〉 = 〈n〉τ0. (3.55)

One thus finds: 〈
τ̂
〉 = τ0

(
pmax

ptrap

)D

. (3.56)

This result is important, since many experiments are carried out in a situation
where diffusion out of the trap is limited by a friction mechanism. It is thus worth
some further comments.
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• One could actually show [Wei94] that the full distribution P̂(τ̂ ) decays exponen-
tially for large τ̂ , as exp(−τ̂ /τmax), where τmax is the time needed for the random
walk to reach the wall:

τmax � τ0

(
pmax


p

)2

. (3.57)

Correspondingly, the result (3.56) is valid when the time is large enough so
that the system can explore all the accessible space, i.e. when the evolution
time is much larger than τmax. In the opposite limit, the results obtained for
the unconfined model remain valid.

• Notice that
〈
τ̂
〉

increases very quickly with the dimension of the space when
pmax 	 ptrap.

• It may appear surprising that the mean return time
〈
τ̂
〉

does not depend on the
length 
p of the steps in the momentum space, at variance with the correspond-
ing results for τ̂b in the unconfined model (cf. eq. (3.46)) and in the Doppler
model (cf. eq. (3.50)). One can interpret this result by noting that when the
length 
p of the individual step increases, the atom comes back faster close to
the origin, but the probability of missing the trap increases because the sampling
of space is coarser.

• There are several hidden assumptions in the above calculation, in particular
when we have identified the average time between jumps with τ0. This is not
obvious when ptrap � p0, since some jumps take place in the region where the
jump rate has already substantially dropped. One can show that if 
p 	 ptrap,
the average time between jumps remains of the order τ0 for D > α, while for
D < α, it is modified to:

〈τ 〉 � τ0

(
1 + D

α − D

pD−α
trap pα

0

pD
max

)
. (3.58)

3.4.5 Discussion

In this chapter, we have established some results on the statistical properties of the
recycling time τ̂ , i.e. the delay between two successive trapping periods. If the
random walk out of the trap is confined (corresponding to a realistic situation with
friction, favourable to the cooling mechanism), then the average recycling time

〈
τ̂
〉

is finite. For N sequences of trapping and recycling, the total time T̂N spent out of
the trap is then given, at large N , by the usual law of large numbers:

T̂N � N
〈
τ̂
〉
. (3.59)

On the contrary, if the random walk is not confined, the distribution of the
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recycling times is so broad that the average of τ̂ does not exist, and one cannot
write an equation such as eq. (3.59). It will be possible, however, to determine
the statistical properties of the total recycling time T̂N by use of Lévy statistics,
provided that one knows the asymptotic behaviour of the probability distribution
for the large values of τ̂ . In the case of a one-dimensional cooling scheme, we have
obtained the asymptotic distribution of the recycling times as

P̂(τ̂ ) �
τ̂	τ̂b

µ̂τ̂
µ̂

b

τ̂ 1+µ̂
(3.60)

in a form similar to eq. (3.32) for the distribution of the trapping times. We have
found that

µ̂ = 1
2 (3.61)

for the case of a homogeneous random walk (unconfined model, with a constant
delay between successive steps), and

µ̂ = 1
4 (3.62)

for the case of a jump rate decreasing as p−2 (Doppler model).
In higher dimensions, D > 1, the distribution of return times of an unconfined

random walk to the origin becomes extremely large, and the corresponding cooling
mechanism is very inefficient. The role of confining walls then becomes crucial.
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Broad distributions and Lévy statistics: a brief overview

In this chapter, we introduce the main concepts and tools of Lévy statistics that
will be used in subsequent chapters in the context of laser cooling. In Section 4.1,
we show how statistical distributions with slowly decaying power-law tails can
appear in a physical problem. Then, in Section 4.2, we introduce the generalized
Central Limit Theorem enabling one to handle statistically ‘Lévy sums’, i.e. sums
of independent random variables, the distributions of which have power-law tails.
We also sketch, in a part that can be skipped at first reading, the proof of the
theorem and present a few mathematical properties concerning distributions with
power-law tails and Lévy distributions. In Section 4.3, we present some properties
of Lévy sums which will turn out to be crucial for the physical discussion pre-
sented in subsequent chapters: the scaling behaviour, the hierarchy and fluctuation
problems. These properties are illustrated using numerical simulations. Finally, in
Section 4.4, we present the distribution S(t), called the ‘sprinkling distribution’.
This distribution presents unexpected features and will play an essential role in the
following chapters.

4.1 Power-law distributions. When do they occur?

Situations where broad distributions appear and where rare events play a dominant
role are more and more frequently encountered in physics, as well as in many
other fields, such as geology, economy and finance. The term ‘broad distributions’
usually refers to distributions decaying very slowly for large deviations, typically as
a power law, implying that some moments of the distribution are formally infinite.

The paradigm problem concerning these types of random variables is the be-
haviour of the sum of a large number of them. For example, in the problem of
interest here, the total experimental time can be decomposed into a sum of the
time intervals corresponding to the trapping region and to the external region.
Precise theorems govern the properties of these sums, generalizing the well known

42
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(Gaussian) Central Limit Theorem (CLT). We shall not state these results in full
generality (the reader can consult [GnK54, BoG90]), but rather focus on the case
relevant to our purpose. We shall thus restrict our discussion to positive random
variables τ (representing random times), distributed for large τ as:

P(τ ) �
τ→∞

µτ
µ

b

τ 1+µ
(4.1)

where τb sets the scale of the phenomenon, and µ is an exponent describing how
fast the distribution decays to 0. (The extra factor µ in the numerator is included
for later convenience.) To normalize the distribution P , µ > 0 is required. All
the moments 〈τ q〉 = ∫ ∞

0 dτ τ q P(τ ) such that q ≥ µ are divergent. The most
interesting case, as we shall see below, is the case where µ ≤ 1, for which the
mean value 〈τ 〉 of τ is infinite.

When do such power-law distributions occur? They sometimes result from the
highly complex underlying dynamics of the physical system, as in chaotic systems
[KSZ96, Zas99], and models of avalanches or earthquakes [Bak96, BoC97].

Another frequent scenario for creating power-law distributions is a change of
variable. A first variable a, which is naturally sampled by the physical process, is
distributed according to a law which may be of any type (Gaussian, exponential,
uniform, . . . ), but the distribution of a related physical quantity b = f (a) turns
out to be a power law for certain types of (non-linear) functions f (a). A first
example of such a situation was given in Section 3.3. While the probability of
reaching a small momentum p is approximately uniform, the lifetime τ ∝ p−α of
the corresponding p states is distributed according to a power law, thus leading to
eq. (4.1) with µ = D/α.

Another interesting example arising from a change of variable is thermal activa-
tion out of a deep potential valley [Shl88, BoD95]. The Arrhenius law states that
the average exit time τ is proportional to τ0exp(E/kBT ), where E is the energy
barrier, T the temperature and τ0 a typical time. In disordered systems, the barriers
E are themselves random variables which are often distributed according to an
exponential law: �(E) = E−1

0 exp(−E/E0). The resulting distribution P(τ ) of
exit times τ , which is given by P(τ )dτ = �(E)dE with τ = τ0exp(E/kBT ), is
thus equal to

P(τ ) = 1

E0
exp

(
− E

E0

)
kBT

τ0
exp

(
− E

kBT

)
= kBT

E0

τ
µ

0

τ 1+µ
. (4.2)

We get an expression similar to (4.1) with µ = kBT/E0 and τb = τ0. Interestingly,
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for kBT < E0, the average relaxation time is infinite, leading to strongly anomalous
dynamics (see below, and [Bou92, BoD95, BCK97, Bou00]).

Notice that the above derivation of eq. (4.2) assumes that the exit times τ are determin-
istically fixed by the height E of the barrier. In parallel with the results of Chapter 3
(Section 3.3.1), the result (4.2) is not dramatically altered if the exit times are distributed
as an exponential with an average given by the Arrhenius law.

4.2 Generalized Central Limit Theorem

4.2.1 Lévy sums. Asymptotic behaviour and Lévy distributions

Let TN be the sum of N independent positive random variables, all distributed
according to the distribution P(τ ) of eq. (4.1):

TN =
N∑

i=1

τi . (4.3)

When µ > 2, the usual form of the CLT is valid since both the mean value 〈τ 〉
and the variance σ 2 = 〈τ 2〉 − 〈τ 〉2 exist. Defining a new variable ξ by

TN = 〈τ 〉N + σ
√

N ξ, (4.4)

the CLT then says that, for large N , ξ tends to a dimensionless Gaussian random
variable with zero mean value and unit variance, i.e. it is distributed according to
G(ξ) = (2π)−1/2 exp(−ξ 2/2) (‘normal’ distribution). More precisely, one has,
independently of the shape of P(τ ):

lim
N→∞

P
(

ξ1 ≤ TN − 〈τ 〉N

σ
√

N
≤ ξ2

)
=
∫ ξ2

ξ1

dξ G(ξ). (4.5)

We note that the second (fluctuating) term in eq. (4.4) is negligible compared to the
first one when N → ∞.

For µ < 2, the mean value 〈τ 〉 and/or the variance σ 2 diverge and eq. (4.5) is
no longer valid. The CLT has been generalized by Lévy and Gnedenko, and gives
results which are independent of the detailed shape of P(τ ) and which depend only
on the long time behaviour described by eq. (4.1). The sums TN are called ‘Lévy
sums’. We now state a few important results concerning the asymptotic behaviour
of these Lévy sums (for large N ). A sketch of the proof of these results will be
presented in the next section, using the properties of the Laplace transforms of
functions with power-law tails.

The generalized CLT takes two different forms for 1 < µ < 2 and for µ < 11.

1 Logarithmic corrections appear in the cases µ = 1 and µ = 2, requiring a separate discussion (see Ap-
pendix C).
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Consider first the case 1 < µ < 2, where τ has a finite mean value 〈τ 〉 but an
infinite variance. If we introduce a new variable ξ by

1 < µ < 2: TN = 〈τ 〉N + ξτb N 1/µ, (4.6)

then the generalized CLT states that ξ is a random variable of order one, distributed
for large N according to a function Lµ(ξ) which depends only on µ and which is
called the ‘completely asymmetric’ Lévy distribution of index µ2. More precisely,
we can write

lim
N→∞

P
(

ξ1 ≤ TN − 〈τ 〉N

τb N 1/µ
≤ ξ2

)
=
∫ ξ2

ξ1

d ξ Lµ(ξ). (4.7)

Note that the second (fluctuating) term in eq. (4.6) is still negligible compared
with the first when N → ∞. The Lévy distributions Lµ(ξ) have simple Laplace
transforms3:

LLµ(u) =
∫ ∞

0
d ξ Lµ(ξ)e−u ξ = exp(−bµuµ) with bµ = (µ − 1)�(1 − µ)

µ
.

(4.8)

In the case µ < 1, both the mean value and the variance of τ diverge and one
finds that TN grows faster than the number of terms N . Equation (4.6) has to be
replaced by

µ < 1: TN = ξτb N 1/µ, (4.9)

and one finds that ξ is again a random variable of order one, distributed for large
N according to a Lévy distribution Lµ(ξ), whose Laplace transform is now:

LLµ(u) =
∫ ∞

0
d ξ Lµ(ξ)e−u ξ = exp(−bµuµ) with bµ = �(1 − µ). (4.10)

The analogue of eq. (4.7) is:

lim
N→∞

P
(

ξ1 ≤ TN

τb N 1/µ
≤ ξ2

)
=
∫ ξ2

ξ1

d ξ Lµ(ξ). (4.11)

4.2.2 Sketch of the proof of the generalized CLT

We try now to give an idea of the mathematical properties leading to the very simple
forms (4.8) and (4.10) for the Laplace transforms of the Lévy distributions Lµ(ξ).

The fact that Laplace transforms play an important role in this problem is easy

2 Since τ is positive, Lµ is actually a particular case (‘completely asymmetric’) of more general Lévy distribu-
tions, which arise when the random variable involved in the summation has power-law tails both at +∞ and
at −∞.

3 We denote the Laplace transform of f by L f .
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to understand. Let �N (TN ) be the probability distribution of the Lévy sum TN . It
can be written:

�N (TN ) =
∫

dτ1 . . . dτN P(τ1) . . . P(τN ) δ

(
N∑

i=1

τi − TN

)
(4.12)

where the constraint on the value of the sum is imposed through a δ-function. In
fact, the right-hand side of eq. (4.12) is a convolution product of N functions P(τ ),
so that the Laplace transform L�N (s) of �N (TN ) is nothing but the N th power of
the Laplace transform LP(s) of P(τ )4:

L�N (s) =
[∫ ∞

0
dτ P(τ )e−sτ

]N

= [LP(s)]N . (4.13)

We now use the fact that P(τ ) is a probability distribution, i.e. takes positive values
and is normalized to one. This implies that LP(s) ≤ 1 for any s ≥ 0, the upper
bound being obtained for s = 0. Since LP(s) is raised to a high power N in
eq. (4.13), one expects that L�N (s), which is equal to one for s = 0, will be
appreciable only in the neighbourhood of s = 0. This explains the importance in
this problem of the small-s behaviour of LP(s), which is itself determined by the
long-τ behaviour of P(τ ).

We will focus here on distributions (4.1) with µ < 1. We suppose in addition
that the subleading corrections to eq. (4.1) decay faster than τ−2 for large τ . One
can then show that the small-s behaviour of their Laplace transforms LP(s) is
given by

LP(s) =
s→0

1 − �(1 − µ) (τbs)µ − A0τbs + · · · (4.14)

where A0 is a constant. In view of its importance here, a brief proof of this result
will be given in point (ii) of Section 4.2.3.

Using eq. (4.13), one gets:

L�N (s) =
s→0

[
1 − �(1 − µ) (τbs)µ + O(τbs)

]N
. (4.15)

Setting ŝ = s τb N 1/µ, one obtains

L�N

(
s = ŝ

τb N 1/µ

)
=

s→0

(
1 − �(1 − µ)

ŝµ

N
+ O(ŝ)

N 1/µ

)N

. (4.16)

4 Note that in eq. (4.13) s is conjugate to a time variable, TN or τ , so that it has the dimension of the inverse of
time, whereas in eqs. (4.8) and (4.10) the conjugate variables ξ and u are both dimensionless.
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Taking the limit N → ∞ and s → 0, with ŝ fixed, gives

L�N

(
s = ŝ

τb N 1/µ

)
=

s→0
exp

[
N ln

(
1 − �(1 − µ)

ŝµ

N
+ O(ŝ)

N 1/µ

)]
−→
N→∞

exp

(
−�(1 − µ)ŝµ + O(ŝ)

N 1/µ−1

)
−→
N→∞

exp
[−�(1 − µ)ŝµ

]
, (4.17)

since µ < 1. Using the definition of L�N (s) = ∫
e−sTN �N (TN ) dTN , the change

of variable ξ = TN/τb N 1/µ and the relation P (ξ) dξ = �N (TN ) dTN , the above
calculation directly shows that LLµ(u) given by eq. (4.10) is indeed the Laplace
transform of the distribution of ξ at large N .

4.2.3 A few mathematical results

We gather in this subsection a few useful mathematical results which are referred to in
this chapter. This part can be skipped at first reading.

A few properties of the Laplace transforms of functions with power-law tails

(i) Suppose first that µ > 1 so that 〈τ 〉 is finite. For s → 0, one can then write

LP(s) =
∫ ∞

0
dτ P(τ )e−sτ

�
s→0

∫ ∞

0
dτ P(τ )(1 − sτ) = 1 − s〈τ 〉. (4.18)

We will come back to the higher-order terms of the small-s expansion of LP(s)
(see eq. (4.23)).

(ii) If µ < 1, the previous expression is no longer valid because 〈τ 〉 is infinite. We
rewrite e−sτ in the first line of eq. (4.18) as 1 + e−sτ − 1, so that

LP(s) =
∫ ∞

0
dτ P(τ )(1 + e−sτ − 1)

= 1 +
∫ ∞

0
dτ P(τ )(e−sτ − 1). (4.19)

Let τ ∗ be the value of τ beyond which the asymptotic expression (4.1) is correct.
The integral of the last line of eq. (4.19) from 0 to ∞ can be split into an integral
from 0 to τ ∗ and an integral from τ ∗ to ∞. Since

∣∣e−sτ − 1
∣∣ < sτ , one has:∣∣∣∣∣

∫ τ∗

0
dτ P(τ )(e−sτ − 1)

∣∣∣∣∣ < s
∫ τ∗

0
dτ τ P(τ ) < τ ∗s

∫ τ∗

0
dτ P(τ )

< τ ∗s
∫ ∞

0
dτ P(τ ) < τ ∗s. (4.20)
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Thus, when s tends to 0, more precisely when s � 1/τ ∗, the integral from 0 to
τ ∗ is at most of order O(τ ∗s). In the integral from τ ∗ to ∞, we replace P(τ ) by
its asymptotic form (4.1) and we perform integration by parts. This gives, putting
x = s τ :∫ ∞

τ∗
dτ P(τ )(e−sτ − 1) = µ(τbs)µ

∫ ∞

τ∗s
dx x−(1+µ)(e−x − 1)

= (τbs)µ(e−τ∗s − 1)(τ ∗s)−µ − (τbs)µ
∫ ∞

sτ∗
dx x−µe−x . (4.21)

Combining the last line of eq. (4.21) with eq. (4.20), we obtain

LP(s) �
s→0

1 − �(1 − µ) (τbs)µ − A0τbs + · · · (4.22)

where A0 is a constant depending on the detailed shape of P(τ ). This is nothing
but eq. (4.14).

If we subtract from P(τ ) its asymptotic behaviour (4.1), we are left with a new
function P̃(τ ) which decays faster than τ−(1+µ) at large τ . If it decays faster
than τ−2, the integral

∫∞
0 dτ τ P̃(τ ) converges and a calculation similar to that of

eq. (4.18) gives a term of order O(s τ ∗) when s → 0. Combined with similar
contributions of the same order from eq. (4.20) and eq. (4.21), this gives the last
term of the right-hand side of eq. (4.22).

(iii) If µ had been larger than one, but different from any integer5, the small-s expansion
of LP(s) would have taken the following form:

LP(s) = 1 − M1s + M2

2!
s2 + · · · + (−1)n Mn

n!
sn − Cµsµ − · · · (4.23)

where n is the integer value of µ, and the Mi are the moments of P(τ ) (for example,
M1 = 〈τ 〉 is the mean value of τ ). In other words, the small-s expansion is regular
up to its nth term, until the power-law singularity is met. Conversely, the knowledge
of LP(s) for small s allows one to extract the power-law behaviour of P(τ ) for
large τ .

(iv) Actually, one should also note that eq. (4.14) can be extended to the case where
P(τ ) is not a normalizable probability density and varies as Cτ−(1−ν) at large
τ with ν > 0. Such a case was encountered in Chapter 3, Section 3.4.2: the
probability of an atom being present at the starting point of a three-dimensional
random walk decays as τ−1/2, corresponding to ν = 1/2. In this case, calculations
similar to the previous ones show that the leading term of LP(s) for small s reads:

LP(s) = �(ν)Cs−ν + A + · · · (4.24)

where A is a constant, again depending on the detailed shape of P(τ ).

A few properties of Lévy distributions

We now list without proofs a few important properties of Lµ(ξ), defined in eqs. (4.8)
and (4.10), remembering that we are restricting ourselves to the case of positive random
variables.

5 Again, if µ is an integer, logarithmic corrections appear, see Appendix C.
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(i) For µ = 2, Lµ(ξ) reduces to the usual Gaussian distribution G(ξ) =
(2π)−1/2 exp(−ξ2/2).

(ii) For 0 < µ < 2 and ξ → ∞, Lµ(ξ) decays as a power law with the same exponent
as P(τ ):

Lµ(ξ) �
ξ→+∞

µ

ξ1+µ
+ O

(
1

ξ1+2µ

)
. (4.25)

(iii) For µ < 1, Lµ(ξ) is obviously 0 for ξ < 0 and has an essential singularity for
ξ → 0:

Lµ(ξ) �
ξ→0

A ξ
µ−2

2(1−µ) exp
(
−B ξ

µ
µ−1

)
(4.26)

where A and B are prefactors.
(iv) For µ = 1/2, an explicit expression can be given for all ξ :

L1/2(ξ) = Y (ξ)
1

2ξ3/2
exp

(
− π

4ξ

)
(4.27)

where Y (ξ) is the Heaviside function. The variations of L1/2(ξ) with ξ are rep-
resented in figure 4.1. All functions Lµ(ξ) with µ < 1 have qualitatively similar
variations. Note that the maximum of L1/2(ξ) is reached for ξ = π/6, which
clearly shows that the dimensionless random variable ξ is of the order of one.

(v) For 1 < µ < 2, Lµ(ξ) describes the fluctuations of TN around the mean value
N 〈τ 〉, and thus extends from −∞ to +∞. The decay of Lµ(ξ) for ξ → −∞ is
however much faster than the power law (4.25), and is given by:

Lµ(ξ) �
ξ→−∞

C ξ
µ−2

2(1−µ) exp
(
−D |ξ | µ

µ−1

)
(4.28)

where C and D are prefactors.
(vi) Only the moments of order q < µ of Lµ(ξ) exist. For µ < 1, an explicit

calculation leads to:

〈ξq〉 ≡
∫ ∞

0
dξ ξq Lµ(ξ) = bq/µ

µ

�(−q/µ)

µ�(−q)
(4.29)

where bµ = �(1 − µ) (see eq. (4.10)).

4.3 Qualitative discussion of some properties of Lévy sums

4.3.1 Dependence of a Lévy sum on the number of terms for µ < 1

One of the most important results of the generalized CLT is that a Lévy sum TN

scales as N 1/µ when µ < 1 (see eq. (4.9)). For example, for µ = 1/2, TN scales
as N 2; for µ = 1/4, as N 4. The smaller µ, the greater the exponent of the power-
law dependence of TN on N . Such behaviour is quite different from that of usual
random variables τ which have a finite mean value 〈τ 〉 and for which TN scales as
N 〈τ 〉 (usual law of large numbers).
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Fig. 4.1. Function L1/2(ξ). After a very slow increase near ξ = 0, L1/2(ξ) reaches a
maximum for ξ = π/6 and then decreases as a power law at large ξ (as 1/(2ξ3/2)).

Such a result is linked to the fact that the probability of having a very large value
of τ in a drawing of the random variable is not negligible when P(τ ) decreases
slowly at large τ . When one increases the number N of trials, larger and larger
values of τ can be obtained, and this explains why the sum TN can grow faster than
N .

4.3.2 Hierarchical structure in a Lévy sum

We now want to address the following questions. Suppose that one orders the
sequence {τ1, τ2, . . . , τN } of the various terms of a Lévy sum TN from the largest
one to the smallest. Let τ (1) be the first one (the largest), τ (2) the next one, . . . ,
τ (n) the nth one. What are the orders of magnitude of these various terms? How do
they scale with N and with n? In other words, is there a hierarchy between these
terms? Is τ (n) much larger than τ (n+1)?

To answer these questions, we first determine the most probable value of τ (n).
Let �(τ (n))dτ be the probability of finding the nth term between τ (n) and τ (n) +dτ .
We have (see also Section 2.1.1 in [Gum58]):

�(τ (n)) = N

(
N − 1

n − 1

)
P(τ (n))

[∫ ∞

τ (n)

dτ P(τ )

]n−1 [
1 −

∫ ∞

τ (n)

dτ P(τ )

]N−n

.

(4.30)

The first term, N , corresponds to the N possible positions of τ (n) in the sequence
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τ1, τ2, . . . , τN . The second term,
(N−1

n−1

)
, counts the different possible ways of

obtaining n − 1 drawings larger than τ (n) and N − n smaller than τ (n). Finally,
the last three terms are the probabilities of drawing values of τ equal to, larger or
smaller than τ (n), respectively, raised to the appropriate power. Using eq. (4.1), one
gets ∫ ∞

τ (n)

dτ P(τ ) =
( τb

τ (n)

)µ

(4.31)

and a simple calculation shows that the most probable value of τ (n), which maxi-
mizes eq. (4.30), is given by:

τ (n) = τb

[
1 + µ N

1 + µ n

]1/µ

� τb

(
N

n

)1/µ

if N , n 	 1/µ. (4.32)

A first important result expressed by eq. (4.32) is that the largest term of a Lévy
sum, τ (1), scales with N as τb N 1/µ. This result is valid for any value of µ > 0, in
the limit N → ∞. Interestingly, for µ < 1, one has TN � τb N 1/µ according to
eq. (4.9) so that the largest term τ (1) is of the order of the sum itself. A single term
of the Lévy sum can be of the order of the total sum! This is the most important
qualitative property of the Lévy sums for µ < 1: a significant fraction of the total
‘time’ TN is spent in the ‘deepest trap’. This is precisely the situation encountered
in the Monte Carlo simulations described in Chapter 2.

The n-dependence of τ (n) is also very interesting. As soon as n becomes larger
than 1/µ, τ (n) scales with n as n−1/µ. For example, for µ = 1/2, τ (10) is 22 = 4
times larger than τ (20), 32 = 9 times larger than τ (30), and so on. In other words,
there is a strong hierarchy between the various terms of a Lévy sum with µ < 1.
Such a sum is ‘dominated’ by a very small number of terms. If one plots ln τ (n)

versus ln n, one expects, according to eq. (4.32), to get a straight line with a slope
−1/µ. Conversely, when one analyses a set of independent random numbers, it
may be useful to order them and to plot ln τ (n) versus ln n. If one gets a straight
line with a slope −1/µ, this is a good indication that the corresponding random
variable is distributed according to a power-law distribution such as eq. (4.1)6.

It is interesting to compare the previous results, typical of Lévy statistics, with
those corresponding to usual Gaussian statistics where P(τ ) is a ‘narrow’ dis-
tribution for which the CLT is applicable. Take, for example, the exponential

6 A more precise ‘maximum likelihood’ procedure to estimate the exponent µ is known as the Hill estimator,
see [Hil75].
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distribution

P(τ ) = 1

τb
e−τ/τb (4.33)

leading to a simple analytical expression for the value of τ (n) which maximizes eq.
(4.30):

τ (n) = τb ln

(
N

n

)
. (4.34)

Instead of power-law variations with N and n, we obtain now logarithmic varia-
tions which are extremely slow. In other words, there is now no hierarchy between
the various terms of the sum which are all of the same order. An increase of the
size N of the statistical sample leads only to a modest increase of the typical size
of the largest term τ (1).

4.3.3 Large fluctuations

For usual statistics obeying the standard CLT (finite 〈τ 〉 and 〈τ 2〉), the sample
to sample fluctuations of the sum TN vanish when the size of the sample, i.e.
the number of terms N , increases. More precisely, let us consider the relative
fluctuations σr(N ) of the average value for a sample of size N defined by7:

σr(N ) = 〈|(TN/N ) − 〈τ 〉|〉
〈τ 〉 = 〈|TN − N 〈τ 〉|〉

N 〈τ 〉 . (4.35)

According to eqs. (4.4) and (4.5), the variable (TN − N 〈τ 〉)/(σ√
N ) is of order one

when N 	 1 and a simple calculation leads to

〈τ 2〉 < ∞: σr(N ) � σ

〈τ 〉√N
. (4.36)

These fluctuations tend to zero when N tends to infinity. This guarantees an
asymptotically perfect repeatability of average values in the limit of large samples.
In other words, average values can be accurately predicted for large samples, even
if individual values fluctuate a lot. This is the origin of the traditional success of
statistical methods in both natural and social sciences.

For Lévy statistics, the situation can be radically different. For 1 < µ < 2, a
simple calculation using eq. (4.6) leads to

1 < µ < 2: σr(N ) � τb/(〈τ 〉N 1−1/µ). (4.37)

The relative fluctuations of the average value again vanish8 at large N , although

7 We take an absolute value instead of a root mean square to avoid divergencies for the case 1 < µ < 2
considered below.

8 But the fluctuations of the second moment would not vanish.
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more slowly than 1/
√

N . But for 0 < µ < 1, this is no longer true. Since we
can no longer define the relative fluctuations σr(N ) by (4.35) (〈τ 〉 is infinite), we
use the following argument: as the largest term τ (1) is of the order of the sum TN ,
the sum TN fluctuates as much as a single term. Therefore the relative fluctuations
from sample to sample are the same as the fluctuations from term to term, i.e. they
are of order one whatever the size of the sample:

µ < 1: σr(N ) � 1. (4.38)

As a consequence, the value of the sum TN is not repeatable from one sample
to another sample. The accuracy of the statistical prediction is not improved by
increasing the sample size.

It thus appears that Lévy statistics lead, when µ < 1, to a behaviour which is
radically different from that deduced from the usual CLT [Man82, Man96]. The
usual CLT describes how the fluctuations vanish at large N , whereas the general-
ized CLT (for µ < 1) shows that the fluctuations continue to play an essential role
however large N may be.

Repeatability is unavoidably lost when µ < 1. However, the generalized CLT
still allows some predictability. It predicts the typical, i.e. most probable, values
for the sums TN . Such an order of magnitude prediction is the best that statistical
tools can offer when µ < 1.

It is worth pointing out that the presence in a physical phenomenon of a sum TN

undergoing large fluctuations does not necessarily imply that the phenomenon is on
the whole unrepeatable. Other quantities related to, but different from, TN can still be
accurately predicted even when µ < 1. The physically relevant quantities calculated in
the following chapters are of this kind.

4.3.4 Illustration with numerical simulations

All the spectacular features of Lévy statistics analysed in the previous section
clearly appear in numerical simulations. These numerical simulations are per-
formed in the following way. One makes successive drawings τ1, τ2, . . . , τN , . . .

of the random variable τ distributed according to eq. (4.1), and one plots TN =∑N
i=1 τi versus N , for different values of µ. These sequences are generated using

the same9 sequence x1, x2, . . . , xN , . . . of random numbers uniformly distributed
between 0 and 1, and then defining:

τi = τbx−1/µ

i . (4.39)

9 The use of the same sequence of xi enables one to see the effects of different µ values not blurred by the
statistical fluctuations.
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Fig. 4.2. Plot of TN (in units of τb) versus N for µ = 3. The inset shows a zoom of a small
portion of the plot.

One can check that this transformation produces τi values that are distributed
according to eq. (4.1).

Figure 4.2 shows TN (in units of τb) versus N for µ = 3. In this case, 〈τ 〉 is
finite and equal to µ τb/(µ − 1) = 1.5 τb (see eq. (3.35)), and one obtains a plot
which looks like a straight line with a slope µ/(µ − 1) = 1.5. In fact, there are
N = 5000 vertical steps in such a plot, but each individual step is so small that it
cannot be distinguished in the full scale figure. Zooming in on a small portion of
the figure reveals these individual steps which appear to be all of the same order
(see inset of figure 4.2).

For µ < 1, when 〈τ 〉 is infinite, the plot has a radically different shape. It looks
like a ‘devil’s staircase’ where a small number of individual large steps are clearly
visible and are of the order of the total sum itself (see, for example, figure 4.3
corresponding to µ = 1/2). When µ is still smaller, for example when µ =
0.1, one nearly sees only a single huge step (see figure 4.4). Between two large
steps, TN remains nearly constant. This is due to the strong hierarchy between the
individual steps (see eq. (4.32)). A few of them are so large that the others can
hardly be distinguished. Note the difference of the vertical scales from figure 4.2
to figure 4.3 and figure 4.4, which reflects the N 1/µ dependence of TN when µ < 1.
Zooming in on a small portion of figure 4.3 and figure 4.4 reveals a structure which
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Fig. 4.3. As figure 4.2, but with µ = 1/2. Note the difference of vertical scale. Contrary
to figure 4.2, a few large steps are clearly visible and are of the order of the total sum. The
same general behaviour appears in the zoom shown in the inset.

has the same shape as the full scale figures (see the insets): one still gets a kind of
‘devil’s staircase’ dominated by a small number of large steps. In other words, the
behaviour of TN versus N is self-similar at all scales.

The hierarchical structure of the various terms of a Lévy sum also appears in
rank ordered histograms where one plots ln τ (n) versus ln n. Figure 4.5 shows such
plots for µ = 3 and µ = 1/2. As expected from the calculations of Section 4.3.2,
one obtains a decrease which is well represented by a straight line with a slope
equal to −1/µ. These straight lines are shown as interrupted lines in the figure.
Note that for µ = 1/2 there are about six orders of magnitude between the largest
term and the smallest term of the sequence.

4.4 Sprinkling distribution

4.4.1 Definition. Laplace transform

In this section, we introduce a probability distribution which will be useful for the
calculations presented in Chapters 5 and 6. Suppose that one makes successive
drawings τ1, τ2, . . . , τn, . . . of the random variable τ distributed according to
eq. (4.1), and let us define a random sequence of events M1, M2, . . . , Mn, . . .
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Fig. 4.4. As figure 4.2, but with µ = 0.1. The hierarchical structure in the Lévy sum is
still more pronounced than in figure 4.3 and the largest term is huge (note the new vertical
scale) and dominates all the others. Here also, the same behaviour appears at all scales (see
the inset).

occurring at times t1, t2, . . . , tn, . . . such that

t1 = τ1, t2 = τ1 + τ2, . . . , tn = tn−1 + τn, . . . . (4.40)

In other words, we introduce a random set of events such that the time intervals
between two successive events is distributed according to P(τ ). This is illustrated
in Fig. 4.6. Averaging over several different realizations of such a random se-
quence, one can then ask the following question: what is the probability density
S(t) of finding an event at time t , disregarding the number of previous events? We
shall call such a distribution the ‘sprinkling distribution’ associated with P(t). It
represents the mean density at time t of the random sequence of events M1, M2,
. . . , Mn , . . . introduced above.

It is easy to find an equation satisfied by S(t). Either the event observed at time
t is the first one which appears, with probability P(t); or an arbitrary number of
events have already occurred before this event, the last one happening at tl < t .
Hence, one has:

S(t) = P(t) +
∫ t

0
dtl P(t − tl)S(tl). (4.41)
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Fig. 4.5. Rank ordered histograms giving ln τ (n) versus ln n for two different values of
µ: µ = 3 and µ = 1/2. The interrupted straight lines give the theoretically predicted
behaviour of a linear decrease with a slope equal to −1/µ.
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Fig. 4.6. Random set of events Mi occurring at times ti , with a distribution P(τ ) for the
time intervals between two successive events.

This equation is readily solved using Laplace transforms, which converts the con-
volution into a simple product and one gets:

LS(s) = LP(s)

1 − LP(s)
. (4.42)

4.4.2 Examples taken from other fields

In this book, the events that will be considered in the next sections, and which will be
characterized by the sprinkling distribution S(t), are the successive entries of the atom
in the trapping zone p ≤ ptrap during its random walk in momentum space.
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In the general theory of stochastic processes, the sprinkling distribution is known as
the density of a renewal process, or the ‘renewal density’10. Schematically, a renewal
process is a statistical process in which a device, say a lightbulb, is installed at time
t = 0, until it fails and is replaced at time t = τ1 (random variable), until the new device
fails and is replaced at time t = τ1+τ2, . . . . The renewal density indicates (statistically)
when the devices must be replaced.

Renewal processes are ubiquitous in quantum optics although they are not usually
named as such. Consider, for example, the sequence of fluorescence photons emitted
by a single atom excited by a resonant laser field (single atom resonance fluorescence).
A very important quantity characterizing such a sequence is the so-called second-order
correlation function

G2(t) = 〈E−(0)E−(t)E+(t)E+(0)〉 (4.43)

where E− and E+ are the negative and positive frequency parts, respectively, of the
electric field operator. It can be shown that G2(t) is the probability of having a sponta-
neous emission at time t = 0 and another one at time t , not necessarily the next one. It
is clear that G2(t) is a renewal density. More recently, attention has also been paid to
the waiting time distribution W (τ ) (or ‘delay function’, see Section 2.3.3), giving the
distribution of the time intervals between two successive spontaneous emissions. The
two distributions G2(t) and W (τ ) are related by an equation

G2(t) = W (t) +
∫ t

0
dtl W (t − tl)G2(tl), (4.44)

which is identical to the renewal equation (4.41) giving the sprinkling distribution, with
the correspondence W → P and G2 → S (see, for example, eq. (6.19) in [Rey83], eq.
(4.13) in [RDC88] or eq. (45) in [PlK98]).

4.4.3 Asymptotic behaviour. Broad versus narrow distributions

We now investigate the long time behaviour of S(t). Suppose first that µ > 1 so
that 〈τ 〉 is finite. Using eq. (4.18), which states that the small-s expansion of LP(s)
is 1 − 〈τ 〉s + · · · , one gets:

LS(s) �
s→0

1

〈τ 〉
1

s
− 1 · · · . (4.45)

This shows that, for large times, S(t) is constant, equal to 1/〈τ 〉. We thus find
an a priori obvious result. For large times, the probability of finding a particular
event between t and t + dt is a constant equal to the inverse of the average time
interval 〈τ 〉 between two successive events. In other words, the set of events M1,
M2, . . . , Mn, . . . has a constant density equal to 1/〈τ 〉.

10 This connection was made in [BaB00], see Section 10.2.1.
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Equation (4.45) is in fact valid for any probability distribution P(τ ) with a finite average
value. This is in particular the case of the sprinkling distribution G2(t) associated with
single atom resonance fluorescence, since W (t), which plays the role of P(t), is a sum
of exponentials with a finite mean value. Another simple example is provided by the
Poisson process which enables us to check eq. (4.45). In this case, the waiting time
distribution is P(τ ) = �e−�τ and one expects the rate S(t) of occurrence of the events
to be constant, for any time including small times. Using eq. (4.42) and LP(s) =
�/(� + s), one obtains LS(s) = �/s. This agrees with the first term of eq. (4.45) but,
in this case, the relation is exact, for any s. We get S(t) = � for all t , as expected for a
Poisson process.

Such a result is no longer valid when µ < 1. We must now use eq. (4.14) which,
inserted into eq. (4.42), gives11

LS(s) �
s→0

1

�(1 − µ)
(τbs)−µ + subleading terms. (4.46)

Using eq. (4.24) and the identity

�(µ)�(1 − µ) = π

sin(πµ)
, (4.47)

one finally gets12

S(t) �
t→∞

sin(πµ)

π

1

τb

(τb

t

)1−µ

+ O
[
(τb/t)2−2µ

]
. (4.48)

Note that S(t) has the dimension of the inverse of a time, but goes to zero when
t → ∞. This is related to the fact that, as the time t increases, the probability of
drawing a large value of τ , of the order of t itself, remains constant, so that the
mean density of events decreases. In such a process, the rate of events decreases
at long times due to a purely statistical property (〈τ 〉 = ∞) while the distribution
P(τ ) of the increments τi is perfectly stationary. The identification of this unusual
feature in laser cooling is one of the most salient results of the presented statistical
approach.

This also means that the observation of S(t) allows one to infer the starting
‘date’ (t = 0) of the process – which would of course be impossible to do for
µ > 1. In other words, time translation invariance is broken for µ < 1 and the
process ‘ages’. Such a scenario was discussed in the context of glassy dynamics
in [Bou92, BoD95, BCK97]. The sprinkling distribution S(t) associated with a
broad distribution P(t) therefore exhibits interesting new features compared with
the usual case where P(t) has a finite mean value.

11 If µ < 1/2, the subleading terms of eq. (4.46) are constant terms plus terms in (τbs)1−2µ. If µ > 1/2, these
corrections are in (τbs)1−2µ.

12 If µ = 1, logarithmic terms appear.
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The proportion of atoms trapped in quasi-dark states

We now have all the mathematical tools in hand to address the important questions
for the cooling process, namely: what is the proportion ftrap(θ) of ‘trapped’ atoms
(i.e. those which have a very small momentum p < ptrap); what is the ‘line shape’,
i.e. the momentum distribution, after an interaction time θ?

In Section 5.1, we define precisely the trapped proportion ftrap(θ) in terms of an
ensemble average and compare it to a time average defined as the mean fraction of
the time spent in the trap. The two averages do not always coincide, as shown by
the explicit computation of Section 5.2. This reveals the non-ergodic character of
the cooling process, as discussed in Section 5.3.

5.1 Ensemble averages versus time averages

We define the trapped proportion ftrap(θ) as the probability of finding the atom in
the trap at time t = θ . Therefore, ftrap(θ) corresponds to an ensemble average, over
many independent realizations of the stochastic process of Fig. 3.1. It is instructive
to consider also a time average, by examining how a given atom shares its time
between the ‘inside’ and the ‘outside’ of the trap. Because of the non-ergodic
character of subrecoil laser cooling, ensemble averages and time averages do not
in general coincide. In fact, we will see later on that the ensemble average ftrap(θ)

and the time average only coincide when 〈τ 〉 and 〈τ̂ 〉 are finite, whereas they differ
when either µ or µ̂ is smaller than one.

5.1.1 Time average: fraction of time spent in the trap

If both the average trapping time 〈τ 〉 and average return time 〈τ̂ 〉 are finite, the
fraction of time spent by one atom in the trap is obviously given by

〈τ 〉
〈τ 〉 + 〈τ̂ 〉 . (5.1)
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If on the other hand these average times diverge, which is the case when the
power-law exponents µ and µ̂ are both smaller than one, the previous chapter tells
us that, after N visits to the trap, the total time spent inside the trap TN grows
typically as τb N 1/µ, while the total time spent outside the trap T̂N grows as τ̂b N 1/µ̂.
Depending on whether µ is smaller or larger than µ̂, TN will be much larger or
much smaller than T̂N . More precisely, the fraction of time spent by the atom in
the trap in this case is given by:

ξτb N 1/µ

ξτb N 1/µ + ξ̂ τ̂b N 1/µ̂
, for N → ∞, (5.2)

where ξ and ξ̂ are Lévy distributed random variables of order one, with Lévy
indices equal to µ and µ̂, respectively.

Let us suppose for definiteness that µ̂ < µ. In this case, the above fraction of
time spent in the trap behaves, for large N , as τb N 1/µ/τ̂b N 1/µ̂, implying that most
of the time will be spent outside the trap. One has therefore:

θ � T̂N � ξ̂ τ̂b N 1/µ̂. (5.3)

The fraction of time that a given atom typically spends within the trap thus decays
with time as:

ξ

ξ̂ µ̂/µ

τb

τ̂b

(
θ

τ̂b

)µ̂/µ−1

. (5.4)

We can see that simply knowing the exponents µ and µ̂ provides information on
the competition between trapping and recycling.

5.1.2 Ensemble average: trapped proportion

To compute the ensemble average ftrap(θ), let us come back to Fig. 3.1, which
represents a random sequence of alternating trapping and escape periods. Initially,
the atom is out of the trap. At time t = τ̂1, it returns to the trap (point R1). It
remains in the trap during a time τ1 and escapes from it at time t = τ̂1 + τ1 (point
E1). Then, it diffuses out of the trap during a time τ̂2, before returning to the trap
at time t = τ̂1 + τ1 + τ̂2 (point R2), and so on. The alternate random sequence of
points R1, E1, R2, E2, . . . , Ri , Ei , . . . gives the times at which the atom returns to
the trap (points R) and the times at which it exits from the trap (points E). If we
average over many independent realizations of such a random sequence, we can, as
in Section 4.4, introduce a sprinkling distribution SR(t) of points R, representing
the probability density of finding a point R at time t , independently of the number
of previous R points. SR(t) dt is in fact the probability that the atom enters the
trap between t and t + dt . Similarly, one can associate a sprinkling distribution
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SE(t) of points E , SE(t) dt being the probability that the atom escapes from the
trap between t and t + dt .

Consider now an atom which is in the trap at time t = θ . This atom last entered
the trap at time tl < θ , with a probability density SR(tl), and remained there at least
up to time θ , which occurs only if the trapping time τ is larger than θ − tl . One can
thus write:

ftrap(θ) =
∫ θ

0
dtl SR(tl) ψ(θ − tl), (5.5)

where

ψ(τ) =
∫ ∞

τ

dτ ′ P(τ ′) = 1 −
∫ τ

0
dτ ′ P(τ ′) (5.6)

is the probability that the atom remains in the trap for a time longer than τ . The
calculation of ftrap(θ) thus reduces to that of SR(t) and ψ(t). This is what we do in
the next section, using the Laplace transforms of these functions.

5.2 Calculation of the proportion of trapped atoms

5.2.1 Laplace transforms of the sprinkling distributions associated with the
return and exit times

Since the initially uncooled atomic ensemble has a relatively large momentum
spread, much larger than ptrap, we assume that all atoms are initially untrapped1.
We then obtain two independent relations between the sprinkling distribution SR(t)
of return times and the sprinkling distribution SE(t) of exit times, P(τ ) and P̂(τ̂ ):

SR(t) = P̂(t) +
∫ t

0
dtl SE(tl)P̂(t − tl), (5.7a)

SE(t) =
∫ t

0
dtl SR(tl)P(t − tl). (5.7b)

Equation (5.7a) means that either the atom returns to the trap for the first time
at time t , with a probability density P̂(t) (point R1 of Fig. 3.1), or that it has
already returned one or more times before, the last exit occurring at time tl , with
a probability density SE(tl), and that the atom has remained out of the trap for
a time t − tl before returning to the trap at time t . Equation (5.7b) means that
the atom coming out of the trap has already returned to it before (one or several
times), the last return occurring at time tl , with a probability density SR(tl), and
the atom has remained in the trap for a time (t − tl) before exiting at time t . The

1 The generalization of our treatment to a finite proportion of initially trapped atoms is straightforward.
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formal asymmetry between eq. (5.7a) and eq. (5.7b) comes from the assumption of
initially untrapped atoms.

By taking the Laplace transforms of eq. (5.7a) and eq. (5.7b), we have

LSR(s) = LP̂(s) [1 + LSE(s)], (5.8a)

LSE(s) = LP(s)LSR(s). (5.8b)

By solving this system, we finally obtain

LSR(s) = LP̂(s)

1 − LP(s)LP̂(s)
, (5.9a)

LSE(s) = LP(s)LP̂(s)

1 − LP(s)LP̂(s)
. (5.9b)

We can derive eq. (5.9b) in another way. Indeed, the exit points E1, E2, E3, . . . in
Fig. 3.1 occur at times τ̃1, τ̃1 + τ̃2, τ̃1 + τ̃2 + τ̃3, . . . where

τ̃i = τi + τ̂i . (5.10)

The density SE(t) of exit points Ei is therefore the sprinkling distribution associated
with P̃(τ̃ ), the probability distribution of τ̃ . The results established in Section 4.4 thus
apply directly. Since τ and τ̂ are independent random variables, P̃(τ̃ ) is the convolution
product P(τ ) ⊗ P̂(τ̂ ). Using eq. (4.42), one again finds eq. (5.9b).

5.2.2 Laplace transform of the proportion of trapped atoms

To calculate L ftrap(s) we take the Laplace transform of eq. (5.5) which gives:

L ftrap(s) = LSR(s)Lψ(s). (5.11)

The Laplace transform of ψ(τ) defined in eq. (5.6) is

Lψ(s) = 1

s
− 1

s
LP(s). (5.12)

Inserting eq. (5.12) and eq. (5.9a) into eq. (5.11) finally gives:

L ftrap(s) = LP̂(s)

1 − LP(s)LP̂(s)

1 − LP(s)

s
. (5.13)
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Note that this expression can be rewritten as

L ftrap(s) = 1

s

LP̂

1 − LPLP̂
− 1

s

LPLP̂

1 − LPLP̂
, (5.14)

where one recognizes the expressions (5.9a) and (5.9b) of LSR(s) and LSE(s)

L ftrap(s) = LSR(s)

s
− LSE(s)

s
, (5.15)

from which we infer

ftrap(θ) =
∫ θ

0
[SR(t) − SE(t)] dt. (5.16)

This relation has an interesting interpretation and could have been guessed from the
start. It simply states that the number of trapped atoms at time θ is equal to the number
of atoms that have entered the trap between t = 0 and t = θ (

∫ θ

0 SR(t) dt) minus the

number of atoms that have left the trap during the same period (
∫ θ

0 SE(t) dt).

We have thus derived an exact expression for L ftrap(s). Using the small-s
expansion of LP(s) and LP̂(s), one can now obtain the small-s expansion of
L ftrap(s), which will allow one to study the long time behaviour of ftrap(θ). This
is what we do in the next section.

5.2.3 Results for a finite average trapping time and a finite average recycling
time

Suppose first that µ and µ̂ are larger than one, so that 〈τ 〉 and 〈τ̂ 〉 are finite. In such
a case, the small-s expansion of LP(s) (eq. (4.23)) reads:

LP(s) = 1 − s 〈τ 〉 − O(smin(µ,2)) (5.17)

and similarly for LP̂(s). The small-s expansion of eq. (5.13) then leads to:

L ftrap(s) = 〈τ 〉
〈τ 〉 + 〈τ̂ 〉

1

s
+ O(1), (5.18)

which shows that

ftrap(θ) →
θ→∞

〈τ 〉
〈τ 〉 + 〈τ̂ 〉 . (5.19)

5.2.4 Results for an infinite average trapping time and a finite average
recycling time

We consider now the case which is most relevant experimentally, i.e. µ < 1
and µ̂ > 1. We assume that the subleading term of P(τ ) (i.e. the correction to
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µτ
µ

b /τ 1+µ) decays faster than τ−2 when τ is large. In this case, as explained in the
previous chapter, the small-s expansion of LP(s) reads (see eq. (4.14)):

LP(s) = 1 − �(1 − µ)(sτb)
µ − A0(sτb) + · · ·

where A0 is a certain constant determined by the detailed shape of P(τ ), in partic-
ular ptrap. The small-s expansion of LP̂(s) is still of the form (5.17).

It follows from eq. (5.9a) that the small-s expansion of LSR (which will also be of use
in Chapters 6 and 9) is given by:

LSR(s) = 1

�(1 − µ)
(sτb)

−µ − A0τb + 〈τ̂ 〉[
�(1 − µ) τ

µ
b

]2
s1−2µ + · · · . (5.20)

The corresponding expression of SR(t) for large times reads, using eq. (4.24) and eq.
(4.47):

SR(t) = sin(πµ)

π
τ

−µ
b tµ−1 + · · · . (5.21)

For small s, using eq. (4.14) in eq. (5.12), together with eq. (5.20) and eq. (5.11),
finally gives2:

L ftrap(s) = 1

s
− 〈τ̂ 〉

�(1 − µ) (sτb)µ
+ · · · (5.22)

which shows that ftrap(θ) → 1 for θ → ∞. This is to be expected since the
average time in the trap diverges, whereas the average time outside the trap is
finite. Furthermore, eq. (5.22) allows us to determine how ftrap(θ) tends towards
its limit when θ → ∞. Using eqs. (4.24) and (4.47) of the previous chapter, one
deduces from eq. (5.22) that:

ftrap(θ) =
θ→∞

1 − sin πµ

π

〈τ̂ 〉
τ

µ

b θ1−µ
+ · · · . (5.23)

We will check such a prediction in Chapter 8 by comparing it with the results of
numerical simulations using the delay function.

The time scale θ0 beyond which the trapped proportion begins to be significant and
beyond which eq. (5.23) begins to be valid (the second term is less than one) is

θ0 �
(

〈τ̂ 〉
τ

µ
b

)1/(1−µ)

. (5.24)

The generalized CLT provides a physical interpretation of this time scale. The derivation
of eq. (5.23) required (see eq. (5.20)) the sprinkling distribution to be dominated by

2 We neglect A0τb in comparison to 〈τ̂ 〉, since τb is of the order of τtrap which is much smaller than the average
return time 〈τ̂ 〉 to the trap.
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trapping times, i.e. it requires TN 	 T̂N . Using the generalized CLT (see Section 4.2),
we have TN � τb N 1/µ and T̂N � N 〈τ̂ 〉. Thus TN 	 T̂N is satisfied as long as N 	 N0,

N0 = (〈τ̂ 〉/τb
)µ/(1−µ) being defined by TN0 = T̂N0 . One therefore has TN 	 T̂N as

soon as θ 	 TN0 = T̂N0 = (〈τ̂ 〉/τµ
b

)1/(1−µ) = θ0.

5.2.5 Results for an infinite average trapping time and an infinite average
recycling time

We finally consider the case where both µ and µ̂ are smaller than one, leading to
infinite values for 〈τ 〉 and 〈τ̂ 〉. Such a situation occurs in one-dimensional VSCPT
cooling in the absence of confining walls (µ̂ = 1/2 or µ̂ = 1/4 if the Doppler
effect is taken into account; see Sections 3.4.2 and 3.4.3 and Appendix A.1).

Let us for definiteness consider the case where µ̂ < µ. Using eq. (4.14) and a
similar equation for LP̂(s), one can deduce from eq. (5.13) the small-s expansion
of L ftrap(s) which reads:

L ftrap(s) �
s→0

�(1 − µ)

�(1 − µ̂)

τ
µ

b

τ̂
µ̂

b

sµ−µ̂−1 + · · · . (5.25)

It then follows from eq. (5.25) and from eq. (4.24) that, for µ̂ < µ, ftrap(θ) decays
for large θ as:

ftrap(θ) �
θ→∞

τ
µ

b

τ̂
µ̂

b

�(1 − µ)

�(1 − µ̂) �(1 + µ̂ − µ)
θµ̂−µ, (5.26)

with a correction term of the order of θ2(µ̂−µ) when µ �= 2µ̂ (and an extra logarith-
mic correction if µ = 2µ̂).

The case µ < µ̂ < 1 is simple to understand by permuting the role of the ‘trap’
and the ‘outside’ region: in this case the fraction of trapped atoms tends to one,
with corrections decaying as θµ−µ̂.

Finally, in the marginal case where µ̂ = µ < 1 (corresponding for instance to
the one-dimensional unconfined model of Chapter 3 when α = 2 and thus µ =
µ̂ = 1/2), a simple calculation using eq. (5.13) and eq. (4.14) leads to:

ftrap(θ) �
θ→∞

τ
µ

b

τ
µ

b + τ̂
µ

b

. (5.27)

Note that ftrap(θ) tends to a constant at large times (as if 〈τ 〉 and 〈τ̂ 〉 were finite, see
Section 5.2.3) whereas the sprinkling distribution itself does not tend to a constant, but
behaves as:

SR(t) = sin(πµ)

π
(
τ

µ
b + τ̂

µ
b

) tµ−1 + · · · . (5.28)

(We shall need this expression in Section 6.5.)
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5.3 Discussion: non-ergodic behaviour of the trapped population

Let us comment on the above results in connection with the ergodicity properties
of the trapping/recycling process. In the case where both 〈τ 〉 and 〈τ̂ 〉 are finite,
the obtained result (5.19) is the ergodic result: when the average trapping and first
return times are finite, the fraction of atoms at any given (large) time in the trap
(ensemble average) is equal to the average fraction of the time spent in the trap by
each atom individually (see eq. (5.1)). Ensemble averages and time averages then
coincide.

On the other hand, when both 〈τ 〉 and 〈τ̂ 〉 are infinite, the fraction of atoms in
the trap after a long time, given by eq. (5.26) above, does not coincide with the
fraction of time typically spent by an atom in the trap. According to eq. (5.4),
the latter decays as θ(µ̂−µ)/µ, and not as θµ̂−µ. More importantly, the prefactor of
θ(µ̂−µ)/µ depends on ξ and ξ̂ , and therefore does not cease to fluctuate from atom
to atom, even in the long time limit. This clearly shows that ergodicity is broken
when the average trapping time and first return time are infinite: ensemble averages
no longer coincide with time averages.

Consider, for example, the case where µ = 1/2 and µ̂ = 1/4 (one-dimensional
Doppler model with α = 2, defined in Chapter 3; see also Section A.1). An
individual atom typically spends in the trap a fraction of time which decays as
θ−1/2, while the (ensemble) average fraction of atoms trapped at time t = θ only
decays as θ−1/4. In Chapter 8 we will compare these theoretical predictions with
the results of numerical simulations using the delay function and we will see that
the numerical results confirm that ftrap(θ) decays as θ−1/4 and not as θ−1/2.

Finally, the case where 〈τ 〉 is infinite and 〈τ̂ 〉 finite also leads to a non-ergodic result,
although the discussion is more subtle. In this case, the fraction of time spent by an
atom in the trap is given by:

ξτb N 1/µ

ξτb N 1/µ + N 〈τ̂ 〉 , for N → ∞. (5.29)

To leading order in θ � ξτb N 1/µ + N 〈τ̂ 〉 � ξτb N 1/µ, this leads to:

1 − 〈τ̂ 〉
(ξτb)µθ1−µ

. (5.30)

Therefore, the fraction of time spent in the trap tends to one, with a subleading correction
going to zero as θµ−1, precisely as we found for the ensemble average, eq. (5.23).
However, there is one crucial difference, namely that the prefactor of this correction
term contains a random variable ξ of order one, which does not converge to a specific
value, even in the long time limit. Therefore, time averages and ensemble averages
do not coincide in this case either, although the difference is only detectable on the
subleading corrections which vanish in the long time limit. Conceptually, however,
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one finds that as soon as the average trapping time diverges, the cooling process is
non-ergodic.

To conclude this chapter, one can say that Lévy statistics provide quantitative
predictions on the efficiency of subrecoil laser cooling. Analytical expressions have
been derived for the long time limit of the proportion ftrap(θ) of trapped atoms.
These expressions not only give the limit of ftrap(θ) when θ → ∞, but also the
rate at which this limit is reached. Simple examples have been given of situations
where ensemble averages differ from time averages, demonstrating the non-ergodic
character of the cooling.
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The momentum distribution

The fraction of trapped atoms ftrap(θ) studied in Chapter 5 gives global information
on the efficiency of subrecoil laser cooling: the proportion of atoms accumulated
within the sphere of radius ptrap. Within this sphere, one expects the momentum
distribution to exhibit a narrow peak, containing the cooled atoms. Knowledge of
ftrap(θ) does not provide enough information about this peak: for instance, one
might trap a significant fraction of atoms within ptrap but, in some unfavourable
cases, these atoms could be somewhat uniformly distributed over the trap, leaving
only a negligible fraction in the peak itself.

In order to get a better characterization of the cooling, we calculate in this
chapter the momentum distribution P(p) of the atoms contained within the sphere
of radius ptrap. In particular, we derive analytical expressions for various important
features of the narrow peak of P(p): its half-width w(θ); its height h(θ); its weight
fpeak(θ) (which we will call the ‘cooled fraction’); the shape of its tails and of its
central part. We also estimate the phase space density increase associated with the
cooling process. This will enable us to identify the relevant physical parameters of
subrecoil cooling and to get a better understanding of the role of non-ergodicity.

6.1 Brief survey of previous heuristic arguments

Before using the statistical tools introduced in Chapter 4, which will prove to be
very efficient for investigating the momentum distribution P(p), it is useful to
come back to the heuristic arguments which were first used [AAK88] to estimate
certain physical quantities such as the half-width w(θ) of the narrow peak. Such a
discussion will show that essential features of Lévy statistics were already implic-
itly used in those arguments although they were not explicitly formulated.

The first estimation [AAK88] of w(θ) was done in the following way. Since only
atoms of momentum p such that R(p) θ ≤ 1 can remain trapped during the whole
interaction time θ , it is natural to define a time-dependent characteristic momentum
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pθ by

R(pθ ) θ = 1 or, equivalently, τ (pθ ) = 1

R(pθ )
= θ (6.1)

which gives, using eq. (3.5):

pθ = p0

(τ0

θ

)1/α

. (6.2)

The heuristic argument consisted in conjecturing that pθ would give the order of
magnitude of the half-width w(θ) of the cooled peak:

w(θ) � pθ . (6.3)

Numerical solution of the Generalized Optical Bloch Equations (GOBE) for one-
dimensional σ+ − σ− laser configurations (α = 2) indeed confirmed the θ−1/2

behaviour of the peak half-width predicted by eqs. (6.2) and (6.3), over the limited
time range (�1500 �−1) reachable in a reasonable computer time [AAK89]. The
order of magnitude of the prefactor in eq. (6.2) was also confirmed numerically.
Two different analytical solutions of the same one-dimensional problem, based
on the GOBE, agreed with eq. (6.2) and eq. (6.3) [AlK92, SSY97]. The same
θ−1/2-dependence was also observed in a numerical solution of a specific two-
dimensional laser configuration [MaA91].

Though well established in specific cases, the above heuristic argument suffers
from a basic flaw which limits its generality: it makes the implicit assumption that
the atoms in the cooled peak at the end of the interaction time θ did remain trapped
for the whole interaction time θ . Obviously, this cannot be strictly true, since the
atoms need to perform a random walk to reach the trap, which usually takes a
non-negligible time. They enter the trap and they exit it several times. Those in the
trap at time θ may have entered the trap the last time a short time τ before θ and
their momentum p can be then much larger than pθ because p is only restricted by
the condition that such an atom must remain for a time at least equal to τ (which, in
this case, is much smaller than θ). In order to be allowed to neglect the contribution
of the atoms that, at time θ , have not been trapped for a very long time, we must
implicitly assume that the total time θ is actually dominated by the duration of
a single event – the trapping time for an atom having its momentum within the
peak. We recognize here the unusual behaviour of Lévy statistics, where a single
term can determine the behaviour of a Lévy sum. We thus expect from such a
discussion that eq. (6.3) will hold approximately true only if the trapping times τ

obey a broad distribution with infinite mean.
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6.2 Expressions of the momentum distribution and of related quantities

6.2.1 Distribution of the momentum modulus

We first introduce the distribution P(p, θ) of the momentum modulus p, restricted
to the trapping zone p ≤ ptrap. An atom trapped with momentum p at time θ might
have reached the p state (0 ≤ p ≤ ptrap) at any time tl (0 ≤ tl ≤ θ), provided that
it then remained in the trap at least until θ . The ‘date’ tl is thus the last trapping
date, i.e. it satisfies tl + τ ≥ θ where τ is the time spent in the p state, which
is distributed, conditionally to p, as P(τ |p). The probability density to reach a
p state at time tl is simply given by ρ(p) SR(tl), where SR(tl) is the sprinkling
distribution calculated in Chapter 5 and ρ(p) = DpD−1/pD

trap is the probability
density (see eq. (3.28)) for an atom entering the trap to have a momentum modulus
p (as in Chapter 3, we suppose that ptrap � h̄k, so that the volume of the trap
is reached uniformly). Thus the probability P(p, θ) is the sum (over all possible
tl) of the probability ρ(p)SR(tl) of reaching the trap at time tl with momentum p,
multiplied by the probability ψ(θ − tl |p) that the trapping time τ exceeds θ − tl
for an atom with momentum p:

P(p, θ) = ρ(p)

∫ θ

0
dtl SR(tl)ψ(θ − tl |p) (6.4)

where

ψ(τ |p) =
∫ ∞

τ

dτ ′ P(τ ′|p). (6.5)

Recalling that

P(τ ) =
∫ ptrap

0
dp ρ(p)P(τ |p) (6.6)

is the probability that the trapping time within ptrap is equal to τ , it is easy to check that,
as expected: ∫ ptrap

0
dp P(p, θ) =

∫ θ

0
dtl SR(tl)

∫ ∞

θ−tl
dτ P(τ ) = ftrap(θ) (6.7)

(see eq. (5.5) and eq. (5.6)).

We shall consider in the following the two models introduced in Section 3.3.1,
i.e. a deterministic model where

P(τ |p) = δ[τ − τ(p)] (6.8)

and an exponential model where

P(τ |p) = 1

τ(p)
exp [−τ/τ(p)]; (6.9)
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the two corresponding values of ψ(τ |p) are:

ψ(τ |p) = Y [τ(p) − τ ] (6.10)

for the deterministic model (Y being the Heaviside function) and

ψ(τ |p) = exp [−τ/τ(p)] (6.11)

for the exponential model. According to eq. (3.5), the dependence of τ(p) on the
momentum p is given, in general, by:

τ(p) = τ0

(
p0

p

)α

. (6.12)

Finally, a general result concerning the tails of the momentum distribution can
be simply derived from eq. (6.4). For p 	 pθ , we have τ(p) � θ according to eq.
(6.1). Equations (6.10) and (6.11) then show that ψ(θ − tl |p) has non-zero values
only if θ − tl � τ(p) � θ , so that only the region tl ∼ θ will contribute to the
integral of eq. (6.4). Since SR(t) varies more slowly than ψ(t |p), one can write:

P(p, θ) �
p	pθ

ρ(p)SR(θ)

∫ ∞

0
dτ ′ψ(τ ′|p) = ρ(p)SR(θ)

∫ ∞

0
dτ ′τ ′ P(τ ′|p)

(6.13)

where the last equality follows from an integration by parts. By definition, τ(p) is
the average trapping time at momentum p, and hence, we finally get the general
result:

P(p, θ) �
p	pθ

ρ(p)SR(θ) τ (p). (6.14)

Note that the only dependence on the model is in SR(θ) through the quantity τb,
which is equal to τtrap for the deterministic model, and to τtrap[µ�(µ)]1/µ for the
exponential model (see eq. (3.33) and eq. (3.34)). We will discuss in Chapter 7
the physical meaning of such a simple expression in terms of a ‘quasi-equilibrium’
regime.

6.2.2 Momentum distribution along a given axis

We suppose that the three-dimensional momentum distribution P(p, θ) is spher-
ically symmetric, and we introduce the reduced momentum distribution π(p, θ)

such that:

P(p, θ) = SD pD−1π(p, θ), (6.15)

where P(p, θ) is the distribution of the momentum modulus introduced in Section
6.2.1 and where SD pD−1 is the surface of the sphere of radius p in D dimensions
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(see eq. (3.27)). In fact, π(p, θ) is the section of the three-dimensional momentum
distribution P(p, θ) along any axis1 passing through the origin p = 0. For
example,

π(p, θ) = P(px = p, py = 0, pz = 0, θ). (6.16)

Equation (6.4) and eq. (3.26) then give

π(p, θ) = 1

VD(ptrap)

∫ θ

0
dtl SR(tl)ψ(θ − tl |p), (6.17)

where VD(ptrap) = CD pD
trap is the volume of a D-dimensional sphere of radius ptrap

(see eq. (3.24)).
In the tails (p 	 pθ ), a calculation similar to the one leading to eq. (6.14) gives:

π(p, θ) �
p	pθ

1

VD(ptrap)
SR(θ) τ (p). (6.18)

6.2.3 Characterization of the cooled atoms’ momentum distribution

From π(p, θ), we can define (by analogy with the rms value for a Gaussian distri-
bution) the e−1/2 half-width of the peak of cooled atoms, denoted w(θ), through:

π(p = w(θ), θ) = e−1/2 π(p = 0, θ). (6.19)

In order to characterize the momentum distribution of the trapped atoms, it is
also useful to introduce the median momentum pm(θ) of the trapped atoms such
that: ∫ pm

0
P(p, θ) dp = 1

2
ftrap(θ) = 1

2

∫ ptrap

0
P(p, θ) dp. (6.20)

The height h(θ) of the cooled peak is simply defined by

h(θ) = π(p = 0, θ) = P(p = 0, θ). (6.21)

From eq. (6.17), one obtains:

h(θ) = 1

VD(ptrap)

∫ θ

0
SR(tl) dtl (6.22)

independently of the shape of P(τ |p), since for p = 0, τ(p) = ∞, so that
ψ(τ |p = 0) = 1 (see eqs. (6.10) and (6.11)). (Note again that SR(tl) depends
on the chosen model through τb.)

1 Note that π(p, θ) is not the probability distribution of px which would be obtained by integrating
P(px , py , pz , θ) over py and pz . The dimension of π(p, θ) is 1/pD .
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Equation (6.22) can be interpreted intuitively: the height of the cooled peak is propor-
tional to the number of atoms that have reached the state p = 0 between t = 0 and
t = θ . Since the probability of entering the trap between tl and tl + dt is equal to
SR(tl)dtl , its integral indeed gives the total number of entries in the trap. The factor
1/VD(ptrap) is related to the fraction of atoms which fall in the trap at p = 0 (where
they remain indefinitely) rather than anywhere else in the trap.

The Laplace transform of h(θ) is

Lh(s) = LSR(s)

sVD(ptrap)
, (6.23)

an equation which will be useful later on.
One can also define the fraction of cooled atoms fpeak(θ) as the proportion of

atoms of momentum less than one of the above characteristic momentum, for
example pθ :

fpeak(θ) =
∫ pθ

0
P(p, θ) dp. (6.24)

Finally, another important physical quantity is the phase space density D(θ) in
p = 0. In most experiments, one can neglect the increase of the spatial volume
occupied by the atoms during the interaction time2. This is due to the fact that
spatial diffusion is much slower than momentum diffusion. In such a case, the
increase of the phase space density exactly reflects the increase of the momentum
space density, which is described by the increase of h(θ).

The quantities P(p, θ), π(p, θ), h(θ) and fpeak(θ), given by eqs. (6.4), (6.17), (6.22)
and (6.24), characterize the momentum distribution. Therefore they cannot depend
on the parameter ptrap which was introduced only for convenience in intermediate

2 Note that this is not trivial since Lévy flights can also appear in real space and could lead to anomalously fast
diffusion. In fact, as shown here, this is not the case because the long trapping times actually correspond to
small velocities.
Let �(l) be the distribution of the jump lengths l in real space between two photon scatterings. If we consider
only the jumps of the trapped atoms, �(l) is given by �(l)dl = ρ(p)dp, where ρ(p) = DpD−1/pD

trap is the
probability density for an atom entering the trap to have the momentum p. The jump length l(p) for an atom
with momentum p is given by the free flight relation l(p) = p τ(p)/M where τ(p) = 1/R(p) ∝ p−α is the
duration of the free flight for such an atom. Using such a relation between l(p) and p to calculate |dp/dl|, we
obtain:

�(l) = ρ(p) |dp/dl| ∝ 1

l1+D/(α−1)
. (6.25)

One can recognize a broad distribution with a power-law tail described by the exponent µ′ = D/(α − 1). We
restrict ourselves to the case α ≥ 1 where long jumps are associated with the region p � 0. Quantitatively, for
one-dimensional VSCPT with θ = 105 �−1 and metastable helium atoms, one finds that the spatial expansion
due to this Lévy flight process (α = 2, µ′ = 1) is negligible compared to the expansion due to standard
random walk of the untrapped atoms, which is itself negligible compared to the usual size of the cloud of
atoms (∼500 µm, see [Bar95]). Therefore, position diffusion can be neglected. Note finally that Lévy flights
in position space can also occur in usual (not subrecoil) laser cooling [MEZ96]. Such an anomalous diffusion
has been observed for a single ion trapped in an optical lattice [KSW97].
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calculations. The appearance of ptrap in the above expressions is only formal, since
all four expressions involve the product of 1/pD

trap with some integral of SR(t), which

turns out to be proportional to pD
trap.

It is now straightforward to calculate the momentum distribution and the above
related quantities. The given expressions mostly depend on the sprinkling distribu-
tion SR(t). The accuracy of the calculations is thus determined by the accuracy of
the expression used for SR(t) for large t . Here, the calculations will be carried on
to the leading order3 in t . As a consequence, the results will be exact in the long
time limit and approximate for intermediate times. The results depend strongly on
the finiteness of 〈τ 〉 and 〈τ̂ 〉. We shall treat here the general case where µ �= 1.
The case µ = 1 – of some importance in practice – is treated in Appendix C.

6.3 Case of an infinite average trapping time and a finite average recycling
time

This case is important in practice: it applies to efficient cooling schemes in which
friction provides a fast recycling (〈τ̂ 〉 finite) while filtering enables the accumula-
tion of a large fraction of trapped atoms (〈τ 〉 infinite). We have seen in Chapter 5
that the trapped fraction ftrap(θ) tends to one in this case.

6.3.1 Explicit form of the momentum distribution

We focus here on the momentum distribution π(p, θ) along a given axis and we
introduce into eq. (6.17) the leading term in t of the sprinkling distribution SR(t)
(see eq. (5.21))

SR(t) � sin(πµ)

πτ
µ

b

tµ−1.

Using pθ such that τ(pθ ) = θ (see eqs. (6.1) and (6.2)) and changing variables to

q = p

pθ

, (6.26a)

u = tl
θ
, (6.26b)

one can rewrite eq. (6.17) as:

π(p = qpθ , θ) = sin(πµ)

πCD

θµ

τ
µ

b pD
trap

∫ 1

0
du uµ−1ψ(qα(1 − u)) (6.27)

3 Except in Chapter 9 where the next order will be needed for optimization purposes.
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where ψ(qα(1 − u)) is equal to Y [1 − qα(1 − u)] for the deterministic model (eq.
(6.10)) and to e−qα(1−u) for the exponential one (eq. (6.11)). Using µ = D/α,
τ

µ

b = Aµτ
µ
trap and t0 pα

0 = τtrap pα
trap = θpα

θ , we can then transform eq. (6.27) into

π(p = qpθ , θ) = sin(πµ)

πµAµCD

1

pD
θ

G(q) (6.28)

where the function G(q) is equal to:

q ≤ 1: G(q) = 1 (6.29a)

q ≥ 1: G(q) = 1 − (
1 − q−α

)µ
(6.29b)

for the deterministic model (6.10), and

G(q) = µ

∫ 1

0
du uµ−1e−(1−u)qα

(6.30)

for the exponential model (6.11)4. Note that for both models, we have chosen to
impose G(0) = 1, rather than to normalize the integral of G to the same value. In
both cases, G(q → ∞) � µq−α (in the latter case, only the neighbourhood of
u = 1 contributes to the integral defining G).

Using the fact that G(0) = 1, expression (6.28) for π(p, θ) can be written in
terms of the reduced momentum q = p/pθ and the height h(θ) of the cooled peak
as:

π(p, θ) = h(θ)G
(

p

pθ

)
= h(θ)G

[
p

p0

(
θ

τ0

)1/α
]

(6.31)

with5

h(θ) = sin(πµ)

πµAµCD

1

pD
θ

∝ θµ. (6.32)

The functions G(q) are drawn in Fig. 6.1 for α = 2 and D = 1, corresponding to
µ = 1/2. The tails of G(q) vary as 1/(2q2) in agreement with the naive ‘ergodic’
result π(p, θ) ∝ τ(p), i.e. the population of the p state is proportional to the
mean residence time τ(p) in this state. However, the Lorentzian tails of G(q) do
not imply that G(q) itself is a Lorentzian. In Fig. 6.2 we compare G(q) for the
exponential model with a Lorentzian having the same normalization and the same
tails as G(q). The important point is that G(q) is much ‘flatter’ than the Lorentzian
for q ≤ 1. This is also particularly clear for the deterministic case (see Fig. 6.1)

4 The expression (6.30) for the exponential model is a confluent hypergeometric function: G(q) = M(1,

1 + µ, −qα) (see eq. (13.2.1) in [AbS70]).
5 An expression of h(θ) with subleading terms is given in Section 9.4, with an interesting interpretation.
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Fig. 6.1. Line shape G(q) with q = p/pθ for α = 2 and D = 1. The long-dashed curve
corresponds to the deterministic model and the solid curve corresponds to the exponential
one. The dashed curve represents the ‘ergodic’ result 1/(2q2) having the same asymptotic
behaviour for q → ∞. The characteristic values qe and qm defined in Section 6.3.2 are,
for the exponential model: qe = 0.890 . . . and qm = 0.798 . . . .

since G(q) has a perfectly horizontal plateau for 0 ≤ q ≤ 1. We will discuss
in the next chapter the physical meaning of such a behaviour and relate it to the
non-ergodic character of the cooling process. The difference between G and a
Lorentzian can actually be probed experimentally – see [SLC99] and Section 8.4.3
(Fig. 8.8).

6.3.2 Important features of the momentum distribution

There are quite a number of results which can be deduced from expression (6.31).

(i) The momentum distribution π(p, θ) remains self-similar for any θ : π(p, θ)

is always given by G(q) with a proper rescaling of the height and the width.
(ii) The auxiliary parameter ptrap no longer appears in expressions (6.31) or

(6.32), as expected.
(iii) The momentum pmax, which fixes the average recycling time, is also absent

from these expressions. This stems from the domination of SR(t) by trapping
times τ whose distribution P(τ ) is broad. Provided that 〈τ̂ 〉 is finite, i.e.
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Fig. 6.2. Comparison of G(q) for the exponential model with a Lorentzian line shape that
has the same normalization and the same tails.

provided that pmax is finite, the recycling times τ̂ play no role to leading
order when θ is large. This remark also applies to all the quantities related
to π(p, θ).

(iv) The height h(θ) increases with θ , which is the signature of cooling. This
height increase has a power-law dependence with exponent µ = D/α deter-
mined only by the long tail behaviour of P(τ ).

(v) Since the only p-dependence of π(p, θ) is through the reduced momentum
q = p/pθ , it is clear that the 1/

√
e half-width w(θ) is given by

w(θ) = qe pθ with G(qe) = 1√
e
. (6.33)

In eq. (6.33) qe is a numerical factor which depends on µ and α. For the case
µ = 1/2, α = 2, and in the exponential model, one finds qe = 0.890 . . . .

This width thus corresponds, up to a numerical prefactor, to the characteristic
momentum pθ (eq. (6.2)). The same is true for the median momentum pm(θ)

defined by eq. (6.20), with a different prefactor qm, defined (for D = 1) as∫ qm

0
dq q D−1 G(q) = 1

2

∫ qtrap

0
dq q D−1 G(q) (6.34)

where qtrap = ptrap/pθ . For the case µ = 1/2, α = 2, and still in the
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exponential model, one finds qm = 0.79 . . . . Thus, at any time θ , most
trapped atoms are indeed characterized by a momentum of order pθ .

(vi) The cooled fraction fpeak(θ) is computed from eq. (6.24) by using eqs. (6.27)
and (6.15). The parameter pθ is then eliminated thanks to eq. (6.2). One
finally obtains that fpeak(θ) is a constant (with a value between zero and one),
independent of time:

fpeak(θ) = D sin(πµ)

Aµπµ

∫ 1

0
dq q D−1G(q). (6.35)

For D = 1, µ = 1/2, one finds fpeak(θ) = 0.59 . . . (for the exponential
model).

(vii) It is very important to realize that, even if a finite fraction of the trapped
atoms have a momentum less than the e−1/2 half-width w(θ), the tails of the
distribution are much ‘fatter’ than for a Maxwellian distribution with the same
width. For pθ � p ≤ ptrap, corresponding to τ(p) � θ , one can use eq.
(6.18) which shows that π(p, θ) varies as SR(θ)τ (p) for p 	 pθ . One can
also use the asymptotic dependence G(q → ∞) � µq−α to obtain:

π(p, θ) �
p	pθ

µh(θ)

(
pθ

p

)α

∝ 1

θ1−µ pα
. (6.36)

Thus the momentum distribution tails decay with a power-law p-dependence.
In particular, for α = 2, it decays only as p−2, i.e. as a Lorentzian. The
average square momentum is not of order p2

θ but rather of order pD
trap p2−D

θ 	
p2

θ . We note, however, that in the present case µ < 1, the value of π(p, θ) at
a given momentum p decays with θ for p 	 pθ : the tails therefore shrink.
The time evolution of the momentum distribution is shown in Fig. 6.3.

To sum up, the case treated in this section (〈τ 〉 infinite and 〈τ̂ 〉 finite) passes all
the criteria of efficient cooling: the height of the cooled peak increases with time,
its weight is a significant fraction of one and the amplitude of the tails vanishes at
large times. However, the shape of the peak is not Maxwell–Boltzmann, but rather
has ‘fat tails’ and a ‘flat top’!

6.4 Case of a finite average trapping time and a finite average recycling time

This case is also important in practice: it applies to schemes in which friction
provides fast recycling (〈τ̂ 〉 finite), while filtering is not selective enough to provide
an infinite average trapping time (〈τ 〉 finite) – which happens when the dimension
of space D is larger than the filtering exponent α. In this case, as we have discussed
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Fig. 6.3. Evolution of the momentum distribution π(p, θ) in the exponential model as θ
increases, for α = 2 and D = 1. The parameter θ0 is an arbitrary fixed time scale, and pθ0
is the corresponding characteristic momentum. Note that the distribution sharpens with
time, while the amplitude of the tails decreases.

in Chapter 5, the trapped fraction ftrap(θ) tends at large times to a constant

ftrap(θ) = 〈τ 〉
〈τ 〉 + 〈τ̂ 〉 =

(
1 + (µ − 1)

pD
max

pD−α
trap pα

0

)−1

. (6.37)

As this constant vanishes for ptrap → 0, one might think that subrecoil cooling is
inefficient in this case. In fact, the following calculations show unambiguously that
subrecoil cooling remains efficient even in this case.

6.4.1 Explicit form of the momentum distribution

The function SR(t) is now given by (see eq. (3.35) and eq. (3.56))6:

SR(t) � 1

〈τ 〉 + 〈τ̂ 〉 =
[
τ0

(
µ

µ − 1

(
p0

ptrap

)α

+
(

pmax

ptrap

)D
)]−1

. (6.38)

6 Eq. (6.38) is exact for the deterministic model. For the exponential model, the first term in the denominator
involves a prefactor of order one.
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In the limit where pmax 	 ptrap, p0, the above expression simplifies to:

SR(t) � 1

〈τ̂ 〉 =
[
τ0

(
pmax

ptrap

)D
]−1

. (6.39)

Introducing this formula into eq. (6.17), one finally obtains, after simple integra-
tion:

π(p, θ) = 1

CD pD
max

θ

τ0
if p ≤ pθ

= 1

CD pD
max

τ(p)

τ0
if p ≥ pθ (6.40)

for the deterministic model (6.10), and

π(p, θ) = 1

CD pD
max

τ(p)

τ0

[
1 − exp

(
− θ

τ(p)

)]
(6.41)

for the exponential model (6.11).
These momentum distributions can also be written in a simple scaling form

similar to eq. (6.31):

π(p, θ) = h(θ) G̃
(

p

pθ

)
= h(θ) G̃

[
p

p0

(
θ

τ0

)1/α
]

(6.42)

with

h(θ) = 1

CD pD
max

θ

τ0
. (6.43)

For the deterministic model, the function G̃(q) is

q ≤ 1: G̃(q) = 1, (6.44a)

q ≥ 1: G̃(q) = q−α. (6.44b)

For the exponential model, it becomes

G̃(q) = q−α
[
1 − exp(−qα)

]
. (6.45)

Note that G̃(0) = 1 and that G̃(q → ∞) � q−α for both models. The functions
G̃(q) are drawn in Fig. 6.4 for α = 2 and D = 3, corresponding to µ = 3/2. As in
the previous section, the distribution π(p, θ) still presents a plateau-like region for
p ≤ pθ .
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Fig. 6.4. Line shape G̃(q), with q = p/pθ , for α = 2 and D = 3. The long-dashed
curve corresponds to the deterministic model, the solid curve to the exponential one, and
the dashed curve to the ‘ergodic’ result G̃(q) ∝ 1/(2q2) having the same behaviour as the
previous curves for q → ∞. The value of qe is now 1.048, while the median momentum
qm now depends on ptrap.

6.4.2 Important features of the momentum distribution

We point out now a few important features of the momentum distribution.

(i) The curve π(p, θ) is still self-similar for any θ .

(ii) The auxiliary parameter ptrap is absent from the expression for π(p, θ).

(iii) Contrary to what happens for the case µ < 1, the momentum pmax (which
determines the average recycling time) now appears explicitly in eqs. (6.40)
and (6.41). This reflects the fact that the trapping events are no longer pre-
dominant.

(iv) The height h(θ) of the peak of cooled atoms, given by eq. (6.43), increases
linearly with θ . In this sense, there is still a real cooling. A similar increase
is predicted for the phase space density.

(v) The e−1/2 half-width qe of G̃(q) is of the order of unity, so that the e−1/2

half-width w(θ) = qe pθ of the momentum distribution π(p, θ) is still of the
order of pθ . However, since µ > 1 is equivalent to α < D, the integral over p
of ρ(p)π(p, θ) is now dominated by large p values. The median momentum
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is thus given, when pθ � ptrap, by:

pm = 1

21/(D−α)
ptrap. (6.46)

Thus, the trapped atoms are characterized in this case by a momentum of order
ptrap 	 pθ : most trapped atoms reside on the ‘border’ of the trap.

(vi) The expression for the cooled fraction now reads, after changing variables to
q = p/pθ :

fpeak(θ) = Dh(θ)pD
θ

∫ 1

0
dq q D−1G̃(q). (6.47)

Using the fact that h(θ) ∝ θ and that pθ ∝ θ−1/α, one finally finds that
fpeak(θ) ∝ θ1−µ. Since now µ > 1, fpeak(θ) decreases to 0 when θ → ∞.

(vii) It clearly appears in eq. (6.40), and also in eq. (6.41), that, for p 	 pθ ,
π(p, θ) no longer depends on θ and has a p-dependence identical to that of
τ(p). Thus, as shown in Fig. 6.5, the tails of the momentum distribution
reach a steady-state when θ increases. They decrease with p as a power-law
p−α (for α = 2, the tails have a Lorentzian shape). In fact, the momentum
distribution (6.40) or (6.41) remains unchanged in the tails when θ increases.
Note, however, that the value pθ of the truncation decreases when θ increases.

To sum up, the case of finite 〈τ 〉 and finite 〈τ̂ 〉 presents a rather subtle cooling
behaviour: the cooled fraction tends to zero at large times – the trapped atoms
accumulate mostly in the tails of the peak, but there is still a clear cooling effect,
since the peak height and therefore the momentum and the phase space densities
increase significantly.

6.5 Cases with an infinite average recycling time

The cases with 〈τ̂ 〉 infinite are not very favourable for cooling. Even though it
seems almost always possible experimentally to make 〈τ̂ 〉 finite, these cases are
important because several precise one-dimensional σ+/σ− VSCPT experiments,
as well as numerical simulations, have been done with and correspond to infinite
〈τ̂ 〉. Moreover, one special case with infinite 〈τ̂ 〉 presents a significant new feature.
We therefore briefly present here the various situations with infinite 〈τ̂ 〉 discussing
in detail only the special case that brings a novel feature.

• If µ < µ̂ (< 1), the sprinkling distribution SR(t) is, at first order, exactly
the same as in Section 6.3, and so is the probability distribution P(τ ) of the
trapping times. Thus, one obtains exactly the same features for the momentum
distribution as in Section 6.3, where the trapping periods also dominate.
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Fig. 6.5. Evolution of the momentum distribution π(p, θ) in the exponential model as θ
increases for α = 2, D = 3 (〈τ 〉 and 〈τ̂ 〉 finite). The parameter θ0 is an arbitrary fixed time
scale. Note that while the height of the distribution increases with time, its tails reach a
stationary (time independent) state (compare with Fig. 6.3). Note also that since fpeak(θ) is
the integral from 0 to pθ = p0(τ0/θ)1/α of the product of π(p, θ) and pD−1, the fraction
of cooled atoms goes to zero for large θ .

• If µ = µ̂ (< 1), the first term of the Laplace transform of the sprinkling
distribution SR(t) is the same as in the case µ < 1 < µ̂ (compare eq. (5.28)
and eq. (5.21)), except for the numerical prefactor. Thus, the results of Section
6.3 on the momentum distribution π(p, θ) still hold, except that the numerical
prefactor of π(p, θ) will be smaller due to the finite proportion of time spent by
the atoms in the recycling zone. This case applies to one-dimensional σ+/σ−
VSCPT cooling in the regime of intermediate times for which the Doppler effect
is negligible (see Sections 8.3.2, 8.4 and A.1.1.5 (p. 153)).

• If µ̂ < µ (< 1), the behaviour of the cooling becomes slightly different from
the previously treated cases, but the derivations are similar. This special case
applies to one-dimensional σ+/σ− VSCPT in the long time regime for which
the Doppler effect slows down the atomic diffusion at large p. The sprinkling
distribution SR(t) is now dominated by recycling times and we can write, in
analogy with eq. (5.21),

SR(t) = sin(πµ̂)

π
τ̂

−µ̂

b t µ̂−1 + · · · . (6.48)
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Proceeding as in Section 6.3.1, we obtain

π(p, θ) = h(θ) Ĝ
(

p

pθ

)
= h(θ) Ĝ

[
p

p0

(
θ

τ0

)1/α
]
, (6.49)

where the height h(θ) of the peak is

h(θ) = sin(πµ̂)

πµ̂CD pD
trapτ̂

µ̂

b

θµ̂ (6.50)

and where the shape Ĝ(q) is

q ≤ 1: Ĝ(q) = 1 (6.51a)

q ≥ 1: Ĝ(q) = 1 − (
1 − q−α

)µ̂
(6.51b)

for the deterministic model (6.10), and

Ĝ(q) = µ̂

∫ 1

0
du uµ̂−1e−(1−u)qα

(6.52)

for the exponential model (6.11).

Interesting features of the momentum distribution in this case are as follows.

(i) The curve π(p, θ) is self-similar for any θ .
(ii) The auxiliary parameter ptrap is still present in h(θ) because, to maintain the

generality of the treatment, we have not replaced τ̂b by is explicit expression
containing ptrap. If this was done, ptrap would disappear.

(iii) There is no momentum pmax in this problem.
(iv) The height h(θ) still increases in this case, in spite of the domination of

recycling times over trapping times. There is thus still real cooling. Of
course, the increase is slower than when trapping times dominate, i.e. when
µ < µ̂.

(v) The e−1/2 half-width qe of Ĝ(q) and the median qm are of the order of unity.
This indicates that the (few) trapped atoms are characterized by a momentum
of order pθ : most of them are in the cooled peak.

(vi) The cooled fraction fpeak(θ) tends to zero as θ → ∞.
(vii) The tails of the momentum distribution π(p, θ) vary as p−α for p 	 pθ ,

as in previously treated cases. On the other hand, for small momenta, we
now have Ĝ(q) =

q→0
1 − qα/(1 + µ̂) (exponential model), while we had

G(q) =
q→0

1 − qα/(1 + µ) in all previously treated cases. Thus, the shape of

the momentum distribution in the vicinity of p = 0 now depends on µ̂, i.e.
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it depends on the the jump rate far away from p = 0. This new feature is a
remarkable sign of non-ergodicity (see Section 7.5.1).

To sum up, when µ̂ < µ < 1, even though the cooled fraction tends to zero at
large times, there is still a clear cooling effect.

• The case µ̂ < 1 (infinite 〈τ̂ 〉) and µ > 1 (finite 〈τ 〉) is clearly very unfavourable:
a vanishingly small fraction of atoms is in the trap, and most of them are near
the border ptrap.

6.6 Overview of main results

In this chapter, we have derived the momentum distributions of the trapped atoms
and expressed them into scaling forms G(q = p/pθ ) that are time invariant and
depend only on µ and α. All cases in which µ and µ̂ are different from one have
been treated (the case µ = 1 is treated in Appendix C). Let us concentrate here
on the two most favourable cases corresponding to 〈τ̂ 〉 finite and 〈τ 〉 either infinite
(µ < 1) or finite (µ > 1) (see Sections 6.3 and 6.4). The most important results
are gathered in table 6.1.

Table 6.1. Momentum distribution properties: p and θ dependence in the case
where 〈τ̂ 〉 is finite, while 〈τ 〉 is either infinite (µ ≤ 1) or finite (µ > 1).

µ < 1 µ = 1 µ > 1

Height h(θ) θµ θ/ log θ θ

Half-width w(θ) θ−1/α θ−1/α θ−1/α

Median pm � pθ ∝ θ−1/α � √
pθ ptrap ∝ θ−1/2α � ptrap ∝ θ0

Cooled fraction fpeak(θ) 1 1 − O((log θ)−1) θ1−µ

Tails π(p 	 pθ , θ) (pαθ1−µ)−1 (pα log θ)−1 (pαθ0)−1

In both cases (µ < 1 and µ > 1), the following common features were
demonstrated. The height h(θ) of the cooled peak increases with θ , which is the
signature of cooling. The half-width w(θ) of the cooled peak is proportional to pθ .
It decreases with θ as θ−1/α independently of the dimensionality D. The tails of
the momentum distribution decay as 1/pα.
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Apart from these common features, there are important differences between the
two cases µ < 1 and µ > 1. The parameter pmax does not appear in any of the
characteristic momenta for µ < 1, whereas it explicitly appears for µ > 1 in
prefactors not given in table 6.1. The cooled fraction fpeak(θ) tends to a constant
for µ < 1 whereas it decays as 1/θµ−1 when θ increases for µ > 1. The median
momentum pm is, up to a numerical prefactor, equal to pθ when µ < 1 and to ptrap

when µ > 1. Finally, the tails of the momentum distribution decrease at large times
(as 1/θ1−µ) when µ < 1, whereas they tend to a stationary value when µ > 1.

We will discuss the physical content of these results in the next chapter.



7

Physical discussion

In the previous chapters, several important quantities characterizing the cooled
atoms have been introduced and calculated. We now discuss the physical content of
these results. We first show (Section 7.1) that the momentum distribution P(p, θ)

can be interpreted as the solution of a rate equation describing competition between
rate of entry and rate of departure. This provides a new insight into the sprinkling
distribution SR(t) which appears as a ‘source term’ for the trapped atoms. We then
consider the tails of the momentum distribution (Section 7.2) and we show that
they appear as a steady-state or ‘quasi-steady’-state solution of the rate equation
describing the evolution of the momentum distribution. On the contrary, in the
central part of this distribution, atoms do not have the time to reach a steady-state or
a quasi-steady-state because their characteristic evolution times are longer than the
observation time θ . One can understand in this way the θ-dependence of the height
of the peak of the cooled atoms (Section 7.3). We also investigate (Section 7.4)
the important case where the jump rate R(p) does not exactly vanish when p = 0
and we show that, when θ is increased, there is a cross-over between a regime
where Lévy statistics is relevant, as in the previous case, and a regime where a
true steady-state can be reached for the whole momentum distribution. We finally
conclude the chapter with a few general considerations about non-stationarity,
non-ergodicity and broad distributions (Section 7.5).

7.1 Equivalence with a rate equation description

7.1.1 Rate equation for the momentum distribution

In this chapter, we only consider the exponential model. Inserting eq. (6.11) into
eq. (6.4) yields

P(p, θ) = ρ(p)

∫ θ

0
dtl SR(tl) exp [−(θ − tl)/τ(p)], (7.1)

88
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where ρ(p) = SD pD−1/VD(ptrap) is the probability density of entering the trap
with momentum p (cf. eq. (3.26)). Let us now take the derivative with respect to
θ of the two sides of this equation. Using the variable t instead of θ and R(p) =
1/τ(p), we get:

∂

∂t
P(p, t) = ρ(p)SR(t) − R(p)P(p, t). (7.2)

This equation has the structure of a rate equation describing how the population
of the states with momentum modulus p varies with time as a result of competition
between rate of entry (the first term on the right-hand side) and rate of departure
(the second term).

A similar equation can be obtained for the rate of variation of the momentum
distribution π(p, t) along a given axis. Dividing both sides of eq. (7.2) by SD pD−1,
yields

∂

∂t
π(p, t) = 1

VD(ptrap)
SR(t) − R(p)π(p, t). (7.3)

7.1.2 Re-interpretation of the sprinkling distribution of return times as a source
term

The sprinkling distribution SR(t) plays a central role in the calculations presented
in previous chapters. Up to now, we have considered it as a mean density of R
points along the time axis (see Fig. 3.1), entirely determined by the distribution
of the delays between two successive R points. It is in this way that we have
established simple equations for the Laplace transform of SR(t) (see eq. (5.9a)).

The two equations derived above ((7.2) and (7.3)) provide a new insight into
SR(t) which appears as a ‘source term’ for the trapped atoms, the evolution of
which results from competition between rate of entry described by SR(t) and rate
of departure described by the jump rate R(p). We will use this point of view in the
following Sections 7.2 and 7.3 to interpret the important features of the tails and
the central part of the momentum distribution. Before doing such an analysis, it
will be useful first to try to identify the atoms that contribute to SR(t).

7.1.3 Which atoms contribute to the sprinkling distribution of return times?

It will be simpler to identify first the atoms that contribute to the density SE(θ) of
escape times (density of E points in Fig. 3.1). As already assumed in the above
analysis, we consider the case ptrap � h̄k. Any trapped atom undergoing a jump
therefore escapes the trap and contributes to SE(t). Since we know the jump rate
R(p) and the momentum distribution of the trapped atoms, for which 0 ≤ p ≤
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ptrap, we can separately evaluate the contribution Jpeak(θ) to SE(θ) of the atoms in
the peak of the momentum distribution (0 ≤ p ≤ pθ ):

Jpeak(θ) =
∫ pθ

0
dp R(p)P(p, θ) (7.4)

and the contribution Jtails(θ) of the atoms in the tails (pθ ≤ p ≤ ptrap):

Jtails(θ) =
∫ ptrap

pθ

dp R(p)P(p, θ). (7.5)

We have of course

SE(θ) = Jpeak(θ) + Jtails(θ). (7.6)

Simple calculations of the integrals of (7.4) and (7.5) then show that, in all cases,
Jpeak(θ) decreases more rapidly with θ than Jtails(θ) and can thus be neglected.
Therefore, the atoms contributing to SE(θ) are mainly those leaving the trap from
the tails of the momentum distribution:

SE(θ) � Jtails(θ). (7.7)

Let us now come back to SR(θ). In the limit of long interaction times, SR(θ) and
SE(θ) are nearly equal, since we know (see eq. (5.16)) that the integral of SR − SE

from 0 to θ is equal to ftrap(θ), which is at most equal to one. The flux of atoms
leaving the trap is then equal to the flux of atoms coming back. We thus conclude
from the above analysis that the source term SR(θ) comes essentially from the
atoms which leave the trap from the tails of the momentum distribution and then
return afterwards to the trap.

7.1.4 Interpretation of the time dependence of the sprinkling distribution of
return times

The conclusions of the previous subsection allow us to establish a connection
between the asymptotic behaviour of the tails of the momentum distribution and
the time dependence of SR(θ).

As in all of this chapter, we assume that µ̂ > 1, so that the average return time
〈τ̂ 〉 is finite. Suppose first that µ < 1, so that the average trapping time diverges.
We know from the results of Chapter 6 that the cooling is very efficient, resulting
in an accumulation of the atoms in quasi-dark states with a very low jump rate. The
jump rate is only due to the atoms in the tails, and since the tails shrink when θ

increases, the total number of jumps per unit time decreases with θ , as well as the
corresponding rate of entry into the trap. In other words, the very fact of cooling
most atoms slows down the diffusion process. It thus appears that the decrease of
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SR(θ) with θ when µ < 1 is related to the efficiency of cooling and to the shrinking
of the tails of the momentum distribution.

When µ > 1, the results of Chapter 6 show that the atoms in the tails of the
momentum distribution reach a steady-state in the trap (pθ < p < ptrap) as well
as outside the trap (p > ptrap). These atoms then form an approximately constant
reservoir which provides a constant jump rate, and consequently a constant rate of
entry into the trap. This explains why SR(θ) becomes asymptotically independent
of θ when µ > 1.

7.2 Tails of the momentum distribution

7.2.1 Steady-state versus quasi-steady-state

We established in Chapter 6 a very simple expression for the tails of the momentum
distribution P(p, θ), corresponding to p 	 pθ (see eq. (6.14)):

P(p, θ) � ρ(p)SR(θ)

R(p)
for p 	 pθ . (7.8)

Such a result can be simply derived from the rate equation (7.2).
Suppose first that µ > 1, so that SR(t) does not depend on t : SR(t) = SR.

Equation (7.2) then admits a steady-state solution for t 	 τ(p) = R(p)−1. At
time θ , such a steady-state regime will be reached if θ 	 τ(p), i.e. if p 	 pθ .
This condition defines the tails of the momentum distribution. For µ > 1, the tails
of the momentum distribution thus reach a true steady-state regime given by:

Pst(p) = ρ(p)SR

R(p)
for p 	 pθ and µ > 1. (7.9)

If µ < 1, the source term ρ(p)SR(t) is no longer time-independent, but varies
with t as a power law: SR(t) ∝ tµ−1. The characteristic rate of variation of the
source term is of the order of |ṠR(t)/SR(t)| = (1 − µ)/t . This means that, at time
θ , the source term varies with time scales of the order of θ/(1 − µ). If θ 	 τ(p),
i.e. in the tails of the momentum distribution, eq. (7.2) admits a ‘quasi-steady-state’
solution given by eq. (7.8). In other words, the power-law variations of ρ(p)SR(θ)

are slow enough, in the tails of the momentum distribution, to allow P(p, θ) to
follow adiabatically these slow variations of the source term

Pqst(p, θ) � ρ(p)SR(θ)

R(p)
for p 	 pθ and µ < 1. (7.10)

Thus, expression (7.8) can be interpreted as the steady-state (µ > 1) or quasi-
steady-state (µ < 1) solution of the rate equation (7.2).
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7.2.2 Dependence on the various parameters

(i) p-dependence. Along a given axis, the momentum distribution π(p, θ) is
P(p, θ)/SD pD−1 ∝ P(p, θ)/ρ(p) (see eq. (6.15)). The p-dependence of the
tails of π(p, θ) is thus, according to eqs. (7.9) and (7.10), entirely determined
by 1/R(p) ∝ 1/pα. It only depends on the exponent α describing the increase
of R(p) with p near p = 0. The interpretation of eq. (7.9) and eq. (7.10) as a
steady-state or quasi-steady-state solution of eq. (7.2) makes such a result very
clear: the shorter the departure time from a state p, the smaller the population
of this state.

(ii) θ -dependence. The θ-dependence is entirely contained in SR(θ), so that
the tails of the momentum distribution vary as θµ−1 if µ < 1, and are
θ -independent if µ > 1. Such a proportionality between the tails of the
momentum distribution and SR(θ) is another way of expressing the result
derived in Section 7.1.3, according to which the mean number of jumps per
unit time comes essentially from the atoms in the tails of the momentum distri-
bution. This θ -dependence comes from the steady-state or quasi-steady-state
character of P(p, θ) for p 	 pθ .

7.3 Height of the peak of the momentum distribution

The central part of the momentum distribution corresponds to values of p such
that p < pθ . The characteristic departure time, R(p)−1, is then longer than the
observation time θ , and the atoms do not have the time to reach a steady-state or
quasi-steady state regime, contrary to what happens in the tails. We will discuss
in Section 7.5 the consequences of such a situation in terms of non-stationarity
and non-ergodicity. Here, we focus on the peak of the momentum distribution
corresponding to p = 0.

For p = 0, one has R(p) = 0 and thus the last term of eq. (7.3) vanishes. A
straightforward integration of this equation is then possible, giving:

h(θ) = 1

VD(ptrap)

∫ θ

0
SR(t) dt, (7.11)

which is the same as expression (6.22) obtained in Chapter 6. This equation
describes how the state p = 0 fills up without any leak under the only effect of
the source term SR(t). Equation (7.11) then simply counts the average number of
entries in the trap at p = 0 (see Section 6.2.3).

When µ > 1, SR(t) tends rapidly to a constant value SR and the integral of eq.
(7.11) grows linearly with θ , so that:
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h(θ) � 1

VD(ptrap)

∫ θ

0
SR dt = 1

VD(ptrap)
SR θ. (7.12)

Since only the atoms in the tails contribute to SR(t) (see Section 7.1.3), and since
these tails have reached a steady-state, one gets a simple understanding of the linear
increase of h(θ) with θ when µ > 1. It stems from a constant feeding of the state
p = 0 by jumps coming from the almost constant reservoir of uncooled atoms.

When µ < 1, we must use the power-law dependence SR(t) ∝ tµ−1, which gives

h(θ) ∝
∫ θ

0
SR(t) dt ∝ θµ

µ
∝ θ SR(θ). (7.13)

The θ -dependence of h(θ) thus appears as a product of a linear term, θ , by the
slowly decreasing source term, SR(θ) ∝ θµ−1. It is the decrease of SR(θ) with
θ which explains why h(θ) increases more slowly at large θ when µ < 1 than
when µ > 1. At first sight, such a result seems paradoxical since all the previous
discussions have shown that the situation µ < 1 leads to a much more efficient
cooling than when µ > 1. The solution of this paradox is that the cooling is so
efficient for µ < 1 that it empties the reservoir of atoms which could, by jumping,
feed the p = 0 state. Nearly all atoms are in dark states which do not fluoresce and
the number of atoms which can still jump and contribute to SR(θ) decreases.

7.4 Effect of a non-vanishing jump rate at zero momentum

We suppose now that, due to dissipative processes, the jump rate R(p) no longer
vanishes at p = 0:

R(p = 0) = R0 �= 0. (7.14)

Such a situation is in general the result of experimental defects such as stray
magnetic fields which contaminate the dark state with other states that can absorb
the laser light, off-resonant excitation by the laser pulses used in Raman cooling,
multiple scattering, etc. Such a residual jump rate R0 is also intrinsically present
in some cooling configurations [HLO00]. We investigate in this section to what
extent the results derived in this book with R0 = 0 remain valid when R0 �= 0. We
will restrict ourselves to the case where the jump rate can be written1:

R(p) = R0 + 1

τ0

(
p

p0

)α

. (7.15)

1 We assume here that R0 does not correspond to a loss of atoms. The corresponding atoms continue to interact
with the laser light and can be recycled. Other dissipative processes could also be considered, leading to a
definitive loss of atoms. One can show that the results derived here when R0 � 1/θ remain valid in this case
too.
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τ

Fig. 7.1. (a) Jump rate R(p) of Section 7.4. It does not vanish at p = 0 (R(0) = R0). The
increase of R(p) − R0 with p is described by a power law of exponent α. (b) Trapping
time τ(p) = 1/R(p). It exhibits a resonance around p = 0 (HWHM: p1/2). The steady-
state momentum distribution πst(p) is proportional to τ(p) and exhibits the same resonant
behaviour. If R0 is sufficiently small, p1/2 can be much smaller than the single photon
momentum h̄k.

The variations with p of R(p) are shown in Fig. 7.1a.

7.4.1 Existence of a steady-state for long times

All atomic evolution times are now shorter than R−1
0 . It follows that, after a long

enough interaction time, θ 	 R−1
0 , the system reaches a steady-state in which the

sprinkling distribution SR(θ) equals a constant SR.
We still define the trapping zone by p < ptrap < h̄k so that the probability

density that an atom entering the trap reaches the momentum p is uniform. The
momentum distribution P(p, θ) can be derived from the general equation (6.4)
which is of course still valid here. It will be simpler to use eq. (7.2) where SR(θ) is
replaced by the constant SR. The steady-state solution of this equation is:

P(p, θ) = ρ(p)SR τ(p). (7.16)
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This expression is identical to eq. (7.9) that was valid for the tails only and for
µ > 1. Now, with R0 �= 0, it is valid for all trapped atoms, including the peak.

From eq. (6.15) and eq. (3.26), one easily finds the momentum distribution along
a given axis:

π(p, θ) = 1

VD(ptrap)
SRτ(p). (7.17)

Figure 7.1b represents the variations of τ(p) with p. The trapping time τ(p)

decreases from a maximum value τ(p = 0) = 1/R0 and is divided by two when
p = p1/2, p1/2 being such that2:

R0 = 1

τ0

(
p1/2

p0

)α

. (7.18)

When R0 → 0, p1/2 → 0. If R0 is sufficiently small, the half-width at half-
maximum p1/2 of the momentum distribution can be much smaller than h̄k. This
shows that R0 = 0 is not necessary for getting subrecoil cooling. To simplify the
following discussion, we will assume here that:

p1/2 � ptrap < h̄k. (7.19)

7.4.2 Intermediate times

We suppose now that

τtrap � θ � R−1
0 . (7.20)

We still define, as in Chapter 6, a characteristic width pθ by

1

θ
= 1

τ0

(
pθ

p0

)α

. (7.21)

Comparing eq. (7.18) and eq. (7.21), we get, using eq. (7.20):

p1/2 � pθ � ptrap. (7.22)

The momentum distribution is still given by eq. (7.1), where R(p) = τ(p)−1

is now given by eq. (7.15) and where the sprinkling distribution SR(t) must be
recalculated with R0 �= 0. We want to show here with simple arguments that, when
condition (7.22) is fulfilled, the results of the calculations of previous sections are
not modified if one neglects R0.

2 It is the half-width p1/2 of τ(p) that gives the half-width of the momentum peak. Note that this half-width
p1/2 can be much smaller than the half-width (� p0) of the dark resonance of R(p) = 1/τ(p). In early
studies of laser cooling [MiR85], the intuitive belief that the momentum width p1/2 or pθ was given by
the width p0 of the dark resonance prevented the discovery of the subrecoil properties of Velocity Selective
Coherent Population Trapping.
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Consider first the exponential exp[−R(p)(θ − tl)] of eq. (7.1). Since tl varies
from 0 to θ , the contribution of R0 to the argument of the exponential is at most
equal to R0 θ , which is negligible compared to one according to eq. (7.20). This
is related to the fact that atomic evolution times much longer than the observation
time θ cannot be distinguished. The dissipative processes introduce an atomic
evolution time, R−1

0 , which is too long to produce an observable effect during the
much shorter time θ .

To evaluate the corrections of SR(θ) due to R0, one can compare the number of
jumps per unit time J0 = R0 due to the dissipative processes to those calculated
in Section 7.1.3 with R0 = 0, Jpeak and Jtails. One easily finds that J0 is negligible
compared to Jpeak and Jtails.

In conclusion, for intermediate interaction times θ satisfying eq. (7.20), the
dissipative term R0 �= 0 introduces negligible corrections in the expression of
SR(θ) obtained with R0 = 0. Therefore, the calculations of the previous sections
done with R0 = 0 remain valid even if R0 �= 0. All the non-ergodic features
which we have previously described remain unchanged. When θ increases from 0
to ∞, we thus have a cross-over between power-law behaviours described by Lévy
statistics and a steady-state regime which is reached exponentially. Of course, the
difference with more trivial processes which reach a steady-state after a transient
regime only makes sense if there is a large separation of time scales between the
microscopic time τ0 and the ergodic time scale (here R−1

0 ). To observe the initial
Lévy statistics regime clearly, it is therefore necessary to have a sufficiently small
residual jump rate R0.

7.5 Non-stationarity and non-ergodicity

7.5.1 Flatness of the momentum distribution around zero momentum

We come back to the case where R(p) = 0 and to the central part of the momentum
distribution π(p, θ). Figures 6.1 and 6.4 of Chapter 6 give the shape of π(p, θ)

around p = 0. In the deterministic model where the trapping time has a well
defined value depending only on p, π(p, θ) exhibits a perfectly horizontal plateau
for 0 < p < pθ . If the trapping time is exponentially distributed, the plateau is
no longer perfect, but the shape of π(p, θ) still exhibits a clear flatness around
p = 0. Figure 6.2 shows, for example, that π(p, θ) is flatter than the normalized
Lorentzian having the same tails for p 	 pθ .

The flatness of the momentum distribution around p = 0 is actually related to
the fact that all momentum states p ≤ pθ have characteristic times longer than the
observation time θ . In a sense, they cannot be discriminated by the cooling process,
which does not last long enough. For two different values of p smaller than pθ ,
the last term of eq. (7.3) cannot give rise to very different values of π(p, θ). Such
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a flatness is thus a direct manifestation of the non-stationarity associated with the
existence of atomic evolution times longer than the observation time.

The fact that π(p, θ) deviates from the 1/R(p) law (see Fig. 6.1), which could
be obtained by an extrapolation of the p-dependence of the tails described by eqs.
(7.9) and (7.10) shows also that the population of a p state near p = 0 is not
proportional to the mean time 1/R(p) that an atom can spend in this state. This
population cannot be derived as a time average. This is a clear signature of the
non-ergodicity of the cooling process. An experimental observation of the exact
shape of π(p, θ) around p = 0 can thus be considered as a good test of the non-
ergodic character of subrecoil cooling [SLC99] (see Section 8.4.3 and in particular
Fig. 8.8).

7.5.2 Various degrees of non-ergodicity

The results of the calculations presented in the previous chapters clearly show that
there are various degrees of non-ergodicity. Consider first the case where the mean
trapping time 〈τ 〉 is infinite (µ < 1). For sufficiently long interaction times, the
proportion of cooled atoms is very large, and most atoms have their momentum
falling in the central part of the momentum distribution where the population of
a given p state cannot be derived as a time average. Most atoms exhibit then a
non-ergodic behaviour and such a situation can be considered as reflecting global
non-ergodicity.

By contrast, when 〈τ 〉 is finite (µ > 1), the central part of the momentum
distribution involves a vanishingly small fraction of atoms, which tends to zero
when the interaction time tends to infinity. The non-ergodic behaviour of the
cooling process is then exhibited by a very small fraction of atoms and such a
situation can be called fraction-limited non-ergodicity.

7.5.3 Connection with broad distributions

It clearly appears from the previous discussion that the broader the distribution of
trapping times, the stronger the non-ergodicity. We now try to analyse in more
detail the role played by broad distributions in non-ergodic cooling. In order to
understand the behaviour of the mean number of atoms trapped with a momentum
p at time θ , we consider an ensemble of stochastic realizations of the random walk
performed by an atom and we try to understand what kind of results one expects
when averaging over an ensemble of such ‘histories’. It will then appear that the
peculiar properties of Lévy statistics described in Chapter 4 are very useful for
obtaining new insights into the connections that exist between non-ergodic cooling
and broad distributions.
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Fig. 7.2. Stochastic realizations of the random walk of the atom for µ = 0.5 < 1. (a) A
typical non-ergodic history, dominated by a few events. (b) An exceptional history where
the longest trapping time does not exceed a tenth of the observation time θ .

The case µ < 1, leading to a global non-ergodicity, corresponds to very broad
distributions, so broad that 〈τ 〉 is infinite. We then know from the results of
Section 4.3 that the random sequence of trapping times is dominated by a very
small number of terms which are of the order of the total trapping time, which is
itself of the order of the total time θ , since we suppose here that µ̂ > 1, so that
the total recycling time is negligible compared to the total trapping time. When we
pick at random one stochastic realization of the random walk, the atom has a very
large probability of being, at time θ , in one of these long trapping time events (see
Fig. 7.2a). For most atoms, the cooling process creates time scales of the order of
the total time θ . Averaging over time this ever-evolving process makes little sense
and it is not surprising that time averages and ensemble averages can then differ
appreciably.

The case µ > 1, leading to a fraction-limited non-ergodicity, corresponds to
moderately broad distributions, for which 〈τ 〉 is finite. In this case, there are still
very long trapping times in the problem, those corresponding to p < pθ , but the
fraction fpeak(θ) of cooled atoms is limited and becomes vanishingly small when θ
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Fig. 7.3. Stochastic realizations of the random walk of the atom for µ = 1.5 > 1. (a) A
typical ergodic history, in which no single event dominates the history. (b) An exceptional
history where the longest trapping time happens to exceed a third of the observation time
θ .

increases. Such a cooling regime has now both ergodic and non-ergodic features.
Again, let us pick at random one stochastic realization of the random walk. In
most cases, since fpeak(θ) is vanishingly small, the atom has never been trapped
in states of lifetimes close to θ (see Fig. 7.3a). Its history looks like an ergodic
history in which no single event dominates. Most atoms are thus found at time θ in
momentum distribution zones (tails of the peak and untrapped region) that tend to
a stationary distribution. For these atoms, time averaging and ensemble averaging
are equivalent. As they increasingly dominate the momentum distribution at long
times, this cooling regime appears ergodic. However, the behaviour regarding
ergodicity is more subtle here than in the case µ < 1. Indeed, there are still atoms
whose histories (see Fig. 7.3b) are dominated by a single event as in Fig. 7.2a.
These cooled atoms represent a vanishingly small fraction but this fraction vanishes
only as a power law at large times: fpeak(θ) ∝ θ−(µ−1). Thus, the cooled atoms
constitute a vanishingly small fraction which plays a crucial role by ensuring that
the cooling process is still efficient at long times, in the sense that the peak height
h(θ) still increases.
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In conclusion, this discussion has shown that the case µ < 1, which corresponds
to a very efficient subrecoil cooling, is associated with global non-ergodicity, while
the case µ > 1, which corresponds to a much less efficient subrecoil cooling, is
associated with fraction-limited non-ergodicity. We have thus pointed out the link
between the subrecoil cooling methods presented in this book, and non-ergodicity
(as well as broad distributions). This justifies the name non-ergodic cooling some-
times given to subrecoil cooling.
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Tests of the statistical approach

8.1 Motivation

As explained in Chapter 2, the Lévy statistics treatment of subrecoil laser cooling
has been introduced after a series of simplifications, where we have dropped details
of the quantum microscopic description to only keep the main features of the
physical process. Such a way of reasoning is standard in statistical physics. It is
difficult, however, to be sure a priori that one has not dropped important features,
and the validity of the statistical approach needs to be checked. An important step
of this verification, although not a rigorous proof, is to compare a posteriori the
predictions of the statistical approach with experimental results as well as with
the predictions of microscopic theoretical approaches. This chapter presents such
comparisons.

We present in Section 8.2 the approaches (theoretical and experimental) to which
our statistical approach can be compared. We then proceed to compare the results
obtained by the different approaches. First, in Section 8.3, we treat in detail the
predictions for a global quantity, the proportion of trapped atoms. This is done for
the three recycling models introduced in this work, in the one-dimensional case.
Then, in Section 8.4, we study another physical quantity with a richer content,
the momentum distribution of cooled atoms. In Section 8.5, we investigate the
influence of the dimensionality of the problem, and the role of friction during the
recycling periods – which are crucial predictions of the Lévy statistics analysis.
Finally, Section 8.6 summarizes the conclusions of the tests of the statistical ap-
proach.

To perform the comparisons between our approach and other treatments, it has been
necessary to establish the correspondence between the parameters appearing in the
statistical results (τb and τ̂b), and the quantum optics parameters (atomic constants,
laser detuning and intensity) characterizing the physical situation. This correspondence
is given in Appendix A.

101
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Note that this chapter does not claim to be exhaustive or to quote all the results
existing on subrecoil cooling. It rather presents a few results which we think are
particularly relevant for the validity of our statistical approach to subrecoil cooling.

8.2 Overview of other approaches

The most satisfactory way to test the correctness of our statistical predictions is
to compare them with experimental results (see Section 8.2.1). However, since
up to now only a limited amount of experimental data on subrecoil cooling are
available, there are several predictions that have not yet been quantitatively tested
by experiments.

Therefore, we also confront our statistical results with theoretical methods based
on microscopic quantum optics calculations, resulting from the detailed description
of the atom–laser interaction. The two available types of quantum optics calcula-
tions which apply to one-dimensional VSCPT are described in Section 8.2.2. Sim-
ple Monte Carlo simulations can also be performed for Raman subrecoil cooling.
They are presented in Section 8.2.3. As explained below, each of these approaches
has its specific advantages and scope.

8.2.1 Experiments

Since its discovery, subrecoil cooling has been a domain where experiment and
theory have been strongly linked together. In the case of VSCPT, most experiments
have been done with metastable helium interacting with lasers at 1.08 µm, reso-
nant with the 2 3S1 → 2 3P1 transition [AAK88, Bar95, BSL94, LBS94, LKS95,
KSP97, SHK97, Sau98, SLC99]. Some results have also been obtained with
rubidium [ESW96]. It is worth noting that data on subrecoil cooling exist not only
in one dimension, but also in two and three dimensions. The width of the cooled
peak has been measured as a function of the cooling time θ , and the efficiency of
the cooling process (in terms of velocity space density) has been investigated as
a function of the dimensionality and of the presence or absence of friction. The
shape of the velocity distribution of the cooled atoms has also been obtained.

In the case of Raman subrecoil cooling, experiments have been performed on
alkali atoms [KaC92, DLK94, RBB95, Rei96, LAK96], and cooling has been
investigated in one, two and three dimensions. A remarkable feature of these
experiments for testing our statistical approach is the possibility of varying the
exponent α of the power law determining the shape of the jump rate around the
origin (eq. (3.5)) and therefore the tail of the trapping times distribution. This has
allowed us to make a very direct test of some of the most important predictions of
the Lévy statistics analysis.
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Although the experimental investigations are far from being exhaustive, and
although some of the data give qualitative rather than quantitative results, the
importance of the available experimental results should not be underestimated. In
particular, they allow one to explore the field of three-dimensional cooling, which
is still out of reach of quantum optics theoretical methods and where experiment is
therefore the only way to test Lévy statistics predictions.

8.2.2 Quantum optics calculations for VSCPT

There are two main quantum optics approaches for rigorous study of laser cooling
problems, the Generalized Optical Bloch Equations (GOBE) and quantum jump
simulations.

The GOBE have been used in the first study of subrecoil cooling, with one-
dimensional σ+/σ− VSCPT [AAK89]. Starting from the effective Hamiltonian for
a family of states with a given momentum p (see Appendix A), one has to solve
the time-dependent master equation (GOBE) coupling the different p families.

This can first be done numerically and has been extremely useful in the first
investigations of one-dimensional σ+/σ− VSCPT [AAK89] as well as for two-
dimensional VSCPT schemes [MaA91, MaA92]. Unfortunately, this numerical
method is not powerful enough (see Section 2.3.2) to reach the long time domain
required to test our statistical analysis. In practice, we have not used it to explore
interaction times longer than 103�−1. However, for our purposes, the numerical
solution of the GOBE is valuable not only for comparison with experiments, but
also as a test at short time scales of the quantum jump simulations that are then used
to reach long time scales (see below). Excellent agreement is found between the
two methods [Bar95, FZA95], which is to be expected since they are in principle
equivalent.

The GOBE can also be solved analytically in the specific case of one-
dimensional σ+/σ− VSCPT for asymptotically large times. This was first achieved
in the pioneering work of Alekseev and Krylova [AlK92, AlK93]. Note that this
first work omitted the Doppler effect (see note [5] in [BBE94]) and is therefore
relevant to test the unconfined recycling model. The Doppler effect was included
in a further work [AlK96] which enables the Doppler recycling model to be tested.
Similar analytic methods have been used to study the case when one-dimensional
σ+/σ− VSCPT is not perfect because of a relaxation term preventing perfect dark
states to exist [MaM93, MKG94, Ari96]. (Note that several numerical studies
[FZA95, WHF95, GPS95, MZL96] also address the question of leaks in the trap-
ping state.) More recently, Schaufler et al. [SSY97, Sch98] have been able, using
kinetic equations derived from GOBE, to obtain scaling laws that determine the
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asymptotic behaviour for one-dimensional σ+/σ− VSCPT. These authors make
clear the connection between their results and the Lévy statistics approach.

The second main rigorous approach to laser cooling problems uses quantum
jump simulations. We have used this approach extensively to study in great
detail one-dimensional σ+/σ− VSCPT [Coh90, CBA91, Bar95, BBE94] at long
times and other authors have used it for the same cooling problem [FZA95,
WHF95, MZL96], for one-dimensional VSCPT schemes with friction [SHP93,
WEO94, MDT94], for one-dimensional transient VSCPT [PMA92] and for a
two-dimensional VSCPT scheme [WHF95]. Within this method (Section 2.3.3),
the atomic evolution is described as a succession of coherent evolution periods,
characterized by a constant generalized momentum p along the axis of cooling,
separated by quantum jumps towards another momentum p′, occurring at random
times. The sequence of p values, and the dates at which p changes, can be obtained
by a quantum jump procedure based on the delay function W (τ ) [Coh90, CBA91].

Thanks to this method, the computing time for one atomic history is quite modest: to
reach an interaction time θ of 106�−1, for instance, at a Rabi frequency1 �1 = 0.3�

and a null detuning, it takes less than 10 s on a personal computer [Bar95] (� 4 × 107

multiplications).

More fundamentally, this quantum jump method based on the delay function
is remarkably well suited to situations in which the delays present a broad dis-
tribution. Indeed, it takes a single algorithmic step to propagate an atom over a
duration of one delay, regardless of its length [Bar95, WHF95]. This is a crucial
asset for quantum jump simulations with the delay function, compared with other
numerical methods relying on time discretization (GOBE or time discretized quan-
tum jump simulations). While the computation time for time discretized GOBE
typically scales as θ2.5 for one-dimensional σ+/σ− VSCPT (see Section I.3.2 in
[Bar95]), we observe that, for quantum jump simulations with the delay function,
the computation time scales2 only as ∼θ0.6, i.e. less rapidly than the interaction
time θ of the simulated experiment (see Section IV.4.4.2 in [Bar95]). This unusual
‘acceleration’ of the simulation at large times is a numerical manifestation of Lévy
statistics. It can be interpreted as the fact that the longer the interaction time, the
more probable the occurrence of very long delays, which allows the simulation to
reach large interaction times in a small number of steps.

It is therefore possible to generate many individual histories with an interaction
time at least equal to θ , and to make ensemble averages at any time smaller than

1 See Appendix A, Section A.1.1.1 for the definitions of � and �1.
2 The precise value of the effective θ exponent might depend on the chosen parameters. If all delays corre-

sponded to trapping times τi (no return times τ̂i ), the computation time would be proportional to the number
N of trapping events. Thus, it would vary as θ1/2 since θ ∼ TN = ∑N

i=1 τi ∝ N 2. However, the presence of
return times τ̂i , each one composed of many delays (see Section 3.4), adds a contribution (linear in N for the
confined recycling model), thereby leading to an effective exponent larger than 1/2.
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θ . One can build in this way the one-dimensional atomic momentum distribu-
tion π(p, θ) (see Section 6.2.2), which contains all the information needed for
comparison with our statistical approach. We can then extract global quantities
characterizing the cooling: the fraction ftrap(θ) of atoms trapped in quasi-dark
states, the half-width w(θ) and the height h(θ) of the peak of cooled atoms.

In conclusion, the optimal numerical quantum optics method to study long
interaction times, relevant to check the Lévy statistics predictions, is the one using
quantum jump simulations. On the other hand, when available, analytical results
in the long time asymptotic regime, derived from GOBE, are extremely interesting
as benchmarks for our approach.

8.2.3 Monte Carlo simulations of Raman cooling

In Raman subrecoil cooling, properly tailored laser pulses are used for imple-
menting a velocity selective excitation scheme. The delay function cannot be
easily calculated with an effective Hamiltonian, as is possible in the case of
VSCPT which uses a continuous wave laser excitation. One can however solve the
time-dependent Schrödinger equation associated with the pulsed laser excitation
scheme, and obtain a probability of excitation, and thus a jump rate R(p) for an
atom with a momentum p. Knowing the momentum change 
p during a jump, one
can then perform a Monte Carlo simulation of the atomic momentum evolution
[Rei96, RSC01]. This method is numerically efficient, and it has been used to
study the role of the shape of the jump rate R(p) around p = 0, in particular of
the exponent α of its expansion. Note that this method has also been used to study
Raman cooling in a trap [Mor95].

8.3 Proportion of trapped atoms in one-dimensional σ+/σ− VSCPT

We showed in Chapter 5 that the Lévy statistics approach allows one to make
precise quantitative predictions of the proportion ftrap(θ) of trapped atoms, which
only depends, in the asymptotic regime of long interaction times, on the tails
of the statistical laws describing the trapping times and first return times. It is
therefore possible to compare these predictions with the results of the quantum
optics methods presented in Section 8.2.2. Since the comparison rests on a single
number (more precisely on its evolution with the interaction time), it is particularly
easy to make.

The Lévy statistics predictions are fully quantitative, and give not only the
laws of variation of ftrap(θ) with θ , but also the values of the prefactors. The
comparison presented in this chapter will therefore be complete, since we know
(see Appendix A) the exact correspondence between the parameters such as τb and
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τ̂b characterizing the statistical laws and the physical parameters (laser intensity,
atomic parameters) chosen for the quantum jump simulations.

The most complete comparison has been done with the results of the quantum
jump simulations of one-dimensional σ+/σ− VSCPT, which allow us to check the
Doppler model (cf. Section 3.2). To check the unconfined model, we use the
modified quantum jump simulations of one-dimensional σ+/σ− VSCPT, where
the Doppler effect is made negligible (see Appendix A, Section A.1.1.5, p. 153).
A further modification of the quantum jump simulations where the momentum
evolution is confined by walls (see Appendix A, Section A.1.2.5, p. 159) allows us
to test the confined model.

Note that all expressions given below in terms of the atomic parameters correspond to
the regime �1 � � and δ̃ = 0 (see Section A.1.1).

8.3.1 Doppler model

The one-dimensional Doppler recycling model is the one which matches most
closely the full one-dimensional σ+/σ− VSCPT physics. It corresponds to infinite
average trapping times (µ = 1/2) and infinite average first return times (µ̂ = 1/4).
The prediction of our statistical analysis is given by eq. (5.26):(

1

ftrap(θ)

)
Lévy

−→
θ→∞

(�(3/4))2

�(1/2)

τ̂
µ̂

b

τ
µ

b

θ1/4, (8.1)

up to a subleading term behaving as ln(θ), whose relative contribution becomes
negligible at large times.

Using eq. (A.38) for τb, eq. (B.23) for τ̂b and �(1/2) = √
π , we obtain(

1

ftrap(θ)

)
Lévy

−→
θ→∞

4 × 0.3296 . . . (�(3/4))2

π

(
p)3/2

p0 p1/2
D

(
θ

τ0

)1/4

. (8.2)

Note that the auxiliary parameter ptrap, present in both τb and τ̂b, no longer appears
in ftrap(θ), as expected.

It is interesting to interpret the dependences of expression (8.2) on the various parame-
ters. First, τ0 appears as it should as the only time to which the total time θ compares.
Second, ftrap(θ) depends on three momentum parameters, 
p, p0 and pD. The rms
length 
p of the elementary step in the p-space controls the number of steps needed
for a successful return to the trap (see Section 3.4.2). If 
p is larger, an atom coming
back to the vicinity of p = 0 misses the trap more often and therefore ftrap is expected
to be smaller, which agrees with eq. (8.2). As for the momentum p0, it is related to
the width of the dark resonance dip around p = 0. More precisely, for larger p0,
R(p � 0) = (p/p0)

2/τ0 (cf. eq. (3.5)) is smaller and the time spent in the trap is thus
larger. Therefore the number of trapped atoms ftrap(θ) is expected to be larger, which
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again agrees with eq. (8.2). Finally, the Doppler scale pD gives the momentum scale
for the decay of R(p) at large p. If pD is larger, the decay of R(p) is slower, the return
times τ̂ are thus smaller and therefore ftrap(θ) is expected to be larger, which again
agrees with eq. (8.2).

For numerical purposes, ftrap(θ) is more conveniently expressed using eq. (A.39)
for τb, and eq. (A.44) for τ̂b. Using �(3/4) = 1.225 41 . . . , we get(

1

ftrap(θ)

)
Lévy

−→
θ→∞

0.3296 . . . (�(3/4))2227/4

π33/4

(
�R

�1

)3/2

(θ�)1/4

= 7.44 . . .

(
�R

�1

)3/2

(θ�)1/4. (8.3)

We can now compare this result with other approaches.
First, our statistical result is in agreement3 with the asymptotic analytical solu-

tion of [AlK96]. Such an agreement is remarkable and far from trivial. Indeed the
jump rate of our simple Doppler model is fairly different from the real jump rate
of quantum optics (see Appendix A). We believe that the reason for this excellent
agreement is that both jump rates coincide around p = 0 and for p → ∞, i.e.
precisely in the regions determining the broad distributions characterizing respec-
tively the long trapping times and the long recycling times, which are both relevant
quantities for determining ftrap. The merit of our very simplified statistical models
is to retain the features relevant to the asymptotic regime.

Note also that the analytical result obtained in [SSY97] using kinetic equations derived
from GOBE gives the correct asymptotic θ−1/4 dependence for ftrap. The numerical
prefactor, however, is 40% larger than expression (8.3), thus in clear disagreement with
our statistical result, but also with the analytical result of [AlK96] and with the numerical
simulations described below.

Second, we compare our statistical result (8.3) with numerical calculations using
quantum jump simulations4. Equation (8.3) suggests plotting 1/ ftrap as a function
of θ1/4: the data should fall on a straight line for large θ , up to a slowly varying
logarithmic correction. The numerical results are shown in Fig. 8.1 for a laser
intensity corresponding to a Rabi frequency �1 = 0.3� and a recoil frequency
�R = �/37.5 (detuning δ = 0). Compared with our previously published
data [BBE94, Bar95], these results give access to interaction times two orders of
magnitude larger, further into the asymptotic regime. After a transient regime for
(�θ)1/4 ≤ 10, the simulated 1/ ftrap(θ) (black dots in Fig. 8.1) is in remarkable

3 The residual discrepancy between our statistical approach and eq. (28) of [AlK96] is about 0.5%, which is less
than the uncertainty of 3% on eq. (28) of [AlK96] (which results from an approximate integral estimation).

4 As indicated in Section 8.2.2, numerical calculations based on Generalized Optical Bloch Equations are too
demanding in computer power to reach the long time asymptotic regime, and have thus not been used here.
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Fig. 8.1. Doppler case. Proportion of trapped atoms, obtained by a quantum jump simu-
lation, for the one-dimensional σ+/σ− VSCPT scheme (case of metastable helium, with
�R/� = 1/37.5, �1/� = 0.3, δ = 0, initial momentum distribution width δprms = 2h̄k,
ptrap = 0.08h̄k, number of samples Nsamp = 4 × 104). We have plotted directly 1/ ftrap(θ)

as a function of (�θ)1/4, as suggested by eq. (8.3). We have shown for comparison the best
linear fit (for x ≥ 15) with the theoretical slope (0.196) (solid line). This assumes that the
subleading logarithmic term can be replaced by a constant, found to be 1.5 (see text). The
dashed straight line corresponds to eq. (8.3) without any subleading terms. The error bar
on the last point of the simulation (which is the largest) corresponds to ±2σ1/ ftrap .

agreement with the predicted asymptotic behaviour of (1/ ftrap(θ))Lévy given by eq.
(8.3) (dashed line). The agreement is improved if one allows for the subleading
(logarithmic) term, which we approximate by a constant in the investigated time
interval. This leads to the solid line shown in Fig. 8.1. The numerical points slightly
depart from this line at long times as expected, since this reflects the difference
between a constant subleading term and the actual logarithmic behaviour.

Note also that for small ftrap, the statistical uncertainties are amplified in this represen-

tation since σ1/ ftrap = σ ftrap/ f 2
trap � 1/( f 3/2

trap N 1/2
samp). Indeed, the standard deviation σ ftrap

for ftrap (which follows a Bernoulli process) is given at large Nsamp and small ftrap by
the standard deviation of the binomial law:

σ ftrap =
√

ftrap(1 − ftrap)

Nsamp
�
√

ftrap

Nsamp
, (8.4)

where Nsamp is the number of atoms used in the simulation.
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Similar quantum jump simulations by Fioretti et al. [FZA95] have explored several
properties of one-dimensional σ+/σ− VSCPT. In particular, these authors have shown
that if one changes the width of the initial momentum distribution, the first part of
the evolution as well as the maximum value of ftrap(θ) are different but they tend to
converge towards the same asymptotic decay. We have also checked that the results
of the simulations displayed in [FZA95] are in reasonable agreement (within 20% at
θ = 108�−1) with the asymptotic prediction of our Lévy statistics analysis (eq. (8.3)
above).

Finally, GOBE numerical solutions have been used to confirm qualitatively the decay
of ftrap(θ) at large θ , both on the same atomic transition, J = 1 → J = 1, that we used
in our numerical studies, and on a J = 2 → J = 2 transition [MZL96].

8.3.2 Unconfined model

For the unconfined model in which the Doppler effect is not included, our statistical
theory predicts (cf. eq. (5.27))

[
ftrap(θ)

]
Lévy −→

θ→∞
τ

1/2
b

τ
1/2
b + τ̂

1/2
b

. (8.5)

Using eq. (A.38) for τb and eq. (A.46) for τ̂b, we obtain

[
ftrap(θ)

]
Lévy −→
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√
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p

p0

)−1

. (8.6)

This expression is remarkably simple. Whereas the theory has been developed for
time variables in previous chapters, eq. (8.6) expresses the trapped population in
terms of two geometric parameters of the random walk, the size p0 of the dip of
R(p) and the rms length 
p of an elementary step. Note that one can interpret the
dependence of eq. (8.6) on these parameters as in Section 8.3.1.

For numerical purposes, ftrap is more conveniently expressed using eq. (A.39)
for τb and eq. (A.47) for τ̂b to get

[
ftrap(θ)

]
Lévy −→

θ→∞

(
1 + 32

π
√

3

ER

h̄�

�2

�2
1

)−1

. (8.7)

With the same parameters as in Section 8.3.1, we obtain numerically[
ftrap(θ → ∞)

]
Lévy � 0.365 ± 0.02. (8.8)

The uncertainty comes from the approximations made in the diagonalization of the
Hamiltonian which affect τb and τ̂b. It could be reduced if necessary.

The results of the quantum jump simulations are plotted in Fig. 8.2. In these
simulations, the Doppler effect has been made negligible following the method
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Fig. 8.2. Unconfined case. Proportion of trapped atoms, obtained by a quantum jump
simulation, for one-dimensional σ+/σ− VSCPT, with the same parameters as in Fig. 8.1,
but with the Doppler effect made negligible (see explanation in Section A.1.1.5, p. 153).
The proportion of trapped atoms tends towards the constant f predicted by the Lévy
statistics analysis (horizontal line). The various curves correspond to different choices
of the arbitrary parameter ptrap and the asymptotic value is clearly independent of this
parameter. The error bar on the last point corresponds to ±2σ ftrap for a finite number of
atoms Nsamp = 2 × 104 (see eq. (8.4)).

explained in Section A.1.1.5, p. 153. Taking F = 316 (see eq. (A.19a,b)), the
scale at which the jump rate R(p) is constant is of the order of 3000h̄k, larger than
the typical maximum momentum � 1500h̄k for the atoms diffusing out of the trap.
Figure 8.2 shows the evolution of the fraction of trapped atoms, for several values
of the parameter ptrap characterizing the arbitrarily defined trapping region. The
proportion of trapped atoms clearly tends towards a constant value, independent of
ptrap [

ftrap(θ → ∞)
]

sim = 0.363 ± 0.003, (8.9)

where the indicated uncertainty is the standard deviation (one σ ) of the statistical
fluctuation of the 2 × 104 simulations. This result is in excellent agreement with
the prediction (eq. (8.8)) of our statistical theory.

The analytic solution of GOBE presented in [AlK92, AlK93] is relevant to
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the unconfined model5. These authors found that ftrap tends towards a constant,
explicitly expressed as a function of the atom and laser parameters. One finds that
their result is identical to eq. (8.7) with δ̃ = 0. The agreement is therefore perfect.

8.3.3 Confined model

The one-dimensional confined model is adequate for both one-dimensional VSCPT
with friction and one-dimensional Raman cooling with friction. For VSCPT (α =
2), it corresponds to an infinite average trapping time (µ = 1/2) and a finite average
first return time. Our statistical analysis then predicts (cf. eq. (5.23))

ftrap(θ) =
θ→∞

1 − 1

π

〈τ̂ 〉
τ

1/2
b θ1/2

+ · · · . (8.10)

Thus, all atoms are expected to be trapped at long times, with the untrapped
proportion decaying as 1/θ1/2.

Using eq. (A.38) for τb and eq. (3.56) for 〈τ̂ 〉, we get

ftrap(θ) =
θ→∞

1 − 4

π3/2

pmax

p0

(τ0

θ

)1/2
+ · · · . (8.11)

Note that the auxiliary parameter ptrap, present in both τb and 〈τ̂ 〉, no longer appears
in ftrap(θ), as expected.

The amplitude of the 1/θ1/2 term describing the filling of the trap in eq. (8.11) can be
interpreted physically. As above, the time τ0 between jumps outside the trapping region
appears as a scaling time, and p0 characterizes the width of the trapping dip. Since pmax
gives the position of the walls in momentum space, the atoms return more rapidly to
the trapping region when pmax is smaller, and the trap is thus expected to fill up more
rapidly. This is in agreement with eq. (8.11). Finally, the absence of the length 
p of
the random walk step has already been discussed in Section 3.4.4.

For numerical purposes, we replace in eq. (8.10) τb by eq. (A.39), and 〈τ̂ 〉 by eq.
(3.56) (with eq. (A.23) for τ0). We obtain

ftrap(θ) =
θ→∞

1 − 32

π3/2

pmax

h̄k

�R�2

�3
1

1

(�θ)1/2
+ · · · . (8.12)

5 Further GOBE analytic results [AlK96] pointed out an heuristically expected connection between the Doppler
model and the unconfined model. In the Doppler model (with a not too broad initial momentum distribution),
ftrap(θ) first increases during a limited time, then reaches a maximum given by the asymptotic solution (8.7)
of the unconfined model, and finally decreases following eq. (8.3) [AlK96]. Indeed, as explained in Section
A.1.1.5 (p. 153), the unconfined model and the Doppler model are equivalent at intermediate times because
the atoms diffusing out of the trap have not yet reached large enough p values to feel the Doppler decrease of
R(p). This property is used in our quantum jump calculation to simulate the unconfined model by a Doppler
model (full quantum problem) in which the Doppler decay of R(p) is pushed to large enough values of p.



112 Tests of the statistical approach

10
2

10
3

10
4

10
5

10
6

10
7

10
8

Γθ

0.01

0.10

1.00

f tr
ap

(θ
)

 o
r 

1 
–

f tr
ap

(θ
)

Simulation : ptrap = 0.1 h/(2πk)
Simulation : ptrap = 0.04 h/(2πk)
Simulation : ptrap = 0.02 h/(2πk)
Theory : second term of eq. (8.12)

1 – ftrap(θ) ftrap(θ)

Fig. 8.3. Confined model. Proportion of trapped atoms, obtained by a quantum jump
simulation, for one-dimensional σ+/σ− VSCPT, (�R = �/37.5, �1 = 0.1�, δ = 0),
with walls confining the momentum diffusion in the interval [−3h̄k, 3h̄k]. Each curve
corresponds to different choices of the arbitrary parameter ptrap: the asymptotic value is
clearly independent of this parameter. The set of increasing curves gives ftrap(θ), which
clearly tends to one, as predicted by our statistical analysis. The set of decreasing curves
corresponds to 1 − ftrap(θ) (note the log–log scale). They asymptotically match the
predicted θ−1/2 evolution indicated by the straight line (no adjustable parameter). The
error bar corresponds to ±2σ ftrap , with a finite number of atoms Nsamp = 4942 (cf. eq.
(8.4)).

This result can be compared with quantum jump simulations with walls at ±pmax

(see Section A.1.2.5, p. 159) and with the Doppler effect made negligible. Figure
8.3 displays ftrap(θ) in such a simulation with pmax = 3h̄k, �R = �/37.5, �1 =
0.1�, δ = 0 and various ptrap values. First, it shows that ftrap(θ) indeed tends to
one, as the first term of eq. (8.12) indicates. Then, the second term of eq. (8.12),
giving the filling behaviour of the trap, also perfectly matches the results of the
simulations. This confirms both the 1/θ1/2 power-law behaviour and the prefactor
of this power law with an accuracy of about one per cent.

Other quantum jump simulations [SHP93, WEO94, MDT94] have considered VSCPT
schemes with friction, treating the problem fully quantum mechanically. This is more
rigorous than our introduction of walls in momentum space to model friction. These
simulations confirm qualitatively that the proportion of trapped atoms is larger with
friction than without it. However, they do not reach long enough times to show that the
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trapped proportion tends to one ( ftrap(θ) < 0.8 in these simulations), or to obtain the
asymptotic filling behaviour of the trapped proportion (second term of eq. (8.12)).

8.4 Width and shape of the peak of cooled atoms

8.4.1 Statistical predictions

We have shown in Chapter 6 how the statistical analysis allows one to predict
the explicit form of the momentum distribution of the cooled atoms. We have
in particular considered the very favourable case (in the perspective of efficient
cooling), where the trapping times distribution is broad, while friction makes the
recycling times finite. In this case we have found that the momentum distribution
can be deduced from a universal function by scaling laws only depending on θ ,
α and µ (Section 6.3). In particular, the momentum distribution is predicted to
have tails broader than a Maxwellian distribution, scaling as p−α (i.e. as p−2 for
VSCPT); the half-width w(θ) is expected to vary as θ−1/α (i.e. as θ−1/2 in the
case of VSCPT) independently of the dimensionality. Finally, the momentum
distribution is predicted to be flatter near its centre than the normalized Lorentzian
with the same tails. These predictions have been subjected to various tests that we
now discuss.

8.4.2 Comparison to quantum calculations

We have performed quantum jump simulations in the case of one-dimensional
σ+/σ− VSCPT with friction simulated by walls restricting the momentum evo-
lution to the interval [−pmax, +pmax] (Section A.1.2.5, p. 159). The corresponding
statistical model is the one-dimensional confined model, with α = 2 (and therefore
µ = 1/2). The simulation has been done with the same parameters as for Fig. 8.3,
and Fig. 8.4 shows the momentum profile at θ = 2 × 108�−1, definitely in the
asymptotic regime of long interaction times.

The analytical prediction of the statistical analysis (eq. (6.31) and eq. (6.32)) is
obtained by substituting eq. (3.34b) for Aµ (with �(1/2) = √

π), eq. (3.25) for
CD, eq. (6.2) for pθ and eq. (A.26) for τ0 p2

0:

π(p, θ) = 8

π3/2h̄k

�R

�1

√
�θ G

(
4

�R

�1

√
�θ

p

h̄k

)
. (8.13)

This prediction is plotted as the solid curve in Fig. 8.4.
The agreement between the quantum jump simulation and the statistical predic-

tion, which involves no adjustable parameter, is remarkable. The profile predicted
by the confined statistical model is clearly discriminated against the pure Gaussian
or Lorentzian profiles that fit the results of the simulation less well. In particular,
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Fig. 8.4. Momentum profile obtained by a quantum jump simulation with confining walls
at ±pmax = 3h̄k. The interaction time is θ = 2 × 108�−1. The parameters are identical to
those of Fig. 8.3 (�R/� = 1/37.5, �1/� = 0.1, δ = 0). Number of samples: Nsamp =
23 340. (a) Large scale figure revealing the tails of the peak (note the logarithmic scale for
π(px , θ)). (b) Small scale figure revealing the central part of the peak (note the linear scale
for π(px , θ)). The profile predicted by the statistical model (solid curve) fits the result of
the simulation better than a normalized Gaussian y = exp(−x2/(2σ 2

G))/(
√

2πσG) adjusted
on the centre (in the interval [−2×10−4h̄k, 2×10−4h̄k]), or a normalized Lorentzian y =(
πσL

(
1 + (x/σL)2

))−1
adjusted on the tails (in the intervals [−10−3h̄k, −3×10−4h̄k] and

[3 × 10−4h̄k, 10−3h̄k]). Note the flat top of the profile, as compared with the normalized
Lorentzian adjusted on the tails.
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Fig. 8.5. Momentum distribution half-width w(θ) as a function of the interaction time θ ,
in the case of one-dimensional σ+/σ− VSCPT with confining walls. Same parameters as
in Fig. 8.4. The squares are the results of the quantum jump simulations (Nsamp = 23 340),
where the width is obtained by fitting the result of the simulation to the expected profile (the
uncertainty on the value of w(θ) is � 10–20%). The solid line is the statistical prediction
of a θ−1/2 dependence, with a prefactor determined without any adjustable parameter.

the flattening around p = 0, which is a specific prediction of the statistical
approach, is clearly observed on the quantum jump simulations. Note also that
the tails decay as p−2, i.e. as a Lorentzian, in agreement with eq. (6.36).

In order to make a complementary test of the scaling laws with θ, we have
extracted from the quantum jump simulations the half-width at e−1/2 of the profiles
w(θ) at various interaction times θ (see Fig. 8.5). The prediction of the statistical
analysis, indicated by the solid line, is obtained using eq. (6.33), together with eq.
(6.2) and eq. (A.26) to give:

w(θ) = 0.22 . . .
�1

�R

1

(θ�)1/2
h̄k. (8.14)

The agreement between the statistical analysis and the simulations is within the
statistical accuracy of the simulation, without any adjustable parameter. This result
supports in particular the prediction of a θ−1/2 scaling of the width of the peak of
cooled atoms.

These simulations might also allow us to test the variation of other quantities,
for example the height of the peak as a function of θ . However, such tests would be
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redundant, since we have already checked that the profile and the width follow the
predicted law. The presented results therefore allow us to conclude that full agree-
ment exists between the quantum jump simulations and the statistical predictions.

Although they do not allow one to reach very long interaction times, numerical inte-
grations of the GOBE have also shown the expected θ−1/2 evolution of w(θ) in the
time range explored. Results have been obtained in one-dimensional σ+/σ− VSCPT
[AAK89], and in two-dimensional VSCPT [MaA91, MaA92]. Importantly, these sim-
ulations also agree with our results on the evolution of the height h(θ) of the cooled
peak (see table 6.1): h(θ) � θ1/2 in one dimension [AAK89] and h(θ) � θ in three
dimensions [MaA91] (the variation of the subleading term in log θ being negligible at
the relatively short time scales that were investigated).

More significant for the asymptotic regime, the analytical results of [AlK93],
applicable to the unconfined model, give the same shape G(p) for the momentum
distribution and the same scaling laws for the width w(θ) and the height h(θ) as
those obtained in Section 6.5.

8.4.3 Experimental tests

Several experimental results on VSCPT in one, two and three dimensions, agree
with the predictions of the statistical analysis, within the limited experimentally
accessible range of interaction times. Before analysing the results, we clarify
which recycling models are tested by these experiments. In one dimension, all the
results presented in this section have been performed in the σ+/σ− configuration,
which corresponds to the Doppler model at very long times. However, on the
relatively short time scale explored experimentally, the atomic momenta remain
small enough for the Doppler effect to be negligible and thus these experiments
test the one-dimensional unconfined model (see footnote 5 in Section 8.3.2 and
Section A.1.1.5, p. 153). In two and three dimensions, the experiments have
been performed in configurations creating friction to obtain a significant number
of cooled atoms (see Section 8.5); in this case the confined model is relevant.

The width of the cooled peak has been studied in one, two and three dimensions
[AAK88, BSL94, LKS95]. The predicted θ−1/2 behaviour was observed in all three
cases. A new method for measuring ultranarrow momentum distributions, based on
the measurement of the spatial correlation function of the cold atoms [SHK97], has
been used to check experimentally the validity of the θ−1/2 law for one-dimensional
σ+/σ− VSCPT (Fig. 8.6), up to interaction times of θ � 2 × 104�−1; for the
longest interaction time, the corresponding temperature of the cooled atoms was
T � TR/800.

In order to compare the theory with experiments, eq. (8.14) must be transformed
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Fig. 8.6. Experimental variation of the inverse of the effective temperature T with the
parameter θ̃ �̃−2

1 (notation: θ̃ = θ�, �̃1 = �1/�; parameters: �R/� = 1/37.5, δ = 0).
The filled circles correspond to �̃1 = 0.72(2) and θ̃ varying from 2000 to 25 000. The open
circles correspond to θ̃ = 104 and �̃1 varying from 0.5 to 2. The line is the theoretical
prediction of the statistical analysis, without any adjustable parameter, eq. (8.15). (Figure
reproduced from figure V.11 in [Sau98].)

into:

TR

T
= B

(
h̄k

w(θ)

)2

= B

(0.22 . . . )2

(
�R

�

)2
θ̃

�̃2
1

, (8.15)

where B � 1.45 is a numerical factor taking into account the fact that the
experimental temperature T was inferred from the experimental data by a fit of
the momentum distribution to a Lorentzian instead of the accurate expression eq.
(8.13) (see Sections V.4.2 and VI.4.5 in [Sau98]). The parameters �̃1 and θ̃ are
defined in the caption of figure 8.6. As can be seen in Fig. 8.6, the prefactor of the
theoretical θ−1/2 law agrees very well with the experimental results.

The shape of the momentum distribution has been studied in one-dimensional
σ+/σ− VSCPT. Experiments first showed that it is clearly different from a Maxwe-
llian, and that the tails are well fitted by a Lorentzian [Bar95]. Recently, the new
method of [SHK97] has allowed a more precise experimental study of the shape,
and important results have been obtained [Sau98, SLC99]. The quantity �NC(tD)

that is actually measured is related to the Fourier transform of the momentum
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Fig. 8.7. Experimental test of the scaling of the momentum distribution with θ (from
[SLC99]). The 12 data sets are obtained with the same Rabi frequency �̃ = 0.72(2)
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Measured signal �NC(t̃D = tD�). (b) Rescaled signal F(t̃D/
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θ̃ ). After rescaling, all the
data clearly collapse to the theoretical prediction (solid curve).

distribution π(p, θ):

�NC(tD) = 1

2
+ 1

2

∫ +∞

−∞
dp π(p, θ) cos

(
2kp

M
tD

)
, (8.16)

where tD is the parameter of the measurement (see [SLC99] for details). Using the
expression for π(p, θ) obtained in Chapter 6 (see case µ = µ̂ in Section 6.5), and
writing u = p/pθ , we first obtain

�NC(tD) = 1

2
+ 1

2
pθh(θ)

∫ +∞

−∞
du G(u) cos

(
2kpθu

M
tD

)
. (8.17)

In one dimension, with α = 2 and the unconfined model, the quantity pθh(θ) does
not depend on θ : pθh(θ) = C . Moreover, using eq. (6.2) for pθ and eq. (A.25) for

p0
√

τ0, we have 2kpθ tD/M = �̃1 t̃D/
√

θ̃ with �̃1 = �1/�, t̃D = tD� and θ̃ = θ�.

Thus the measured quantity �NC(tD) depends only on θ and tD through t̃D/
√

θ̃ and
obeys the scaling relation:

�NC(tD) = F
(

t̃D√
θ̃

)
= 1

2
+ 1

2
C
∫ +∞

−∞
du G(u) cos

(
t̃D√
θ̃

�̃1u

)
. (8.18)

The experimental signals should therefore be self-similar and reducible to the
universal distribution predicted by the statistical analysis of Chapter 6. The ex-
perimental results presented in Fig. 8.7 clearly confirm this important point.

Moreover, with the method of [SHK97], the shape itself of the momentum
distribution can also be studied precisely enough to be compared with the shape
predicted in Section 6.3. Figure 8.8 shows that the predicted shape of F agrees
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Fig. 8.8. Fit of the averaged data with the calculated function F (solid curve) or a simple
exponential for F − 1/2, corresponding to a Lorentzian momentum distribution (dashed
curve). The data points are obtained after averaging the rescaled curves of Fig. 8.7b. The
fit with the theoretical prediction is clearly better, as shown by the residues presented in
the inset. The vertical bar on the left is the largest error bar of the data. The data are well
adjusted by the theoretical function (χ2 = 0.0049) and the fit gives �̃ = 0.70 in very good
agreement with the measured value, �̃ = 0.72(2). The exponential fit leads to a much
poorer χ2 = 0.0285.

very well with the experimental results. Note that F −1/2 is the Fourier transform
of the momentum distribution. If this momentum distribution was a Lorentzian,
one would get an exponential for F − 1/2. The best exponential is represented
as a dotted curve in Fig. 8.8. One can clearly see that the experimental results
are in much better agreement with the Fourier transform of the theoretical shape
computed in Chapter 6. This confirms the flattening of π(p, θ) for p � 0 compared
with a Lorentzian.

To sum up, for one-dimensional σ+/σ− VSCPT, the comparison between the
experiments and the statistical description is complete and satisfactory. Note
however that the fraction of cooled atoms (i.e. the absolute area of the momentum
distribution) has not yet been studied experimentally.

Significant experimental results have also been obtained in the case of Raman
subrecoil cooling [DLK94, LAK96]. Remarkably, it has been possible to control
experimentally the exponent α of the jump rate around p = 0, by a proper choice
of pulse sequences [RBB95]. In this experiment, it has been possible to compare
the cases α = 2 and α = 4, in a one-dimensional configuration. The measured
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width w(θ) clearly behaves as θ−1/2 and θ−1/4 respectively, as expected from the
Lévy statistics analysis of Chapter 6 (table 6.1). The statistical predictions have
also been found to be in agreement with the Monte Carlo simulations of Raman
cooling [Rei96, RSC01].

8.5 Role of friction and of dimensionality

A very important result of Chapters 5 and 6 is that the magnitude of the peak of
cooled atoms (in contrast to its width), is dramatically influenced by the existence
of friction forces and by the dimensionality of the problem. We gather here the
results concerning the roles of friction and dimensionality that provide a test of
these predictions.

8.5.1 One-dimensional case

According to the statistical analysis of Chapter 5, the role of friction is not crucial
in one-dimensional VSCPT. More precisely, at times short enough that atoms
outside the trap have not reached too large values of p, the three different models
of recycling – Doppler, unconfined, confined – do not give dramatically different
predictions for the proportion of trapped atoms. This prediction is clearly sup-
ported by our quantum jump simulations of one-dimensional σ+/σ− VSCPT (cf.
Section 8.3) as shown in Fig. 8.9: it is only for interaction times larger than 104�−1

(this is about the longest time range experimentally investigated to date) that the
simulations give results differing by more than a factor of three.

This prediction of a non-crucial role of friction in one dimension is also sup-
ported by other quantum jump simulations [MDT94], which consider a situation
where friction is fully included in the quantum treatment of the problem. These
simulations consider a one-dimensional lin/45◦/lin VSCPT situation, where coun-
terpropagating waves have linear polarizations making a 45◦ angle and create a
friction force. They show that the friction helps somewhat, but does not play a
dramatic role within the investigated time range.

Experimentally, the limited role of friction in one-dimensional subrecoil cooling
is confirmed by the fact that efficient subrecoil cooling has been observed in one-
dimensional σ+/σ− VSCPT, where there is no friction [AAK88, BSL94, KSP97],
while an experiment of one-dimensional VSCPT cooling with friction [ESW96]
does not show a dramatic improvement in the cooling efficiency.

8.5.2 Higher dimensional case

According to our Lévy statistics analysis, friction is expected to play a crucial role
in two- and three-dimensional VSCPT (α = 2, i.e. quadratic jump rate around
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The simulations corresponding to the three models are detailed in Section 8.3.

p = 0). As soon as D is larger than or equal to two, we have µ ≥ 1 so that
the average trapping time does not diverge. The fraction of trapped atoms will
therefore be significant only when the average recycling time is also finite, i.e. in
the case where there is a friction. More precisely, we have shown in Chapter 5
and Appendix C6 that, in the presence of friction, the fraction of trapped atoms
should slowly tend to one in two dimensions and to a certain constant less than one
in three dimensions. On the other hand, without friction, the fraction of trapped
atoms should rapidly tend to zero, faster than 1/θ .

This statistical prediction is qualitatively supported by the quantum optics cal-
culation of [MaA91], a rare example of a two-dimensional calculation based on
GOBE, which suggests the importance of friction, as pointed out by the authors.

Experiments yield very convincing evidence of the predicted crucial role of
friction in two- or three-dimensional VSCPT [LBS94, LKS95, KSP97]. In these
experiments, the sign of the p-dependent force (Sisyphus force) at moderate values
of p is controlled by the sign of the laser detuning. Significant subrecoil cooling
could be observed experimentally only in the case of a positive detuning, where

6 See also Section V.4.5 in [Bar95].
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the Sisyphus force provides a friction effect7. With zero detuning, there is no
p-dependent force to confine the diffusion of atomic momenta and, accordingly,
no cooled peak is observed experimentally. With negative detuning, the situation
is even worse since then p-dependent force expels the atoms from the vicinity of
p = 0.

The roles of dimensionality and friction have also been tested in the case of
Raman subrecoil cooling, by numerical simulations [Rei96, RSC01], based on
the method explained in Section 8.2.3. These simulations support the statistical
predictions.

8.6 Conclusion

In this chapter, we have presented several tests of the statistical analysis of subre-
coil cooling presented in this book. These tests consist of comparing the statistical
predictions to the results of quantum optics calculations and/or to experimental
results. Whenever comparison has been possible, we have found excellent agree-
ment, in some cases of the order of one per cent, not only for the exponent of
the scaling laws, but also for the prefactors: in other words, agreement is reached
without any adjustable multiplicative factor.

In particular, we have found clear confirmation of the θ−1/2 dependence of
the width of the momentum distribution of cooled atoms, i.e. of the indefinite
decrease of the temperature with time. The efficiency of the cooling process,
characterized by the fraction of trapped atoms, has also been found in agreement
with the statistical predictions for the three recycling models. We have also tested
in detail another remarkable and specific prediction of the statistical analysis: in the
asymptotic regime of long interaction times, the atomic momentum distribution
obeys a well defined scaling law; its shape can be described as a Lorentzian
profile flattened around its maximum. As discussed in Chapter 7, these features
reflect the non-ergodicity of the cooling process studied here, and it is remarkable
that these properties have been confirmed both by experiments and by quantum
simulations. Finally, the crucial role of the dimensionality and of the presence of
friction forces (an important prediction of the statistical approach) is confirmed by
existing experimental and numerical results.

It is remarkable that some of our results are found to be asymptotically exact
in spite of the relatively unsophisticated description of the momentum random
walk (cf. Section 3.2). This brings an interesting explanation in the context of

7 Notice, however, that the real situation significantly departs from the simplified model. For some large p
value, in these experiments, the p-dependent force exerted by the lasers on the atoms changes sign. The
force is thus confining (friction) for small p and expelling for large p. Thus the atoms reaching the expulsion
region are lost from the cooling process, with a probability of one. A specific model with absorbing walls (see
Section 10.3.2) might be introduced to treat this case.
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the generalized CLT. For definiteness, consider here eq. (8.7) giving the trapped
proportion for the one-dimensional unconfined model in which µ = µ̂ = 1/2 < 1.
The generalized CLT tells us that, for large N , the probability densities of the sums
TN = ∑N

i=1 τi and T̂N = ∑N
i=1 τ̂i depend only on the power-law tails of P(τ )

and P̂(τ̂ ). Thus, just as in the usual CLT where only the first two moments of
the density P(x) influence the probability density of X N = ∑N

i=1 xi at large N ,
here only the tails of P(τ ) and P̂(τ̂ ) matter, each tail being determined by two
parameters, the prefactor and the exponent of the corresponding power-law tail.
The reason for the exactness of eq. (8.7) is that our simplifying assumptions are
carefully chosen to retain the exact values for the parameters of the tails. Actually,
the (generalized) CLT has been used as a guide in Chapter 3 to identify the only
relevant parameters at large times. Thus, we have obtained exact asymptotic results
starting from simple models of the initially complex laser cooling problems.

All these results support our statistical analysis which gives accurate results
in spite of the seemingly oversimplifying assumptions on which it is based. We
therefore conjecture that the statistical analysis also gives correct predictions in
situations which have not been tested. Note that these situations are much more
frequent than those which have already been tested, and this stresses the fact that
the statistical analysis constitutes a very powerful tool that allows one to explore
situations where no other theoretical tools are available. Since, in addition, it
usually yields analytical results, one can easily vary the parameters, and therefore
use it in order to optimize subrecoil cooling, as already shown in the case of
Raman cooling [RBB95, RSC01]. Taking a different perspective [SSY97] (see
also [MZL96]), the results of the Lévy statistics analysis could also be used as an
indication of the existence of scaling laws that might remain to be discovered in
the microscopic quantum optics evolution laws.
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Example of application: optimization of the peak of
cooled atoms

9.1 Introduction

The statistical approach presented in this book provides not only a deeper physical
understanding of subrecoil cooling, but also analytical expressions for the various
characteristics of the momentum distribution of the cooled atoms. A great confi-
dence in the validity of these predictions has been obtained in the previous chapter,
by comparing them with experimental and numerical results. Therefore, we are
now entitled to apply the approach developed in this work to specific problems,
such as the optimization of one particular feature of the cooling process, namely
the height of the peak of cooled atoms. This is the subject of this chapter.

Finding empirically the optimum conditions for a subrecoil cooling experiment
is a difficult task. There are a priori many parameters to be explored and each
experiment with a given set of parameters is in itself lengthy. The same can also
be said of numerical simulations. One needs guidelines such as those provided
by the present statistical approach to reduce the size of the parameter space to be
explored.

There is a variety of optimization problems that can be considered. Following
usual motivations of laser cooling, like the increase of atomic beam brightness or
the search for quantum degeneracy, we will concentrate here on optimizing the
height h(θ) of the peak of the momentum distribution of the cooled atoms, which
corresponds also to the gain in phase space provided by the cooling (see Section
6.2.3).

We will take as a constraint for the optimization the finiteness of the time θ

available for the cooling. In practice, this is the limiting factor in most experiments:
after some time, the residual motion of the atoms makes them leave the zone of
interaction with the lasers. From the theoretical point of view, the finiteness of the
available time θ is fundamental since, as shown above, when 〈τ 〉 or 〈τ̂ 〉 are infinite,
it is the experimental parameter θ that sets the time scale of the phenomenon.

124
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Other constraints, like a finite number of available spontaneous photons, could
be considered as well1. We also focus here on the following aspects.

• We restrict ourselves to situations with friction forces outside the trapping
region, which correspond to the confined recycling model (see Section 3.2).
Indeed, it is obvious that these confining forces, which are available for both
VSCPT and Raman cooling, reduce the return times to the trap and are thus
advantageous for the cooling.

• Only the case of α = 2 is considered for the jump rate R(p) ∝ pα (see eq. (3.5)).
This is the case for VSCPT and, in Raman cooling, α = 2 has been shown to
lead to more efficient cooling than α = 4 in one dimension. Optimizing the
value of α, which is possible in practice for Raman cooling only, is a problem in
itself which is not considered here.

• The jump rate R(p) is taken as constant in time, as everywhere else in this
book. Removing this restriction can enlarge the cooling possibilities and lead
to yet better optimization schemes; jump rates varying in time would, however,
require a significant generalization of the present statistical approach.

• We consider only the one-dimensional case, but previous chapters provide the
information for carrying out similar two- and three-dimensional optimizations.

In this chapter, we first use the insight provided by the statistical approach to
isolate the relevant parameters of the cooling and find that there is actually only
one (Section 9.2). We then explain qualitatively why an optimum arises for the
height h(θ) (Section 9.3). The optimum parameter is first derived in Section 9.4
using the analytical expression for the height. A second, more elegant, derivation
of the optimum, based on the properties of Lévy sums is presented in Section 9.5.
The important features of the optimized cooling are inferred in Section 9.6. Finally,
a specific property of the optimized cooling is exhibited and interpreted in terms of
a random walk (Section 9.7).

Some results on the cooling optimization of Raman cooling have already been
presented in [RBB95, Rei96].

1 This could soon become relevant for VSCPT cooling experiments with metastable helium on the 23S1 ←→
23P1 transition. Indeed, the 23P1 state has a small probability of relaxing to the 11S0 ground state, at a rate
of 2 × 102 s−1 (see [DrD69, LJD77, TaH72], and Section II.2.1.3 in [Bar95] for a review), compared to
107 s−1 for 23P1 → 23S1. Thus, after exchanging on average 107/(2 × 102) = 5 × 104 photons on the right
transition, the atoms will fall to the 11S0 state and be lost to the cooling. This gives rise to the problem of
cooling optimization under the constraint of a maximum number of available photons. On the other hand, the
finite lifetime of the 23S1 state, � 8000 s, is large enough to be of no concern up to now.
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9.2 Parametrization

To perform the optimization, one needs to identify the relevant parameters. The
statistical analysis has shown that all the physical quantities are derived from the
probability distributions of trapping times, P(τ ), and of first return times, P̂(τ̂ ).
One must therefore examine, for each cooling mechanism, on which parameters
these distributions depend. For this purpose, we use the expressions of the para-
meters of P(τ ) and P̂(τ̂ ) obtained in Appendix A.

Consider first (one-dimensional) VSCPT. The tail of the distribution P(τ ) of
trapping times is the only part of P(τ ) that is relevant at large interaction times. It
is characterized by the exponent µ = 1/2, which cannot be changed, and by the
time parameter τb (see eq. (A.41))

τb = π

256

(
�1

�R

)2 ( h̄k

ptrap

)2

�−1.

The distribution of return times P̂(τ̂ ) is characterized by its average value 〈τ̂ 〉 (cf.
confined model), given by eq. (A.48)〈

τ̂
〉 = 2

pmax

ptrap

(
�

�1

)2

�−1.

The two above expressions depend on the following three types of parameters.

• The trap size ptrap is an arbitrary intermediate parameter that disappears at the
end of the calculations and is thus not involved in the optimization.

• The parameters h̄k, �R and � are determined by the atomic element and by
the atomic levels used for the cooling. For a given cooling problem, these
parameters take well defined values that cannot be tuned. The parameter pmax

that only appears in 〈τ̂ 〉 should obviously be as small as possible. We assume
that the laser detuning is adjusted so as to minimize pmax, to reach the value
given by eq. (A.33)2.

• The light intensity, proportional to �2
1. This is the only parameter that can

actually be varied in a given experimental setup. We therefore define the
dimensionless optimization parameter l by

l =
(

�1

�

)2

. (9.1)

The above equations giving τb and 〈τ̂ 〉 can be rewritten as a function of l:

τb =
(

h̄k

ptrap

)2 l
Q

�−1; (9.2a)

2 One can vary the laser detuning δ̃ to achieve this; in this case, the expressions presented here must be adapted
slightly to include a non-zero δ̃.
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〈τ̂ 〉 = h̄k

ptrap

Q̂

l
�−1, (9.2b)

where Q and Q̂, called the ‘atomic parameters’, are determined by the specific
cooling configuration. These parameters are given in table 9.1.

We now turn to (one-dimensional) Raman cooling with the sequence of time
square pulses defined in Section A.2.1. This cooling problem, very similar to
VSCPT, has a trapping time exponent µ = 1/2 and a trapping time parameter
τb given by eq. (A.73):

τb = 3π3

32�2
Rτp,1

(
h̄k

ptrap

)2

.

The return time distribution is characterized by (see eq. (A.75)):

〈τ̂ 〉 = 12τp,1

5

pmax

ptrap
.

These expressions involve the same type of parameters as for VSCPT. There is
again only one parameter that can be varied and that controls both P(τ ) and P̂(τ̂ ):
τp,1, the duration of the longest pulses of the sequence. Defining the optimization
parameter l for Raman cooling by

l = 1

�τp,1
, (9.3)

τb and 〈τ̂ 〉 can be written in the same form as for VSCPT, that is eq. (9.2a) and eq.
(9.2b), the corresponding ‘atomic parameters’ Q and Q̂ being given in table 9.1.

The parametrization of eq. (9.2) implies that the distributions P(τ ) and P̂(τ̂ )

no longer appear as mathematically independent, as was the case up to now. The

Table 9.1. Optimization parameter l and atomic parameters Q and Q̂. Note the
similarity between VSCPT and Raman cooling for the expressions of Q and Q̂.

1D VSCPT 1D Raman cooling

l (�1/�)2 1
�τp,1

Q 256
π

(
�R
�

)2
32

3π3

(
�R
�

)2

Q̂ 2 pmax
h̄k

12
5

pmax
h̄k
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physical situations from which they arise are such that they both depend on the
same parameter l (and, as a consequence, can only be varied in a correlated way).

A second important outcome of the parametrization is that the typical trapping
time τb is an increasing function of l whereas the typical first return time 〈τ̂ 〉 is
a decreasing function of l (see also Section A.1.2.2, p. 156 and Section A.2.2.1,
p. 169). This will be at the origin of the existence of an optimum (see Section 9.3).

Strikingly, although VSCPT and Raman cooling arise from different physical
effects, the same dependences on l are obtained for typical trapping and return
times. This property allows us, when specific calculations are required, to treat
explicitly only VSCPT. The Raman cooling case can be inferred following exactly
the same method.

9.3 Why is there an optimum parameter?

The height h(θ) of the peak of cooled atoms is proportional to the number of returns
to the trap, as explained in Section 6.2.3. To maximize h(θ), one must therefore
obtain the largest possible number of returns. An optimum will exist if the number
of returns has an upper bound when the optimization parameter l varies. We now
explain intuitively why such an upper bound exists, before calculating it by two
different methods in the next two sections.

Consider first a very small value of l. Then, according to eq. (9.2b), the average
return time to the trap, 〈τ̂ 〉, will be long and the recycling of the atoms out of the
trap will be poor. On the other hand, when the atoms return to the trap (but do
not land exactly in p = 0), they will relatively rapidly come out of it because the
typical trapping time, determined by τb, is short (see eq. (9.2a)). The filtering is
thus efficient. But, in itself, this does not ensure an efficient cooling because each
(short) trapping event is necessarily followed by a (long) return event. In the case
of a too small l, the limiting factor for the number of returns is the too long typical
return time. The combination of poor recycling and efficient filtering leads to the
accumulation of most atoms outside the trap (see Fig. 9.1) which is detrimental to
the height h(θ) of the cooled peak3.

In the case of a very large value of l, the opposite behaviour appears. The
average return time 〈τ̂ 〉 is now small, providing efficient recycling. But, when the
atoms return to the trap, their typical trapping time is long, even if they are not very
close to p = 0. Paradoxically, this is not good for the cooling either because now
the filtering is inefficient and atoms tend to spend too much time in the trap. The
long typical trapping times are now the limiting factor for the number of returns

3 This is true up to a certain time scale depending on l. For asymptotically long times, the filling of the trap is
given by the results of Chapter 5. This stresses the fact that the optimization discussion involves a finite (yet
large) number N of trapping events, a point which will be made clearer in Section 9.7.
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Fig. 9.1. Intuitive explanation for the existence of a cooling optimum. (a) Jump rate
R(px ) for a small l and for a large l (see Fig. A.5, p. 157). (b) Corresponding schematic
momentum distributions π(px , θ). When l is too small, the atoms spend too much time in
the recycling region. When l is too large, they spend too much time in the trapping region.
The optimum momentum distribution, yielding the highest cooled peak, is obtained for an
intermediate value of l, calculated in Sections 9.5 and 9.6.

(see also Section 7.1.4). The combination of efficient recycling and poor filtering
leads to the accumulation of most atoms in the trap, but not in the close vicinity of
p = 0 (see Fig. 9.1). This is again detrimental for the height h(θ) of the cooled
peak.

Between these two extreme cases of a too small or of a too large l, there must
exist an optimum regime for which the interaction time θ is adequately shared
between trapping and recycling. The competition between trapping and recycling
(see Section 3.1) must not be completely dominated by trapping, as one might
naively have believed. What will come out of the optimization calculation is that
the atoms must spend approximately the same time in the trap and out of the trap
(see Section 9.7).
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9.4 Optimization using the expression of the height

To compute the parameter lopt(θ) which maximizes the height h(θ) of the peak
of cooled atoms after an interaction time θ , we need, according to the above
discussion, an expression for h(θ) containing both the influence of trapping terms
and of recycling terms. Equation (6.32) gives the leading term of h(θ), which
contains only trapping variables. The first subleading term can be derived from
eqs. (6.23) and (5.20), giving the Laplace transform4

Lh(s) = 1

VD(ptrap)

[
1

�(1 − µ)τ
µ

b

1

s1+µ
− 〈τ̂ 〉(

�(1 − µ)τ
µ

b

)2 1

s2µ
+ · · ·

]
, (9.4)

from which we infer the large-θ behaviour of the height h(θ)5

h(θ) = 1

VD(ptrap)

[
1

�(1 − µ)�(1 + µ)τ
µ

b

θµ

− 〈τ̂ 〉(
�(1 − µ)τ

µ

b

)2
�(2µ)

θ2µ−1 + · · ·
]
. (9.5)

The leading term (∝ θµ) is determined solely by the trapping time distribution
P(τ ), which confirms that trapping dominates the phenomenon. On the contrary,
the first subleading term (∝ θ2µ−1) of eq. (9.5) depends on return times through
〈τ̂ 〉. This negative term reduces the height of h(θ), and this reduction increases
with 〈τ̂ 〉. This is consistent with the intuitive fact that, for a given τb, the longer
the time spent out of the trap, the smaller the height h(θ) of the cooled peak. In
short, eq. (9.5) represents very clearly the competition between trapping (positive
leading term) and recycling (negative subleading term) (cf. Section 3.1) described
qualitatively in the previous section.

The time scale beyond which this equation is valid, i.e. beyond which the subleading
term becomes smaller than the leading term, is easily calculated to be the same scale θ0
as that defining the validity of the expansion (5.23) for ftrap(θ) (see eq. (5.24)). This is
consistent with the fact that eq. (9.5) and eq. (5.23) rely on the same assumption that the
typical trapping times dominate the typical return times, a condition which is achieved
for θ > θ0 (see Section 5.2.4).

4 In eq. (5.20) we have neglected A0τb in comparison to 〈τ̂ 〉, since τb is of the order of τtrap which is much
smaller than the average return time in the trap.

5 One can check that the first term of eq. (9.5) is identical to eq. (6.32), noting that VD(ptrap) = CD pD
trap (see

eq. (3.24)), �(1 − µ)�(1 + µ) = µ�(1 − µ)�(µ) = πµ/ sin(πµ) (see eq. (4.47)), τ
µ
b = Aµτ

µ
trap (see eq.

(3.33)) and θµ/(pD
trapτ

µ
trap) = 1/pD

θ (cf. eqs. (6.2) and (3.31)).
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We can now introduce the expressions of τb and 〈τ 〉 parametrized by l (eq. (9.2a)
and eq. (9.2b)), in the case µ = 1/2:

h(θ) = Q1/2

2π h̄k

[
2 (θ�)1/2

l1/2
− Q1/2 Q̂

l2

]
(9.6)

(we recall that �(1/2) = √
π , �(1) = 1). Note that the reduction of h(θ) by the

subleading term does not depend on θ , a feature specific of the case µ = 1/2. Note
also that, as expected, the intermediate parameter ptrap no longer appears in this
expression.

The parameter lopt(θ) that maximizes h(θ) at the end of a given interaction time
θ satisfies ∂h(θ)/∂l = 0, which gives

lopt(θ) = 22/3 Q1/3 Q̂2/3

(θ�)1/3 . (9.7)

One can check in eq. (9.6) that lopt(θ) is in the regime where the subleading term is
smaller than the leading term. However, the two terms are found to differ only by
a factor of four, so that the expansion of h(θ) is valid but maybe not very accurate.
We will give an alternative, more direct, derivation of the above result in the next
section.

The optimum of the height h(θ) has been studied numerically [Rei96] in the case of
Raman cooling using an appropriate Monte Carlo simulation. The numerically found
optimum agrees satisfactorily, to better than 50%, with the prediction of eq. (9.7).

9.5 Optimization using Lévy sums

We have noted that the expression (9.5) of h(θ), from which we performed the
optimization, is based on the assumption that the additional subleading terms are
negligible (typical trapping time 	 typical recycling time). This gives an optimum
situation which satisfies this assumption only marginally. This assumption was
legitimate in Chapters 5 and 6 when studying the asymptotic time regime, for a
given parameter l. However, it is possible that, for a given time θ , the assumption
is not satisfied when taking l = lopt(θ). If this were the case, the calculation
presented in Section 9.4 would be questionable.

We now present a more elegant, direct method that fully confirms the above
result. It is based directly on the properties of Lévy sums presented in Chapter 4. It
only relies on the fact that the number N of return events is large and, actually, does
not even require the results of Chapters 5 and 6. It does not make any assumptions
about the relative values of trapping times versus recycling times.
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We begin with eq. (3.3) writing the available time θ as the sum of the total
trapping time TN and the total recycling time T̂N :

θ � TN + T̂N ,

where N is the number of return events. We have established in Section 6.2.3 that
the peak height h(θ) is proportional to the number N of returns. Therefore the
optimization problem now amounts to finding the parameter l, maximizing N with
the above equation as a constraint.

According to the generalized Central Limit Theorem (CLT) (cf. eq. (4.9)), for
µ = 1/2 < 1, the Lévy sum TN behaves as

TN � N 2τb, (9.8)

for N 	 1. According to the usual CLT (cf. eq. (4.4)), as 〈τ̂ 〉 is finite, the Lévy
sum T̂N behaves as

T̂N � N 〈τ̂ 〉, (9.9)

for N 	 1. Injecting these two expressions into eq. (3.3), and using eqs. (9.2a)
and (9.2b) for τb and 〈τ̂ 〉, we obtain

θ � N 2

(
h̄k

ptrap

)2 l
Q

�−1 + N
h̄k

ptrap

Q̂

l
�−1. (9.10)

Equation (9.10) has a single positive solution:

N = Q Q̂

2

ptrap

h̄k

−1 +
√

1 + 4 �θ

Q Q̂2 l3

l2
. (9.11)

This function first grows and then decreases as a function of l. The position of the
maximum is given by:

lopt(θ) = 21/3

(
Q Q̂2

�θ

)1/3

. (9.12)

This corresponds to the approximate result of eq. (9.7), within a factor of 21/3 �
1.26. Thus the optimum derived in Section 9.4 and its subsequent properties (see
Sections 9.6 and 9.7) are valid. Moreover, this short new derivation demonstrates
how the generalized CLT can lead to useful results in a few steps.

Note finally that, for the optimum value of l, the total trapping time TN and
the total return time T̂N are actually both roughly equal to θ/2. This important
result clearly shows that the optimum of the peak height is obtained when the time
θ is shared equally between trapping and recycling. This result was not obvious
a priori.
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9.6 Features of the optimized cooling

The optimum parameter lopt(θ) of eq. (9.7) depends not only on the atomic param-
eters Q and Q̂ but also, interestingly, on the chosen interaction time θ . Therefore,
the cooling features obtained in Chapter 6 as functions of θ for a given l (indepen-
dent of θ) will acquire an additional time dependence if we choose l = lopt(θ).
For practical purposes, it is these optimized quantities that will be relevant to
estimate the potentialities of a given experimental situation. Here we calculate the
expressions for the optimized quantities and discuss their new time dependences,
as compared with the unoptimized quantities found in Chapter 6. For definiteness,
we establish and discuss these expressions for VSCPT. The results are the same for
Raman cooling, provided one makes the right substitutions (see table 9.1).

By substituting into eq. (9.7) the expressions for Q and Q̂ given in table 9.1, we
get

lopt(θ) = 16

π1/3

(
pmax

h̄k

�R

�

)2/3 1

(θ�)1/3 . (9.13)

Applying eq. (9.1), we have the Rabi frequency �1, opt optimized for an experiment
of duration θ :

�1, opt = 4

π1/6

(
pmax

h̄k

�R

�

)1/3 1

(θ�)1/6 �. (9.14)

The corresponding characteristic momentum pθ is then calculated, at the time θ

for which the cooling is optimized, by substituting p0τ
1/2
0 (see eq. (A.25) with �1

given by eq. (9.14)) into eq. (6.2):

pθ

h̄k

∣∣∣∣
opt

= 1

π1/6

(
pmax

h̄k

)1/3 (
�R

�

)−2/3 1

(θ�)1/6 (θ�)1/2

= 1

π1/6

(
pmax

h̄k

)1/3 1

(θ�R)2/3 . (9.15)

Thus the half-width pθ,opt decreases significantly faster with θ than the unoptimized
half-width (∝ θ−1/2), due to the additional factor θ−1/6 coming from the optimiza-
tion. In other words, thanks to the optimization, the cooling possibilities improve
more rapidly with the interaction time than could be anticipated from the initial
analysis assuming a given �1. This is an important outcome of the optimization.

Moreover, the optimized half-width depends on the wall position pmax, while the
unoptimized pθ (see eq. (6.2)) did not depend on it. However, this dependence is
weak (pθ,opt ∝ p1/3

max). Thus, for practical purposes, the precise value of pmax is not
at all critical. This non-trivial result is qualitatively confirmed by numerical cal-
culations [MDT94] which showed that friction in one-dimensional VSCPT (finite
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pmax) does not lead, for relatively modest interaction times (θ � 2 × 104�−1), to
a dramatic improvement of the cooling compared with one-dimensional VSCPT
without friction (infinite pmax).

It is instructive to compare these optimum conditions with those of the most advanced
VSCPT experiments [SLC99]. Although the present sophisticated analysis was not
available at that time, those experiments had to be at least grossly optimized in order
to obtain a sufficient signal of cooled atoms. They were performed in the time range
θ = 2 × 103–1.5 × 104�−1. Let us take �R/� = 1/37.44, the metastable helium
value, and pmax = 10h̄k, a reasonable order of magnitude for the maximum momentum
reached by the atoms for these experiments without friction. The range given by eq.
(9.14) for the optimum Rabi frequency6 is then �1, opt = 0.43–0.6�. This is reasonably
close to the chosen fixed value for these experiments, �1 � 0.72(2)�.

The optimized height h(θ)|opt of the cooled peak, at the time θ for which it is
optimized, can be derived by substituting pθ of eq. (9.15) into eq. (6.32):

h(θ)

(h̄k)−1

∣∣∣∣
opt

= 2h̄k

π3/2 pθ

= π−5/6

(
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h̄k

)−1/3 (
�R
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)2/3

(θ�)1/6 (θ�)1/2

= π−5/6

(
pmax

h̄k

)−1/3 (
�R

�

)2/3

(θ�)2/3 . (9.16)

The increase of h(θ) with θ is significantly faster than it was for the unoptimized
solution (∝ θ1/2) due to the additional factor θ1/6 coming from the optimization
and the dependence on pmax is weak.

Finally, it is interesting to analyse how the trap fills in the optimized conditions.
We first introduce the expressions (9.2a) and (9.2b) into eq. (5.23) for ftrap(θ), then
substitute the optimum value lopt(θ) of eq. (9.7). We obtain the trapped proportion
at the time θ for which the peak height is optimized:

ftrap(θ)
∣∣
opt = 1 − 1

π

Q1/2 Q̂(
lopt(θ)

)3/2
(θ�)1/2

= 1 − 1

2π
. (9.17)

This expression for the time dependence of the trapped population under optimum
peak height is remarkable in that it does not depend at all on any atomic (�, �R,
h̄k) or experimental (pmax, �1) parameter. It is a universal result, provided τb and
〈τ̂ 〉 can be parametrized as in eqs. (9.2a) and (9.2b).

Moreover, eq. (9.17) reveals that optimizing the peak height at θ does not lead
to the maximum possible value of one for ftrap(θ), which could be obtained by
taking �1 > �1, opt, but rather ftrap(θ)

∣∣
opt = 1 − 1

2π
= 0.84 . . . . This is because

the peak height optimization results from a compromise (see Section 9.3) in which

6 These values are slightly underestimated because the condition �1 � �/2 used to derive the expression eq.
(A.23) for τ0 is obviously not well satisfied here. See footnote 2 in Appendix A, p. 151.
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the typical trapping time must not be made too large in order not to slow down
the diffusion process that eventually leads the atoms to p = 0. We however note
that ftrap(θ) is not too far from one, which will be qualitatively explained in the
following section.

9.7 Random walk interpretation of the optimized solution

The optimum cooling condition (9.7) implies a very specific regime for the random
walk performed by the atoms. To understand this feature, let us calculate, for the
optimum condition l = lopt(θ), the average return time τret(θ)|opt to the peak of
half-width pθ, opt, more specifically to a dark state of momentum less than pθ, opt.
This return time is given by the same expression (9.2b) as 〈τ̂ 〉 except that ptrap must
be replaced by pθ, opt, and that there is an additional factor of two due to the fact
that the atoms returning to p < pθ, opt have a probability 1/2 of falling into a dark
state (see Section A.1.3):

τret(θ)|opt = 2
h̄k

pθ, opt

Q̂

lopt(θ)
�−1. (9.18)

Using table 9.1, eq. (9.13) and eq. (9.15), the following expression is obtained:

τret(θ)|opt = π1/2

4
θ = 0.44 . . . θ. (9.19)

Thus, in the optimum configuration, the return time τret(θ)|opt to the peak is of
the order of the total time θ . This means that, when optimizing the peak height,
we set at the same time for the atoms a momentum ‘target’, the half-width pθ, opt.
Equation (9.19) shows indeed that the available time θ is just about the required
time τret(θ) for the atoms to reach the peak7.

As a consequence of eq. (9.19), we expect the peak to contain a significant frac-
tion of the atoms, which is precisely confirmed by eq. (9.17). Thus, by optimizing
the peak height, nearly all the atoms are brought into the cooled peak. In other
words, optimizing the height of the peak of the cooled atoms also corresponds to
nearly optimizing the cooled fraction. This is a valuable feature for experiments:
these optimum conditions correspond to a large signal of cooled atoms. This
property had first been proposed in [RBB95] as a heuristic method to derive the
optimum height: the optimum was calculated by assuming that the jump rate R(p)

should ensure τret(θ)|opt � θ .
Yet, this approximate compatibility between the optimum height and the opti-

mum cooled fraction is far from being a priori obvious. The height optimum could

7 Note that, on the contrary, the required time to reach p < ptrap is much smaller than θ since ptrap is usually
much larger than pθ, opt. This ensures that, in spite of eq. (9.19), the number N of returns to the trap is large,
which is essential when applying our statistical analysis.
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conceivably correspond to a very narrow cooled peak containing very few atoms,
yet optimally high, which would be much less interesting for experiments. The fact
that the optimization of both the peak height and the cooled fraction happen simul-
taneously is certainly one of the reasons for the success of the one-dimensional
VSCPT and Raman cooling experiments.



10

Conclusion

10.1 What has been done in this book

In this book, we have introduced and developed a model for subrecoil cooling,
which is the scheme leading to the lowest temperatures achieved today by laser
cooling. This model is inspired by the quantum jump descriptions of the cooling
process and represents the evolution of the atom in terms of an inhomogeneous
random walk in momentum space with a momentum-dependent jump rate R(p)

which vanishes for p = 0.

We have shown that such an inhomogeneous random walk gives rise to broad
distributions. More precisely, the distribution P(τ ) of the trapping times τ of the
atom in a small zone around p = 0 has power-law tails for τ → ∞ which can
decrease so slowly with τ that the mean value and/or the variance of τ diverge.
Similar broad distributions can also exist for the distribution P̂(τ̂ ) of the first return
times τ̂ of the atom to the trapping zone.

Lévy statistics is the relevant framework for the analysis of problems involving
sums of random variables with broad power-law distributions. We have thus
presented a brief review of Lévy statistics and introduced a ‘sprinkling distribu-
tion’ from which we have been able to derive analytical expressions for important
physical quantities characterizing the cooling process, such as the proportion of
cooled atoms or the momentum distribution.

Finally, we have compared these analytical predictions with the results of exper-
imental investigations or numerical simulations. We have shown that, whenever
quantitative experimental or numerical results are available, excellent agreement is
obtained with our analytical predictions. We have also used our statistical approach
for studying the cooling optimization.
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10.2 Significance and importance of the results

10.2.1 From the point of view of Lévy statistics

There is an increasing number of problems in various fields (biology, physics,
finance, etc.) where broad power-law distributions are identified and where, con-
sequently, Lévy statistics plays an important role.

The advantage of the physical problem considered in this work (subrecoil cool-
ing) is that all the parameters appearing in the broad distributions P(τ ) and P̂(τ̂ )

are related to well defined physical quantities that are well known (atomic mass,
atomic frequency, radiative lifetime) or which can be experimentally measured
(Rabi frequency). Furthermore, for certain laser configurations, a precise compar-
ison with exact results, derived from a microscopic quantum optics approach, can
be made. Subrecoil cooling is therefore an example of a physical problem allowing
a precise and quantitative test of theories constructed from Lévy statistics.

In fact, most of the mathematical equations used in this book for calculat-
ing physical quantities, such as the cooling efficiency or the momentum distri-
bution, do not use the Lévy distributions themselves, but rather the sprinkling
distribution S(t). Our approach therefore emphasizes the importance of such a
distribution S(t). We have also shown how the unexpected properties of S(t)
when either 〈τ 〉 or 〈τ̂ 〉 is infinite are crucially important for laser cooling. As
mentioned in Section 4.4.2, the sprinkling distribution is known in the context of
stochastic processes as the density of a renewal process, or the ‘renewal density’.
A theory of renewal processes with infinite mean values was developed in the
1960’s [Dyn61, Lam58] and was considered a mathematical achievement (see
Section XIV.3, p. 472 in [Fel71]). However, this theory was considered academic,
without any applications to natural sciences, because of the apparent irrelevance
of problems involving infinite mean values. The present work on laser cooling,
in which we find infinite mean values and where we have been led to recreate
independently a basic backbone of renewal theory with infinite mean values, has
reactivated mathematical interest in these renewal theories. Some of our results
have been confirmed and some have been made more precise within this adequate
mathematical setting [BaB00].

It has also been noted [BBJ00] that the approach presented here poses the prob-
lem of the role of a singularity in Markov processes, the singularity in subrecoil
cooling being created by the vanishing of the excitation rate R(p) at p = 0. This
rich question of Markov processes with singularities had apparently not been raised
before within the mathematical community. Ongoing work in this field [BBJ00],
stimulated by the present approach, could in turn have implications for laser cool-
ing and other physics problems of diffusion in the presence of trapping states.

Thus, the physical problems investigated in this book contain several features
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which are related to recent mathematical developments of the theory of stochastic
processes and which stimulate further mathematical work.

10.2.2 From the point of view of laser cooling

The Lévy statistics approach presented in this book yields analytical expressions
for the momentum distribution of atoms cooled below the recoil limit. These
expressions are, furthermore, in excellent agreement with both experimental and
numerical observations. Compared with the usual methods of quantum optics,
which look very difficult to apply to subrecoil cooling, statistical methods using
Lévy statistics thus appear to be remarkably efficient.

The present approach leads in addition to new physical insights into the cooling
process. It identifies the important physical parameters, such as the exponent α of
the p-dependence of the jump rate R(p) near p = 0, or the ratio µ = D/α between
the dimensionality D and α. It emphasizes also basic features of subrecoil cooling,
such as its non-ergodicity.

Finally, the fact that we have obtained analytical expressions for the various
quantities characterizing the cooled atoms allows for an optimization of the cooling
process. Two examples of such an optimization have been mentioned.

(i) The first is related to subrecoil Raman cooling where the exponent α can
be varied by choosing appropriate shapes for the laser pulses, square pulses
(α = 2) or Blackman pulses (α � 4). The calculated α-dependence of the
width of the momentum distribution allows one to predict that square pulses
(which are simpler to make than Blackman pulses) are more efficient for
one-dimensional Raman cooling, since they lead to a faster decrease of the
width of the momentum distribution with the interaction time.

(ii) The second example is the determination of the optimal Rabi frequency �1

in one-dimensional cooling, discussed in Chapter 9. We have shown by two
different methods that, for each value of the interaction time θ , there is an
optimum Rabi frequency which maximizes the height of the peak of cooled
atoms. We have also shown that adjusting the optimal Rabi frequency when θ

is varied leads to a faster decrease of the temperature and to a faster increase
of the peak height.

The approach followed in this work is therefore useful for guiding the choice
of experimental parameters in a given situation. One could also try to use the
optimized subrecoil cooling methods in practical applications, such as atomic
clocks using ultracold atoms.
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10.3 Possible extensions

10.3.1 Improving the optimization

The optimization mentioned in the previous subsection determines the best value
of the Rabi frequency �1 for a given value of the interaction time θ , assuming that
we keep the same value of �1 between t = 0 and t = θ . However, the best values
of the cooling parameters are certainly not the same at the beginning of the cooling,
when the proportion of cooled atoms is small and when the momentum distribution
is broad, and at longer times, when a large fraction of atoms is concentrated in a
narrow peak. Thus, one could try to vary continuously �1 over the course of time.
That would introduce an extra degree of freedom into the problem and could lead
to a significant improvement of the final result for a given interaction time.

10.3.2 More precise model of friction-assisted VSCPT

A friction force can be introduced in VSCPT by a Sisyphus cooling mechanism
which operates for a blue detuning of the laser field [SHP93, MDT94, WEO94].
In fact, this mechanism is predominant only for sufficiently weak velocities. At
higher velocities, the mean force changes its sign because of a Doppler induced
imbalance between opposite radiation pressure forces. This ‘anticooling’ force,
obtained for a blue detuning, is, up to a sign reversal, nothing but the usual Doppler
cooling force, obtained for a red detuning. These effects have been experimentally
observed [LKS95].

Because of the competition between Sisyphus cooling and Doppler anticooling,
the description of the random walk in momentum space should therefore be modi-
fied to include these effects. The jump rate R(p) has the same shape for small p. It
still vanishes for p = 0. But instead of introducing a reflecting wall at p = pmax,
modelling the friction mechanism, one could introduce an absorbing wall, which
eliminates the atoms if their momentum becomes greater than p = pmax. A force
pushing the atoms towards p = 0 if p < pmax could be also introduced for
modelling more precisely the effect of Sisyphus cooling. This could be done by
introducing a dissymmetry between the probability of making a jump putting the
atom closer to p = 0 or farther away. It is clear that the position of p = pmax

depends on the Rabi frequency �1, and that the value of �1 would have to be
optimized in these new conditions.

10.3.3 Extension to other cooling schemes

In this book we have applied our statistical analysis of an inhomogeneous random
walk in momentum space to the two schemes, VSCPT and Raman cooling, that
have already led to temperatures well below the recoil limit. However, other
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schemes that also rely on an inhomogeneous random walk to achieve subrecoil
cooling have been proposed [PHB87, WaE89, Mol91] and we think that it might be
interesting to examine them in the light of the present analysis. These schemes may
apply to atomic species for which VSCPT and Raman cooling are inapplicable.

Among these schemes, the so-called ‘broadband Doppler cooling on a narrow
transition’ [WaE89] is of special interest since it has recently been implemented
experimentally [KII99, IIK00, BWS01]. These experiments reached temperatures
just above the recoil temperature and led to high phase-space densities.

Broadband Doppler cooling on a narrow transition is an implementation of
the standard Doppler cooling scheme using two counterpropagating laser beams
detuned below an atomic resonance, with the specific feature that the width of the
resonance is narrower than the recoil frequency. A numerical integration of the
GOBE shows that subrecoil cooling might be achieved by broadening the laser
line and choosing the detuning so that the edge of the spectrum is less than one
recoil frequency below resonance.

Although it was first introduced as a variation of the standard Doppler cooling
scheme wherein the friction force is the essential ingredient, its specific subrecoil
character relies crucially on the inhomogeneity of the random walk in momentum
space: the fluorescence rate presents a clear dip around p = 0 [Wal95], allowing
atoms to accumulate in the vicinity of p = 0. (This inhomogeneity is usually
negligible in standard Doppler cooling, for which the recoil frequency is smaller
than the width of the resonance.)

In contrast to VSCPT and Raman cooling, the fluorescence in broadband
Doppler cooling on a narrow transition does not completely vanish at the bottom
of the dip. We think, however, that this cooling mechanism can be revisited from
the point of view presented in this book. More precisely, the situation for the
trapping times reminds one of that studied in Section 7.4 (a non-vanishing jump
rate at p = 0) and the situation for the recycling times reminds one of the confined
model of Section 3.2.3 (a finite average recycling time thanks to Doppler cooling).
Applying the kind of analysis developed in this book might allow one to optimize
the parameters, thus improving the efficiency of cooling.

10.3.4 Extension to trapped atoms

Introducing a trap for confining the position of the atoms brings important advan-
tages. Longer interaction times and higher densities can be obtained because the
atomic cloud does not expand ballistically. Achieving a subrecoil cooling in these
conditions1 would be very interesting in the perspective of reaching the threshold

1 Note that the experiments using the broadband Doppler cooling method on a narrow transition, mentioned in
Section 10.3.3, were performed in traps.
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for quantum degeneracy with purely radiative cooling (without evaporative cool-
ing).

There are, however, a certain number of difficult problems which have to be
solved. In the case of VSCPT, for example, there is no longer a perfect dark
state. Raman cooling can still be applied to cool trapped atoms below the recoil
limit [LAK96] but, up to now, the obtained phase space density has not reached the
critical value for quantum degeneracy.

The theoretical description of the atomic random walk in the presence of a trap
in position space raises interesting questions. The state of the system between
two jumps is no longer described by a single number, the momentum or quasi-
momentum p. One must now have two numbers, x and p. From the statistical
point of view, the problem has more degrees of freedom and is thus richer than for
free atoms. From the point of view of quantum optics, there are also interesting
issues. Is it still possible to associate in a rigorous way a classical random walk
with the quantum problem? If this is not possible, can we model more precisely
the random walk of the state vector of the system in Hilbert space?

Another possibility would be to alternate in time subrecoil cooling phases with-
out trapping, where the results of this work can be applied, and trapping phases
preventing the atoms from diffusing too far in space.

10.3.5 Inclusion of many-atom effects

The calculations presented in this book concern the random walk of a single atom.
New effects appear when many atoms are involved and the model studied here
could be improved to include them. We give two examples of such situations. Note
also that atom–atom collisions certainly play an important role (see for instance
[GPS95]).

The first example is multiple scattering. The atoms being cooled emit fluores-
cence photons which are not in the same electromagnetic modes as the photons of
the cooling laser beams. These fluorescence photons can therefore be reabsorbed
(multiple scattering process) by atoms which are already trapped in quasi-dark
states. This introduces a loss mechanism by removing atoms from the trapping
states. One could try to model it by introducing a non-zero jump rate near p = 0
proportional to the number of jumps made by the atoms which are not in the
trap. This might modify qualitatively the cooling behaviour at long times (see
for example the discussion presented in Section V.6.3 of [Bar95]).

The second example concerns quantum statistical effects. If the atoms are
bosons and if the quasi-dark states have an appreciable population, the probability
for the atoms to make a jump which puts them into such states can be enhanced by
the Bose factor and this can accelerate the cooling [NWS96]. Determining which
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of these two processes is dominant as a function of the different parameters is
crucial to obtain Bose–Einstein condensation with subrecoil cooling. We believe
that such studies can benefit from the statistical approach of the present work.
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Appendix A

Correspondence between parameters of the statistical
models and atomic and laser parameters

We establish here the correspondence between the statistical models introduced in
Chapter 3 and the quantum evolution of atoms undergoing subrecoil laser cooling.
This enables us to establish analytical expressions connecting the parameters of the
statistical models (τ0, p0, pD, 
p, pmax, τb and τ̂b) to atomic and laser parameters
relevant to subrecoil laser cooling.

Such a ‘dictionary’ is useful for the numerical estimation of the results derived
in this book (see Chapter 8). It also leads to analytical relations between τb and τ̂b,
which are used for cooling optimization (see Chapter 9).

We first treat in detail Velocity Selective Coherent Population Trapping in Sec-
tion A.1. Analytical expressions are given for the statistical parameters. Special
attention is given to the p-dependences of the jump rates both for small p and
for large p, because they control the asymptotic behaviours of the trapping and
recycling times. It is thus important to include these p-dependences correctly in
the simplified jump rates in order to ensure the validity of the statistical model.
Raman cooling is then briefly treated in Section A.2.

We only consider here the limit of small laser intensities (and a null detuning for
VSCPT) but it is clear that the calculations can easily be generalized if needed.

A.1 Velocity Selective Coherent Population Trapping

We first present the quantum optics treatment of one-dimensional σ+/σ− VSCPT
(Section A.1.1). This allows us to calculate the exact jump rate, as well as some
useful approximations of it, for all values of the momentum p. We also show how
the introduction of a fictitious situation with modified atomic and laser parameters
leads to a jump rate unchanged in the trapping region, but with a negligible Doppler
effect at large values of p.
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In Section A.1.2, using the results of Section A.1.1, we express the parameters
τ0, p0 and pD as functions of the laser and atomic parameters. We also introduce the
elementary step 
p of the random walk in momentum space, and the value pmax

allowing us to mimic by confining walls the Sisyphus friction force in the cases
when it exists (two-dimensional and three-dimensional VSCPT, one-dimensional
lin/45/lin VSCPT).

Section A.1.3 is devoted to calculation of the quantity τb, characterizing the
distribution of the trapping times. The expressions derived for τb are valid for all
three recycling models (which are identical around p = 0).

In Section A.1.4, we express the quantity τ̂b characterizing the distribution of
the recycling times. Here, we find different results for the three different recycling
models, which feature different behaviours at large values of p and therefore
different recycling properties.

A.1.1 Quantum calculation of the jump rate

We consider the one-dimensional σ+/σ− VSCPT scheme for a J = 1 → J = 1
transition. The results presented here are based on the quantum analysis of
[AAK89] with the notation change �1 = K+

√
2 = K−

√
2, and on the delay

function quantum analysis of [CBA91] and [Bar95]. Because of optical pumping,
the situation can be reduced to a three-level system in a � configuration, interacting
with two lasers counterpropagating along x , of equal intensities, and circularly
polarized σ+ and σ−, respectively (Fig. A.1).

Taking into account the quantum description of the atomic motion along the di-
rection x of propagation of the lasers, one finds families Fp = {|g−〉p, |g+〉p, |e〉p}
of three coupled levels, characterized by a generalized momentum p along x . A
given family is stable under the atom–laser interaction. These three states are
|g±〉p = |g±, p ± h̄k〉 and |e〉p = |e, p〉, where p ± h̄k and p are the atomic
momenta associated with g± and e, respectively. An atom in g+ (g−) must have
a momentum p + h̄k (p − h̄k) to reach the state |e, p〉 by absorbing a photon σ−
(σ+) with momentum −h̄k (+h̄k). The label p used in the notation |g±〉p , |e〉p is
actually the momentum of the total system ‘atom + laser photons’.

When, in addition, one takes into account the fluorescence process in which an
atom in a ground state |g±〉p absorbs a laser photon and re-emits it spontaneously
along a random direction, it becomes possible for the atom to change momentum
family and to fall into a ground state characterized by a new value p′ of the
generalized momentum.

The time intervals between two successive spontaneous emissions by the same
atom have a probability distribution Wp(τ ) called the ‘delay function’ or the
‘waiting time distribution’ (see Section 2.3.3). In general, Wp(τ ) is the squared
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2  22 2 2  22 2σ+
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x

Fig. A.1. System of three atomic states (� system) coupled by two counterpropagating
lasers, respectively σ+ and σ− circularly polarized. The coupling matrix elements corre-
sponding to a J = 1 → J = 1 transition are indicated. Note the opposite signs. The
family Fp = {|g−〉p, |g+〉p, |e〉p} characterized by the generalized momentum p along
x is stable under the atom–laser coupling (absorption and stimulated emission), but the
generalized momentum p (and therefore the family) changes when a fluorescence photon
is emitted.

modulus of a sum of complex exponentials. However, under frequently valid
approximations presented below, Wp(τ ) reduces to a single (real) exponential law1

thus allowing one to introduce a fluorescence rate R(p), which is also the jump
rate for the momentum (see eq. (2.6)).

In VSCPT, the rate of fluorescence R(p) from ground states depends on p, and
vanishes around p = 0. The momentum p therefore follows an inhomogeneous
random walk as considered in Section 2.2, leading to subrecoil cooling.

The goal of this section is to explicitly calculate the fluorescence rate R(p) as a
function of the atom and laser parameters, in order to be able to derive the statistical
quantities of interest in the following sections.

A.1.1.1 Effective Hamiltonian

In order to find the fluorescence rate R(p) of an atom in the family Fp,
we introduce a non-Hermitian effective Hamiltonian which, in the basis

1 Or, occasionally, to a sum of two (real) exponentials (see eq. (A.35)).
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{|g−〉p, |g+〉p, |e〉p}, has the expression [AAK89, Coh90]

Ĥp = h̄


− kp

M 0 − �1

2
√

2

0 kp
M

�1

2
√

2

− �1

2
√

2
�1

2
√

2
−δ̃ − i�

2

. (A.1)

The two lasers have the same frequency ωL, and their wave-vectors are ±k along
x . The atom has a mass M, an atomic Bohr frequency ωA, and the lifetime of the
upper level is �−1. The effective detuning δ̃,

δ̃ = ωL − ωA + �R, (A.2)

takes into account the recoil frequency �R

�R = h̄k2

2M
. (A.3)

The two lasers have the same intensity I , and the atom–laser coupling matrix
elements have 1/

√
2 factors because we define �1 = �

√
I/(2Isat) as the Rabi

frequency that would be associated with a two-level atom having the same ra-
diative decay constant � of the excited state. In the case of metastable helium,
lA = 2πc/ωA = 2π/k = 1.0830 µm, �−1 = 100 ns, Isat = 0.16 mW/cm2, and
�R = �/37.44.

The diagonal terms ±kp/M , which can be interpreted as Doppler shifts, come
from the expansion of the matrix elements of the kinetic energy Hamiltonian (in eq.
(A.1), we have dropped the diagonal term

(
p2/2M + h̄2k2/2M

)
times the unity

matrix, which gives a uniform energy shift in the Fp family). The imaginary
term i�/2 represents the radiative decay of the excited state. Because of the laser
coupling between the excited state and the ground states, this imaginary term gives
rise to an instability of the ground states that we interpret as the fluorescence rate,
and that we want to calculate.

In order to evaluate the fluorescence rate of an atom in the ground subspace
Gp = {|g−〉p, |g+〉p}, we first diagonalize Ĥp: each eigenvector

∣∣u j
〉

is a principal
decay mode, with a decay rate � j equal to the imaginary part of the corresponding
eigenvalue l j (times a −2 factor)

� j = −2 Im{l j }. (A.4)

Note that, because of conservation of the trace, we have∑
j

� j = �. (A.5)
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Fig. A.2. Decay constants � j (p), and corresponding statistical weights π
g
j (p) in the

ground subspace, at a gross scale (case of He∗, �1 = 0.1�, δ̃ = 0). The solid curves
result from an exact diagonalization of the effective Hamiltonian. The dotted curves in
the plots of �1(p) and �2(p) exactly coincide with the solid curves at large p and are
hardly distinguishable at small p. These dotted lines represent the result eq. (A.15) of
the perturbative diagonalization at ‘large’ p values where there is no coherent population
trapping (kp/M 	 �1, that is p/h̄k 	 �1/(2�R) � 1.9).

The statistical weight π
g
j (p) associated with the decay rate � j , for ground state

atoms uniformly distributed among |g−〉p and |g+〉p (statistical mixture with equal
weights 1/2), is given by the average

π
g
j (p) = 1

2

∥∥〈g−| u j 〉
∥∥2 + 1

2

∥∥〈g+| u j 〉
∥∥2

. (A.6)

A.1.1.2 Exact diagonalization

Figure A.2 shows at a gross scale (p in the range [0, 50 h̄k]) the result of the
diagonalization of Ĥp, plotted for a weak coupling (�1 = 0.1�). For each of the
three eigenvalues, we have plotted, as a function of the momentum p, the decay rate
� j and the statistical weight π

g
j (p), in the ground subspace, of the corresponding

decay rate.
The decay rate �3 is very close to �, and has a negligible statistical weight in the
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Fig. A.3. �1(p) and �2(p) at a finer scale near p = 0, for the same parameters as in
Fig. A.2. The decay rate �2(p) exhibits a dip around p = 0, characteristic of VSCPT and
responsible for subrecoil cooling. The solid curves result from an exact diagonalization of
the effective Hamiltonian, while the dashed curve is obtained by a perturbative treatment
around p = 0 (eq. (A.13)). The bifurcation at p � 0.047h̄k is associated with lifting of
the degeneracy between �1(p) and �2(p) occurring at small p.

ground subspace: it is obviously associated with the case of an atom mostly in the
excited state, and is therefore irrelevant to our discussion that focuses on ground
state atoms.

The decay rates �1 and �2 are almost equal at this scale, and they have the same
statistical weight, close to 1/2. They represent the fluorescence rate R(p) in the
ground subspace. They exhibit a Lorentzian variation with p that we interpret as
due to the Doppler detuning.

Figure A.3 shows the same result at a finer scale near p = 0. In this region,
the degeneracy between �2(p) and �1(p) is lifted. The jump rate �2(p) tends
quadratically to zero with p: this is the main feature of VSCPT, that allows
subrecoil cooling. Simultaneously, we see that �1(p) increases to 2R0, where R0

is the fluorescence rate at the maximum of the gross scale Lorentzian. For atoms
uniformly distributed in the ground subspace, the statistical weights π

g
1 (p) and

π
g
2 (p) are both equal to 1/2.
We are now going to obtain perturbative expressions of �1(p) and �2(p) in the

two asymptotic situations of interest: close to p = 0 and at values of p beyond
the bifurcation where there is no coherent population trapping. These analytic
expressions will be used in the following sections to establish the connection with
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the simple models introduced in the main text.

A.1.1.3 Expansion around p = 0

Taking p = 0, we obtain the zeroth order (in p) eigenvalues and eigenvectors of
Ĥp. One eigenvalue, l2(0) (labelled 2 in correspondence with the above discus-
sion), is zero, and the corresponding decay constant is

�2(0) = �NC(0) = 0. (A.7)

It is associated with the eigenvector

|u2〉0 = |�NC(0)〉 = 1√
2

{|g−〉0 + |g+〉0

}
(A.8)

which is the trapping state, not coupled to the excited state by the lasers, and in-
troduced in the theoretical analysis of [AAK89]. To calculate the other eigenvalue,
l1(0), relevant to ground state atoms, we make the simplifying assumption2 that:

�1 � �/2, (A.9)

and we keep only the lowest order in �1/�. Taking respectively the imaginary and
real parts of l1(0) = δ′

1(0) − i�1(0)/2, we obtain the decay rate

�1(0) = �C(0) = �2
1

�

1

1 + (2δ̃/ �)2
(A.10)

and the energy shift (light shift)

δ′
1(0) = δ̃

�2
1/�2

1 + (2δ̃/ �)2
. (A.11)

The corresponding eigenvector is

|u1〉0 = |�C(0)〉 = 1√
2

{|g−〉0 − |g+〉0

}
. (A.12)

We now consider the lowest-order (in p) non-zero term of �2(p) near p = 0:

�2(p) = �NC(p) �
p→0

4�

�2
1

(
kp

M

)2

= 16�2

�2
1

(
�R

�

)2 ( p

h̄k

)2

�. (A.13)

The quadratic variation of eq. (A.13) around p = 0 is shown in Fig. A.3 (dashed
curve) for �1 = 0.1� and δ̃ = 0: it clearly coincides with the exact value

2 This assumption allows us to present the essential features simply, but it plays no crucial role in the reasoning.
Moreover, it is not difficult to generalize the calculations presented here when this assumption does not hold
(see footnote 7 in this appendix (p. 158)). In that case, the quantities of interest depend on �1 in a more
complicated way.
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obtained by the direct diagonalization of the whole matrix. A similar perturbative
calculation in p gives:

�1(p) = �C(p) �
p→0

�1(0) − �2(p). (A.14)

This relation also holds for the exact calculation presented above.

Remark. Note that the result of eq. (A.13) is independent of the detuning δ̃. This
can be interpreted (see [AAK89], Section 6.E) as compensation of the variation of
the light shift of eq. (A.11) with δ̃, by a similar variation of �C(0) (eq. (A.10)).

A.1.1.4 Behaviour out of the trapping dip

We now consider the case kp/M large compared to �1. At zeroth order in �1,
the matrix Ĥp of eq. (A.1) is diagonal, and the only non-zero decay constant �3 is
associated with the excited state. To obtain the fluorescence rate of atoms in the
ground state, we make a first-order (in �1) perturbative diagonalization of Ĥp. We
find that the states |g−〉p and |g+〉p are associated with decay constants

�g±(p) = �2
1/8(̃

δ ± kp/M
)2 + �2/4

�. (A.15)

The decay constants �g±(p) exhibit a Lorentzian dependence with a half-width pD

at half-maximum, related to the Doppler effect, given by:

pD = �M

2k
= �

4�R
h̄k. (A.16)

In the case δ̃ = 0, these two Lorentzians are identical and centred at the same value
p = 0. To simplify the discussion and the equations, we consider only this case in
the following3. For p � pD, �g±(p) does not depend on p and takes its maximum
value

�g±(0) � �2
1

2�
. (A.17)

For p 	 pD, �g±(p) has Lorentzian tails decaying as

�g±(p) = �

8

(
M�1

kp

)2

= �g±(0)

(
pD

p

)2

. (A.18)

The two rates given in eq. (A.15) are plotted in Fig. A.2 (dotted line) for �1 =
0.1� and δ̃ = 0. They cannot be distinguished from the exact eigenvalues obtained
by diagonalization, for values of p beyond the bifurcation. We note in particular

3 The generalization to δ̃ �= 0 is not very difficult. Note in particular that eqs. (A.19a) and (A.19b) must be
supplemented with δ̃ → δ̃(F) = F δ̃.
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the good agreement even in the region where p is less than pD (central region of
the gross scale Lorentzian) but where kp/M 	 �1.

A.1.1.5 Case of a negligible Doppler effect

In this subsection, we show how a simple modification of the atomic and laser
parameters, in one-dimensional σ+/σ− VSCPT quantum calculations, leads to
fluorescence rates identical to the previous ones near p = 0 (VSCPT region),
but with negligible Doppler decrease at large p. This will allow us to make the
connection with the unconfined model introduced in the main text.

To make the Doppler effect negligible at large p, it is possible to shift the scale
pD to arbitrarily large values, while keeping unaffected the dip of the fluorescence
rate around p = 0. For that purpose, we introduce a fictitious situation deduced
from the real one considered above, by the transformation

� −→ �(F) = F�, (A.19a)

�1 −→ �
(F)

1 =
√

F �1, (A.19b)

where F is a large enough factor. It is then clear in eqs. (A.13) and (A.17) that
the fluorescence rate �NC(p) associated with the trapping state around p = 0
is unchanged, as well as the fluorescence rate �g±(0) at the maximum of the
Lorentzian4. On the other hand, the half-width pD of the Lorentzian is increased
by the factor F

pD −→ p(F)
D = F pD. (A.20)

Thus, the Lorentzian decay is relegated to large values of p. By taking pD larger
than the largest momentum reached by the atoms during the studied interaction
time θ , we simulate the unconfined model while keeping all the quantum equations
of the problem. This is used in the quantum jump calculations of Section 8.3.2.
The validity of this method is confirmed by independent calculations presented in
[AlK96] (see Section 8.3.2 and in particular footnote 5, p. 111).

Figure A.4 shows the result of the exact diagonalization of the Hamiltonian Ĥp

(eq. (A.1)) where we have made the transformation of eq. (A.19) with F = 316,
the value chosen for the numerical simulations presented in Chapter 8. It confirms
that the transformation (A.19) leaves the fluorescence rates �2(p) and �g±(p) un-
changed5 in the trapping dip and at small values of p while modifying it out of the
4 The fluorescence rates remain the same in units of s−1. Therefore time scales (in s) are left unchanged

by the transformation. However, when specified in units of �−1, times must be modified, according to:
t/�−1 → (t/�−1)(F) = F(t/�−1).

5 The maximum value of the fluorescence rate is slightly (1%) larger in the real situation (F = 1) than in

the fictitious situation (F = 316). This is because �
(F)
1 /�(F) is smaller than �1/� by a factor

√
F . This

factor improves the validity of the perturbative assumption (A.9) and therefore slightly modifies the value of
the fluorescence rates. The larger the value of F , the better the approximation (A.9). The agreement would be
perfect if the saturation terms were taken into account (see footnote 2, p. 151).



154 Appendix A. Statistical models/physical parameters

0 0.05 0.1
p (h/(2πk))

0

20 000

40 000

60 000

Γ 2(
p)

   
 (

s–1
)

Γ2(p), F = 1
Γ2(p), F = 316

(a)

0 10 20 30 40 50
p (h/(2πk))

0

20 000

40 000

60 000

Γ g
±(

p)
   

 (
s–1

)

Γg±(p), F = 1
Γg±(p), F = 316

(b)

pD

Fig. A.4. Exact fluorescence rate associated with the transformation (A.19). The solid
curves represent the real situation (F = 1) with �1 = 0.1�, δ̃ = 0 and other parameters as
in Fig. A.2 and Fig. A.3. The dashed curves represent the fictitious situation resulting from
the transformation (A.19) with F = 316. Note the vertical scales in s−1 and not in � as in
previous figures, because �(F) depends on F through (A.19). (a) In the vicinity of p = 0,
�2(p) is unchanged by the transformation (A.19). (b) For large p, the large value of F
pushes the Lorentzian decrease of the fluorescence rates �g±(p) towards larger values of
p, out of the frame of this figure.

trapping dip, so that the size pD of the region where �g±(p) remains approximately
constant is extended by the factor F , from pD � 9.4h̄k to p(F)

D � 3000h̄k.
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A.1.2 Parameters of the random walk models

Inside the trap and in its vicinity, the three random walk models introduced in
Chapter 3 (Section 3.2) coincide. They are all characterized by a quadratic jump
rate around p = 0, and by a plateau. We first express the parameters τ0 and p0

characterizing this quadratic rate and the plateau as a function of the atom and laser
parameters for one-dimensional σ+/σ− VSCPT. We then determine the parameter
pD beyond which the Doppler model is different from the unconfined model. We
also justify the introduction of confining walls to mimic friction, and we give an
estimate for pmax. Finally, we give the length 
p of the elementary step of the
random walk in the momentum space.

A.1.2.1 Trapping region and plateau: p0 and τ0

Around p = 0 and in the neighbouring region, the three models have been defined
by eqs. (3.5), (3.7), (3.8) and (3.9). These equations reveal the following features:

• a plateau with a constant fluorescence rate:

R(p) = 1

τ0
for p ≥ p0; (A.21)

• a dip with a quadratic variation around p = 0:

R(p) = 1

τ0

(
p

p0

)2

for p ≤ p0. (A.22)

To make the connection with the quantum results, we first equal the constant rate
of the plateau (eq. (A.21)) to the maximum rate �g±(0) of the quantum jump rate
out of the dip (eq. (A.17)). This gives the value of τ0 as a function of the laser and
atom parameters:

τ0 = 2

(
�

�1

)2

�−1. (A.23)

To make the connection in the trapping region, let us recall that according to the
above analysis, an atom falling into a ground state in the region close to p = 0
can have two different evolutions. It can, with a probability π1 � 1/2, continue to
fluoresce at a rate (see eqs. (A.10) and (A.14) for δ̃ = 0)

�1(p) = �C(p) � �C(0) = 2

τ0
. (A.24)

This situation does not correspond to a trapping event since the random walk in the
momentum space continues with a relatively large rate. But the atom falling into a
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ground state close to p = 0 can also, with a probability π2 � 1/2, fluoresce at a
much smaller rate (see eq. (A.13))

�2(p) � �NC(p) = 4�

�2
1

(
kp

M

)2

corresponding to a trapped state |�NC(p)〉. The identification with the jump rate
given by eq. (A.22) leads to:

1

τ0 p2
0

= 4�

�2
1

(
k

M

)2

(A.25)

or, in reduced units:

(�τ0)

(
p0

h̄k

)2

= 1

16

(
�1

�R

)2

. (A.26)

We thus find

p0 = 1

2
√

2

M �2
1

k�
(A.27)

or, in reduced units,

p0

h̄k
= 1

25/2

�2
1

�R�
. (A.28)

A.1.2.2 Dependence on laser intensity

The jump rate R(p) resulting from eq. (A.21) and eq. (A.22) together with eq.
(A.23) and eq. (A.28) is represented in Fig. A.5 for two values of �1. The
dependence on laser intensity, which is proportional to �2

1, is worth noting. In the
plateau outside the trapping dip, the jump rate R(p) increases with the intensity.
This agrees with intuition: a larger laser intensity corresponds to a larger rate of
fluorescence. But, inside the trapping dip, R(p) = �2(p) decreases with �1

6. This
behaviour can actually be explained, invoking the instability in the ground states
due to the coupling to the excited state (see [AAK89], Section 3.C).

The existence of opposite dependences of R(p) on laser intensity inside and
outside the trapping dip plays a crucial role in the cooling optimization (see Section
9.3).

6 On the contrary, �1(p) increases with �1, as intuition suggests.
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Fig. A.5. Model of the jump rate for VSCPT at two different laser intensities. Increasing
the laser intensity I , i.e. increasing �1 which scales as I 1/2, implies: (i) increasing the
size p0 of the trapping dip; (ii) increasing the jump rate 1/τ0 out of the trapping dip; (iii)
decreasing the jump rate in the trapping dip.

A.1.2.3 Doppler tail: pD

The Doppler recycling model must coincide with the quantum calculations at large
values of p. Except at very small values of p, the quantum calculations predict
a Lorentzian behaviour of the fluorescence rate centred at p = 0 (eq. (A.15) for
δ̃ = 0). The model approximates this Lorentzian variation by:

• a plateau (already introduced above) where the constant rate is equal to the
maximum of the quantum Lorentzian (cf. eq. (A.23)) for p ≤ pD:

R(p) = 1

τ0
= �g±(0) = �

�2
1

2�
; (A.29)

• a wing coinciding with the Lorentzian tail given by the quantum calculation at
large p ≥ pD (cf. eq. (A.18)):

R(p) = 1

τ0

(
pD

p

)2

= �

8

(
M�1

kp

)2

= �

32

(
�

�R

)2 (
�1

�

)2 ( h̄k

p

)2

. (A.30)

The parameter pD is thus taken equal to:

pD = �M

2k
(A.31)
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or, equivalently in reduced units:

pD

h̄k
= 1

4

�

�R
. (A.32)

A.1.2.4 Discussion: comparison between quantum calculations and statistical
models

Figure A.6 shows a comparison between the Doppler model and the results of
the exact quantum calculations for one-dimensional σ+/σ− VSCPT. The model
coincides with the exact results7 in two extreme situations: around p = 0 and at
very large p. This is exactly what is required to describe correctly the asymptotic
limits of very long trapping times on the one hand (p → 0) and of very long
recycling times on the other (p → ∞). The intermediate region where the model
significantly differs from the exact calculation plays no role in the evaluation of the
tails of the broad distributions of the trapping and recycling times: in particular,
the value R = 1/τ0 of the height of the plateau is irrelevant since the relevant
quantities are τ0 p2

0 on the one hand and p2
D/τ0 on the other, both quantities being

fully determined by the behaviour of the jump rate around p = 0, and for very large
p. We therefore expect the model to reproduce very well the results of the quantum
calculations for the asymptotic limit of long interaction times, for quantities that
depend only on the tails of the trapping and recycling times distributions.

Figure A.7 shows a comparison between the unconfined model, and the re-
sults of the exact quantum calculations for one-dimensional σ+/σ− VSCPT, with
modified parameters (case of negligible Doppler effect, see Section A.1.1.5). The
agreement is excellent around p = 0 (long trapping times) and in the plateau
(long recycling times). We therefore here also expect the model to reproduce very
well the results of the quantum calculations for the asymptotic limit of very long
interaction times, for quantities that depend only of the tails of the trapping and
recycling times distributions. For the unconfined model, the relevant quantities
for the correspondence are τ0 p2

0, which characterizes the trapping region, and
1/τ0, which is the jump rate in the plateau. Notice that the perturbative (in �1)
expressions of τ0 p2

0 (eq. (A.25)) and of τ0 (eq. (A.23)) have a much wider range
of validity, since the transformation (A.19) multiplies the ratios �1/� by a factor
F−1/2 much smaller than one, so that the perturbative parameter is multiplied by
the same small factor (see footnote 5, p. 153).

7 When we are not in the perturbative limit �1 � �, the agreement is not as good around p = 0, but one may
easily generalize eq. (A.13) by using a more exact expression (in �1) of the quadratic (in p) jump rate around
p = 0, rather than the expression (A.13) of Section A.1.1.3. Notice that, by contrast, the perturbative (in �1)
expression (A.30) of R(p) at large p values remains valid for large values of p (kp/M 	 �1).



A.1 VSCPT 159

0 10 20 30 40 50
p (h/(2πk))

0

0.01

0.02

0.03

0.04

0.05

Exact result
Statistical model

0 0.2 0.4 0.6 0.8 1
0

0.01

0.02

0.03

0.04

0.05

Exact result
Statistical model

R
(p

) 
   

 (
Γ

)
R

(p
) 

   
 (

Γ
)

Fig. A.6. Comparison between the Doppler model (dashed curve), and the exact quantum
calculation (solid curve). Parameters as in figure A.2 and figure A.3, except for �1 = 0.3�

(δ̃ = 0). The agreement is excellent around p = 0 (limit of long trapping times) and for
large p values (limit of long recycling times). This is why the model describes the long
trapping times and the long recycling times correctly. The plateau of the statistical model is
arbitrarily defined as the maximum of the quantum optics result calculated perturbatively
(�1 � �), which is not valid here (�1 = 0.3�).

A.1.2.5 Confining walls: pmax

As explained in Section 8.5 and in the introduction to this appendix, there are
several situations (in one, two or three dimensions) in which a friction force appears
out of the trapping region. This friction force acts as a confining force in the
momentum space, which pushes the atoms back towards p = 0. It prevents the
atomic random walk in momentum space from reaching large values of p, and we
mimic its effect by introducing confining ‘walls’ at p = pmax in momentum space.
To obtain a reasonable value for pmax, we recall that optimized Sisyphus cooling
leads to a steady-state momentum distribution with a rms half-width of a few h̄k.
We will therefore take a value of a few h̄k, typically:

pmax � 3h̄k. (A.33)

Notice however that this value is chosen somewhat arbitrarily. It can be fixed
more precisely in each specific cooling configuration, using the theory of Sisyphus
cooling [DaC89, UWR89, CaM95].
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Fig. A.7. Comparison between the unconfined model (dashed line), and the modified
quantum calculation without Doppler effect (solid line). Same parameters as in Fig. A.4
(�1 = 0.1�; δ̃ = 0�; F = 316). The agreement is excellent around p = 0 (limit of long
trapping times) and for large p values (limit of long recycling times). On the lower graph,
the two curves are not distinguishable. Note the scale of R(p) in s−1 and not in �−1 in
order to compare different F values.

A.1.2.6 Elementary step of the random walk: 
p

The rms length 
p of the elementary step of the random walk in momentum space
is an important parameter of the models. For one-dimensional σ+/σ− VSCPT,
each step comprises one absorption of a laser photon along x and one spontaneous
scattering along a random direction in three dimensions, with an isotropic distribu-
tion8.

The rms exchanged momentum along x is therefore


p =
√

4

3
h̄k. (A.34)

For other one-dimensional laser configurations or for two- and three-dimensional
cooling, specific calculations of 
p must be made.

8 In a more realistic model, one should take into account the dipolar pattern of spontaneous emission. This
would give 
p = √

7/5h̄k � 1.183h̄k, which is close to the result of eq. (A.34) (
√

4/3 � 1.155). See
Section IV.3.4.1 in [Bar95].
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A.1.3 Trapping time distribution: τb

We have established the connection between the atomic parameters and the quan-
tity τ0 p2

0 that completely characterizes the quadratic fluorescence rate of the
trapped atoms around p = 0. We can therefore deduce the parameter τb appearing
in the statistical distribution of the trapping times which is the same for the three
recycling statistical models.

We use eq. (3.23) relative to an exponential law for the waiting times, given a
certain jump rate. We recall (see Section A.1.2.1) that an atom entering the trapping
region at momentum p has a probability π2 � 1

2 of falling into a trapping state9,
and therefore having a jump rate following eq. (A.13), and a probability π1 � 1

2
of falling into a non-trapping state, and therefore having a jump rate �1(p) �
�C(0) following eq. (A.10). The conditional trapping time distribution10 P(τ |p) =
Wp(τ ) for such an atom thus reads:

P(τ |p) = 1
2�1(0)e−�1(0)τ + 1

2�2(p)e−�2(p)τ . (A.35)

The total probability distribution P(τ ) (cf. eq. (3.20)) is therefore

P(τ ) =
∫ ptrap

−ptrap

ρ(px)P(τ |px) dpx

= 1

2
�1(0)e−�1(0)τ + 1

2

∫ ptrap

−ptrap

ρ(px)�2(px)e
−�2(px )τ dpx . (A.36)

At large τ , the first term becomes exponentially negligible compared to the second,
which vanishes only as a power law in τ . This second term is equal to one half the
distribution calculated in eq. (3.23):

P(τ ) �
τ→∞

1

2
× �(1/2)

2

τ
1/2
trap

2 τ 3/2
. (A.37)

Using the definition of eq. (3.32) (P(τ ) = τ
1/2
b /2 τ 3/2) for τb and eq. (3.15) for

τtrap, we first obtain

τb = π

16

(
p0

ptrap

)2

τ0, (A.38)

which can then be written, using eq. (A.26):

τb = π

28

(
�1

�R

)2 ( h̄k

ptrap

)2

�−1. (A.39)

9 In the case where the statistical weight π2(p) would vary significantly with p around p = 0, this variation
could modify the exponent µ of the power-law characterizing the trapping times.

10 This is the only case in this work where the delay function (see Sections 2.3.3 and 2.4.2) is not reduced to a
single exponential.



162 Appendix A. Statistical models/physical parameters

Notice that the arbitrary parameter ptrap should disappear at the end of calculations
of measurable quantities. The same remark holds for the analogous quantities
derived below.

This result can be generalized to the case of D dimensions. Using eq. (3.32),
and introducing the same factor 1/2 as above, we can generalize eq. (A.38) to

τb =
(

D

4
�(D/2)

)2/D (
p0

ptrap

)2

τ0, (A.40)

and eq. (A.39) to

τb = 1

16

(
D

4
�(D/2)

)2/D (
�1

�R

)2 ( h̄k

ptrap

)2

�−1. (A.41)

Note, however, that choosing the exact value of �1 would require further work. If
D > 1, the amplitude of the total laser field varies in space and its average must be
carefully evaluated.

The expression (A.41) is valid in any dimension. However, if D > α, the
average value 〈τ 〉 is finite and the trapping time distribution P(τ ) is then more
conveniently characterized by 〈τ 〉. Taking into account both coupled states and
non-coupled states (and using eqs. (A.14) and (A.23))), one obtains:

〈τ 〉 � τ0 = 2

(
�

�1

)2

�−1. (A.42)

A.1.4 Recycling time distribution

In this section we want to express the parameters characterizing the recycling
time distribution as a function of the atom and laser parameters. Since the three
statistical recycling models considered in this work differ in the recycling region
out of the trap, we will have to consider the three cases separately.

A.1.4.1 Doppler model: τ̂b

For the Doppler model, in one dimension, the probability distribution of the recy-
cling times reads P̂(τ̂ ) = τ̂

1/4
b /(4τ̂ 5/4), according to eq. (3.49), where the typical

time τ̂b is given by eq. (3.50) (with the numerical factor of eq. (B.23))

τ̂b = (0.3296 . . . )4 
p6

p4
trap p2

D

τ0. (A.43)
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It is completely characterized by τ0 p−2
D and 
p. Using eq. (A.34) for 
p, eq.

(A.32) for pD and eq. (A.23) for τ0, we obtain

τ̂b = (0.3296 . . . )4211

33

(
h̄k

ptrap

)4 (
�R

�1

)2

�−1 = 0.895 . . .

(
h̄k

ptrap

)4 (
�R

�1

)2

�−1.

(A.44)

This result is valid only in one dimension.

A.1.4.2 Unconfined model: τ̂b

The recycling time distribution of the unconfined model corresponds to a standard
homogeneous random walk (Section 3.4.2), with a constant jump rate 1/τ0. Ac-
cording to eq. (3.46), we have

P̂(τ̂ ) = τ̂
1/2
b

2 τ̂ 3/2
(A.45)

with

τ̂b = 1

2π

(

p

ptrap

)2

τ0, (A.46)

which gives, using eq. (A.23) and eq. (A.34),

τ̂b = 4

3π

(
�

�1

)2 ( h̄k

ptrap

)2

�−1. (A.47)

Again, this result is valid only in one dimension.

A.1.4.3 Confined model:
〈
τ̂
〉

In the confined model, the homogeneous random walk out of the trap is confined
by reflecting walls at p = pmax. As explained in Section 3.4.4, the average first
return time 〈τ̂ 〉 is finite in this case. It is given by eq. (3.56):

〈
τ̂
〉 = τ0

(
pmax

ptrap

)D

,

which, using eq. (A.23), can also be written

〈
τ̂
〉 = 2

(
pmax

ptrap

)D (
�

�1

)2

�−1. (A.48)

The position pmax of the confining walls is given in eq. (A.33). Recall, however,
that pmax has been defined somewhat arbitrarily, and therefore results depending
explicitly on pmax should be considered with some caution.
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A.2 Raman cooling

In this section, we first present a model jump rate (Section A.2.1) for Raman
cooling, from which we infer the parameters of the random walk models (Section
A.2.2). The parameters of the trapping time distribution (Section A.2.3) and of the
recycling time distribution (Section A.2.4) are then derived.

A.2.1 Jump rate

In Raman cooling [KaC92], the jump rate R(p) results from the superposition of
individual jump probabilities Pi (p) created by a sequence of light pulses, labelled
by i . The jump probability Pi (p) created by a single light pulse is given, in the
limit of a weak excitation, by the squared Fourier transform of the time evolution
of an effective Rabi frequency �1, eff(t)11. Thus, by changing the time dependence
of the intensity (proportional to the square of the Rabi frequency) of the light pulse,
one can obtain a variety of jump probabilities Pi (p). For each pulse i , the shape,
the central position and the magnitude of the jump probabilities Pi (p) can all be
varied. This gives a unique flexibility with which to tailor the jump rates R(p)

achievable in Raman cooling.
For the simplicity of the theoretical analysis, we consider here a pulse sequence

based on square time Raman pulses, i.e. where �1, eff(t) is a square pulse. This
sequence has been shown, in a one-dimensional experiment, to be both efficient
and simple to implement in practice [RBB95]. It leads to an exponent α = 2.
Other sequences, such as those based on Blackman pulses [KaC92] (α � 3–4
[RBB95, Rei96]), could be considered as well.

Let us first describe the jump probability Pi (px) created by a single pulse of
duration τp,i (more precisely, Pi (px) is the probability that the atom will emit a
spontaneous photon after one pulse). The laser beams are along the x axis so that
the light pulse acts only on the x component of the atomic momentum p. When
the light intensity of a pulse of duration τp,i is adapted so that the maximum of this
probability is maximized to one (‘π pulse’), we have12

Pi (px) =
{

sin

[
τp,i

2

(
δ̃i − 2kpx

M

)]/[
τp,i

2

(
δ̃i − 2kpx

M

)]}2

, (A.49)

where δ̃i is the detuning between the frequency difference of the lasers and the
Raman transition (taking into account the atomic recoil terms), k is the wave-vector

11 For the physics of these lights pulses, we refer the reader to the original article [KaC92] and, for a more
detailed treatment, to [Rei96].

12 This expression of the jump probability of a single pulse is the simplest, but not the most accurate, one can
derive. Better approximations can be found in [Rei96]. They only introduce minor quantitative differences in
the prefactors, which are irrelevant for our purposes here.
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of the lasers acting on the Raman transition and M is the atomic mass. As we do not
want to excite atoms in px = 0, we fix the detuning δ̃i so that the first cancellation
of Pi (px) to the left13 of its maximum occurs in px = 0:

δ̃i = 2π

τp,i
. (A.50)

To summarize, the single pulse jump probability (see Fig. A.8) is

Pi (px) =
[

sin
(
π − kτp,i

M
px

)/(
π − kτp,i

M
px

)]2

. (A.51)

For a given atom, i.e. a given k and a given M , it depends on a single adjustable
parameter, τp,i . It presents a maximum in pi :

pi = π M

kτp,i
= π

2

1

�Rτp,i
h̄k, (A.52)

where the recoil frequency �R is defined, as in eq. (A.3), by

�R = h̄k2

2M
.

The probability Pi (px) cancels at

px = . . . , −2pi , −pi , 0, 2pi , 3pi , . . . . (A.53)

In the vicinity of px = 0, one has:

Pi (px) −→
px →0

(
kτp,i

π M
px

)2

=
(

px

pi

)2

= 4

π2

(
�Rτp,i

)2 ( px

h̄k

)2

. (A.54)

To achieve an efficient cooling in one dimension, a sequence of pulses (see
Fig. A.9) is needed to excite all atomic momenta px except in the vicinity of
px = 0. Interestingly, this can be realized for px > 0 in a relatively small time by
a ‘geometric’ sequence of pulses of durations

τp,1, τp,2 = τp,1

2
, . . . , τp,i = τp,1

2i−1
, . . . , (A.55)

centred at

p1, p2 = 2p1, . . . , pi = 2i−1 p1, . . . , (A.56)

with the τp,i ’s and pi ’s being related by eq. (A.52) and the detunings δ̃i ’s following

13 At this point, the cancellation could have been chosen to occur at the right of the maximum of Pi (px ). The
sign of the position of the centre pi of Pi (px ) (see eq. (A.52)) becomes important only when friction forces
are taken into account (see below).
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Fig. A.8. Excitation probability Pi (px ) generated by a single light pulse of Raman cooling.

eq. (A.50). To cover px < 0, we take a symmetric sequence of pulses, with
durations

τp,−1 = τp,1, τp,−2 = τp,2, . . . , (A.57)

centred at

p−1 = −p1, p−2 = −p2, . . . , (A.58)

and with detunings

δ̃−1 = −δ̃1, δ̃−2 = −δ̃2, . . . . (A.59)

The detunings δ̃i and intensities of the pulses are adapted so that each pulse creates
a jump probability similar to eq. (A.51):

Pi (px) =
sin

(
π − sign(i) kτp,i

M px

)
π − sign(i) kτp,i

M px

2

. (A.60)

Thus, the whole sequence of pulses preserves the dark state character of px = 0.
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Fig. A.9. Jump rate R(px ) for the geometric sequence of square pulses. The jump rates
Pi (px )/τs created by the first individual pulses, centred at p1, p2 = 2p1, p3 = 4p1, . . . ,
are represented by dashed curves. The pulses centred at p−i < 0 are omitted for clarity.
The resulting jump rate R(px ) is quadratic in the vicinity of px = 0 (eq. (A.66a)) and
approximately constant for |px | � p1 (eq. (A.66b)).

The duration τs of the sequence14 covering the whole px axis is

τs =
∞∑

i=1

(
τp,−i + τp,i

) = 2
∞∑

i=1

τp,1

2i−1
= 4τp,1. (A.61)

The main asset of the geometric sequence is to enable nearly uniform excitation
of the whole px axis, except in the vicinity of px = 0, in a time τs which is only
finitely larger than the durations τp,±1 of the longest pulses.

The jump rate R(px) resulting from the sequence is

R(px) = 1

τs

∞∑
i=1

[P−i (px) + Pi (px)], (A.62)

as shown in Fig. A.9. In the vicinity of px = 0, more precisely for |px | � p1,

14 Apart from the ‘Raman’ pulses presented here, Raman cooling requires auxiliary pulses, called ‘repumping’
pulses. These play only a minor role for our statistical analysis, even if they are essential in practice. Indeed,
the durations of the ‘repumping’ pulses are negligible compared with the durations of the Raman pulses.
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using eq. (A.54) and eq. (A.61), one has

R(px) −→
px →0

2

3τp,1

(
px

p1

)2

= 8

3π2
�2

Rτp,1

(
px

h̄k

)2

. (A.63)

For large values of |px |, Fig. A.9 shows that R(px) is approximately constant

R(px) � 5

3τs
= 5

12τp,1
. (A.64)

Up to now, we have dealt only with Raman cooling in one dimension. The
generalization of Raman cooling to several dimensions is obvious. One simply
adds laser pulses along all the directions that are to be cooled. Thus, the duration
of a pulse sequence in D dimensions is, after eq. (A.61) for one dimension,

τs = 4Dτp,1. (A.65)

And the resulting jump rate R(p) is

p = ‖p‖ � p1: R(p) −→
p→0

2

3Dτp,1

(
p

p1

)2

= 8

3Dπ2
�2

Rτp,1

(
p

h̄k

)2

, (A.66a)

p � p1: R(p) � 5

12Dτp,1
. (A.66b)

Finally, we note that each pulse generates not only a probability Pi (px) of
spontaneous emission but also a deterministic momentum transfer of magnitude
2h̄k. The sign of the deterministic transfer can be chosen so that each pulse tends to
reduce the magnitude of the atomic momenta on which it acts preferentially. Thus,
pulses with pi > 0 (respectively pi < 0) induce transfers of −2h̄k (respectively
+2h̄k). These deterministic transfers provide a very efficient way of confining
atomic momenta.

A.2.2 Parameters of the random walk models

Having calculated the jump rate R(p), one can now derive the random walk model
suitable for Raman cooling. It is clear from Fig. A.9 and from the previous section
that the proposed sequence of pulses presents all the features of the confined model
introduced in Section 3.2: a trapping dip with a power-law dependence of R(p)

around p = 0; a constant jump rate at large p; and confining forces.
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A.2.2.1 Trapping region and plateau: p0 and τ0

We want to connect the jump rate computed for Raman cooling (cf. eq. (A.66a,b))
with the jump rate of the confined model (cf. eq. (3.5) and eq. (3.7)):

p ≤ p0: R(p) = pα

τ0 pα
0

,

p ≥ p0: R(p) = 1

τ0
.

This identification is possible with

α = 2, (A.67)

τ0 p2
0 = 3Dπ2(h̄k)2

8�2
Rτp,1

, (A.68)

τ0 = 12Dτp,1

5
, (A.69)

and therefore, using eq. (A.52),

p0 =
√

5

8
p1 =

√
5

12

π

�Rτp,1
h̄k. (A.70)

Figure A.10 shows that the rate of the statistical model and the realistic rate
R(px) of eq. (A.62) are close to each other.

As in the case of VSCPT (see p. 156), we observe that the dependences of R(p)

on the important cooling parameter, here τp,1, are opposite inside and outside the
trapping dip.

A.2.2.2 Confining walls: pmax

The deterministic momentum transfers associated with each Raman pulse provide
a very efficient friction mechanism, confining the momenta to a few photon recoils.
One typically has, as for VSCPT with friction (eq. (A.33)):

pmax � 3h̄k. (A.71)

A.2.2.3 Elementary step of the random walk: 
p

Each pulse i generates, with probability Pi (px), a momentum transfer
−sign(pi )2h̄k and a random momentum transfer due to spontaneous emission
along a random direction in three dimensions, with an isotropic distribution (see
footnote 8, p. 160).
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Fig. A.10. Comparison between the jump rate of the statistical model of Raman cooling
and the realistic jump rate. The two jump rates agree perfectly in the trapping dip (|px | �
p1) and agree on average at large momenta (|px | � p1). This ensures that the statistical
approach will be valid at long times θ .

The rms exchanged momentum along x is therefore15


p =
√

13

3
h̄k. (A.72)

This result is valid in one dimension. Similar calculations can be made for two-
and three-dimensional cases.

Here, we neglect the momentum transfers due to the repumping pulses which
are specific to each experimental configuration. They can change the value of 
p
by a factor of less than two.

A.2.3 Trapping time distribution: τb

An atom of momentum px submitted to a Raman pulse i undergoes a Bernoulli
process: its momentum is either changed (probability Pi (px)) or it is unchanged
(probability 1 − Pi (px)). When |px | � pi , as Pi (px) � 1, one can consider that
the trapping time τ(px) resulting from the Bernoulli process is an exponential ran-
dom variable with an average value 1/(Pi (px)/τs). The trapping time distribution

15 We give this value for completeness. However, it is not needed for the confined model, which is relevant for
Raman cooling.
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P(τ ) is therefore (as in eq. (3.23) (exponential model))

P(τ ) =
τ	τtrap

�(1/2)τ
1/2
trap

4τ 3/2
.

Using the definition of eq. (3.32) (P(τ ) = τ
1/2
b /(2 τ 3/2)) for τb, eq. (3.15) for τtrap

and eq. (A.68) for τ0 p2
0, we obtain the correspondence

τb = 3Dπ3

32�2
Rτp,1

(
h̄k

ptrap

)2

. (A.73)

The expression (A.73) is valid in any dimension. However, if D > α, the
average value 〈τ 〉 is finite and the trapping time distribution P(τ ) is then more
conveniently characterized by 〈τ 〉. We then obtain, using eq. (3.35)16,

〈τ 〉 = 3Dπ2

4�Rτp,1

(
h̄k

ptrap

)2

. (A.74)

A.2.4 Recycling time distribution: 〈τ̂ 〉
Being in the confined model, the average first return time 〈τ̂ 〉 is finite and is given
by eq. (3.56). Using eq. (A.69) for τ0, one gets

〈τ̂ 〉 = 12Dτp,1

5

(
pmax

ptrap

)D

. (A.75)

16 Equation (3.35) was calculated for the deterministic model, while Raman cooling corresponds to the expo-
nential model. Taking into account the exponential model would simply introduce a prefactor of order one in
eq. (A.74).
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The Doppler case

B.1 Motivations

The case where the momentum of the atom is not confined by other external means
is clearly very unfavourable for the cooling efficiency. For example, when the
momentum performs a one-dimensional random walk outside the trap, the return
time distribution decays for large return times τ̂ as τ̂−3/2, which is precisely the
same decay as the trapping time distribution itself when α = 2. This in turn leads to
the fact that the fraction of cooled atoms f (θ) tends to a certain constant (less than
one) for large interaction times θ (see Section 5.2.5). The Doppler effect makes
the situation much worse. Because of the frequency shift 
ω = kp/M the rate at
which the atom can change its momentum decays as p−2 for large momentum (this
comes from the Lorentzian line shape of the resonance), slowing down the motion
for large p (see eq. (A.18)). Hence, the return times can only be longer because
of this effect. Actually, as we are now going to show, the return time distribution
(for a one-dimensional geometry) has a slower asymptotic decay for large τ̂ , since
it decays as τ̂−5/4. Hence, from a practical point of view, this situation is not
very interesting. However, from a theoretical point of view, it is important since it
corresponds to a case where the fraction of trapped atoms decays to zero for large
θ in a non-trivial way, which serves as an interesting testing ground both for the
theoretical and numerical methods used in the present context. Here, we show how
the tail of the return time distribution can be obtained exactly, using a remarkable
mapping of the problem onto a quantum harmonic oscillator.

B.2 Setting the stage

The time τ̂ spent outside the trapping region after n steps can be written as:

τ̂ (n) =
n∑

j=1

u jτ [p( j)]p(0)=p(n+1)�0, (B.1)
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where n is the total number of absorbed and emitted photons, each of which
changes the momentum by a random amount, before the atom comes back to
the ‘trap’ p � 0. We consider here the realistic exponential time model (see
Section 3.3.1, p. 30). Therefore, the time between each jump can be written as
the product of an exponential random variable u j of mean equal to one, and a
factor τ [p] = 1/R(p), which is the average time needed for the atom to change its
momentum knowing that its current momentum is p. The latter quantity is given,
in the Doppler case, by eq. (A.30):

τ [p] = τ0

(
p

pD

)2

(p large). (B.2)

It is important to realize that the dynamics of the momentum is still a one-
dimensional random walk as a function of the number of steps n (rather than the
real time t). The Central Limit Theorem allows one to write the probability P(Cn)

to observe a certain path Cn = {p(0), p(1), . . . , p(n) = pf} with a very large
number of steps n in the following Gaussian form:

P(Cn) = 1

Zn
exp

{
− 1

2
p2

n∑
j=1

[p( j) − p( j − 1)]2

}
, (B.3)

where 
p2 is the variance of the momentum jump and Zn the normalization factor.
(Higher cumulants are negligible in the large time, large n, limit that we shall
consider below.)

Let us now introduce an auxiliary function Gn(s, pf) defined as:

Gn(s, pf) = e−sτ̂ (n), (B.4)

where the overline means the average over all paths such that p(0) = 0 and p(n) =
pf. The quantity Gn(s, pf = 0), corresponding to paths ending in the trap, can
thus be interpreted as the Laplace transform of the probability distribution of τ̂ (n),
considered as first return times, for a given n. More explicitly, Gn(s, pf) reads:

Gn(s, pf) =
∫ p(n)=pf

p(0)=0
Dp( j)

∫ n∏
j=1

du j e−u j

× exp −
{

1

2
p2

n∑
j=1

(p( j) − p( j − 1))2 + s
n∑

j=1

u jτ [p( j)]

}
(B.5)

where Dp is the functional measure (that includes the normalization factor Zn).
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The integral over the u j can be performed, leading to:

Gn(s, pf) =
∫ p(n)=pf

p(0)=0
Dp( j)

× exp −
{

1

2
p2

n∑
j=1

(p( j) − p( j − 1))2 +
n∑

j=1

log(1 + sτ [p( j)])

}
.

(B.6)

Since we are interested in the tail of the distribution of τ̂ , we will consider the
small-s limit in the previous expression, for which one can expand the logarithm
as:

log(1 + sτ [p( j)]) � sτ [p( j)]. (B.7)

This means that we could have considered the deterministic hopping time model
(where u j = 1), or any model where the average of u is equal to one, with exactly
the same results.

B.3 Feynman path integral and mapping to the harmonic oscillator

One can also justify that large τ̂ values correspond to a large number of steps n 	 1
outside the trap, so that the above discrete sums can safely be replaced by integrals
where n varies continuously. Furthermore, n 	 1 means that the random walks
reach large momenta, such that eq. (B.2) is asymptotically valid. Hence one has:

Gn(s, pf) =
∫ p(n)=pf

p(0)=0
Dp exp −

{
1

2
p2

∫ n

0
dn′

(
∂p

∂n′

)2

+ sτ0 p−2
D

∫ n

0
dn′ p(n′)2

}
.

(B.8)

If one identifies n → it , n′ → it ′ and p → x , the right-hand side of the above
expression takes the familiar form of a Feynman path integral (with h̄ = 1):∫ x(t)=xf

x(0)=0
Dx exp iS({x}), (B.9)

where the action is that of a harmonic oscillator:

S({x}) =
∫ t

0
dt ′

[
m

2

(
dx

dt ′

)2

− mω2

2
x2

]
, (B.10)

with the following identification:


p2 → 1

m
, sτ0 p−2

D → mω2

2
. (B.11)
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Therefore, using the standard results on Feynman path integrals (see, e.g. [FeH65]),
one can identify G in eq. (B.8) with the propagator 〈xf|e−iHt |0〉 of a quantum
harmonic oscillator, with a Hamiltonian:

H = − 1

2m

∂2

∂x2
+ m

2
ω2x2, (B.12)

i.e. the probability amplitude that the oscillator starts from position xi = 0 and
reaches xf after time t . We can thus write:

Gn(s, pf) = 〈pf|e−nH |0〉. (B.13)

B.4 Back to the return time probability

Let us now introduce the probability Ptrap(τ̂ ) of being at time τ̂ within a region
of size 2ptrap around p = 0. Using the fact that paths with |pf| ≤ ptrap after an
arbitrary number of steps n contribute to Ptrap(τ̂ ), one can write:

Ptrap(τ̂ ) = 2ptrap

∞∑
n=1

δ(τ̂ (n) − τ̂ ). (B.14)

Therefore, the Laplace transform of Ptrap(τ̂ ) reads:

LPtrap(s) = 2ptrap

∞∑
n=1

∫
dτ̂ e−sτ̂ δ(τ̂ (n) − τ̂ ) = 2ptrap

∞∑
n=1

e−sτ̂ (n). (B.15)

Using the very definition of Gn , eq. (B.4), one therefore obtains the following
identity:

LPtrap(s) = 2ptrap

∞∑
n=1

Gn(s, pf = 0). (B.16)

Finally, replacing the sum over n by an integral and using eq. (B.13) with pf = 0,
we obtain:

LPtrap(s) � 2ptrap〈0|H−1|0〉 = 2ptrap

∞∑
k=0

|ψk(0)|2
Ek

, (B.17)

where

Ek = ω
(
k + 1

2

)
, |ψk(0)|2 =

√
mω

π

k!

2k((k/2)!)2
(B.18)

are respectively the energy of the kth state of the harmonic oscillator and the
squared modulus of the corresponding value of the wave function at the origin
(see [LaL77]), valid for even k (while ψk(0) = 0 for odd k). Using the above
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‘dictionary’ (B.11) between the harmonic oscillator and the parameters of the
present problem, we find:

LPtrap(s) = 2ptrap

(
s
p6τ0

8p2
D

)−1/4 ∞∑
q=0

1

2
√

π

(2q)!

22qq!2(2q + 1
2)

, (B.19)

where we have set k = 2q . Now, the probability of the first return in the trap P̂(τ̂ )

is easily expressed in terms of Ptrap(t) with Laplace transforms, as was done in
Chapter 3:

LPtrap(s) = 1

1 − L[P̂](s)
, (B.20)

which gives:

LP̂(s) = 1 − 1.3585 . . .
1

2ptrap

(
s
p6τ0

8p2
D

)1/4

. (B.21)

Using the results of Chapter 4, we can recognize the Laplace transform of the
distribution of first return times which decays for large τ̂ as:

P̂(τ̂ ) �
τ̂→∞

0.3296 . . .

p3/2

ptrap p1/2
D

τ
1/4
0

4τ̂ 5/4
, (B.22)

corresponding to a broad distribution with an index which we called µ̂ = 1
4 in the

main text (this in turn leads to an asymptotic decay of the proportion of trapped
atoms as θ−1/4). Note that the time τ̂b defined in eq. (3.49) is thus given by:

τ̂b = (0.3296 . . . )4 
p6

p4
trap p2

D

τ0. (B.23)

We have checked the above results, including the value of the prefactors, by per-
forming a direct numerical simulation of the problem. Our numerical results are in
good agreement with the above predictions: with a histogram of only 3000 points,
the best fit to a τ̂−5/4 tail for P̂(τ̂ ) leads to a numerical constant of � 0.35 for the tail
amplitude, instead of the above cited value 0.3296... Note that the simulation was
done with a uniform distribution of jump sizes instead of a Gaussian distribution
for which the above calculation would be exact. However, as expected, the detailed
shape of the jump size distribution is indeed irrelevant for large τ̂ .

This completes our detailed analysis of the return time distribution in the pres-
ence of Doppler shift, which from a theoretical point of view is quite remarkable
since it leads to a quantum oscillator harmonic problem which can be solved
completely.
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The special case µ = 1

In the special case µ = 1 where the average value of τ just diverges, the results
given in the main text must be corrected by some logarithmic factor. Indeed, the
Laplace transform of P(τ ) can be expressed as:∫ ∞

0
dτ P(τ )(e−sτ − 1 + 1) = 1 +

∫ ∞

0

du

s
P
(u

s

)
(e−u − 1). (C.1)

However, direct substitution of the asymptotic form of P(τ ) in the above formula
leads to a logarithmic divergence for small u. The origin of this divergence is the
fact that below a certain τ ∗ of the order of τb, it is certainly unjustified to replace
P(τ ) by τb/τ

2. The integral should thus rather be split into two parts, the first part
reading, to leading order in s1:

τbs
∫ ∞

τ∗s
du u−2(e−u − 1) = τbs

[
Ei(−τ ∗s) + exp(−τ ∗s) − 1

τ ∗s

]
�

s→0
τbs(log(τ ∗s)) + O(s) (C.2)

where Ei is the Exponential–Integral function, defined as (see [GrR94] for a
definition and for the small-argument expansion of this function):

Ei(x) =
∫ ∞

x
du u−1e−u. (C.3)

The second part of the integral, corresponding to τ < τ ∗, is given, at small s, by:

−s
∫ τ∗

0
dτ τ P(τ ), (C.4)

which therefore also contributes to order s. One thus finds:

LP(s) = 1 − τbs| log(τ ∗s)| − A1τbs + · · · (C.5)

1 The subleading corrections to the τ−2 asymptotic behaviour of P(τ ) also contribute (to order s) to the Laplace
transform.
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where A1 is a certain numerical constant, which depends on the detailed form of
P(τ ).

Let us now show how this logarithmic correction affects the results for the
sprinkling distribution S(t). The relation between Laplace transforms:

LS(s) = LP(s)

1 − LP(s)
(C.6)

of course still holds, which yields the following small-s behaviour of LS:

LS(s) � 1

sτb| log(τ ∗s)| . (C.7)

By continuity with the case µ < 1, S(t) is expected to decay with t for µ = 1,
but presumably only logarithmically. Let us thus look for the Laplace transform of
a function decaying for large t as Z/[log(t/τ ∗)]ζ . The Laplace transform of this
function can be written as:

L Z

(log( t
τ∗ ))ζ

= Z

s

∫ ∞

0
du

e−u

|− log(sτ ∗) + log u|ζ . (C.8)

For very small sτ ∗, one has | log u| � | log(sτ ∗)| nearly everywhere in the integra-
tion domain. Therefore:

L Z

(log( t
τ∗ ))ζ

= Z

s| log(sτ ∗)|ζ − ζ Z

s| log(sτ ∗)|ζ+1

∫ ∞

0
du e−u log u

+ O

(
1

s| log(sτ ∗)|ζ+2

)
. (C.9)

Comparing this with eq. (C.7), we thus find that Z = 1/τb and ζ = 1. This means
that:

S(t) �
t→∞

1

τb log( t
τ∗ )

, (C.10)

although one should bear in mind that the relative corrections to this result only
decay as 1/ log t for large times.

The sprinkling distribution is thus of order 1/τb, as would be the case if µ > 1,
but with a (very weak) dependence on t which is reminiscent of the case µ < 1.
Strictly speaking, though, time translational invariance is already lost for µ = 1.

When two types of traps compete, one of which is characterized by µ = 1 and
the other one by µ̂ > 1, then the previous result on the sprinkling distribution
remains unchanged, up to subdominant terms which are different. On the contrary,
if µ̂ < 1, the results reported in Chapter 6 are valid, although the subdominant
terms, obviously, contain logarithms.

Let us now investigate the fraction of trapped atoms in the case where the
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trapping time distribution is such that µ = 1, while the average time spent outside
the trap is finite and equal to 〈τ̂ 〉. In this case, the small-s expansion of L ftrap reads:

L ftrap(s) = 1

s
− 〈τ̂ 〉

sτb| log(τ ∗s)| + · · · (C.11)

which shows that in this marginal case too, ftrap(θ) → 1 for θ → ∞. However,
the convergence towards one is extremely slow since, using eq. (C.9) above:

ftrap(θ) ∼
θ→∞

1 − 〈τ̂ 〉
τb log( θ

τ∗ )
+ · · · . (C.12)

Again, the behaviour of ftrap(θ) in the case µ = 1 has features in common with
both the cases µ < 1 and µ > 1: mathematically, ftrap(∞) = 1; however, even
for very large values of θ , ftrap(θ) looks very much as if it had saturated to a value
< 1!

Finally, the height of the momentum distribution at p = 0, which we denote as
h(θ) in the text, is simply obtained by integrating S(t) up to time θ . For large θ , the
integral is dominated by the neighbourhood of the upper bound θ , and thus h(θ) ∝
θ/ log(θ/τ ∗). More precisely, the full momentum distribution can be written, for
large θ/τ0, in a scaling form similar to eqs. (6.31), (6.42) and (6.49):

π(p, θ) = h(θ)G1

(
p

pθ

)
= h(θ)G1

[
p

p0

(
θ

τ0

)1/α
]

(C.13)

with

h(θ) = 1

CD pD
trap

θ

τb log( θ
τ∗ )

, (C.14)

q = p/pθ and

G1(q) = q−α
[
1 − exp(−qα)

]
(C.15)

for the exponential model. The form of the scaling function is therefore identical
to the case µ > 1 (see eq. (6.45)).
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de doctorat de l’université Paris VI (1998).
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Index of main notation

Latin symbols

Notation Definition Page

Aµ prefactor of P(τ ) depending on the type of distribution for P(τ |p) 33

CD volume of the unit sphere in D dimensions: C1 = 2, C2 =
π, C3 = 4π/3

32

D(θ) phase space density in p = 0 at time θ 74

fpeak(θ) fraction of cooled atoms (p < pθ ) at time θ 74

ftrap(θ) proportion of trapped atoms (p < ptrap) at time θ 60, 71

ftrap(θ)
∣∣
opt proportion of trapped atoms evaluated at the time θ for which h(θ)

is optimized
134

F multiplicative factor allowing VSCPT quantum calculations to
give the unconfined model

153

Fp family of the three states
{|g−〉p , |g+〉p , |e〉p

}
coupled by absorp-

tion and stimulated emission in one-dimensional σ+/σ− VSCPT
146

G(q) rescaled momentum distribution: π(p, θ) = h(θ)G (p/pθ ). Case
〈τ 〉 infinite and 〈τ̂ 〉 finite

76

G̃(q) same definition as G(q) but with 〈τ 〉 and 〈τ̂ 〉 finite 81

Ĝ(q) same definition as G(q) but with 〈τ 〉 and 〈τ̂ 〉 infinite 85

h(θ) height of the peak of cooled atoms: h(θ) = P(p = 0, θ) 73

189



190 Index of main notation

Notation Definition Page

h(θ)|opt optimized height of the peak of cooled atoms 134

h̄k photon momentum 2

Ĥp effective Hamiltonian describing the reduced evolution within Fp 148

k photon wave-vector modulus 2

kB Boltzmann constant 8

L f (s) Laplace transform of any function f (t) 45

Lµ(ξ) completely asymmetric Lévy distribution of index µ 45

M atomic mass 8

N number of terms in a sum TN = ∑N
i=1 τi ; in particular, 44

number of trapping events during the interaction time θ 4, 23

Nsamp number of samples (atoms) used in quantum jump simulations 108

p atomic momentum 2

p modulus of the atomic momentum: p = ‖p‖ 25, 71

p1/2 half-width of function τ(p) when R0 �= 0: R0 = 1
τ0

(
p1/2
p0

)α

95

pD Doppler width: kpD/M = �/2 26

pm(θ) median momentum of the trapped atoms at time θ 73

p0 width of the dip of the jump rate R(p) in p � 0 23, 25

pmax wall in momentum space (cf. effect of friction forces) 25

pR single photon recoil: pR = h̄k 2

ptrap size of the momentum trap 23

pθ characteristic momentum at time θ : R(pθ ) · θ = 1 70

pθ,opt characteristic momentum pθ evaluated at the time θ for which h(θ)
is optimized

133

P(x) probability distribution (probability density) of any variable x 29
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Notation Definition Page

Pi (px ) jump rate induced by the i th pulse in Raman cooling 164–166

P(τ ) probability distribution of trapping times τ , for an atom landing
anywhere in the trap

5, 24

P(τ |p) probability distribution of the sojourn times τ(p) at momentum p
(deterministic or exponential model)

30, 71

P̂(τ̂ ) probability distribution of recycling times τ̂ 5, 24

P(p) probability distribution of the atomic momentum vector p 69, 72

P(p, θ) probability distribution of the momentum modulus p at time θ 71

Q atomic parameter determined by the specific laser configuration
and appearing in the expression of τb

126, 127

Q̂ atomic parameter determined by the specific laser configuration
and appearing in the expression of 〈τ̂ 〉

127

R(p) jump rate (i.e. fluorescence rate, photon scattering rate): R(p) =
1/〈τ(p)〉

2, 20

R0 jump rate in p = 0: R0 = R(p = 0) 26, 93

s conjugate of a time variable through a Laplace transform 39, 46

S(t) ‘sprinkling distribution’ (renewal density) 55, 56

SD surface of unit sphere in D dimensions: SD = DCD 32

SE(t) sprinkling distribution of exit times, i.e. rate of exit from the trap 62

SR(t) sprinkling distribution of return times, i.e. rate of entry in the trap 62

tl last trapping time before t = θ 62

T effective temperature: kBT = δp2/M 8

TN sum of any N independent positive random variables τi (in Chap-
ter 4): TN = ∑N

i=1 τi ; in particular, total trapping time during an
44

interaction of duration θ (in other chapters) 24



192 Index of main notation

Notation Definition Page

T̂N total recycling time during an interaction of duration θ : T̂N =∑N
i=1 τ̂i

24

TR recoil temperature: TR = h̄2k2/(MkB) 9

VD(p) volume of a sphere of radius p in D dimensions: VD(p) = CD pD 32

w(θ) half-width at e−1/2 of the peak of cooled atoms (idem δp): π(p =
w(θ), θ) = e−1/2 π(p = 0, θ)

70, 73

W (τ ) waiting time distribution (delay function), i.e. distribution of the
time intervals τ between two successive spontaneous emissions

14, 58

Y (x) Heaviside function (x < 0: Y (x) = 0; x ≥ 0: Y (x) = 1) 49, 72
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Greek symbols

Notation Definition Page

α exponent of p (< p0) in R(p): R(p) = 1
τ0

(
p
p0

)α

25

γ (β, x) incomplete Gamma function: γ (β, x) = ∫ x
0 e−uuβ−1du 31

� natural width of the excited state e. �−1 is the radiative lifetime of
e.

148

�g±(p) decay rates of states |g±〉p 152

� j decay rates of the three eigenmodes of Ĥp: �3(p) � �, �1(p) =
�C(p), �2(p) = �NC(p)

148–152

�(x) gamma function: �(x) = ∫∞
0 t x−1e−t dt 31, 59

δ̃ effective detuning between the laser frequency ωL and the atomic
frequency ωA, including the recoil frequency �R: δ̃ = ωL − ωA +
�R

148

δp half-width at e−1/2 of the peak of cooled atoms (idem w(θ)) 8


p root mean square (rms) step length of the momentum random walk 22, 28

θ duration of the interaction between the atoms and the laser beams 3, 12

l optimization parameter appearing in the expressions of τb and 〈τ̂ 〉:
l = (�1/�)2 for VSCPT, l = 1/(�τp,1) for Raman cooling

126–127

lA wavelength associated with the atomic transition with frequency
ωA: lA = 2πc/ωA

148

lopt(θ) value of l optimizing the height h(θ) of the momentum distribution
after an interaction time θ

131

µ exponent of a power-law probability distribution P(τ ) �
τ→∞

µτ
µ
b /(τ 1+µ); in particular, exponent of the probability

43

distribution of trapping times: µ = D/α 33

µ̂ exponent of the probability distribution of recycling times (when
power-law distributed)

41

π(p, θ) reduced momentum distribution, more precisely one-dimensional
section of the three-dimensional momentum distribution

72
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Notation Definition Page

�N (TN ) probability distribution of a sum TN 46

ρ(p) probability density for an atom entering the trap to land at a
momentum of modulus p

32

ρ(px ) probability density for an atom entering the trap to land at mo-
mentum px

29

τ any positive random variable distributed as a power law for large
τ

43

in particular: trapping time, i.e. (random) sojourn time in the trap 5, 23

τ̂ recycling time, i.e. first return time 5, 23

τ0 inverse of the jump rate R(p) at saturation 26

τb scale of random variable τ distributed as a power law for large
τ : P(τ ) �

τ→∞ µτ
µ
b /(τ 1+µ)

43

in particular: scale of trapping times 33

τ̂b scale of recycling times (when power-law distributed) 41

τ(p) sojourn time at momentum p: 〈τ(p)〉 = 1/R(p) 12

τp,i duration of the i th pulse used in Raman cooling with square
pulses

164, 165

τret(θ)|opt average return time to the peak of half-width pθ, opt for the opti-
mum condition l = lopt(θ)

135

τtrap average sojourn time at p = ptrap: τtrap = 1/R(ptrap) 29

|�NC(p)〉 non-coupled state of Ĥp, associated with the decay rate �2(p) 151

|�C(p)〉 coupled state of Ĥp, associated with the decay rate �1(p) 151

ψ(τ |p) probability that the trapping time exceeds τ for an atom with
momentum p: ψ(τ |p) = ∫∞

τ
dτ ′ P(τ ′|p)

71

�1 Rabi frequency (defined for a transition with a Clebsch–Gordan
coefficient equal to one)

148

�1, opt Rabi frequency optimized for an experiment of duration θ 133

�R angular frequency associated with the recoil kinetic energy
h̄2k2/2M : �R = h̄k2/2M

148
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absorbing wall, see wall
aging, 59
anomalous

diffusion, 1
random walks, 1

Arrhenius law, 43

broad distributions, 42–59, see power-law
distribution, sprinkling distribution

connection with non-ergodicity, 97
generalized Central Limit Theorem, 44

broadband Doppler cooling on a narrow transition,
141

Central Limit Theorem, 3, 24–25, 43
generalized, 24, 28, 33, 43–49

proof, 45
change of variable as origin of broad distribution, 43
characteristic momentum, 69
CLT, see Central Limit Theorem
coefficient of variation, 52
coherence length, 13
confined model (of recycling)

definition, 26
distribution of recycling times, 39–40
for Raman cooling, 168, 169
for Velocity Selective Coherent Population

Trapping, 159, 163
tests of the statistical approach, 111, 113, 116

cooled atoms, see height (width) of the peak of cooled
atoms, momentum distribution, trapped atoms

cooled atoms fraction, see momentum distribution
(important features), trapped atoms proportion

definition, 74
optimization, 135
relation to non-ergodicity, 97, 98

cooling, see laser cooling

damping (of momentum), see friction
dark state, 2, 3, 10, 11, 165, 166
delay function, 14–20, see Monte Carlo simulations,

quantum jump simulations, stochastic wave
functions

in Velocity Selective Coherent Population
Trapping, 146

method, 14, 104
deterministic model (for trapping times), 29–30, 33
devil’s staircase, 54
diffusion, 2, 8, 9, see anomalous diffusion, random

walk, spatial diffusion
dimensionality

influence on recycling time distribution, 39
influence on trapping time distribution, 32
role in subrecoil cooling: tests of the statistical

approach, 120–122
discrete Laplace transform, see Laplace transform
dissipation, 8
distributions, see broad, exponential, Lévy, narrow,

power law, sprinkling distributions
domination of rare events, see Lévy sum (hierarchy

in)
Doppler cooling, 2, 8, 25

broadband, see broadband Doppler cooling
narrow transition, see broadband Doppler cooling

Doppler effect, 8, 152
Doppler model (of recycling)

definition, 26
distribution of recycling times, 37–38, 172–176
for Velocity Selective Coherent Population

Trapping, 157, 158, 162
tests of the statistical approach, 106

Doppler shift, 11, 148, 150

elementary step of the momentum random walk, 22,
28, 160, 169

ensemble average, 61
versus time average, 60–62, 67, 99

ergodicity, see ensemble average, time average,
non-ergodicity

experiments on subrecoil cooling
comparison with optimized cooling conditions, 134
overview, 102–103
role of friction in higher dimensions, 121
role of friction in one dimension, 120
width and shape of the peak of cooled atoms,

116–120

195
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exponential distribution, 43, 52
exponential model (for trapping times), 30–31, 33

Feynman path integral, 174–175
first return time, see recycling time
fluctuations, 8, see Lévy sum
fluorescence, see spontaneous emission

rate, 2, 147, see jump rate
friction, 25, see confined model

in standard laser cooling, 2, 7
in subrecoil cooling, 10, 11, 25–26, 140, 159
role in subrecoil cooling: tests of the statistical

approach, 120–122, see Fig. 8.9

Gaussian distribution, 4, 44
generalized CLT, see Central Limit Theorem
generalized momentum, 11
Generalized Optical Bloch Equations, 13, see Velocity

Selective Coherent Population Trapping
for the Doppler model, 107, 109
for the unconfined model, 110
tests of the role of friction in two dimensions, 121
trapped atoms proportion, 107, 109, 110
width and height of the cooled peak, 116

glasses, 59
GOBE, see Generalized Optical Bloch Equations

half-width, see width of the peak of cooled atoms
Hamiltonian, effective, 14, 147

exact diagonalization, 149
harmonic oscillator, 174
height of the peak of cooled atoms, see momentum

distribution (important features)
definition, 73
for finite 〈τ 〉 and 〈τ̂ 〉, 81
for infinite 〈τ 〉 and 〈τ̂ 〉, 85
for infinite 〈τ 〉 and finite 〈τ̂ 〉, 76
in optimized conditions, 134
optimization, see optimization of the peak of

cooled atoms
physical interpretation and connection with the

sprinkling distribution, 74, 92
relation to non-ergodicity, 99

heuristic arguments on subrecoil cooling, 69–70
hierarchical structure, see Lévy sum
hypergeometric function, 76

interaction time, 12, 23
isotropic random walk, see random walk (isotropic)

jump
momentum, see momentum (jumps)
quantum, see quantum jump

jump rate, 3, 9–12, 20–21, 147
calculation for Raman cooling, 164–168
in p = 0, see non-vanishing jump rate at p = 0
inhomogeneous, 9–11, 22
models, 25–28, see models
non-quadratic, 32
quadratic, 28–31
quantum calculations for Velocity Selective

Coherent Population Trapping, 146–154

simplified, 20–21

Kundt tube, 10

Laplace transform, 36
discrete, 36
notation, 45
of a Lévy distribution, 45
of a power-law distribution, 47

largest term, see Lévy sum
laser cooling, see Doppler, non-ergodic, Raman,

Sisyphus, standard, subrecoil cooling, VSCPT
experiments, see experiments on subrecoil cooling
introduction to, 1–2

laser wavelength, 13
law of large numbers, 4, see Lévy sum

(N -dependence)
Lévy distribution, 4, 45

Laplace transform, 45
properties, 48

Lévy statistics, 4, 42–59
Lévy sum, 44

N -dependence, 49
definition, 44
fluctuations, 52
hierarchy in, 50, 54, 55, 70
largest term, 51
numerical illustration, 53
predictability, 53
properties, 49–55
repeatability, 53

logarithmic corrections when µ = 1, 86, 177–179

many-atom effects, 142
MCWF, see Monte Carlo (Wave Function)
median momentum, 73, see momentum distribution

(important features)
models

of recycling, see recycling (region), unconfined,
confined, Doppler models

of the inhomogeneous random walk, see Section
3.2

of trapping, see trapping region, trapping time
(deterministic, exponential models)

molasses, 8
momentum

confinement, see friction
damping, see friction
diffusion, see diffusion
generalized, see generalized momentum
jumps, 28
median, see median
of a single photon, 2
random walk, see random walk
trapping, see dark state

momentum distribution, 69–87, see heuristic
arguments on subrecoil cooling

along a given axis, 72–73
characteristic momentum, see characteristic

momentum
cooled atoms fraction, see cooled atoms fraction
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explicit forms, 75, 80, 84
expressions of, 71–75
flatness around p = 0, 76, 81, 96, 119, see Fig. 8.8
for finite 〈τ 〉 and finite 〈τ̂ 〉, 79
for infinite 〈τ̂ 〉, 83
for infinite 〈τ 〉 and finite 〈τ̂ 〉, 75
height, see height of the peak of cooled atoms
important features, 77, 82, 85, 86
median, see median momentum
modulus distribution, 71
overview of main results, 86
rate equation, see rate equation
self-similarity, 77, 82, 85, 118, see Fig. 8.7
shape, see shape of the peak of cooled atoms
tails, see tails of the peak of cooled atoms
tests of the statistical approach, see tests (of the

statistical approach)
trapped atoms, see trapped atoms
width, see width of the peak of cooled atoms

Monte Carlo
simulations, 14–16, see delay function, quantum

jump simulations, Raman cooling, stochastic
wave functions

Wave Function, 16

narrow distribution, see sprinkling distribution
Central Limit Theorem, 44

non-ergodic cooling, 3, 100, see subrecoil cooling
non-ergodicity, 24, 67, 96–100, 122, see steady-state

connection with broad distributions, 97
cross-over between non-ergodic and steady-state

behaviour with non-vanishing jump rate at
p = 0, 96

fraction-limited, 97, 98, 100
global, 97, 98, 100
non-ergodic versus ergodic histories, 98, 99
various degrees, 97
with non-vanishing jump rate at p = 0, 96

non-stationarity, 96–100
momentum distribution flatness as a signature of

non-stationarity and non-ergodicity, 96
non-vanishing jump rate at p = 0, 93–96
normal distribution, see Gaussian distribution

optical molasses, 8
optimization of the peak of cooled atoms, 124–136

comparison with experiments, 134
cooled atoms fraction, 135
features of the optimized cooling, 133–135
intuitive explanation of the existence of an

optimum, 128–129
optimization parameter, 126, 127
parametrization, see parametrization of the cooling

process
possible improvements, 140
random walk interpretation of the optimized

solution, 135–136
using Lévy sums, 131–132
using the expression of the height, 130–131

order statistics, see Lévy sum (hierarchical structure)

parametrization of the cooling process, 126–128

parameters of the statistical models
correspondence with atomic and laser parameters,

145–171
for Raman cooling, 168–170
for Velocity Selective Coherent Population

Trapping, 155–160
peak of the momentum distribution

contribution to the sprinkling distribution, see
sprinkling distribution

height, see height of the peak of cooled atoms
tails, see momentum distribution, sprinkling

distribution
width, see width of the peak of cooled atoms

phase space density, 74
Poisson process, 59
power-law distribution, 42–44, see broad distribution

Laplace transform, 47
random generator, 53

power-law tails, 43
predictability, see Lévy sum
proportion of trapped atoms, see trapped atoms

quadratic jump rate, see jump rate
quantum jump, 14

description, 14–15, see delay function, Monte
Carlo, stochastic wave function

quantum jump simulations, see delay function,
Velocity Selective Coherent Population Trapping

for the confined model, 112
for the Doppler model, 107
for the unconfined model, 109
tests of the role of friction in one dimension, 120
trapped atoms proportion, 107, 109, 112
width and shape of the peak of cooled atoms, 113

quasi-steady-state
for the tails, see tails of the peak of cooled atoms

Raman cooling, 2, 10–11, 25, 28, 34
correspondence between statistical parameters and

atomic and laser parameters, 164–171
experiments, see experiments on subrecoil cooling
jump rate, 164–168
Monte Carlo simulations, 105
optimization parameter, 127
sequence of pulses, 165–168
single pulse excitation, 164–165

random generator, see power-law distribution
random recoil, 9
random walk, see diffusion

anomalous, see anomalous random walks
in Hilbert space, 16–19, 142
in standard cooling, 8
in subrecoil cooling, 9–12, 16
inhomogeneous, 9–12, 16, 22, see models
interpretation of optimum cooling, 135–136
isotropic, 25
of the momentum, 2, 8, 9, 19–22, see elementary

step of the momentum random walk
rare events, see Lévy sum (hierarchy in)
rate equation for the momentum distribution, 88–91
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recoil
limit, 9, 12
random, 8, 9
single photon, 2
temperature, see temperature

recycling, 22–28, 34–41, see friction; confined,
unconfined and Doppler models

region, 22–23, 26
time, 23–25
time distribution, 34–41, 162, 171
versus trapping, see trapping

renewal density, 58, see sprinkling distribution
renewal process, 58, 138

in quantum optics, 58
repeatability, see Lévy sum
return time, see recycling (time)

scaling, 4, see law of large numbers, Lévy sum
(N -dependence)

scattering rate, 2, see jump rate
second-order correlation function, 58, 59
self-similarity, see momentum distribution

in Lévy sums, 55
shape of the peak of cooled atoms, see momentum

distribution (important features), quantum jump
simulations (tests)

for finite 〈τ 〉 and 〈τ̂ 〉, 81
for infinite 〈τ 〉 and 〈τ̂ 〉, 85
for infinite 〈τ 〉 and finite 〈τ̂ 〉, 76
results of the statistical approach for VSCPT

(confined), 113
tests of the statistical approach, 113–120, see

figures 8.4, 8.7 and 8.8
Sisyphus cooling, 2, 8, 159
sojourn time, 12
spatial diffusion, 74
spontaneous emission, 8, 14
sprinkling distribution, 55–59

as a source term for the momentum distribution rate
equation, 89

contributions of the peak and of the tails, 89
definition, 55
examples, 57
for infinite 〈τ 〉 and 〈τ̂ 〉, 66
for infinite 〈τ 〉 and finite 〈τ̂ 〉, 65
interpretation of the time dependence, 90
Laplace transform, 55
logarithmic corrections when µ = 1, 178
of a broad distribution, 59
of a narrow distribution, 58
of exit events, 62
of return events, 61, 62
role in the height of the peak of cooled atoms, see

height of the peak of cooled atoms (physical
interpretation)

role in the momentum distribution expressions, 75
slowing down, 90

spurious mechanisms, 26
standard cooling, 7–9
statistical approach

tests, see tests of the statistical approach
validity, exactness, 122, 158

steady-state
absence of, 11, see non-ergodicity
case of a non-vanishing jump rate at p = 0, 94
for the tails, see tails of the peak of cooled atoms

stochastic wave functions, 17
subrecoil cooling, see non-ergodic cooling, Raman

cooling, Velocity Selective Coherent Population
Trapping

as a momentum random walk, 19–21
experiments, see experiments on subrecoil cooling
introduction to, 2–3, 9–12
quantum description, 12–19, see Generalized

Optical Bloch Equations, quantum jump
simulations

various approaches (other than statistical), 102–105
with non-vanishing jump rate at p = 0, 95

tails of the peak of cooled atoms, see momentum
distribution (important features)

p-dependence, 92
θ-dependence, 92
adiabatic following of the sprinkling distribution,

91
contribution to the sprinkling distribution, see

sprinkling distribution
for finite 〈τ 〉 and 〈τ̂ 〉, 83
for infinite 〈τ 〉 and 〈τ̂ 〉, 85
for infinite 〈τ 〉 and finite 〈τ̂ 〉, 79
physical discussion, 91–92
quasi-steady-state, 91
steady-state, 91
steady-state versus quasi-steady-state, 91

temperature, see width of the peak of cooled atoms
effective, 8
recoil, 9

tests of the statistical approach
shape of the peak of trapped atoms, see shape
trapped atoms proportion, see trapped atoms

proportion (statistical approach versus
quantum jump simulations)

Velocity Selective Coherent Population Trapping
(experiments), see experiments on subrecoil
cooling

versus experiments, see experiments on subrecoil
cooling

versus Generalized Optical Bloch Equations, see
Generalized Optical Bloch Equations

versus quantum jump simulations, see quantum
jump simulations

width of the peak of trapped atoms, see width of the
peak of trapped atoms

thermal activation, 43
time

interaction, see interaction time
sojourn, see sojourn time

time average, 60
versus ensemble average, see ensemble average

trap size, 23, 74
trapped atoms

ensemble average, 60, 61
time average, 60



Index 199

trapped atoms proportion, 60–68, see cooled atoms
fraction

and non-ergodicity, 67
calculation, 62
for finite 〈τ 〉 and 〈τ̂ 〉, 64
for infinite 〈τ 〉 and 〈τ̂ 〉, 66
for infinite 〈τ 〉 and finite 〈τ̂ 〉, 64
in optimized conditions, 134
Laplace transform, 63
relation to momentum distribution, 71
results of the statistical approach for VSCPT

(confined), 111
results of the statistical approach for VSCPT

(Doppler), 106, 107
results of the statistical approach for VSCPT

(unconfined), 109
statistical approach vs. quantum jump simulations

(and GOBE), 105–113, see figures 8.1, 8.2 and
8.3

trapping, 22–34
in position space, 141
of the momentum, 2
region, 22–23, 25–26
state, 151, see dark state
versus recycling, 61, 130

trapping time, 23–25
deterministic model, see deterministic model
distribution, 28–34, 161, 170
exponential model, see exponential model

unconfined model (of recycling)
definition, 26
distribution of recycling times, 35–37
for Velocity Selective Coherent Population

Trapping, 153, 158, 163

tests of the statistical approach, 109, 116

variable change, see change of variable
Velocity Selective Coherent Population Trapping, 2,

10–11, 25, 28, 34, see shape of the peak of
cooled atoms, trapped atoms proportion

correspondence between statistical parameters and
atomic and laser parameters, 145–163

experiments, see experiments on subrecoil cooling
Generalized Optical Bloch Equations treatment,

103
optimization parameter, 126
quantum jump simulations, 104
quantum optics calculations, 103–105, 146–154

VSCPT, see Velocity Selective Coherent Population
Trapping

waiting time distribution, 58, see delay function,
trapping time distribution, recycling time
distribution

wall
absorbing, 27, 140
confining, 25, see confined model, friction

width of the peak of cooled atoms, see momentum
distribution (important features), quantum jump
simulations

definition, 73
heuristic argument, 70
in optimized conditions, 133
result of the statistical approach for VSCPT

(confined), 115
tests of the statistical approach, 113–120, see

figures 8.4, 8.5 and 8.6
wings of the momentum distribution, see tails of the

peak of cooled atoms


