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Preface

The first part of this book grew out of the lectures from the principal grad-
uate plasma physics course at Auburn University in 1989-1990. Significant
additions were included in 1996. The principal text for this first part was the
assigned text by Davidson, Introduction to Plasma Theory, and the early
chapters generally follow that text. The portion relating to the kinetic theory
of plasma waves and Appendix A is largely drawn from my text, Plasma
Waves, 2nd Edition. The last three chapters and Appendix B is largely
from W. Marshall’s Kinetic Theory of an Ionized Gas, parts I, II, and III
(unpublished, issued as A.E.R.E. T/R 2247, 2352, and 2419). I have edited
and corrected some parts of these reports and expanded his Appendix. These
chapters were included because there is not an easily accessible source for the
transport coefficients or their derivation.

The first four chapters and perhaps chapter 6 are suitable for an intro-
ductory course in plasma physics, but the other chapters are more appro-
priate for an intermediate or advanced course in kinetic theory. Chapters
4, 5, and 6 could be used for a course in plasma waves except that cold
plasma waves would need to come from another source (check my webpage
at electro.physics.auburn.edu/∼swanson/ for download). My text, Plasma
Waves, 2nd Edition, provides a complete source for such a course.

If typographical or other errors are discovered, please report them to
swanson@physics.auburn.edu. Errata will be posted on my webpage.

SI units are used throughout, although sometimes the temperature or en-
ergy may be given in electron volts. In such cases, a subscript is added, such
as TeV or WeV .

D. Gary Swanson
Physics Department
Auburn University, AL
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1

INTRODUCTION

1.1 Overview

Before we examine in detail the behavior of plasmas in a wide variety of limits
and configurations, we first need to establish what a plasma is and learn some
of the basic parameters which characterize a plasma. While one may speak
quite generally of a collection of charged particles as being a plasma, there
are restrictions which require that the interactions of the charged particles be
dominated by electrostatic forces (as opposed to collisions with neutral atoms
or boundaries), and that the force on an individual charged particle should be
dominated by weak interactions from a large number of particles rather than
by stronger interactions with its nearest neighbors. For example, cosmic rays
produce ionization in air, but the collection of charged particles so formed is
dominated by interactions with neutral molecules so that the charges effec-
tively fail to “see” one another, and hence fail to form a plasma. In another
limit, an electron beam is a collection of charges, but their mutual interac-
tions are typically weak compared to the external fields, so only in very dense
electron beams do plasma effects begin to play a role. While most plasmas
are “quasineutral,” which means that the deviation of the charge density from
neutrality is a small percentage of the total charge, one-component plasmas
do exist, even though the self-consistent electric field is not small.

In order to characterize a plasma, we will nearly always begin without a
magnetic field in order to simplify the analysis, but will subsequently include
magnetic field effects because of the rich variety of effects and applications.
We will begin with a brief examination of a characteristic time (or frequency),
length, and velocity, although we will see that any pair determines the third
of these plasma fundamental quantities. The addition of a magnetic field will
introduce additional frequencies and velocities which will further characterize
the plasma state.
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2 Plasma Kinetic Theory

1.2 Plasma frequency

In order to estimate the characteristic
time for an unmagnetized plasma, we
shall displace some charge from equilib-
rium and estimate the time for the sys-
tem to return to equilibrium. For this ex-
ample, we shall imagine moving a slab of
electrons to the right as in Figure 1.1, and
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FIGURE 1.1
Electron slab displacement.

assume the background ions are immobile. From Gauss’ law, where we draw
a Gaussian surface as indicated by the dashed lines, we obtain the electric
field from the now unneutralized ions as∮

D · dS = ε0ExA = Q = ρAx = neAx ,

where A is the area of the displaced charge, n is the particle density (#/m3),
and e is the electron charge (1.6 · 10−19 Coul.). From this, the electric field is
Ex = nex/ε0. This electric field acts on the displaced electron charge, drawing
it back towards equilibrium so that

F = QEx = (−neAx)(nex/ε0) = nAxme
d2x

dt2
,

or
d2x

dt2
= −

(
ne2

meε0

)
x . (1.1)

This is the simple harmonic oscillator equation with frequency ωpe given by

ω2
pe =

ne2

meε0
, (1.2)

and indicates that instead of simply relaxing to equilibrium, the disturbance
will oscillate at the plasma frequency. The characteristic time is just the
inverse of the electron plasma frequency.

Problem 1.1 Plasma frequency. Determine the accuracy of the simple for-
mula fpe = ωpe/2π = 9

√
ne.

1.3 Debye length

There are several ways to infer a characteristic length in a plasma, depending
upon which physical principles one wishes to emphasize. That each method
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of estimation gives essentially the same length is indicative of its fundamental
nature.

The first and simplest way is to relate the characteristic time and velocity
to find the length. Even though we frequently call a plasma “cold,” it still has
a mean thermal speed which characterizes the motions of the charges about
equilibrium. Neglecting the subtleties between the most probable speed, rms
speed, etc., we take the fundamental speed to be v =

√
kBT/m, so that the

length is given by

L = vt =
√
kBT/m/ωpe =

√
ε0kBT

ne2
. (1.3)

This length is called the Debye length, usually denoted by λD, and is funda-
mental to plasmas and even to the definition of what a plasma is.

The most definitive way to estimate this fundamental length is to investigate
what is called “Debye shielding.” In order to get an idea of what causes
shielding, we imagine that in the presence of a positive/negative test charge q,
ions will in general be deflected away/toward the test charge as they stream by,
and electrons will be deflected toward/away. The result is that on the average,
there will be less positive/negative charge inside any sphere than there would
be if the streaming particles were undeflected. From Gauss’ law, this means
the net charge seen from outside the sphere will be reduced, or that some of
the test charge will be “shielded,” and the amount of shielding will increase
with distance since the effect is cumulative. Debye originally estimated the
shielding of ions in an electrolyte. In order to make this estimate, we use
Poisson’s equation with a test charge at the origin, so that

∇2ϕ = − ρ

ε0
= − q

ε0
δ(r)− e

ε0
(ni − ne) ,

where ni and ne are the ion and electron densities. These densities will be
influenced by the potential, so we estimate the effect by using a Boltzmann
factor, such that

ni = ni0e−eϕ/kBTi ' ni0
(

1− eϕ

kBTi

)
ne = ne0eeϕ/kBTe ' ne0

(
1 +

eϕ

kBTe

)
,

where we have assumed that the electrostatic energy is small compared to
the thermal energy. If the unperturbed plasma has no net charge, so that
ni0 = ne0 = n0, then Poisson’s equation becomes

∇2ϕ− 1
λ2
D

ϕ = − q

ε0
δ(r) , (1.4)

where
1
λ2
D

=
n0e

2

ε0

(
1

kBTi
+

1
kBTe

)
. (1.5)
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The solution of this equation is

ϕ(r) =
q

4πε0r
e−r/λD . (1.6)

While equation (1.5) gives the definitive expression for the Debye length,
it still has inadequacies when we begin to consider what a test charge means.
The calculation is made for a test charge at rest only, but we may want
to know what electron potentials are like, and while we may easily imagine
electrons shielding other electrons, the thermal speed of electrons is so much
higher than that of ions and the ion mass is so much larger, that it is difficult
to imagine how ions could screen electrons. We also expect the faster elec-
trons in the distribution to be less shielded than the slower electrons, so we
have probably overestimated the shielding for a typical plasma particle, which
is not at rest. One way to estimate this effect is to assume that we have a
thermal distribution of test particles of specified mass and temperature, and
have velocity vt =

√
kBTt/mt. This idea is developed in Section 4.3.2. Av-

eraging the screening over the distribution, to lowest order, one finds from
equation (4.65)

k2
D ≡

1
λ2
D

=
ω2
pe

v2
e + v2

t

+
ω2
pi

v2
i + v2

t

. (1.7)

If the test particles are electrons, then v2
t � v2

i and the ion terms drop out
(order me/mi), while on the average, the electron shielding is only half as
effective as for a test particle at rest. If the test particles are ions, then
the electron contribution is undiminished (to order me/mi) while the ion self-
screening is halved. This calculation is not rigorous, but supports our intuitive
expectations.

From this understanding of the fundamental length, it follows that a plasma
must be many Debye lengths in overall dimensions. This is because we require
external fields to be largely excluded from a plasma, and any external electric
field will be shielded over this length scale. A collection of charged particles
which is smaller in extent than this length will be dominated by the external
fields, minimizing the mutual interactions, and while we may have a many-
body problem, we do not have a plasma.

Problem 1.2 Debye potential. Show that the potential of equation (1.6) is
a solution of Poisson’s equation, equation (1.4), for r 6= 0 and r = 0.

1.4 Plasma parameter

Having estimated the characteristic length for a plasma, we are now in a
position to define a plasma more definitively. If the electrostatic potential of
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an individual particle extends about a Debye length, and we require a particle
to be influenced more by many distant particles than a few nearest neighbors,
we must have many particles in a Debye sphere, or

ND = nVD =
4π
3
nλ3

D � 1 . (1.8)

ND is called the plasma parameter, although sometimes the numerical factor is
ignored. As will be clear in Section 1.7 when we study collisions more closely,
the condition that the plasma parameter be large is a sufficient condition that
the trajectory of a single particle will be relatively smooth, making a finite
deflection via a succession of many small deflections rather than a few large
ones as occurs in interactions among neutral particles.

In deriving the Debye shielding potential, we assumed that the electrostatic
energy was small compared to the thermal energy. In order to estimate this
ratio, we take the thermal energy per particle to be 3

2kBT and the mean
electrostatic energy per particle to be e2/4πε0λD, so the ratio is

e2

4πε0λD

/
3
2
kBT =

2
9ND

.

This result shows that the largeness of the plasma parameter guarantees the
validity of the Debye potential for a stationary test charge.

1.5 Distribution functions

Because of the enormous number of particles in a typical plasma, we never try
to describe the motion of each of the particles (although certain plasma sim-
ulation computer codes do try to follow the motion of pseudo-particles which
represent many real particles), but resort to describing them by a distribution
function, f(r,v, t), which gives some description of “typical” particles and al-
lows the equilibrium to be characterized. Although rarely in true equilibrium,
we most commonly describe the plasma by a Maxwellian distribution,

f(v) =
(

m

2πkBT

) 3
2

e−mv
2/2kBT , (1.9)

which is normalized to unity so that f(v) dv represents the probability of
finding a particle with velocity v between v and v + dv. This is frequently
normalized to the number density of particles, so that one obtains the number
of particles with velocity v between v and v + dv, but we shall try to be
consistent with the definition given above.
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We frequently will need to distinguish between various species, and shall
use the notation

∆ns = n̄sfs(r,v)

where n̄s = Ns/V is the mean density per unit volume, with Ns being the
number of particles of species s in volume V . In this expression, ∆ns is the
number of particles of species s per unit volume between r and r+ dr having
velocity v between v and v + dv, and∫ ∫

n̄sf(r,v) drdv = Ns . (1.10)

1.5.1 Moments of the distribution function

Using the distribution function, we can evaluate the mean kinetic energy of a
plasma, with the result ∫

1
2mv

2f dv =
3
2
kBT . (1.11)

This is exact for a Maxwellian distribution, and is effectively a definition of
temperature. If the distribution is not Maxwellian, then the system is not
in equilibrium, and there is no true temperature, but if the distribution is a
quasi-equilibrium, or one which is near equilibrium and very slowly changing
in time, then we may use the integral above to define an effective temperature.
If the actual distribution is not close to a Maxwellian, then the temperature
determined by this method will not be a good estimate of temperature, since
none exists, but it is still useful to think of the mean kinetic energy.

Other important features of a plasma described by a distribution function
are given by the various moments. In fact, a complete description may be
given either by a distribution function or by all of the moments. Since all
of the moments represent an infinitely complex system, we usually restrict
ourselves to the first three or four, such as

ns = n̄s

∫
fs dv , (1.12)

〈vs〉 =
∫
vfs dv∫
fs dv

, (1.13)

Ps =
nsms

∫
(v − 〈vs〉)(v − 〈vs〉)fs dv∫

fs dv
, (1.14)

...

where the first gives the density, the second the mean velocity, and the third
the pressure tensor. The next higher moment is the heat flux tensor, but it
becomes harder and harder to give concrete physical interpretations to the
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higher moments. These parameters give a macroscopic description, whereas
the distribution function gives a microscopic description of the plasma. We
note that for an isotropic distribution at rest, the pressure tensor reduces to a
scalar pressure ps = nskBTs times a unit tensor, so we can neglect the tensor
character of the pressure.

1.5.2 Magnetic pressure

In many plasma examples, a magnetic field is either imbedded in the plasma
or surrounds the plasma boundary. From the Maxwell stress tensor, a mag-
netic field may be characterized as having a pressure of pm = B2/2µ0 N/m2

perpendicular to the local magnetic field. Since a plasma is characteristically
diamagnetic, a sudden application of a magnetic field will subject the plasma
to a pressure differential at the boundary which is balanced with the plasma
pressure in equilibrium. When the magnetic field is imbedded in the plasma,
it is useful to compare the ratio of these pressures, which is given by the
parameter

β =
nikBTi + nekBTe

B2/2µ0
. (1.15)

This plasma β should not be confused with the relativistic β = v/c. For
confinement of a plasma, a low β plasma means that the plasma pressure is
only a perturbation (though not necessarily unimportant) to the equilibrium,
while in a high β plasma, the plasma pressure plays a dominant role in the
equilibrium and its stability.

1.6 Cyclotron frequencies

With the addition of a magnetic field a plasma adds two or more additional
characteristic time scales or frequencies, and some additional characteristic
lengths. These are the frequencies of the gyro motion of the charged particles
as they rotate about a local field line, and the corresponding radii of these
gyrations are the fundamental lengths. The cyclotron frequencies are given by
ωc = qB/m and the corresponding Larmor orbit radii are given by ρL = vt/ωc,
with vt ≡

√
2kBT/m. Some authors let ωc be a positive or negative quantity,

depending on the sign of the charge, but we shall adopt the convention that
ωc = |qB/m| and εωc = qB/m or ε = q/|q| = ±1.
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1.7 Collisions

Although we usually like to describe plasmas where collisions play a minor
role, we cannot shove collisions under a rug and ignore them because they
are fundamental to all relaxation processes, and put limits on the validity of
all analyses that ignore them. We have also required that individual particle
motions be determined by many small deflections from many distant particles
rather than a large angle binary collision which seems to be much simpler to
comprehend. Thus collisions play a role in our very concept of what a plasma
is, and hence we must carefully analyze the physics of the collision process in
plasmas.

1.7.1 Binary Coulomb collisions
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Sketch of scattering event between two ions with charges Z1e and Z2e.

We begin with simple binary Coulomb collisions which involve only two
particles, a projectile with charge Z1e and mass m1 traveling with speed v0

and an initially stationary target particle with charge Z2e and mass m2. The
scattering encounter is illustrated in Figure 1.2. The equations of motion of
these two particles are given by

m1
d2r1

dt2
=
Z1Z2e

2(r1 − r2)
4πε0|r1 − r2|3

(1.16)

m2
d2r2

dt2
=
Z1Z2e

2(r2 − r1)
4πε0|r1 − r2|3

. (1.17)
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By adding and subtracting these, we find

m1
d2r1

dt2
+m2

d2r2

dt2
= (m1 +m2)

d2r′

dt2
= 0 , (1.18)

d2r1

dt2
− d2r2

dt2
=

d2r

dt2
=
(
m1 +m2

m1m2

)
Z1Z2e

2r

4πε0|r|3
, (1.19)

where
r′ =

m1r1 +m2r2

m1 +m2
and r = r1 − r2 .

Equation (1.18) describes the motion of the center of mass, and shows that
the center of mass does not move. Equation (1.19) shows that the motion
of the relative distance is the same as if a single particle of reduced mass
µ = m1m2/(m1 +m2) moved about a fixed center.

In polar coordinates, we must solve

r̈ = Kr/r3 , (1.20)

with K = Z1Z2e
2/4πε0µ. Using

r = rêr

ṙ = ṙêr + r ˙̂er = ṙêr + rθ̇êθ

r̈ = r̈êr + 2ṙθ̇êθ + rθ̈êθ − rθ̇2êr ,

we have from the r and θ components of equation (1.20)

r̈ − rθ̇2 = K/r2 (1.21)
2ṙθ̇ + rθ̈ = 0 . (1.22)

Equation (1.22) gives r2θ̇ =const., and from the initial angular momentum,
we have r2θ̇ = v0b where v0 is the velocity of the projectile as r →∞, and b
is the impact parameter, which is defined as the distance of closest approach
if the trajectory were undeflected.

To solve equation (1.21), it is convenient to let u = 1/r, and let θ be the
independent variable, so that

r =
1
u

ṙ = − u̇

u2
= − θ̇

u2

du
dθ

= v0b
du
dθ

r̈ = v0bθ̇
d2u

dθ2
= −v2

0b
2u2 d2u

dθ2
,

so that equation (1.21) becomes

−v2
0b

2u2 d2u

dθ2
− v2

0b
2u3 = Ku2
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or
d2u

dθ2
+ u = − K

v2
0b

2
. (1.23)

The solution of this equation is

u =
1
r

= A cos(θ + δ)− K

v2
0b

2
. (1.24)

The initial conditions are θ0 = π, r0 =∞, ṙ0 = −v0, so

tan δ =
v2

0b

K
(1.25)

A = −
√

1 +K2/v4
0b

2

b
. (1.26)

From the solution of equation (1.24), the asymptotic deflection angle is given
by

A cos(θc + δ) = K/v2
0b

2 . (1.27)

One solution is of course θc = π which was an initial condition, and the other
is θc = π − 2δ, since cos(π + δ) = cos(π − δ). Using the expression for δ, this
gives

tan
θc
2

=
Z1Z2e

2

4πε0µv2
0b

= cot δ . (1.28)

We now deduce that all of the particles which are incident with impact
parameters such that they pass through the annular ring between radius b
and b + db will be scattered into angles between θc and θc + dθc. This fact,
and the definition of differential cross section, gives the flux scattered into
solid angle dΩ as

dσ(θc) = σ(θc) dΩ = σ(θc)2π sin θc dθc , (1.29)

since Ω = 2π(1− cos θc). Conservation of particles then requires the number
entering the annulus to be the same as the number leaving through the solid
angle, so that

2πbdb = σ(θc)2π sin θc dθc , (1.30)

from which we obtain
σ(θc) =

b

sin θc
db
dθc

. (1.31)

This leads to the Rutherford scattering cross section using equation (1.28),

σ(θc) =

(
K

2v2
0 sin2 θc

2

)2

. (1.32)

(A negative sign is discarded because an increase in b leads to a decrease in
θc.)
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FIGURE 1.3
Sketch of scattering event between two ions with charges Z1e and Z2e showing
the differential areas for the incident and scattered particles.

It is convenient to define an impact parameter which leads to 90◦ scattering
for an electron from a singly charged ion (so µ ∼ me). From equation (1.28),
this is

b0 =
e2

4πε0mev2
0

, (1.33)

with the corresponding cross section

σ90◦ = πb20 = π

(
e2

4πε0mev2
0

)2

' 1.63 · 10−18

W 2
eV

m2 . (1.34)

Problem 1.3 Unit vectors. Show that ˙̂er = θ̇êθ and ˙̂eθ = −θ̇êr.

1.7.2 Deflection by multiple Coulomb collisions

For this calculation, we wish to find the multiple Coulomb collision cross
section for electrons on massive ions of charge Z. Assuming it begins traveling
in the z direction, it will acquire a transverse component of velocity as a
result of these many collisions. In a single collision, where we assume the z-
component of the velocity to be unchanged (weak collision), the perpendicular
energy is changed by an amount

(∆v⊥)2 = v2 sin2 θc = 4v2 sin2 δ cos2 δ (1.35)
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and since

cos2 δ =
1

1 + tan2 δ
, and sin2 δ =

tan2 δ

1 + tan2 δ
,

Equation (1.35) becomes

(∆v⊥)2 =
4v2 tan2 δ

(1 + tan2 δ)2

=
4v2(b/b0)2

[1 + (b/b0)2]2
(1.36)

where tan δ ≡ b/b0 with b0 ≡ K/v2
0 .

Now the number of encounters/second is 2πbdb nv, so averaging over b we
find

< (∆v⊥)2 > = 4v2(2πnv)b20

∫ bm/b0

0

(b/b0)3d(b/b0)
[1 + (b/b0)2]2

= 8πv3nb20

∫ xm

0

x3dx
(1 + x2)2

= 4πv3nb20

[
ln(1 + x2

m) +
1

1 + x2
m

− 1
]

' 8πv3nb20 ln(xm) , (1.37)

for xm = bm/b0 � 1 where bm is the maximum impact parameter which we
take to be the Debye length so that xm = Λ ≡ 9ND where ND = 4π

3 λ
3
D is the

plasma parameter we introduced in Section 1.4. In Appendix B we will find
this same value for the logarithmic term from a different analysis. If we now
consider the number of collisions in a time corresponding to the distance L
that the particle travels, so that vt = L, then we can divide by v2 to estimate
the mean angle over this distance, so that

< (∆θ)2 >=
< (∆v⊥)2 >

v2
= 8πnLb20 ln Λ . (1.38)

At about 36 eV, some quantum mechanical diffraction effects modify the Λ
term. As discussed by Spitzer[1], an electron wave passing through a circular
aperture of radius p will be spread out by diffraction through an angle λ/2πp
where λ is the electron wavelength. If this deflection exceeds the classical
value, then we must reduce Λ by the factor 2αc/v0 where α = 1/137 is the
fine structure constant. This is equivalent to multiplying Λ by

√
36.2/TeV for

TeV > 36.2 for temperature measured in eV. Some values for ln Λ are given in
Table 1.1.

If we now approximate that a large angle corresponds to 〈(∆θ)2〉 ∼ 1, which
is of the order of 90◦, then we have an immediate estimate for the distance
the electron must travel to accumulate this deflection, so that

L90◦ ≈
(

nZ2e4

2πε20m2
ev

4
0

ln Λ
)−1

. (1.39)
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TABLE 1.1

Values of ln Λ with Z = 1.

electron density, ne, m−3

kBT , eV 103 106 109 1012 1015 1018 1021 1024

10−1 23.5 20.0 16.6 13.1 9.65 6.19
100 26.9 23.5 20.0 16.6 13.1 9.65 6.19
101 30.4 26.9 23.5 20.0 16.6 13.1 9.65 6.19
102 33.3 29.9 26.4 23.0 19.5 16.0 12.6 9.14
103 35.6 32.2 28.7 25.3 21.8 18.4 14.9 11.5
104 37.9 34.5 31.0 27.6 24.1 20.7 17.2 13.8

The corresponding collision frequency is given by νcL = v0 so that

νc ≈
nZ2e4

2πε20m2
ev

3
0

ln Λ . (1.40)

We can finally relate the multiple collision deflection rate with the single
collision rate by comparing the cross sections. For the multiple collision case,
we use

σ90◦M ≡
1

nL90◦
=

1
2π

(
Ze2

ε0mev2
0

)2

ln Λ , (1.41)

so comparing with equation (1.34), the ratio is

σ90◦M

σ90◦S
= 8 ln Λ . (1.42)

This shows that our claim that the multiple scattering dominates is based on
the largeness of the quantity Λ.

1.7.3 Charge-neutral collisions

When the plasma is not fully ionized, as is frequently the case in the iono-
sphere, the principal collisional mechanism may be collisions between charged
particles and neutral atoms or molecules. Contrary to the conclusion for
Coulomb collisions, this type of collision is more likely to lead to a single
large angle deflection rather than a large number of small angle collisions.
The effects of this type of collision are somewhat simpler to analyze, because
a simpler model for their effect is possible. When we consider the various
effects that cause the distribution function to evolve, the evolution equation
takes the form

df
dt

=
∂f

∂t

∣∣∣∣
coll.

,

where the left-hand side is expanded, since f = f(r,v, t), to

df
dt

=
∂f

∂t
+ v · ∇f + a · ∇vf ,
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where a is the acceleration, typically a = (q/m)(E + v ×B). For the right-
hand side, the expression depends on the type of collision. For Coulomb
collisions, the expression on the right must include effects of the drag on
the charged particles whereby particles traveling faster than the average are
slowed down, and the effects of diffusion, which tends to bring the distribution
back to equilibrium, which is a Maxwellian. These effects and the model for
the right-hand side collisional term are described in Chapter 3. For charge-
neutral collisions, however, we can use a much simpler model such that

∂f

∂t

∣∣∣∣
coll.

= −ν(f − f0) ,

where ν is the charge-neutral collision frequency and f0 is the equilibrium
distribution function. This model is generally called the Krook model, due
to Bhatnagar, Gross, and Krook[2] who showed that it satisfied the critical
conservation laws.∗

1.7.4 Charge-exchange collisions

Another type of collision in a partially ionized plasma is the charge-exchange
collision, where an electron on the neutral particle “jumps” to the charged
particle passing by. This is especially important for hydrogen where the cross
section for such transfers is significant. In this “collision,” it appears as a
head-on collision for same-species transfers as the ionized neutral (the neutrals
are presumably at a lower temperature so effectively at rest compared to the
plasma) suddenly appears as a nearly stationary ion, and the higher energy
ion suddenly disappears (and promptly leaves the plasma). This looks like a
billiard ball head-on collision where the cue ball stops and the target moves
ahead in the same direction and with the same velocity as the cue ball had
originally. In a fluid model, this type of collision can be modeled as a “pseudo-
ion mass,” where the neutrals appear to be partially carried along with the
charged ions, effectively reducing the charge-to-mass ratio since the ion charge
remains the same, but the mass effectively increases [4, 5].

1.8 Particle drifts

While the majority of the study of plasma physics is the exploration of col-
lective effects, many single particle effects are also important. The motions

∗Although sometimes referred to as the BGK model, this must not be confused with the
BGK mode that is a nonlinear plasma wave with a non-Maxwellian distribution due to
Bernstein, Greene, and Kruskal[3].
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of charged particles in electric, magnetic, and gravitational fields which may
be homogeneous or inhomogeneous must first be understood and appreciated
before many of the collective effects can be put in proper perspective. In a uni-
form magnetic field, without any collisions, a charged particle follows a helical
trajectory following a single magnetic field line. The rotation frequency is the
cyclotron frequency, ωc, and the gyration is circular with radius ρL = v⊥/ωc,
which is the Larmor radius. The particle streams freely at uniform velocity
along the magnetic field line.

When an electric field is added, an additional motion is added, called the
E ×B drift since the center of gyration drifts with velocity vd = E ×B/B2.
This drift is obtained by assuming there is no net force on the center of
rotation, so the Lorentz force vanishes, or

0 = q(E + vd ×B) ,

whose only nontrivial solution is the E ×B drift velocity.
More commonly, drifts occur because of some additional force, such as a

gravitational force, or due to some inhomogeneity in the magnetic field. It is
common to refer to this kind of drift motion as guiding center drift, since it
is the center of gyration which is drifting. For a gravitational field, this drift
is given by

vdg =
m

q

g ×B
B2

. (1.43)

If we generalize the concept of the gravitational force to be any kind of average
force on the particle, then we can see that curvature in the magnetic field will
lead to centripetal acceleration, which induces curvature drift. This clearly
depends on the velocity parallel to the magnetic field, and will be described in
more detail in the next chapter. There is also a drift due to an inhomogeneity
of the magnetic field transverse to the field. This is due to the fact that as the
particle rotates with a finite Larmor radius, it samples a stronger field on one
side and a weaker field on the other, so the trajectory is no longer a circle.

1.9 Waves

Although we will devote a large effort to the study of wave phenomena in
plasmas in subsequent chapters, it is useful to introduce some of the funda-
mental wave types first, since they will be involved in many phenomena, and
because we do not wish to lose sight of the fundamentals amidst the later
complexity. We will also encounter both linear and nonlinear waves, where
the distinction is based on wave amplitude. We will usually assume the am-
plitude is small, and linearize in order to simplify the analysis and extract the
basic character of the wave, but we must always be aware that all waves in
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plasmas are fundamentally nonlinear, and in some cases we must focus atten-
tion on the effects of finite amplitudes. The amplitudes of linear waves may
be written as A(r, t) = A0 exp[i(k · r− ωt)] where A0 is a complex constant.
The characterization of waves is commonly indicated by the phase velocity,

vp =
ω

k
êk ,

where k is the wave vector, and the group velocity,

vg = ∇kω ,

which is often written as dω/dk in an isotropic medium. The phase velocity
indicates the speed and direction of a phase front of the wave, while the group
velocity gives the speed and direction that energy is transported by the wave.

1.9.1 Sound waves

Sound waves are not unique to plasmas, but they do occur there. For wave
frequencies well below the collision frequency, the characteristic speed is given
by vs =

√
γp/ρ =

√
γkBT/m where γ is the usual ratio of specific heats.

When the electron temperature is much greater than the ion temperature,
there is a type of sound wave that is unique to a plasma called the ion-acoustic
wave, which is characterized by the electron temperature (since the electron
pressure dominates) and the ion mass (since the inertia is dominated by the
ions). The waves propagate with speed

cs =
√
ZγekBTe + γikBTi

mi
. (1.44)

These waves are strongly damped unless the electron temperature is much
greater than the ion temperature and the frequency is much higher than the
collision frequency.

1.9.2 Electromagnetic waves

Just as in any homogeneous dielectric medium, electromagnetic waves propa-
gate in a plasma with the wavenumber given by

k2 =
ω2

c2
K , (1.45)

where K is the relative dielectric constant. In a cold plasma with no magnetic
field, this is given by

K = 1−
ω2
p

ω2
. (1.46)

The corresponding dispersion relation (ω = ω(k)) for electromagnetic waves
is

k2 =
ω2 − ω2

p

c2
. (1.47)
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From this relation, it is apparent that electromagnetic waves propagate only
for ω > ωp, and since k is imaginary for lower frequencies, a plasma will
reflect electromagnetic radiation below the plasma frequency. These simple
conclusions will be modified for inhomogeneous or magnetized plasmas or
boundaries.

Problem 1.4 Plasma dielectric constant. Derive the plasma dielectric con-
stant for a plasma of cold electrons and stationary ions by assuming a plane
wave solution to the Maxwell equations using the equation of motion for the
current. Also show that the product of the phase and group velocities is
vpvg = c2.

1.9.3 Alfvén waves

In his book, Cosmical Dynamics[6], Hannes Alfvén postulated the existence
of waves whose speed was proportional to the magnetic field by considering
an analogy between waves on a stretched string and the motion of a highly
conducting fluid in a magnetic field. For waves on a stretched string, the speed
is given by v =

√
T/ρm, where T is the tension in the string and ρm is the mass

per unit length. By analogy, a magnetic field is under tension via the Maxwell
stress tensor, with T = B2/µ0 per unit area, and in a highly conducting fluid,
the mass is tightly bound to the magnetic field lines (provided the frequency
is well below the cyclotron frequency), so he proposed a wave should travel
at a speed given by

VA =
√
B2/µ0ρm = B/

√
µ0nimi, (1.48)

where in this case, ρm = nimi is the volume mass density. These Alfvén
waves were subsequently found experimentally, and are a new fundamental
velocity characterizing a magnetized plasma. As one would expect from the
nature of the analogy, these waves are transverse waves and travel along mag-
netic field lines, and any low frequency perturbation in a magnetized plasma
travels at this speed. Another analogy may be made with sound waves,
since the Maxwell stress tensor also indicates the plasma exerts a pressure
pm = B2/2µ0. Using the expression for sound speed, we find

v =
√
γp/ρ =

√
2B2

2µ0ρm
= VA , (1.49)

if we take γ = 2. This is also a sound-like wave that propagates in all di-
rections, and is called a compressional wave since the magnetic field lines
are alternately compressed and expanded, while the original Alfvén wave is
torsional, since the field lines are twisted. The compressional Alfvén wave
continues to propagate above the ion cyclotron frequency, while the torsional
Alfvén wave does not.
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1.9.4 Electrostatic waves

Both the Alfvén waves and the electromagnetic waves described above have
significant transverse components, but there are a number of waves in plasmas
that are essentially longitudinal and have no appreciable wave magnetic field.
These waves may be characterized by an electric potential, and hence are
called electrostatic waves.

1.9.5 Plasma waves

Without any magnetic field, these electrostatic waves are called plasma waves,
space-charge waves, or Langmuir waves. These are the finite temperature
generalization of simple plasma oscillations, with dispersion relation

ω2 = ω2
p +

3kBTe
me

k2 , (1.50)

and are exponentially damped even in the absence of collisions. It is obvious
from the dispersion relation that the waves travel near the electron thermal
speed for ω � ωp.

Problem 1.5 Plasma waves. Find the phase and group velocities for plasma
waves if ω ' ωp.

1.9.6 Bernstein waves

When a magnetic field is added to the finite temperature plasma, an entirely
new set of electrostatic waves appears near each harmonic of both the electron
and ion cyclotron frequencies. These waves are called Bernstein waves and
propagate without damping (in a collisionless plasma) across a magnetic field,
and their group velocity is typically of the order of the ion thermal speed near
the ion cyclotron harmonics and near the electron thermal speed near the
electron cyclotron harmonics.

1.9.7 Wave damping

The exponential damping mentioned above in connection with plasma waves
is a fundamental process in plasmas, and will need careful analysis, since it is
a dissipationless damping mechanism. Without any collisions, there is no loss
of information with such damping, even though the potential dies away. The
damping is caused by the thermal spreading of the particles which initially
formed the wave. If the distribution function is monotonically decreasing
with velocity, the wave is always damped, but if the distribution function has
a bump, then the damping may change to growth and with a finite amplitude,
nonlinear effects modify the distribution to eliminate the bump. The damping
is called Landau damping, and leads to very interesting nonlinear phenomena,
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such as plasma echoes where apparently lost information can be recovered.
It may be shown that nonlinear phenomena eventually dominate linear pro-
cesses without some collisions, so that very weak collisions are required for
the validity of linear theory. In addition to damping plasma waves, this same
kind of collisionless damping is involved in waves near the electron and ion
cyclotron frequencies and their harmonics.

1.9.8 Large amplitude waves

As the amplitude of a wave grows in a plasma, a variety of nonlinear pro-
cesses may dramatically change the propagation characteristics of the wave.
The wave energy density may be large enough to actually expel some of the
background plasma, creating a density cavity, or caviton. This can lead to
collapse and filamentation of the wave. It is also possible that solitary waves
may propagate where the nonlinear processes support a single, localized dis-
turbance whose velocity is amplitude dependent. In some cases, these may be
solitons, which are solitary waves which are very stable and survive collisions.
It is also possible for a large amplitude wave to modify the distribution func-
tion to such an extent that Landau damping no longer occurs. Keeping in
mind that all plasma waves are fundamentally nonlinear, it will be important
to note at what levels these effects become noticeable.

1.10 Plasma radiation

Even as there is a variety of ways a plasma may absorb energy, there is a
variety of ways plasmas may radiate energy. From the fluctuation-dissipation
theorem, every absorber is an emitter, so we expect plasmas to radiate. The
radiation may be grouped into two major categories: (1) radiation from atomic
processes and (2) radiation from accelerated charges. Some of this radiation
is of concern because it represents a plasma energy loss mechanism, and some
is of interest as a diagnostic for the interior of a plasma, and some falls into
both categories.

1.10.1 Bremsstrahlung

While in the strict sense, Bremsstrahlung refers to both free-bound and free-
free transitions, which could include almost everything, we restrict our use
of the word in plasma physics to the free-free radiation when particles make
large angle collisions. The radiation intensity for a hydrogen plasma is

PB = 5.35 · 10−37n2T
1/2
keV Watt/m3 . (1.51)



20 Plasma Kinetic Theory

Since this is calculated under the assumption that none of the emitted ra-
diation is reabsorbed, this is the lowest radiation rate possible. For fusion
plasmas, even for temperatures as high as 100 keV, this is an insignificant loss
rate compared to the fusion production rate.

1.10.2 Blackbody radiation

Blackbody radiation assumes that all internal radiation from whatever source
is absorbed, so that only surface radiation escapes the plasma. From the
Stefan-Boltzmann law, the radiation is given by

Pbb = σT 4 Watt/m2 ,

where σ = 5.67 · 10−8 W/m2 K4. In contrast to Bremsstrahlung radiation,
this radiation would greatly exceed the fusion production of a fusion plasma,
but this is not of great concern since fusion plasmas are optically thin over
most of the radiation spectrum.

1.10.3 Impurity radiation

When high Z impurities enter high temperature plasmas and become highly
stripped, they emit both line emission and Bremsstrahlung radiation at very
high rates. By impurity control, this otherwise serious energy loss can be
kept within acceptable limits, so the principal interest is in plasma diagnos-
tics. Impurity atoms provide spectroscopic information which is invaluable in
estimating the internal temperature, and even the density if it is high enough.

1.10.4 Cyclotron or synchrotron radiation

Substantial radiation is measured from high temperature plasmas in a mag-
netic field at harmonics of both the electron and ion cyclotron frequencies. In
fusion plasmas, the electrons are even weakly relativistic, so that some syn-
chrotron radiation is also emitted. If electron temperatures in fusion plasmas
exceed the ion temperature by a large amount, synchrotron radiation could
exceed the fusion production, so it is desirable to keep the electron tempera-
ture similar to the ion temperature.

1.10.5 Cherenkov radiation

Cherenkov radiation is emitted whenever a particle travels faster than the
speed of light in the medium. In a plasma, energetic particles commonly
exceed the speed of various waves, and hence emit some Cherenkov radiation.
Though not important for energy balance, this radiation could provide some
diagnostic information on velocity distributions.



2

BASIC KINETIC EQUATIONS

2.1 The Klimontovich equation

2.1.1 Introduction

It is possible to give either a formally exact microscopic description of plasma
behavior which has too much information for use, or to give a macroscopic
description which has less information, but is tractable for many problems
of interest. We shall begin with the exact description, for it can give us
some information, but then give the alternative description which we shall
use subsequently. The exact microscopic theory is given by the Klimontovich
equation, and its average, if taken with suitable precautions, will enable us
to glean some macroscopic information, and also give us something of the
ordering so that we can estimate what is left out in the zero-order approxi-
mations. Then we shall examine the Liouville equation, which again is exact,
but is more readily adaptable to an ordering scheme so that we can examine
the zero-order equation and get a more detailed form for the first and higher
order corrections.

2.1.2 The density function

We first describe the plasma in terms of the individual particles by introducing
a density function which describes the location and velocity of each particle,

Ns(r,v, t) =
N0∑
i=1

δ[r −Ri(t)]δ[v − V i(t)] , (2.1)

where there are N0 particles of species s. We note that Ri, V i, are the La-
grangian coordinates of the particles themselves, while r, v, are the Eulerian
coordinates of a 6-dimensional space we call phase space. Integrating over
phase space, we obtain the total number of particles, so this is a density of
particles in phase space. Integrating over a small volume (∆r)(∆v) gives the
number of particles in that particular volume of phase space, and because
of the delta function character of the density function, this number is not
smoothly varying. If one chooses the volume large enough to include many
particles, but small enough to show variations in the density and electromag-

21
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netic fields, we may be able to approximate the function by a smooth function,
but it is not smooth as it stands. In order to include a complete description
of the plasma, we must include all species, so this we indicate by the sum over
species

N(r,v, t) =
∑
s=e,i

Ns(r,v, t) . (2.2)

Knowing the exact location and velocity of every particle at one point in time,
we in principle know the position and velocity at every time, since

Ṙi(t) = V i(t) (2.3)

for all i. The velocity is related back to the coordinates through the Lorentz
force law, since

msV̇ i(t) = qs{Em[Ri(t), t] + V i(t)×Bm[Ri(t), t]} , (2.4)

where the superscript m denotes that the fields are a combination of external
electric and magnetic fields and the self-consistent fields from all the particles
except particle i. These fields then satisfy the Maxwell equations:

∇ ·Em(r, t) = ρm(r, t)/ε0 , (2.5)
∇ ·Bm(r, t) = 0 , (2.6)

∇×Em(r, t) = −∂B
m(r, t)
∂t

, (2.7)

∇×Bm(r, t) = µ0J
m(r, t) +

1
c2
∂Em(r, t)

∂t
. (2.8)

The charge and current densities are given by

ρm(r, t) =
∑
e,i

qs

∫
dvNs(r,v, t) (2.9)

Jm(r, t) =
∑
e,i

qs

∫
dv vNs(r,v, t) . (2.10)

These equations comprise a set of 6N0 differential equations which in classical
mechanics completely determines the system. The difficulty of solving this
large number of equations prevents us from learning anything significant. The
number of equations must be reduced and in the process, we will lose some
of the information. Before reducing the set of equations, we examine the full
set in more detail.

2.1.3 The Klimontovich equation

To find the time evolution of the plasma, we use the time derivative of the
density function, Ns. In order to see how the derivatives are taken we note

∂

∂t
δ[r −Ri(t)] =

∂Ri

∂t
· ∂

∂Ri
δ[r −Ri(t)] = Ṙi ·

(
− ∂

∂r

)
δ[r −Ri(t)]
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= −Ṙi · ∇δ[r −Ri(t)] , (2.11)

so that

∂

∂t

∑
i

δ[r−Ri(t)]δ[v−V i(t)] = −
∑
i

Ṙi·∇δ[r−Ri(t)]−
∑
i

V̇ i·∇vδ[v−V i(t)] .

(2.12)
We know V̇ i from the Lorentz force equation, however, so this becomes

∂Ns
∂t

= −
∑
i

V i · ∇δ[r −Ri(t)]δ[v − V i(t)]

−
∑
i

qs
ms

(Em + V i ×Bm) · ∇vδ[r −Ri(t)]δ[v − V i(t)] . (2.13)

But, since the delta functions guarantee that they will be evaluated only where
there are particles, we may let V i → v, so that

∂Ns
∂t

= −
∑
i

v · ∇δ[r −Ri(t)]δ[v − V i(t)]

−
∑
i

qs
ms

(Em + v ×Bm) · ∇vδ[r −Ri(t)]δ[v − V i(t)]

= −v · ∇
∑
i

δ[r −Ri(t)]δ[v − V i(t)]

− qs
ms

(Em + v ×Bm) · ∇v

∑
i

δ[r −Ri(t)]δ[v − V i(t)]

= −v · ∇Ns −
qs
ms

(Em + v ×Bm) · ∇vNs . (2.14)

This may be written as a conservation law

D
Dt
Ns =

∂Ns
∂t

+ v · ∇Ns +
qs
ms

(Em + v ×Bm) · ∇vNs = 0 , (2.15)

which expresses the “incompressibility” of the plasma.

2.1.4 Kinetic equation

The complexity of the Klimontovich equation makes it of little direct use, but
by averaging over a small volume, we may be able to resolve many features of
plasma behavior. The size of the averaging volume must be chosen carefully,
since if it is too large, we lose resolution in the variations of the plasma which
we may wish to investigate, while if the volume is too small, the change in
density from one volume to its neighboring volume may be too large for a
description in terms of continuous functions, which is our goal. In order to
guarantee “smoothness,” we will require many particles (so changes of a few
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particles will represent small percentage changes), and this can be obtained
by letting the volume in coordinate space be of the order of a Debye sphere
and make the plasma parameter ND large. We will then be able to resolve
variations on the Debye length scale and larger, but variations smaller than
a Debye length will not be well described. The volume is six dimensional, so
we must also pick a velocity range large enough to include many particles.

One way to get many particles in a given volume is to consider not one group
of N particles, but to pick an ensemble of groups of N particles, and take
ensemble averages. This adds some complexity, but allows greater resolution.

For cases where the scale lengths of the electric and magnetic fields are
much longer than the Debye length, we choose a distance large compared to
the mean interparticle spacing, but less than the Debye length, and if ND � 1,
we know there exists such a distance. The smoothed function is then given
by

f(r,v, t) =
N(r < ri < r + dr,v < vi < v + dv, t)

∆x∆y∆z∆vx∆vy∆vz
. (2.16)

If we now distinguish between the exact and averaged value of Ns, we may
define the variations from average by

Ns = fs + δNs , (2.17)
Em(r, t) = E(r, t) + δEm(r, t) , (2.18)
Bm(r, t) = B(r, t) + δBm(r, t) , (2.19)

where B = 〈Bm〉 so that 〈δB〉 = 0, etc. Then averaging the various terms of
equation (2.15) leads to 〈

∂Ns
∂t

〉
=
∂fs
∂t

,

〈v · ∇Ns〉 = v · ∇fs ,

since 〈δNs〉 = 0, and

qs
ms
〈(Em + v ×Bm) · ∇vNs〉 =

qs
ms

(E + v ×B) · ∇vfs

+
qs
ms
〈(δE + v × δB) · ∇vδNs〉

since 〈δEmfs〉 = 〈δBmfs〉 = 〈EδNs〉 = 〈BδNs〉 = 0. Combining these
elements, we establish the Kinetic equation,

∂fs
∂t

+ v · ∇fs +
qs
ms

(E+ v×B) · ∇vfs = − qs
ms
〈(δEm + v × δBm) · ∇vδNs〉 .

(2.20)
Since fs is smooth by construction, all of the discrete, particle-like behavior
is on the right hand side of equation (2.20), which is due to collisions and
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correlations. The average behavior is on the left, and describes the macro-
scopic behavior, while the microscopic variations from average are on the
right. Estimating the importance of collisions, if we take v0 ∼

√
kBTe/me

in equation (1.40), then the ratio of the collision frequency to the plasma
frequency is

νc
ωpe

=
ln Λ

2πnλ3
D

=
2 ln Λ
3ND

, (2.21)

so collisional terms are small compared to the average plasma terms by the
order of N−1

D .
In order to estimate the importance of the discrete behavior more carefully,

we imagine a scheme where we subdivide each of the particles, so that we
will have in the limit an infinite number of particles, but each is too small
to influence its neighbor. To this end, we let e → 0, me → 0, but hold
e/me constant. We also let n → ∞, holding ne constant. In order to hold
the thermal speed, ve ∼

√
kBTe/me, constant, we also must let Te → 0.

Neglecting ion motions, we shall assume there is simply a uniform positive
background charge density to neutralize the plasma on the average. We may
now write the Debye length as

λ2
D =

ε0kBTe
ne2

=
(
kBTe
me

)
ε0

(ne)

(me

e

)
, (2.22)

which is constant. This means that the plasma parameter, ND ∼ nλ3
D →∞,

so the collisional terms will vanish as lnND/ND from equation (2.21).
Another way of estimating the smallness of the collisional term is to use the

law of large numbers which indicates that deviations from average scale as the
square root of the total number, so that δNs ∼ N1/2

0 ∼ N1/2
D . Then, since δE

and δB are produced by δNs through the Maxwell equations, we can argue
from Poisson’s equation that δE ∼ eδNs ∼ N−1

0 N
1/2
0 ∼ N

−1/2
0 ∼ N

−1/2
D .

Since the right hand side of equation (2.20) involves products of these kinds
of terms, the right hand side will be approximately constant as ND →∞. As
the density tends toward infinity, however, the left hand side will also tend
toward infinity, so in relative terms, the right hand side will again vanish as
1/ND. This leaves us with

∂fs
∂t

+ v · ∇fs +
qs
ms

(E + v ×B) · ∇vfs = 0 . (2.23)

Along with the corresponding Maxwell equations

∇ ·E(r, t) = ρ(r, t)/ε0 , (2.24)
∇ ·B(r, t) = 0 , (2.25)

∇×E(r, t) = −∂B(r, t)
∂t

, (2.26)

∇×B(r, t) = µ0J(r, t) +
1
c2
∂E(r, t)

∂t
(2.27)
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with the charge and current densities given by

ρ(r, t) =
∑
e,i

qs

∫
dv fs(r,v, t) (2.28)

J(r, t) =
∑
e,i

qs

∫
dv vfs(r,v, t) . (2.29)

Equations (2.23) through (2.29) form the Vlasov equations, although equa-
tion (2.23) alone is frequently called the Vlasov equation. This set of equa-
tions forms the foundation for most of plasma physics when collisions are not
a dominant effect.

2.2 The Liouville equation

2.2.1 Introduction

In deriving the Klimontovich equation, we used a six-dimensional phase space
to describe N0 particles, whereas in this section, we will describe systems of
particles. We will use this description to derive the Liouville equation, which
will also give an exact result which is also too difficult to use, but will lead
to a systematic method for ordering our approximations. One result of this
approximation method will be to give an explicit form for the right-hand side
term which describes collisions and correlations, and gives us an ordering with
which to estimate the error.

In using the description of systems, we first consider a system consisting
of one particle, then two particles, and then generalize to N0 systems of N0

particles. For the one particle “system,” we describe the location in terms of
the coordinate r1, and the particle is located at R1(t) at time t. The velocity
of this particle is measured in the velocity coordinate system v1, where the
particle velocity is given by V 1(t) = Ṙ1(t). Thus the trajectory is described
by r1(t) and v1(t) in a six-dimensional phase space r1, v1. In such a simple
system, the subscript is of course unnecessary, but as we add more particles
to our system, particle one will always be described in the same coordinate
system. Although it is trivial for one particle, we can also define a system
density in this space as

N(r1,v1, t) = δ[r1 −R1(t)]δ[v1 − V 1(t)] . (2.30)

When we consider two particles, we want a system of two particles, and in
this system, we will use separate coordinates for the second particle. The sec-
ond particle’s trajectory is described by R2(t) and V 2(t) in a six-dimensional
phase space r2, v2, resulting in the system having a twelve-dimensional phase
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space. We can similarly define a system density in this twelve-dimensional
space as

N(r1,v1, r2,v2, t) = δ[r1 −R1(t)]δ[v1 − V 1(t)]δ[r2 −R2(t)]δ[v2 − V 2(t)] .
(2.31)

In this space, there is one system which occupies the point r1 = R1(t), v1 =
V 1(t), r2 = R2(t), and v2 = V 2(t) at time t.

Note that this density is completely different from Ns in the previous chap-
ter, where there we had the density of particles in a six-dimensional phase
space, whereas here we have the density of systems (each of which has two
particles) in twelve-dimensional phase space. Generalizing to N0 particles,
we wish to describe N0 systems, each comprising N0 particles in a 6N0-
dimensional phase space, using a separate coordinate system for each particle.
By analogy from equation (2.31), we have the density

N(r1,v1, r2,v2, . . . , rN0 ,vN0 , t) =
N0∏
i=1

δ[ri −Ri(t)]δ[vi − V i(t)] , (2.32)

where
∏n
j=1 fn ≡ f1f2 · · · fn.

2.2.2 Liouville equation — standard form

We now wish to describe the evolution of the system density as before. Since
our system density now involves the product of 6N0 terms, its derivative will
involve the sum of 6N0 terms. Using relations of the form

∂

∂t
δ[ri −Ri(t)] = −∂Ri

∂t
· ∇riδ[ri −Ri(t)] , (2.33)

we find

∂N

∂t
+

N0∑
i=1

V i · ∇ri

N0∏
j=1

δ[rj −Rj(t)]δ[vj − V j(t)]

+
N0∑
i=1

V̇ i · ∇vi

N0∏
j=1

δ[rj −Rj(t)]δ[vj − V j(t)] = 0 . (2.34)

Using the same delta function relations as in the previous chapter, we can
write for V̇ i the expression

V̇ i(t) =
qs
ms

(Em(ri, t) + vi ×Bm(ri, t) . (2.35)

Then if we note that the products are just the density, then we may write
equation (2.34) as

∂N

∂t
+

N0∑
i=1

V i · ∇riN +
N0∑
i=1

V̇ i · ∇viN = 0 , (2.36)



28 Plasma Kinetic Theory

which is the Liouville equation. Along with the Maxwell equations and equa-
tion (2.35) for the acceleration, this is a complete and exact description of the
evolution of the plasma, but is of little practical use, since we still cannot deal
with a 6N0-dimensional phase space. Before we try to reduce the complex-
ity of the system, we note that again the equation is of the form of what is
called a convective time derivative except that in this case the dimensionality
is higher, such that

D
Dt
N(r1,v1, r2,v2, . . . , rN0 ,vN0 , t) = 0 (2.37)

where
D
Dt
≡ ∂

∂t
+

N0∑
i=1

vi · ∇ri +
N0∑
i=1

V̇ i · ∇vi . (2.38)

This is again the expression of the fact that the density of systems is incom-
pressible.

We can also put the Liouville equation in the form of a continuity equation
by noting some vector identities. First, from ∇ · (ab) = b · ∇a + a∇ · b, we
have

vi · ∇riN = ∇ri · (viN) (2.39)

since ri and vi are independent. Also, we find

V̇ i · ∇viN = ∇vi · (V̇ iN) (2.40)

since

∇vi · V̇ i = ∇vi ·
{
qsi
msi

[Em(ri, t) + vi ×Bm(ri, t)]
}

= 0 ,

since Em and Bm are independent of velocity and ∇vi × vi = 0. Then we
may write the Liouville equation as

∂N

∂t
+

N0∑
i=1

∇ri · (viN) +
N0∑
i=1

∇vi · (V̇ iN) = 0 . (2.41)

In this form, the Liouville equation expresses the conservation of systems in
our 6N0-dimensional phase space.

2.3 System ensembles

If now we consider not one system, but an ensemble of N0 systems, each
described by the same set of coordinates in 6N0-dimensional phase space, then
we can introduce the probability of finding any one of these systems inside
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a particular volume in phase space. Each of these individual systems will be
initialized at t0 and evolve separately, each one following a single trajectory
in this phase space. Denoting the probability by

fN0(r1,v1, r2,v2, . . . , rN0 ,vN0 , t)dr1dv1dr2dv2 · · · drN0dvN0 , (2.42)

we interpret this fN0 as representing the probability that there exists a sys-
tem at the point (r1,v1, r2, v2, . . . , rN0 ,vN0 , t) in the 6N0-dimensional phase
space, or that R1(t) lies between r1 and r1 + dr1, and V 1(t) lies between v1

and v1 +dv1, and R2(t) lies between r2 and r2 +dr2, and V 2(t) lies between
v2 and v2 + dv2, and etc. If we integrate over all space, the probability is
unity that a system will be found. In this picture, each system has a single
trajectory, and since each trajectory is smooth, with no system being created
or destroyed, then this probability density must likewise satisfy a conservation
of probability density, or

∂fN0

∂t
+

N0∑
i=1

vi · ∇rifN0 +
N0∑
i=1

V̇ i · ∇vifN0 = 0 , (2.43)

which may also be written, using equation (2.39) and equation (2.40), as

DfN0

Dt
= 0 . (2.44)

Again, this indicates that the probability density is incompressible.

2.3.1 BBGKY hierarchy

In addition to the probability of finding a particle at some point in phase
space, we may consider reduced probability distributions, defined by

fk(r1,v1, r2,v2, . . . , rk,vk, t) ≡ V k−N0

∫
drk+1dvk+1 · · · drN0dvN0fN0 ,

(2.45)
which gives the joint probability of finding particles 1 through k in the volume
between (r1,v1) and (r1 + dr1,v1 + dv1), and. . . and between (rk,vk) and
(rk + drk,vk + dvk), irrespective of the coordinates of the other particles
k + 1, k + 2,. . . , N0. In equation (2.45), V is a finite spatial volume where
fN0 is nonzero. In the following development, we shall assume that fN0 → 0
as |vi| → ∞ in order that the energy be bounded, and either use periodic
boundary conditions in space, or assume that fN0 → 0 as |ri| → ∞. We
shall assume the particles are indistinguishable, so that the distribution is
symmetric with respect to the exchange of any pair of particles. This means
we do not care which particle is labeled 1, or which is labeled 2, etc. If we
were to reduce the function by integrating over all the sets of coordinates but
one, so that only one set of coordinates were left, we would have f1(r1,v1, t)
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which now is the probability (within a normalization constant) of finding a
particle between (r1,v1) and (r1 + dr1,v1 + dv1), and then this distribution
function would be equivalent to the function fs(r,v, t) which appeared in the
kinetic equation and the Vlasov equations.

We now wish to actually do these integrations and reduce the complexity
of the equations. To simplify this calculation, enabling us to see the structure
of the arguments without becoming too complex algebraically, we will

1. Consider only one species of particles (could be extended, but will con-
sider ions to be a uniform positive background),

2. Exclude any external electric and magnetic fields,

3. Ignore the self-generated magnetic fields, and

4. Adopt the Coulomb Model where only mutual electrostatic forces are
considered.

In this model,

V̇ i(t) =
N0∑
j 6=i

aij , (2.46)

aij =
q2
s

4πε0ms|ri − rj |3
(ri − rj) , (2.47)

where aij is the acceleration of particle i due to particle j, and the sum
obviously excludes self forces (j = i). The Liouville equation may then be
written in the form of equation (2.44) as

∂fN0

∂t
+

N0∑
i=1

vi · ∇rifN0 +
N0∑
i=1

N0∑
j 6=i

aij · ∇vifN0 = 0 . (2.48)

Now we integrate over rN0 and vN0 to obtain fN0 , so that∫
drN0dvN0

∂fN0

∂t
+
∫

drN0dvN0

N0∑
i=1

vi · ∇rifN0

+
∫

drN0dvN0

N0∑
i=1

N0∑
j 6=i

aij · ∇vifN0 = I1 + I2 + I3 = 0. (2.49)

Treating the first integral first, we have

I1 =
∫

drN0dvN0

∂fN0

∂t
=

∂

∂t

∫
drN0dvN0 fN0 =

∂

∂t
V fN0−1 , (2.50)

since the coordinates are independent of time, noting that

fN0−1 =
1
V

∫
drN0dvN0 fN0 . (2.51)
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For the second integral of equation (2.49), coordinates of the first N0−1 terms
are independent of the integration variables, so we can interchange the order
of the integration with the vi · ∇ri operator, with the result

I2 =
N0−1∑
i=1

vi · ∇ri

∫
drN0dvN0 fN0 +

∫
drN0dvN0 vN0 · ∇rN0

fN0 . (2.52)

Looking at the form of the second term, however, we can integrate by parts
to obtain∫

dr dv
(
vx

∂

∂x
+ vy

∂

∂y
+ vz

∂

∂z

)
f =

∫
dy dz dv vxf

∣∣∣∣∞
−∞

+ cyclic perm.

−
∫

dr dvf∇ · v = 0 (2.53)

using either periodic boundary conditions or f → 0 as |r| → ∞. The second
integral thus becomes

I2 = V

N0−1∑
i=1

vi · ∇rifN0−1 . (2.54)

To do the final integral, we first split up the acceleration sum such that

N0∑
i=1

N0∑
j 6=i

gij =
N0−1∑
i=1

N0−1∑
j 6=i

gij +
N0−1∑
j=1

gN0j +
N0−1∑
i=1

giN0 . (2.55)

In the double sum, the variables in the operator are independent of the vari-
ables of integration, so the order may again be reversed. The integral over
the next sum, ∫

dvN0aN0j ·
∂fN0

∂vN0

= aN0j fN0

∣∣∣vN0→∞

vN0→−∞
= 0 , (2.56)

so I3 becomes

I3 = V

N0−1∑
i=1

N0−1∑
j 6=i

aij · ∇vifN0−1 +
N0−1∑
i=1

∫
drN0dvN0 ai,N0 · ∇vifN0 . (2.57)

Combining these pieces, and dividing by V , we finally obtain

∂

∂t
fN0−1 +

N0−1∑
i=1

vi · ∇rifN0−1 +
N0−1∑
i=1

N0−1∑
j 6=i

aij · ∇vifN0−1

+
1
V

N0−1∑
i6=N0

∫
drN0dvN0 aiN0 · ∇vifN0 = 0 . (2.58)
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From this expression, we first note that the equation for fN0−1 depends on
fN0 , and secondly we note that as we have made no approximations, this
is still exact. As we integrate over each set of coordinates successively, we
will again obtain a similar equation, where fk depends on fk+1, leading to a
chain of equations. To see how this develops, we will integrate one more time
(following the pattern of 1,2,...,N), this time over rN0−1 and vN0−1. Noting
first from equation (2.45) that

fN0−2 =
1
V 2

∫
drN0dvN0drN0−1dvN0−1fN0

=
1
V 2

∫
drN0−1dvN0−1

∫
drN0dvN0fN0

=
1
V 2

∫
drN0−1dvN0−1V fN0−1 , (2.59)

where we have used equation (2.51), so we find∫
drN0−1dvN0−1fN0−1 = V fN0−2 . (2.60)

Using this result, we have that the integral of the first term of equation (2.58)
gives V ∂fN0−2/∂t.

The integral of the second term in equation (2.58) again splits into two
parts as in equation (2.52), one whose sum terminates with N0 − 2 terms
whose variables are independent, and one where we can do the integration
and evaluate at the end points and obtain a null result. The corresponding
result to equation (2.54) is then

I2 = V

N0−2∑
i=1

vi · ∇rifN0−2 . (2.61)

The third term is broken again into a double sum and two single sums as in
equation (2.55), indexing N0 → N0 − 1, so that

I3 =V
N0−2∑
i=1

N0−2∑
j 6=i

aij · ∇vifN0−2 +
N0−2∑
i=1

∫
drN0−1dvN0−1 aiN0−1 · ∇vifN0−1

+
N0−2∑
j=1

∫
drN0−1dvN0−1 aN0−1j · ∇vN0−1fN0−1 , (2.62)

where the last term vanishes upon integration as before.
Upon integrating the fourth term in equation (2.58), we have

I4 =
1
V

N0−1∑
i=1

∫
drN0−1dvN0−1 drN0dvN0aiN0 · ∇vifN0

=
1
V

N0−2∑
i=1

∫
drN0dvN0 aiN0 · ∇vi

∫
drN0−1dvN0−1 fN0 , (2.63)
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where the N0−1 term in the sum vanishes upon doing the integral over vN0−1.
Now the variables of integration in equation (2.63) are dummy variables, so
we can exchange the subscripts N0 and N0 − 1, with aiN0 → aiN0−1. Since
fN0 is symmetric with respect to the interchange of coordinates, it remains
the same. But from equation (2.51), the last integral is simply V fN0−1, so we
have

I4 =
N0−2∑
i=1

∫
drN0−1dvN0−1 aiN0−1 · ∇vifN0−1 . (2.64)

This term is identical to the second term of I3, so the final result is (after
dividing by V ):

∂

∂t
fN0−2 +

N0−2∑
i=1

vi · ∇rifN0−2 +
N0−2∑
j 6=i

aij · ∇vifN0−2

+
2
V

∫
drN0−1dvN0−1 aiN0−1 · ∇vifN0−1

)
= 0 . (2.65)

Note that the equation for fN0−2 involves the next higher term, fN0−1, as
noted above.

Generalizing now, we can see from the pattern above what the result will
be from integrating over all but k variables. The result is

∂fk
∂t

+
k∑
i=1

vi · ∇rifk +
k∑
j 6=i

aij · ∇vifk

+
(N0 − k)

V

∫
drk+1dvk+1 aik+1 · ∇vifk+1

)
= 0 . (2.66)

This chain of equations is the BBGKY hierarchy (Bogolyubov[7], Born
and Green[8], Kirkwood[9], and Yvon[10]).

2.3.2 Truncating the BBGKY hierarchy

As it stands, the BBGKY hierarchy is still exact and as impossible to treat
as the Klimontovich equation or the Liouville equation because it still has N0

equations to solve. Only if we can reduce the order of the system of equations
to a reasonable number will we be able to make progress. If we start at the
bottom of the chain, with k = 1, we have

∂

∂t
f1(r1,v1, t)+v1·∇r1f1+

N0 − 1
V

∫
dr2 dv2 a12·∇v1f2(r1,v1, r2,v2, t) = 0 .

(2.67)
This is coupled to the k = 2 equation through f2, which is coupled to the
k = 3 equation, etc. Only if we can truncate this chain can we make any
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real progress. In order to do this, we need to be reminded of what informa-
tion is contained in each of the various fk, and especially what the meaning
of f1, f2 and f3 is. From our previous discussions, we can conclude that
f1(r1,v1, t)dr1dv1 is the probability that a particle will be found in the vol-
ume between r1 and r1 + dr1 and in the region of velocity space between v1

and v1 + dv1. On the other hand, f2 may be interpreted as the joint proba-
bility of finding particle 1 at (r1,v1) and that particle 2 is at (r2,v2) (where
at means in the differential neighborhood of the point). Presuming still that
all of the particles are of the same species, this means that f2 → 0 if r1 → r2,
since two particles cannot occupy the same point in space (they could have the
same velocity). We also know that f2(r1,v1, r2,v2, t) = f2(r2,v2, r1,v1, t)
since the particles and coordinates were interchangeable in fN0 , and the prop-
erty is not lost by our integrations.

In fact, we know a little more about f2 if we remind ourselves of the prop-
erties of conditional probability distribution functions. If one considers two
separate events, each characterized by the probability P (x) if taken alone,
while denoted P (x, y) if considered together, then we must first ask if the two
events are correlated, that is whether the second event depends on the first.
If the two events are statistically independent or uncorrelated, then the prob-
ability of the event x, y is characterized by the joint probability distribution

P (x, y) = P (x)P (y) , (2.68)

or by the product of the two probabilities taken independently. For example,
with a pair of fair dice, where the probability of getting any specific digit of
the six possible is 1/6, the probability of snake eyes (1+1 = 2) is (1/6)(1/6) =
1/36, so that it is to be expected once in every 36 rolls of the pair. On the
other hand, if the two events are correlated, so that one depends on the other,
then we can write the more general relation as

P (x, y) = P (x)P (y) + δP (x, y) , (2.69)

where δP (x, y) = 0 if the events are uncorrelated. For example, if one wants
the probability of two specific cards to be dealt from a well shuffled deck in
a particular order, the probability of the first is 1/52, while the probability
of the second is 1/51 since there are only 51 cards left after the first is dealt.
For this example,

δP (x, y) = P (x, y)− P (x)P (y)

=
1
52
· 1

51
− 1

52
· 1

52
=

1
52251

. (2.70)

In this example, the correlation term is the order of N (=52) smaller than
the uncorrelated term because the first event had only a small effect on the
second event.

For our problem, we will define the correlation function in a similar way, so
that

f2(r1,v1, r2,v2, t) ≡ f1(r1,v1, t)f1(r2,v2, t) + g(r1,v1, r2,v2, t) , (2.71)
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so that g is the correlation function. Since there are only two particles in
the correlation function, it is called a two-particle correlation function, or
often a two-body correlation function, especially if the particles are of different
q/m. Breaking the two-body function f2 into these components is the first
step in the Mayer cluster expansion. We may now insert this result into
equation (2.67) to obtain

∂

∂t
f1(r1,v1, t) + v1 · ∇r1f1+n0

∫
dr2 dv2 a12 · ∇v1 [f1(r1,v1, t)f1(r2,v2, t)

+g(r1,v1, r2,v2, t)] = 0 , (2.72)

where we have approximated (N0 − 1)/V ≈ n0, the average particle density,
since N0 is assumed to be large compared to 1.

If we now take the case where the correlations are small enough to be
neglected, then we can reduce this even further to

∂

∂t
f1(r1,v1, t)+v1·∇r1f1+[n0

∫
dr2 dv2 a12f1(r2,v2, t)]·∇v1f1(r1,v1, t)=0,

(2.73)
where some terms have been rearranged, but the term in brackets now may
be simplified. If we examine this term, it represents the integral over the coor-
dinates of particle 2 of the acceleration weighted by the distribution function
for particle 2. This is simply the ensemble averaged acceleration experienced
by particle 1, so that we may introduce the notation

a(r1, t) ≡ n0

∫
dr2dv2 a12f1(r2,v2, t) . (2.74)

With this substitution, equation (2.73) becomes

∂f1

∂t
+ v1 · ∇r1f1 + a · ∇v1f1 = 0 , (2.75)

which is the kinetic equation we encountered before. In this context, the
kinetic equation must be considered the correlationless kinetic equation, since
collisions have not been introduced in this section. We can see from the
earlier discussion of dividing the particles so that e → 0, m → 0, etc., that
this process would lead to an absence of correlations, since no particles would
interact. It is likely that collisions are the most important component of the
correlation function, but other processes such as the generation of plasma
waves and electromagnetic radiation could affect the correlations. While the
Vlasov equation is the most important equation in investigating kinetic effects
in plasmas, and will receive nearly all of the attention in subsequent chapters,
we would like to have some firmer handle on the collision or correlation term
in order to better establish the limits of validity and the first order deviations.
In order to do this, we eventually want an equation in f1 alone, so the system
of equations is closed. Finding an expression for g in terms of f1 will be
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difficult, and will be approximate, but it is necessary to find some rationale
for closure which depends on collisions. To do this, which means finding an
expression for g, we need to examine the second equation in the hierarchy
using equation (2.66) with k = 2, which is

∂f2

∂t
+ (v1 · ∇r1 + v2 · ∇r2)f2 + (a12 · ∇v1 + a21 · ∇v2)f2

+ n0

∫
dr3v3(a13 · ∇v1 + a23 · ∇v2)f3 = 0 . (2.76)

As before, we will let f2(12) = f1(1)f1(2) + g(12), and with the appearance
of f3 in equation (2.76), we will need to introduce the next step in the Mayer
cluster expansion, or

f3(123) = f1(1)f1(2)f1(3) + f1(1)g(23) + f1(2)g(13) + f1(3)g(12) + h(123) ,
(2.77)

where the numbers 1,2,3 in the parenthesis refer to the coordinate set for the
respective particles. In this expansion, the three-body correlation function
appears, but our first truncation approximation is to neglect h(123). If we
can prove that g is small compared to f , then it follows that h will be small
compared to g. Examining the terms of equation (2.76) separately, we find
for the various terms

I1 = ḟ1(1)f1(2) + ḟ1(2)f1(1) + ġ(12) , (2.78)
I2 = f1(2)v1 · ∇r1f1(1) + v1 · ∇r1g(12) + {1↔ 2} , (2.79)
I3 = f1(2)a12 · ∇v1f1(1) + a12 · ∇v1g(12) + {1↔ 2} , (2.80)

I4 = n0

∫
d3a13 · ∇v1 [f1(1)f1(2)f1(3) + f1(1)g(23) + f1(2)g(13) + f1(3)g(12)]

+{1↔ 2}, (2.81)

where d3 ≡ dr3 dv3, and {1↔ 2} implies the same terms repeated with labels
1 and 2 interchanged. Now we can simplify this by using equation (2.72), if
we take the first terms of I1 and I2 and the first and third term of I4, we have{

ḟ1(1) + v1 · ∇r1f1(1) + n0

∫
d3a13 · ∇v1 [f1(1)f1(3) + g(13)]

}
f1(2) = 0

(2.82)
by equation (2.72). In the same fashion, the second term in I1 combines with
some of the interchange terms to vanish (using g(12) = g(21)), leaving us with

ġ(12) + (v1 · ∇r1 + v2 · ∇r2)g(12)
= −(a12 · ∇v1 + a21 · ∇v2)[f1(1)f1(2) + g(12)]

−
{
n0

∫
d3a13 · ∇v1 [f1(1)g(23) + f1(3)g(12)] + {1↔ 2}

}
. (2.83)
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This equation, along with equation (2.72), written using the average acceler-
ation from equation (2.74) as

ḟ1(1) + v1 · ∇r1f1 + a · ∇v1f1 = −n0

∫
d2a12 · ∇v1g(12) , (2.84)

completes the set of two equations in two unknowns, f1 and g. Thus, by
neglecting the three-body correlations, we have closed the set. We note that
equation (2.84) is essentially identical to equation (2.20).

Problem 2.1 BBGKY Hierarchy.
Integrate equation (2.65) over all rN0−2 and vN0−2 to obtain the k−N0−3
equation of the BBGKY hierarchy, and compare your result to equation (2.66).

Problem 2.2 Three-Point Correlations (Coins).
In equation (2.77), we defined a three-point joint probability function f3 in
terms of the one-point probability f1, the two-point correlation function g,
and the three-point correlation function, h. Suppose we apply this kind of
thinking to the case of three coins, each of which can come up heads (+) or
tails (−). What is the meaning of f3 in this case? Write out f3 in the form of
equation (2.77), and evaluate f3, f1, g, and h for each of the following cases:

1. All three coins are “honest,” that is, each coin is equally likely to come
up heads or tails, and each coin is unaffected by any other coin.

2. Because the coins are mysteriously locked together, in any one throw
all three are heads or tails, the result changing randomly from throw to
throw.

3. All three coins always come up tails.

4. The first two coins always come up heads, while the third is honest.
Note that here the probability functions are not symmetric, so that, for
example, f1(1) is not the same function as f1(3).

Problem 2.3 Three-Point Correlations (Dice).
In equation (2.77), we defined a three-point joint probability function f3 in
terms of the one-point probability f1, the two-point correlation function g,
and the three-point correlation function, h. Suppose we apply this kind of
thinking to the case of three dice, each of which can take on integer values
from one through six. What is the meaning of f3 in this case? Write out f3

in the form of equation (2.77), and evaluate f3, f1, g, and h for each of the
following cases:

1. All three dice are “honest,” that is, the value of each die is equally likely
to be one through six, and is independent of the value of any other die.

2. Because the dice are mysteriously locked together, in any one throw all
three always show the same value, the value changing randomly from
throw to throw with all six values equally likely.



38 Plasma Kinetic Theory

3. All of the dice always come up “five.”

4. The first two dice always come up “two,” while the third is honest.



3

THE LENARD-BALESCU EQUATION

While we have reduced the BBGKY hierarchy to two equations in two un-
knowns by neglecting three-body correlations, the two equations are so com-
plicated that we can learn little from them as they are virtually unsolvable.
We will thus begin making a series of approximations, which are generally
quite good except for exceptional cases, and finally obtain a solution of this
reduced problem. One of the fundamental concepts in the approximation has
to do with our assumption that a large angle collision is the result of many
small collisions, so that trajectories are only changed a small amount in a sin-
gle encounter. This was dependent upon the plasma parameter being large,
so the largeness of ND (or Λ = 9ND) will be our fundamental assumption.

3.1 Bogolyubov’s hypothesis

Suppose we consider a spatially uniform ensemble of plasmas. If truly uniform,
then any function of one coordinate must be independent of location, so that
f(r1,v1, t) = f(v1, t), and a(r1, t) = a(t) = 0. Considering two particles at
a time, any function which is averaged over the ensemble must depend only
on the difference between the locations of the two particles, so that

g(12) = g(r1 − r2,v1,v2, t) . (3.1)

With these assumptions, equation (2.84) reduces to

∂tf1(v1, t) = −n0

∫
dr2 dv2 a12 · ∇v1g(12) , (3.2)

where we denote ∂/∂t→ ∂t. This assumption also simplifies equation (2.83),
since two of the integrals are of the form[

n0

∫
d3a13f1(3)

]
· ∇v1g(12) = a · ∇v1g(12) = 0 . (3.3)

The remaining terms in equation (2.83) may be written

∂tg(12) + v1 · ∇r1g(12) + v2 · ∇r2g(12)

39
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+(a12 · ∇v1 + a21 · ∇v2)g(12)

+n0

∫
d3a13 · ∇v1f1(1)g(23) + n0

∫
d3a23 · ∇v2f1(2)g(13)

= −(a12 · ∇v1 + a21 · ∇v2)f1(1)f1(2) . (3.4)

We now wish to estimate the order of the various terms in equation (3.4).
Consider the “pulverization procedure” where e → 0 and m → 0 but e/m =
const., n0e = const., and ve = const. This requires n0 → ∞ and Te → 0
but leaves ω2

pe ∼ (n0e)(e/m) and λD ∼ ve/ωpe constant. Even though λD
is constant, ND → ∞, so collisions cease. As each charge vanishes, there
are no longer any correlations, since a ∼ e2/m → 0, so that g → 0 as
1/ND. Since ωpe remains constant, however, the collective effects will survive
the pulverization, so that g is of order 1/ND compared to f1, as is a. The
integrals in equation (3.4) are multiplied by n0, so there is the product of
n0e

2/m = (n0e)(e/m) =const., so these terms are of the same order as g.
Thus all of the terms are of order N−1

D except the fourth term on the left
which is of order N−2

D . Discarding this term, we write the equation in the
form

∂tg + V1g + V2g = S , (3.5)

where V1 and V2 are operators given by

V1g(12) = v1 · ∇r1g(12) +
[
n0

∫
d3a13g(23)

]
· ∇v1f1(1) , (3.6)

V2g(12) = v2 · ∇r2g(12) +
[
n0

∫
d3a23g(13)

]
· ∇v2f1(2) , (3.7)

and the source term S is given by

S(r1 − r2,v1,v2, t) = −(a12 · ∇v1 + a21 · ∇v2)f1(1)f1(2) . (3.8)

The set, Eqs. (3.2) and (3.5), are now simpler, but still very difficult to solve.
With the help of the suggestion of Bogolyubov, called Bogolyubov’s hypothesis,
we can make one more significant step in making the system tractable. The
suggestion is that the time scales for the relaxation of g(t) and f1(t) are very
different, and may be treated independently. Going back to our discussion of
the nature of the collision process in plasmas, we expect that the particle-
particle correlation function will relax on the time scale of a single, small
deflection angle encounter, which is the time scale for a particle to transit
through the Debye sphere of the interacting particle. This time is the limit
for the interaction of two nearby particles. On the other hand, the change
of the distribution function as a whole requires substantial momentum and
energy changes, and a significant momentum change corresponds to a 90◦

deflection, so the time scale is longer by a factor of L90◦/λD = 6ND/ ln Λ from
equation (1.39). The fast time scale for electrons is then τf = λD/ve = 1/ωpe
where ve is the electron thermal speed, and this is the time scale over which
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g(12) relaxes. The longer time scale is the usual collision time scale, τe = 1/νc,
where νc is given by equation (1.40). On this longer time scale, we expect g
to have relaxed completely to its t→∞ limit before f1 has begun to change
significantly.

We implement this approximation by assuming f1(1) and f1(2) to be in-
variant in time in equation (3.5), so that the source term from equation (3.8)
becomes

S(r1 − r2,v1,v2, t) = −(a12 · ∇v1 + a21 · ∇v2)f1(v1)f1(v2) . (3.9)

We then solve equation (3.5) to find the time asymptotic limit, or g(r1 −
r2,v1,v2, t → ∞), and use this in equation (3.2) to find the time evolution
of f1(v1, t). As we evolve f1 forward in time, we must of course reevaluate
g(t→∞) with the current f1, but the time variable in the two steps is entirely
independent. To emphasize this independence, we will introduce the variable
τ for the fast time scale, so that g = g(τ), and we solve equation (3.5) using
the source term from equation (3.9), and then g(τ →∞) in equation (3.2) to
find f1(t).

3.2 Solution via Fourier and Laplace transforms

In order to reduce the remaining problem to manageable proportions, we will
use Fourier transforms in space and Laplace transforms in time to eliminate all
but the velocity derivatives and integrals. To this end, we define the Fourier
and inverse Fourier transforms by

F [f(x)] = f̃(k) ≡
∫ ∞
−∞

dx e−ikxf(x) , (3.10)

F−1[f̃(k)] = f(x) ≡
∫ ∞
−∞

dk
2π

eikxf̃(k) , (3.11)

and the Laplace transform and its inverse by

L[f(t)] = fp(p) ≡
∫ ∞

0

dt e−ptf(t) , (3.12)

L−1[fp(p)] = f(t) ≡
∫ σ+i∞

σ−i∞

dp
2πi

eptfp(p) , (3.13)

where σ (σ > 0) is to the right of all singularities of fp. The Fourier transform
is equivalent to letting

f(r) = f̃(k)eik·r , (3.14)
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so that ∇r1 → ik1, but the Laplace transform must be treated more carefully,
since the Laplace transform of the time derivative is(

df
dt

)
p

= pfp +
[
f(t)e−pt

]t→∞
t=0

= pfp − f(0) . (3.15)

The Fourier transform of the acceleration can be performed after writing the
acceleration in terms of the difference variable, r = r1 − r2, so that

a12(r) =
e2

4πε0mer3
r , (3.16)

with the resulting transform

ã12(k) =
−ik
me

ϕ̃(k) , (3.17)

where

ϕ̃(k) =
e2

ε0k2
(3.18)

is the Fourier transform of the electrostatic potential energy function (See
problem 3.1)

ϕ =
e2

4πε0r
. (3.19)

We will also find useful the results of the double Fourier transforms

F [f(r1 − r2)] = (2π)3δ(k1 + k2)f̃(k1) , (3.20)

and ∫
dr1e−ik1·r1

∫
dr2e−ik2·r2

∫
dr3 f1(r1 − r3)f2(r2 − r3) =

(2π)3δ(k1 + k2)f̃1(k1)f̃2(−k1) , (3.21)

where the transforms are over both r1 and r2, and∫
dr f1(r)f2(r) = (2π)−3

∫
dk f̃1(−k)f̃2(k) (3.22)

for any functions f1 and f2.

Problem 3.1 Fourier transforms of the potential and field. Prove the Fourier
transforms of Eqs. (3.17) and (3.18). (Hint: use spherical coordinates with
k · r = kr cos θ.)

Problem 3.2 Fourier transform identities. Prove the identities of equations
(3.20) through (3.22).
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3.2.1 Transforming the evolution equations

Using the results of Eqs. (3.17) and (3.22), equation (3.2) may be written as

∂tf1(v1, t) = − in0

(2π)3me
∇v1 ·

∫
dv2 dk1 k1ϕ̃(k1)g̃(k1,v1,v2, τ →∞) . (3.23)

Using the identities (3.20) and (3.21), the double Fourier transform of equa-
tion (3.5) may be written as

∂τ g̃(k1,v1,v2, τ) + V1g̃ + V2g̃ = S̃(k1,v1,v2) , (3.24)

where the common factor, (2π)3δ(k1 + k2), has been deleted, and

V1g̃(12)= ik1 ·v1g̃(12)−ik1 ·∇v1f1(v1)ϕ̃(k1)
n0

me

∫
dv3g̃(k2,v3,v2, τ), (3.25)

V2g̃(12)=−ik1 ·v2g̃(12)+ik1 ·∇v2f1(v2)ϕ̃(k1)
n0

me

∫
dv3g̃(k1,v3,v1, τ), (3.26)

where

S̃(k1,v1,v2) =
φ̃(k1)
me

ik1 · (∇v1 −∇v2)f1(v1)f1(v2) . (3.27)

Our first task is to solve equation (3.24) for g(τ →∞), which we will accom-
plish using Laplace transforms over the τ time scale. Using equation (3.15),
equation (3.24) becomes

−g̃(k1,v1,v2, 0)+pg̃p(k1,v1,v2, p)+V1g̃p(12p)+V2g̃p(12p) =
1
p
S̃(k1,v1,v2).

(3.28)
In this expression, the operators V1 and V2 are independent of time and so
independent of p, so we treat them as constants. Equation (3.28) is now an
algebraic function which we may solve for g̃p to find

g̃p =
g̃(0) + S̃/p

p+ V1 + V2
. (3.29)

In order to find g̃(τ →∞), we need the inverse Laplace transform of g̃p, or

g̃(τ) =
∫ σ+i∞

σ−i∞

dp
2πi

epτ
g̃(0) + S̃/p

p+ V1 + V2
. (3.30)

It is apparent from the form of the integrand that there are poles at p = 0 and
at p = −(V1 + V2). From later discussions of Vlasov theory, we will find that
stable distribution functions f(v) lead to positive real parts for V1 and V2, so
there is one pole at the origin and one (or more if V1 or V2 are multivalued) in
the left half of the p-plane. The specified contour requires us to go to the right
of all singularities, as shown in Figure 3.1, but we can just as well deform the
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FIGURE 3.1
Deformed contour. The normal path is shifted to the left but remains to the
right of all singularities and branch points.

contour to the left as long as we loop back to stay to the right of each pole
(or branch point, if any).

By deforming the contour, the vertical portion of the contour may be ne-
glected if we move it to −∞, since the inverse transform in equation (3.30)
has the factor epτ which vanishes as Re(p) → −∞. The horizontal segments
toward the poles will cancel each other out since there is one going each way.
Hence, unless there is a branch cut, and we have none in this case, the integral
is simply the sum of the residues. Furthermore, the pole at the origin is the
most important one, as the others will decay away as τ →∞ since the poles
are in the left half of the p-plane. We then focus our attention on the pole at
the origin whose residue gives

g̃(τ →∞) = lim
p→0

S̃

p+ V1 + V2
. (3.31)

We will not take the limit at this time, since the limiting behavior will be
useful in what follows.

We now invoke a sneaky trick to separate the operators V1 and V2. Noting
that we can write

1
p+ V1 + V2

=
∫ ∞

0

dt e−(p+V1+V2)t

=
∫ ∞

0

dt e−pt
∮
C1

dp1

2πi
ep1t

p1 + V1

∮
C2

dp2

2πi
ep2t

p2 + V2

=
∮
C1

dp1

2πi

∮
C2

dp2

2πi

(
1

p1 + V1

)(
1

p2 + V2

)
1

p− p1 − p2
, (3.32)
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where the contours C1 and C2 must be chosen so they include the poles at −V1

and −V2 and so that Re(p) >Re(p1)+Re(p2). Using this separation technique,
we can write equation (3.31) as

g̃(τ →∞) = lim
p→0

∮
C1

dp1

2πi

∮
C2

dp2

2πi

(
1

p2 + V2

)(
1

p1 + V1

)
S̃

p− p1 − p2
.

(3.33)

3.2.2 Inverting the operators

In the expressions above with V1 and V2 in the denominator, where V1 and V2

are operators, we must interpret an operation such as (p1 + V1)−1S̃ = U1 as
equivalent to (p1 + V1)U1 = S̃. Hence we must find U1(k1,v1,v2) such that

S̃(k1,v1,v2) = (p1 + V1)U1(k1,v1,v2)
= (p1 + ik1 · v1)U1(k1,v1,v2)

− in0

me
k1 · ∇v1f1(v1)ϕ̃(k1)

∫
dv3U1(k1,v3,v2) . (3.34)

In order to solve this integral equation, we recast equation (3.34) as

U1(k1,v1,v2) =
1

p1 + ik1 · v1

[
S̃(k1,v1,v2)

+
in0

me
k1 · ∇v1f1(v1)ϕ̃(k1)

∫
dv3U1(k1,v3,v2)

]
, (3.35)

and integrate over v1 to obtain∫
dv1U1(k1,v1,v2) =

∫
dv1

S̃(k1,v1,v2)
p1 + ik1 · v1

+
in0ϕ̃(k1)
me

∫
dv3U1(k1,v3,v2)

∫
dv1

k1 · ∇v1f1(v1)
p1 + ik1 · v1

.

We note, however, that v3 is just a dummy variable in the integral over v3, so
that integral is equivalent to the integral on the left. Solving for this integral,
we may write (with the dummy variable v)∫

dvU1(k1,v,v2) =
1

ε(k1, p1)

∫
dv
S̃(k1,v,v2)
p1 + ik1 · v

, (3.36)

where we define

ε(k, p) ≡ 1− in0ϕ̃(k)
me

∫
dv
k · ∇vf1(v)
p+ ik · v

, (3.37)

which we will later show to be the dielectric constant for the plasma. Having
solved for the integral of U1, we can return to equation (3.35) to give the
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solution for U1 as

U1(k1,v1,v2) =
1

p1 + ik1 · v1

[
S̃(k1,v1,v2)

+
in0k1 · ∇v1f1(v1)ϕ̃(k1)

meε(k1, p1)

∫
dv
S̃(k1,v,v2)
p1 + ik1 · v

]
. (3.38)

Unfolding equation (3.33) from the right, the next inversion involving V2

is similar, except that this time we need (p2 + V2)−1U1 = U2. From equa-
tion (3.23) we see that the integral

∫
dv2g̃ is required, and since V2 is equiva-

lent to V1 except for a change in sign of k1 and an interchange of v1 and v2,
we can do the inversion by analogy to equation (3.36), so that∫

dv2U2(k1,v1,v2) =
1

ε(−k1, p2)

∫
dv2

U1(k1,v1,v2)
p2 − ik1 · v2

. (3.39)

Having done the inversion, we return to equation (3.33), and after integrat-
ing over v2, we obtain∫

dv2g̃(k1,v1,v2, τ →∞) = lim
p→0

∮
C1

dp1

2πi

∮
C2

dp2

2πi
1

ε(−k1, p2)

× 1
p− p1 − p2

∫
dv2

U1(k1,v1,v2)
p2 − ik1 · v2

. (3.40)

3.2.3 Integrating over p2

At this point, we do the integral over p2 first, noting from the previous con-
dition that Re(p) >Re(p1)+ Re(p2) and that the pole at p2 = p− p1 is to the
right of the prescribed contour, as shown in Figure 3.2. Since the integrand
varies as 1/p2

2 for large p2, we may close the contour to the right and inclose
only the one pole, with the result∫

dv2g̃(k1,v1,v2, τ →∞) = lim
p→0

∮
C1

dp1

2πi
1

ε(−k1, p− p1)

×
∫

dv2
U1(k1,v1,v2)
p− p1 − ik1 · v2

. (3.41)

Expanding this expression using equation (3.38) for U1 and equation (3.27)
for S̃, we find∫

dv2g̃(k1,v1,v2, τ →∞)

= lim
p→0

∫
dv2

∮
C1

dp1

2πi
T1 + T2 + T3 + T4

ε(−k1, p− p1)(p− p1 − ik1 · v2)(p1 + ik1 · v1)
, (3.42)



The Lenard-Balescu Equation 47

........................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................... Re(p2)

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

.........

...................
Im(p2)

.................................................................................................................................................
σ

• p2 = p− p1

•p2 = ik1 · v2

•ε(−k1, p2)
.........
.........
.........
.........
.........
.....................
.........
.........
.........
.........
............................
.........
.........
.........
.........
............................
.........
.........
.........
.........
..........................

FIGURE 3.2
C2 contour which closes to the right and incloses one pole.

where

T1 =
iϕ̃(k1)
me

k1 · ∇v1f1(v1)f1(v2) , (3.43)

T2 = − iϕ̃(k1)
me

k1 · ∇v2f1(v1)f1(v2) , (3.44)

T3 = −n0ϕ̃
2(k1)k1 · ∇v1f1(v1)
m2
eε(k1, p1)

∫
dv

k1 · ∇v

p1 + ik1 · v
f1(v)f1(v2) , (3.45)

T4 =
n0ϕ̃

2(k1)k1 · ∇v1f1(v1)
m2
eε(k1, p1)

∫
dv

k1 · ∇v2

p1 + ik1 · v
f1(v)f1(v2) . (3.46)

Using the definition of the dielectric function in equation (3.37), the integral
of T2 over v2 is∫

dv2
T2

p− p1 − ik1 · v2
= [1− ε(−k1, p− p1)]

f1(v1)
n0

. (3.47)

Using equation (3.37) again for the integral over v, the integral of T3 over v2

is∫
T3 dv2

p− p1 − ik1 · v2
=
[

1
ε(k1, p1)

− 1
]

ik1 ·∇v1f1(v1)
ϕ̃

me

∫
f1(v2) dv2

p− p1 − ik1 · v2
.

(3.48)
The integral over the last term gives∫

T4 dv2

p− p1 − ik1 · v2
=

[1− ε(−k1, p− p1)]
ε(k1, p1)

ik1 · ∇v1f1(v1)
ϕ̃

me

∫
f1(v) dv
p1 + ik1 · v

.

(3.49)
The integral of T1 cancels the second term in the integral of T3, so collecting
the pieces again, we have∫

dv2g̃(k1,v1,v2, τ →∞)

= lim
p→0

∮
C1

dp1

2πi
1

(p1 + ik1 · v1)

{[
1

ε(−k1, p− p1)
− 1
]

(Ta + Tb) + Tc

}
(3.50)
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where

Ta = f1(v1)/n0 , (3.51)

Tb =
ik1 · ∇v1f1(v1)

ε(k1, p1)
ϕ̃

me

∫
dv

f1(v)
p1 + ik1 · v

, (3.52)

Tc =
ik1 · ∇v1f1(v1)

ε(−k1, p− p1)ε(k1, p1)
ϕ̃

me

∫
dv

f1(v)
p− p1 − ik1 · v

. (3.53)

3.2.4 Integrating over p1

Turning our attention now to the integral over the contour C1, we note the
location of the poles in the p1-plane in Figure 3.3. The integral of the term Ta
is simple, since as |p1| → ∞, the factor in square brackets in equation (3.50)
varies as 1/p1, so we may close the contour to the left and pick up only the
pole at p1 = −ik1 · v1 [the pole due to ε(−k1, p − p1) is to the right of C1],
with the result∮
C1

dp1

2πi
1

(p1+ik1 · v1)

[
1

ε(−k1, p−p1)
−1
]
Ta=

[
1

ε(−k1, p+ik1 · v1)
−1
]
f1(v1)
n0

.

(3.54)
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FIGURE 3.3
C1 contour and poles.

Multiplying the Tb term by the (−1) term in the square brackets, the only
poles are along the imaginary axis, so closing to the right will pick up no pole,
so we have no contribution from that term.

Combining the remaining terms, we have

I = lim
p→0

∮
C1

dp1

2πi
ik1 · ∇v1f1(v1)ϕ̃

me(p1 + ik1 · v1)ε(−k1, p− p1)ε(k1, p1)

×
∫

dv f1(v)
[

1
p1 + ik1 · v

− 1
p1 − p+ ik1 · v

]
. (3.55)

Noting that the integral is to be taken in the limit as p→ 0, it appears at first
glance that the velocity integrand vanishes, so that we have no contribution.
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We must be careful, however, since the two poles are on opposite sides of the
prescribed contour, and as p→ 0, these two poles “pinch” the contour. Also,
the pole at p1 = −ik1 · v1 is fixed, while the other two poles move as we
perform the integration over v, and one passes through this fixed pole.

It is necessary at this point to introduce the Plemelj formulas,

lim
ε→0

1
p− a± iε

= ℘

(
1

p− a

)
± iπδ(p− a) , (3.56)

where the upper sign is used when a contour passes to the right of a pole, and
the lower sign when it passes to the left, and ℘ signifies the principal part. It
will be advantageous at this point to recognize from equation (3.23) that we
only need the imaginary part of the integral of g̃, which comes from the real
part of

Re lim
p→0

1
p1 + ik1 · v1

[
1

p1 + ik1 · v
− 1
p1 − p+ ik1 · v

]
= Re

[
℘

(
1

p1 + ik1 · v1

)
+ iπδ(p1 + ik1 · v1)

] [
℘

(
1

p1 + ik1 · v

)
+iπδ(p1 + ik1 · v)− ℘

(
1

p1 + ik1 · v

)
+ iπδ(p1 + ik1 · v)

]
= −2π2δ(p1 + ik1 · v1)δ(p1 + ik1 · v) . (3.57)

Using the first delta function to do the p1 integral, we get

I =
iπk1 · ∇v1f1(v1)
|ε(−k1, ik1 · v1)|2

ϕ̃

me

∫
dv f1(v)δ[k1 · (v − v1)] , (3.58)

where we have used the fact that ε(−k,−p) = ε∗(k, p).
To complete this part of the problem, we also need the imaginary part of

equation (3.54) integrated over v2 as p→ 0, or

lim
p→0

Im
[

1
ε(−k1, ik1 · v1)

− 1
]
f1(v1)
n0

and the −1 is real, so we need

Im
(

1
εr + iεi

)
=
−εi
|ε|2

.

From the definition of the dielectric constant, we have

ε(k, p) = 1− in0ϕ̃(k)
me

∫
dv
k · ∇vf1(v)
p+ ik · v

and letting p = σ − iω (where σ is real and positive) and factoring out −ik
from the denominator, we have

ε(k, p) = 1 +
n0ϕ̃(k)
mek

∫
dv

k · ∇vf1(v)
ω/k − v + iσ/k
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= 1 +
n0ϕ̃(k)
mek

[
℘

∫
dv
k · ∇vf1(v)
ω/k − v

+ iπk · ∇vf1(v)|v=ω/k

]
(3.59)

and if we represent the pole contribution (imag. part) by iπk · ∇vf1(v)δ(p+
ik · v), then we have

ε(−k1, ik1 · v1)i =
πn0ϕ̃(k1)

me
k1 · ∇vf1(v)δ[k1 · (v − v1)] ,

so our final result for this term is

Im
[

1
ε(−k1, ik1 · v1)

− 1
]
f1(v)
n0

= −πϕ̃(k1)k1 · ∇vf1(v)δ[k1 · (v − v1)]
me|ε(−k1, ik1 · v1)|2

so that combining this term with the result from equation (3.58), the combi-
nation gives

Im
∫

dv2g̃(τ →∞)=
πϕ̃

me|ε(−k1, ik1 · v1)|2

×
∫

dv k1 · (∇v1 −∇v)f1(v)f1(v1)δ[k1 · (v − v1)]. (3.60)

We are now ready to put this result back into equation (3.23), with the
result

∂tf1(v1, t) =
n0

8π2m2
e

∇v1 ·
∫

dk1

∫
dv

k1ϕ̃
2(k1)

|ε(k1,−ik1 · v1)|2
×k1 · (∇v1 −∇v)f1(v1)f1(v)δ[k1 · (v − v1)] , (3.61)

which we rewrite as

∂f(v, t)
∂t

= −∇v ·
∫

dv′Q(v,v′) · (∇v −∇v′)f(v)f(v′) , (3.62)

where Q is a tensor given by

Q = − n0

4πm2
e

∫
dk
2π

kkϕ̃2(k)
|ε(k,−ik · v)|2

δ[k · (v − v′)]

= −2n0

(
e2

4πε0me

)2 ∫
dk
kk

k4

δ[k · (v − v′)]
|1 + (ψ/k2λ2

D)|2
, (3.63)

where

ψ(k,k · v) = v2
e

∫
dv′

k · ∇v′f(v′)
k · (v − v′)

, (3.64)

since

ε(k,−ik · v) = 1− in0e
2

meε0k2

∫
dv′

k · ∇v′f(v′)
−ik · v + ik · v′

= 1 +
v2
e

k2λ2
D

∫
dv′

k · ∇v′f(v′)
k · (v − v′)

. (3.65)
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3.2.5 Integrating over k

We now wish to do the integral in k-space, and to do this, we first orient êk1
along the v − v′ direction, so that the Qij tensor components are given by

Qij(v,v′) = −2n0

(
e2

4πε0me

)2 ∫
dk1 dk2 dk3

kikj
k4

1
|v − v′|

δ(k1)
|1 + (ψ/k2λ2

D)|2
.

(3.66)
The integral over k1 is trivial because of the δ(k1) factor, since if either i = 1
or j = 1, Qij = 0, and k2 is reduced to k2 = k2

2 + k2
3. Using cylindrical

coordinates, with k2 = k cos θ and k3 = k sin θ, and setting the upper limit of
k to be k0, we find for Q33 (for example),

Q33 = −2n0

(
e2

4πε0me

)2 1
|v − v′|

∫ 2π

0

dθ sin2 θ

∫ k0

0

dk
k

1
|1 + (ψ/k2λ2

D)|2
.

(3.67)
Now ψ is in general a function of θ, but not of k, so we can do the integral
over k with the result∫ k0

0

dk
k

1
|1 + (ψ/k2λ2

D)|2
=

1
2

ln
∣∣∣∣1 +

k2
0λ

2
D

ψ

∣∣∣∣+
ψr
2ψi

arg
(

1 +
k2

0λ
2
D

ψ

)
. (3.68)

The cutoff at k0 = 1/bmin (the maximum k corresponds to the minimum
distance over which there is significant variation) is the same as the distance of
closest approach in Section 1.7.2, and since Λ = bmax/bmin where bmax = λD,
the integral may be written∫ k0

0

dk
k

1
|1 + (ψ/k2λ2

D)|2
=

1
2

ln
∣∣∣∣1 +

Λ2

ψ

∣∣∣∣− ψi
2ψr

arg
(

1 +
Λ2

ψ

)
' ln Λ , (3.69)

since the dimensionless ψ is of order unity, and we take both Λ and ln Λ to be
large. The integral over θ is then trivial, with the result that Q23 = Q32 = 0,
and

Q33(v,v′) = Q22(v,v′) = −2πn0

(
e2

4πε0me

)2 1
|v − v′|

ln Λ . (3.70)

With only these two components of the tensor nonzero, we can represent the
tensor in terms of the unit tensor I, so that

Q(v,v′) = −
ω4
pe ln Λ
8πn0

g2I− gg
g3

, (3.71)

where g = v − v′, recalling that êk1 = êg. This form of the tensor is known
as the Landau form for Q.
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Problem 3.3 Analytic behavior of ε(k, p). Prove that ε(−k,−p) = ε∗(k, p)
if Im(p) = −ω and Re(p)→ 0, and show that

Im[ε(k, p)] = −iπ
ω2
pe

k2

∫
dv k · ∇vf1(v)δ(ω − k · v) . (3.72)

Problem 3.4 Integral over k. Verify the integral in equation (3.68), and
examine the approximations of equation (3.69) for ψ real and for ψ imaginary.

3.3 The Fokker-Planck equation

With a few manipulations and partial integrations, we can cast equation (3.62)
into the form of a Fokker-Planck equation, which enables us to interpret the
terms more clearly. Noting first that

∇v∇vg =
g2I− gg

g3
, (3.73)

we can write equation (3.62) as

∂tf(v) = Q0∇v · [(∇vf) ·∇v∇v

∫
dv′ f(v′)g−f(v)

∫
dv′∇v∇vg ·∇v′f(v′)] ,

(3.74)
where Q0 = ω4

pe ln Λ/8πn0 = 1
4νev

3
e from equation (1.40). Integrating the

second term by parts, and using ∇v′g = −∇vg, the two terms can be written

Q1 = Q0∇v∇v : [f(v)∇v∇v

∫
dv′ gf(v′)] , (3.75)

Q2 = −2Q0∇v · [f(v)
∫

dv′∇v(∇v · ∇v)gf(v′)] , (3.76)

where we define

∇v∇v : f∇v∇vh ≡ ∇v · [(∇v · f∇v)∇vh]
= ∇v · [f(∇v · ∇v)∇vh] +∇v · [(∇vf) · ∇v∇vh] , (3.77)

for any scalar functions f(v) and h(v). Using ∇2
vg = 2/g, the second term is

Q2 = −4Q0∇v ·
[
f(v)∇v

∫
dv′

f(v′)
g

]
. (3.78)

Combining these, we obtain the Fokker-Planck equation,

∂tf(v, t) = −∇v · [Af(v, t)] + 1
2∇v∇v : [f(v, t)B] , (3.79)
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where

A = νev
3
e∇v

∫
dv′

f(v′, t)
|v − v′|

, (3.80)

B = 1
2νev

3
e∇v∇v

∫
dv′ |v − v′|f(v′, t) . (3.81)

With these coefficients, this is known as the Landau form of the Fokker-Planck
equation, where A is the coefficient of dynamic friction and B is the diffusion
coefficient.

3.4 Dynamic friction and diffusion

The Fokker-Planck equation is the basic equation which describes the relax-
ation of a nonequilibrium distribution function towards equilibrium. We can
see from the general form of the equation that it contains a slowing down or
dynamic friction term, which tends to keep the distribution centered about
zero and pulls high velocity particles back into the distribution, and a spread-
ing or diffusion term which maintains a finite width. The balance between
these two effects leads to the Maxwellian distribution in steady state unless
some other source or driving term is added.

Simpler forms of the Fokker-Planck equation are possible, but these in-
variably give a less accurate or incomplete description of the thermalization
process. More complicated expressions are needed to include the effects of a
magnetic field, which adds anisotropy so that the rates are different along and
across the magnetic field.

An example of a simpler form for the Fokker-Planck equation is

∂f

∂t
= νe∇v ·

[
(v − v0)f + 1

2v
2
e∇vf

]
, (3.82)

where νe is the electron collision frequency and v0 is a constant velocity (such
as the velocity of a beam injected into the plasma). While substantially
simpler, it leaves so much out that it is useful only as a first step. The
principal weakness of this form is that for v � vt, both the friction term and
the diffusion term fall off as 1/vn with n ≥ 2, so it is only useful for velocities
of the order of the thermal speed or less.

An even simpler form introduced in Section 1.7.3 is the Krook model, de-
scribed by

∂f

∂t
= −ν(f − f0) , (3.83)

where f0 is the appropriate Maxwellian equilibrium distribution function.
This is clearly simplistic, but tractable when added to the Vlasov equation
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to represent the effects of collisions on waves. In the next chapter, these two
simple models will be compared for collisional corrections to Landau damping.

In the last three chapters, we will investigate the effects of collisions on
the various transport coefficients, without and with a stationary magnetic
field, among them the conductivity. These calculations will largely ignore the
friction and diffusion effects, and will assume that a steady state distribution
exists and is nearly Maxwellian. It is worthwhile to examine these assumptions
when there is a steady electric field or an oscillating electric field near a
cyclotron resonance, since in both of these cases, the steady state either does
not exist or differs substantially from a Maxwellian.

Problem 3.5 Dynamic friction for large velocities. For large velocities, find
approximate expressions for the integrals in equations (3.80) and (3.81), keep-
ing the lowest and next higher order nonvanishing terms in ve/v. Then show
that the diffusion term varies as 1/v3.

3.4.1 Runaway electrons in a steady electric field

If one assumes a steady electric field and sets out to calculate the current, the
simple dynamic friction term of equation (3.82) will not, in general, suffice.
Because particles in the tail (we shall use “tail” to denote those particles with
large velocities relative to the thermal velocity) of the distribution see little of
the drag the main body of the distribution sees because of the rapid decline of
the dynamic friction with velocity, they will not be pulled back by collisions
and will continue to accelerate in the electric field. H. Dreicer[11] has shown
that there exists a critical field, Ec = meveνe/e, where a particle is accelerated
from zero to the thermal velocity in one collision period. Because the time
between collisions depends on both temperature and density, this critical field
will vary as Joule heating due to the field will increase the temperature. In
fact, there is no true steady state, since as runaway particles are drawn away
from the main body of the distribution, the diffusion term in the Fokker-
Planck equation will tend to fill the void and these new particles will be
steadily drawn out by the electric field. In a tokamak, or other toroidal device,
the runaway electrons will continue to accelerate until they lose containment,
sometimes reaching relativistic energies.

To see how this comes about, we begin with the equations of motion for
electrons and ions, neglecting the effects of a magnetic field, since with E
perpendicular to B, it simply causes a drift velocity E × B/B2 and for E
parallel to B, it has no direct effect, so we write

∂fe
∂t

+ v · ∇fe −
e

me
E · ∇vfe =

(
∂fe
∂t

)
c

(3.84)

∂fi
∂t

+ v · ∇fi +
e

mi
E · ∇vfi =

(
∂fi
∂t

)
c

. (3.85)



The Lenard-Balescu Equation 55

The collision terms are represented by the Fokker-Planck equation(
∂fα
∂t

)
c

=
∑
β=e,i

{
− ∂

∂vi
[fα〈∆vi〉αβ ] +

1
2

∂2

∂vj∂vk
[fα〈∆vj∆vk〉αβ ]

}
(3.86)

where the repeated indices, i, j, k are to be summed, and the sum over species
β = e, i indicates that each type of particle has collisions with both electrons
and ions. The average velocity increments are given by the Rosenbluth H and
G potentials[12] through

〈∆vk〉αβ =
∂Hαβ

∂vk
(3.87)

〈∆vj∆vk〉αβ =
∂2Gαβ
∂vj∂vk

(3.88)

where

Hαβ(r,v, t) =
mα +mβ

mβ
Γα
∫
fβ(r,v′, t)

w
d3v′ (3.89)

Gαβ(r,v, t) = Γα
∫
wfβ(r,v′, t)d3v′ (3.90)

and

w = |v − v′| (3.91)

Γα = 4π
(

e2

4πε0mα

)2

ln
(
λD
p0

)
, (3.92)

where p0 is the average impact parameter for a 90◦ Coulomb deflection. Defin-
ing the average velocity for each species by

vα ≡
1
n

∫
fαv d3v (3.93)

and n is the electron (or ion) particle density. Assuming a uniform plasma,
we then take the first moments of equations (3.84) and (3.85) by multiplying
by mv and integrating to obtain

me
∂ve
∂t

+ eE =
me

n

∫
fe(v, t)∇vHei d3v , (3.94)

mi
∂vi
∂t
− eE =

mi

n

∫
fi(v, t)∇vHie d3v . (3.95)

These equations state that the time rate of change of momentum for each
species is a balance between the electric force and the dynamical friction
arising from electron-ion encounters. Encounters between like particles do
not alter the momentum of the gas and therefore do not contribute to the
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dynamical friction. The total momentum with a steady electric field must
be conserved, and this can be shown by demonstrating that the dynamical
friction force obeys Newton’s third law. Using equations (3.89), (3.91) and
(3.92), we find∫

fe(v, t)∇vHei d3v =
me +mi

mi
Γe
∫ ∫

fe(v, t)fi(v′, t)∇v
(

1
w

)
d3v d3v′

= −mi

me

∫
fi(v′, t)∇v′Hie d3v′

and adding equations (3.94) and (3.95), we find

∂ve
∂t

= −mi

me

∂vi
∂t

(3.96)

which shows that electrons carry nearly all of the current.
In the limit of either weak or strong electric fields, this problem simpli-

fies somewhat. For strong fields, we may consider the effects of electron-ion
collisions to be a small perturbation on the motion which electrons and ions
execute in the applied electric field. To a first approximation, then, we may
assume that the electrons and ions are accelerated independently and at a
constant rate. The distribution functions will largely be determined by like-
particle collisions and approach asymptotically a Maxwellian which is shifted
by the drift velocity. If we consider displaced Maxwellian distributions, given
by

fα[r,v,vα(t)] =
n(r)
π3/2v3

tα

e−|v−vα(t)|2/v2tα (3.97)

where
v2
tα =

2kBTα
mα

defines the thermal velocity for each species, then a more careful analysis
shows that many correct results may be obtained even for weak fields. Using
this form for the distribution function, the Hei function may now be evaluated
by substituting equation (3.97) into equation (3.89). Integrating, we find

Hei(q) = nΓe
me +mi

mi

erf(q/vti)
q

(3.98)

where erf(x) is the error function

erf(x) ≡ 2√
π

∫ x

0

e−t
2
dt

and q ≡ |v − vi|. In many problems, the electron thermal speed greatly
exceeds the ion thermal speed and in this limit, we may approximate the ions
as being at zero temperature, in which case, Hei simplifies to

Hei = nΓe/q (3.99)
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where we have neglected terms of order me/mi. With this simplification, we
may write equation (3.94) as

me
∂ve
∂t

+ eE = −eEcΨ(z) (3.100)

where

Ψ(z) ≡ erf(z)− z erf′(z)
z2

where the prime denotes a derivative with respect to the argument and

z = |ve − vi|/vte
eEc = nmeΓe/v2

te .
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FIGURE 3.4
Variation of the dynamical friction coefficient Ψ as a function of the relative
drift velocity z = |ve − vi|/vte.

The variation of Ψ(z) is shown in Figure 3.4 and it may be noted that the
maximum occurs where z = 1. Having established the form of the dynamical
friction, we now solve equation (3.94) by successive approximation. There are
two types of solutions for weak and strong fields. For weak fields, such that

E/Ec < Ψ(1) = 0.428 ,

the drift velocity rises monotonically to the steady state value (∂/∂t = 0),

E = EcΨ(1) . (3.101)

For stronger fields such that

E/Ec > Ψ(1) ,
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there is no steady state as the particle acceleration is always positive and both
ve and vi increase without bound or “run away.” The critical field may be
expressed in terms of the collision frequency or in terms of the Debye radius,
as

Ec =
e

4πε0λ2
D

ln Λ , (3.102)

or
ν =

nΓe
v3
te

=
e

me

Ec
vte

which is related to the acceleration

vteν =
e

me
Ec .

In the weak field limit, we may solve equation (3.94) for ve(t) using the
small argument expression for Ψ(z),

Ψ(z) ≈ 4
3
√
π
z , z � 1

to find the solution with initial condition ve(0) = 0 to be

ve(t) = −3
√
πvte
4

E

Ec

(
1− e−4νt/3

√
π
)
. (3.103)

Problem 3.6 Rosenbluth H-potential. Show that Hei(q) is given by equa-
tion (3.98) and that equation (3.100) is the appropriate equation for the dy-
namical friction for electrons, after making the appropriate approximations.
(You will probably need to look at the paper by Rosenbluth, MacDonald and
Judd[12].)

Problem 3.7 Weak-field velocity. Show that equation (3.103) is a solution
of equation (3.94) with ve(0) = 0 using the small argument expression for
Ψ(z).

3.4.2 Resonant wave heating

As our final example of using the Fokker-Planck equation to see how external
fields may modify the distribution function, we examine the heating of a
plasma at either the fundamental ion cyclotron frequency or its first harmonic
via the fast Alfvén wave. The treatment is due to Stix[14] who begins with
a two ion component plasma. The two ion components lead to resonances
at each ion cyclotron fundamental, the two-ion hybrid resonance, and for
minority hydrogen in deuterium, the two-ion hybrid resonance nearly coincides
with the hydrogen fundamental and the deuterium harmonic since ωcH =
2ωcD.

One way to understand the mechanism for resonant damping is to move into
a rotating reference frame at the resonant frequency in which case the particles
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“see” a stationary electric field depending on the wave amplitude. For the fast
Alfvén wave, the effective electric field is E+ = 1

2 (Ex+iEy). The objective is to
see how such a resonant wave can influence the distribution function. Because
of the constant acceleration in the rotating frame, the runaway effect of the
previous section tends to pull out a “tail” so that the high energy portion of
the distribution is enhanced and substantially non-Maxwellian. The Fokker-
Planck equation for this case includes the quasilinear diffusion coefficients in
the Boltzmann equation which are given by Kennel and Engelmann[15] so
that the kinetic equation takes the form

∂v(t)
∂t

= lim
V→∞

∑
n

πZ2e2

m2

∫
d3k

(2π)3V
Lv⊥δ(ω − k‖v‖ − nωci) |θn,k|

2
v⊥Lf

(3.104)
where

L ≡
(

1−
k‖v‖

ω

)
1
v⊥

∂

∂v⊥
+
k‖

ω

∂

∂v‖
,

θn,k =
1
2

eiψ(Ex − iEy)kJn+1

(
k⊥v⊥
ωci

)
+

1
2

e−iψ(Ex + iEy)kJn−1

(
k⊥v⊥
ωci

)
+
v‖

v⊥
(Ex)kJn

(
k⊥v⊥
ωci

)
,

k = k⊥ cosψêx + k⊥ sinψêy + k‖êz ,

and V is the plasma volume and the Ek are the Fourier amplitudes in the
complex analysis of the wave fields. For our purposes we can drop the parallel
velocity effects in the L operator and also neglect the Ex − iEy and the Ez
contributions to θn,k, and assume ψ = 0 and a monochromatic spectrum.
With these simplifications, carrying out the integral over k, we have

∂f(v)
∂t

=
πZ2e2

8m2|k‖|
|Ex + iEy|2

×
∑
n

1
v⊥

∂

∂v⊥
v2
⊥

∣∣∣∣Jn−1

(
k⊥v⊥
ωci

)∣∣∣∣2 δ(v‖ − ω − nωci
k‖

)
1
v⊥

∂f

∂v⊥
(3.105)

where the sum is over the cyclotron harmonics. For acceleration at the cy-
clotron fundamental, n = 1, and the Bessel factor, J0(k⊥v⊥/ωci)→ 1, in the
small Larmor radius limit.

The applicability of equation (3.105) depends on geometry, such as is found
in tokamaks where this type of resonant heating is most relevant. For the
validity of the quasilinear diffusion coefficient, it is assumed that the phase
of the wave is random and that there is a spectrum of wave frequencies and
wave numbers. We are assuming a fixed phase and a single frequency and
wave number during any single pass of a resonant ion through the resonance
zone, where the particle gets a small increment of velocity. The validity thus
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depends on particles making multiple passes through the resonance zone (the
magnetic field is assumed to vary in space so the resonance zone is a finite
width slice through the plasma whose width depends on the velocity spread)
and “forgetting” their phase on each pass so that the phase is essentially
random. This is a good approximation in tokamaks since individual particles
have relatively long trajectories between passes and the dephasing effects of
collisions occur more rapidly than significant deflections upon which the usual
collision frequency is based.

From the form of the quasilinear diffusion through the operator L in equa-
tion (3.104) and especially in the reduced form of equation (3.105), it may
appear that cyclotron heating occurs only in the perpendicular direction, but
this is not so. The operator L has a gradient in velocity in the direction of a
circle defined by

v2
⊥ +

(
v‖ −

ω − nωci
k‖

)2

= constant

in velocity space. This is illustrated in Figure 3.5 where the resonance con-
dition is the dashed vertical line and the diffusion is always along a circle, so
that both parallel and perpendicular diffusion occurs.

............

............
.............
..............
...............

...................
........................................................................................................................................................................... ............

............

............
............
............
.............
.............
..............
...............

................
..................

.....................
...........................

.......................................................................................................................................................................................................................................................................................................................... ............
............
............
............
............
............
............
.............
.............
.............
.............
..............

...............
...............

................
.................

...................
.....................

.........................
................................

......................................................................................................................................................................................................................................................................................................................................................................................................................................................................... ............
............
............
............
............
............
............
............
............
.............
.............
.............
.............
.............
..............
..............

...............
...............

................
................

.................
..................

....................
......................

........................
.............................

......................................
...............................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

...............
................

................
.................

.................
..................

...................
.....................

......................
.........................

............................
..................................

..............................................
...........................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

..................
...................

....................
.....................

.......................
.........................

............................
................................

.......................................
.........................................................

.................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

.............................................................................................................................................................................................................................................................................

..............................................................................

.............................................................

..............................................

.......................................

...................................

...............................

.............................

...........................

..........................

.........................

........................

.......................

......................

......................

.....................

.....................

.....................

....................

....................

....................

....................

....................

...................

...................

...................

...................

...................

...................

resonance zone

•
v‖ ...................................................................

v⊥
............
............
.............................

ω
k‖

ω−nωci
k‖

FIGURE 3.5
Contours for quasi-linear diffusion. Diffusion takes place only along the arc
direction and only in the resonance zone.
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We now wish to write a kinetic equation which combines the effects of
quasilinear diffusion and Coulomb thermalization. A convenient form for the
Fokker-Planck equation is

∂f

∂t
= −∇v · (〈∆v〉f) + 1

2∇v · [∇v · (〈∆v∆v〉f)] , (3.106)

the first term representing drag and the second term diffusion.
For a specific example, we choose a plasma with majority tritium and mi-

nority deuterium and examine the resonance at ω = ωcT so there is only a fun-
damental resonance and no two-ion hybrid resonance in the vicinity of the res-
onance and the nonresonant background ions may be considered Maxwellian.
For the Coulomb collision effects, we use the coefficients of Spitzer[1] in veloc-
ity space given in terms of 〈∆v‖〉, 〈(∆v‖)2〉, and 〈(∆v⊥)2〉. In this case, the
parallel and perpendicular subscripts indicate directions relative to the test
particle velocity v and not to the direction of B. Changing from cartesian co-
ordinates to spherical coordinates in velocity space, such that 〈∆v〉 = 〈∆v‖〉êv
and 〈∆v∆v〉 = 〈(∆v‖)2〉êvêv+〈(∆v⊥)2/2〉(êθêθ+ êφêφ) and then adding the
quasi-linear terms to the Coulomb terms[16], the kinetic equation is

∂f

∂t
= C(f) +Q(f) (3.107)

where

C(f) ≡ − 1
v2

∂

∂v

[
v2

(
〈∆v‖〉+

1
2v
〈(∆v⊥)2〉

)
f

]
+

1
2v2

∂2

∂v2

[
v2〈(∆v‖)2〉f

]
+

1
4v2

∂

∂µ
(1− µ2)

∂

∂µ

[
〈(∆v⊥)2〉f

]
,

Q(f) ≡
∑
mn

Qmnδ

[
ωci −

(ω − k‖v‖)
n

]
Rm(f) ,

Rm(f) ≡ (1− µ2)m+1 1
v2

∂

∂v
v2m+1 ∂

∂v
vf + v2m−2 ∂

∂µ
µ(1− µ2)m+1 ∂

∂µ
µf

−v2m−2 ∂

∂µ
µ(1− µ2)m+1 ∂

∂v
vf − (1− µ2)m+1v2m−2 ∂

∂µ
µ
∂

∂v
vf

−2m(1− µ2)m+1v2m−2 ∂

∂µ
µf ,

where µ is the cosine of the angle between v and B and Qmn(r) is the coef-
ficient of v2m

⊥ in the power series,∑
m

Qmnv
2m
⊥ =

πZ2e2

8m2
i |n|
|Ex + iEy|2

∣∣∣∣Jn−1

(
k⊥v⊥
ωci

)∣∣∣∣2 , (3.108)

where for n = 1, the first few of the Qm1 are

Q01 =
πZ2e2

8m2
i

|Ex + iEy|2
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Q11 = −2Q01

(
k⊥

2ωci

)2

Q21 =
3
2
Q01

(
k⊥

2ωci

)4

.

We can eliminate the delta function in Rm(f) by averaging over a toroidal
magnetic surface of minor radius r and major radius R such that

1
2π

∫
dθQmn(x, y)δδ

[
ωci −

(ω − k‖v‖)
n

]
≈ R

πωcir| sin θ0|
Qmn(x0, |y0|)

where tan θ0 = |y0|/x0, and x0, y0 are the coordinates where the selected
magnetic surface intersects the central (v‖ = 0) resonance surface. This as-
sumes that Qmn(x, y) is symmetric for y = ±|y0| and is well represented over
the resonance zone by its value at x0.

The next step in solving this kind of partial differential equation is to expand
f(r,v, t) in Legendre polynomials such that

f(r,v, t) =
∞∑
`=0

g2`(r, v, t)P2`(µ) . (3.109)

This expansion is particularly useful if Q(f) = 0 since then the Pk(µ) are
eigenfunctions of the C(f) operator. For Q(f) 6= 0, however, the various
Pk(µ) are mixed, but since the integrals over µ are simple, it is still a useful
expansion. Since we have selected only the n = 1 case for our example, we
will keep only two terms in the expansion so that

f(v, t) = A(v, t) + 1
2B(v, t)(3µ2 − 1)

and we find from the P0 and P2 moments of equation (3.107)

∂A

∂t
=

1
v2

∂

∂v

[
−αv2A+

∂

∂v
( 1

2βv
2A) +Kv

∂

∂v
v

(
A−B

5

)
−K
(
A+

B

5

)
v

]
(3.110)

∂B

∂t
= − 1

v2

∂

∂v
(αv2A) +

1
2v2

∂2

∂v2
(βv2B)− 3γB

2v2
+
K

v2

∂

∂v
v
∂

∂v
v

(
−A+

5
7
B

)
−K
v2

(
3A+

30
7
B

)
+
K

v2

∂

∂v
v

(
4A− 5

7
B

)
(3.111)

where

K ≡ 2R
3πωcir| sin θ0|

Q01(x0, |y0|) =
〈P 〉

3nimi

α ≡ 〈∆v‖〉+
1
2v
〈(∆v⊥)2〉

β ≡ 〈(∆v‖)2〉
γ ≡ 〈(∆v⊥)2〉 (3.112)
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and where

〈∆v‖〉 = −
∑
f

Cf `
2
f (1 +m/mf )G(`fv)

〈(∆v‖)2〉 =
∑
f

Cf
v
G(`fv)

〈(∆v⊥)2〉 =
∑
f

Cf
v

[erf(`fv)−G(`fv)]

Cf ≡
nfZ

2
fe

4 ln Λ
2πε20m2

`f ≡ 1/vtf
G(x) ≡ 1

2Ψ(x) (3.113)

where the subscript f denotes the background particles. A useful identity in
working with these coefficients is

−αv2 +
1
2

d
dv

(βv2) =
∑
f

Cf
v2

v2
tf

G(v/vtf ) . (3.114)

Because the error function and G(x) are so complicated, we introduce ap-
proximate forms so that the integrals can all be solved in closed form. We
let

erf(x) ≈ εx(3 + 2x2)
1 + 2εx3

G(x) ≈ εx

1 + 2εx3

where ε = 2/3
√
π. Some simplified forms of the Coulomb diffusion coefficients

may be derived in certain regions according to Table 3.1 where Range I is for

TABLE 3.1

Ranges and simplified diffusion coefficients.
Range α β γ

I D/v D 2D

II − v
ts

(
1 +

V 3
α

v3

)
vte
ts

(
1 +

V 3
β

v3

)
V 3
γ

vts

v � vti and Range II is for vti � v � vte, and where, summing over the f
species of background ions and electrons,

D ≡
∑
f

Cf `f
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= 2
∑
f

nfZ
2
f

ne

(
mfTe
meTf

)1/2
kBTe
mts

ts ≡
mev

3
te

εmCe
=

6.65 · 1014AT
3/2
eV

Z2ne ln Λ
seconds

and summing over the j species of field ions,

1
2
mV 2

α = 1.48 · 10−3TeV

A3/2

ne

∑
j

njZ
2
j

Aj

2/3

1
2
mV 2

β = 1.48 · 10−3T
1/3
eV

A3/2

ne

∑
j

njZ
2
j kBTj

eAj

2/3

1
2
mV 2

γ = 1.48 · 10−3TeV

2A1/2

ne

∑
j

njZ
2
j

2/3

where A and Aj are the atomic masses of the test and field ions and ne is in
m−3.

Problem 3.8 Qm2 coefficients. Find the first three Qm2 coefficients.

Problem 3.9 Evolution of A(v, t) and B(v, t). Show that equations (3.110)
and (3.111) result from taking the P0 and P2 moments of equation (3.107)
with m = 0 and n = 1.

3.4.2.1 Steady state — lowest energy range

If we assume that the wave heating is of sufficient duration that a steady state
is reached, then ∂f(v, t)/∂t = 0. The existence of a steady state, however,
may be limited to the lowest energy range and to fundamental resonance
heating, since for n = 2, the wave energy is primarily transfered to the tail of
the distribution due to the higher order in k⊥v⊥/ωci in the Qmn terms. This
leads to a runaway condition for that part of the distribution function much as
we encountered in the previous section for a constant electric field. Even in this
lower energy range, significant effects can be noted, and equations (3.110) and
(3.111) may be integrated to find A(v) and B(v). With ∂A/∂t = ∂B/∂t = 0,
we can integrate equation (3.110) once immediately, and using the condition
that A→ 0 as v →∞, and using equation (3.114) and the Range I expressions
for α, β, and γ, we find

A(v) = const. e−mv
2/kBTeff

kBTeff =
D + 2K

ε
∑
f (Cf `f/kBTf )

B(v) =
4K

7D + 10K

(
mv2

2kBTeff

)2

A .
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If all the Tf are equal, such that Tf = T0, then kBTeff = (D + 2K)kBT0/D.
It follows that if K → 0, then Teff → T0 and B = 0. When K 6= 0, the reso-
nant velocity distribution is still approximately Maxwellian with an elevated
temperature. The complexity of the diffusion coefficients makes a full analysis
of the angular distribution difficult, but by integrating equation (3.111) over
v2dv from 0 to ∞, many of the terms vanish with the result∫ ∞

0

(
γ(v)

2
+

10
7
K

)
B(v) dv = −K

∫ ∞
0

A(v) dv , (3.115)

which suggests that

B(v) ∼ −KA(v)
/(

γ(v)
2

+
10
7
K

)
as a first estimate.

3.4.2.2 Steady state — f(v) solution

If we drop the angular dependence, the problem simplifies greatly, so that the
Fokker-Planck distribution is truncated at

f(v) = A(v) = 1
2

∫
f(v, µ) dµ

which is equation (3.110) with B = 0, and is immediately integrable such that

f(v) = f(0) exp
[
−
∫ v

0

dv
−2αv2 + (βv2)′

βv2 + 2Kv2

]
(3.116)

where the Coulomb diffusion coefficients are given in equations (3.112) and
(3.113) and the identity of equation (3.114) provides a convenient form for
the numerator in the integrand. For the background electrons, we may use
G(xe) = εxe since v � ve. With only one background ion species and using
the approximate forms for G(x), the result is

ln f(v) = − E

kBTe(1 + ξ)

[
1 +

Rj(Te − Tj + ξTe)
Tj(1 +Rj + ξ)

H(E/Ej)
]

(3.117)

where

E ≡ 1
2mv

2

`j ≡ 1/vtj

Rj ≡
njZ

2
j `j

ne`e

ξ ≡ 2K
εCe`e

=
2π3/2ε20m〈P 〉vte
nenZ2e4 ln Λ
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Ej(ξ) ≡ vtj

[
1 +Rj + ξ

2ε(1 + ξ)

]2/3

≤ Ej(0)

Ej(0) = 1
2mV

2
β

H(x) ≡ 1
x

∫ x

0

du
1 + u3/2

=
2
x

[
1
6

ln
(

1−
√
x+ x

1 + 2
√
x+ x

)
+

1√
3

(
π

2
+ tan−1 2

√
x− 1√

3

)]
' 1− 2

5x
3/2 + 1

4x
3 − 2

11x
9/2 + · · · , |x| � 1

' 2.4184x−1 − 2x−3/2 + 1
2x
−3 − 2

7x
−9/2 + · · · , |x| � 1 .
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FIGURE 3.6
Plots of the distribution function versus E (in keV) for various values of ξ
where nT = 5 ·1019 m−3, nD = nT /20, kBTe = kBTT = 4 keV. The solid lines
are for fD(v) and the dashed lines are for fD(v⊥).

For a specific example, we show fD(v) as a function of E in Figure 3.6
for a deuterium minority in tritium where the deuterons are resonant. The
variable ξ is proportional to the wave power absorbed per unit volume, 〈P 〉.
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It is evident that as the applied power is increased, the deviation from a
Maxwellian (ξ = 0) becomes extreme with a power-law distribution on the
tail.

Instead of the distribution of the velocity magnitude, we may be more
interested in the distribution of the velocity perpendicular to the magnetic
field since the primary driving force is in the perpendicular direction. Defining

f(v⊥) =
∫ ∞
−∞

f(v)dv‖

Stix[14] has shown that the steady-state Fokker-Planck equation for this case
becomes

0 = − 1
v⊥

∂

∂v⊥
(αv⊥f) +

1
2v⊥

∂2

∂v2
⊥

(βv⊥f) +
1

4v⊥
∂

∂v⊥
(γf) +

3
2
K

v⊥

∂

∂v⊥
v⊥

∂f

∂v⊥
.

(3.118)
The steady-state solution may then be obtained by integrating twice to obtain

f(v⊥) = f(0) exp
[
−
∫ v⊥

0

dv⊥
−4αv⊥ + 2(βv⊥)′ + γ

2βv⊥ + 6Kv⊥

]
.

Following the same steps that led to equation (3.117), we find

ln f(v⊥) =
−2E

kBTe(2 + 3ξ)

{
1 +

Rj [(2A+Aj)(2 + 3ξ)Te − 4ATj ]
2ATj(2 + 2Rj + 3ξ)

H(E/Ej)
}

Ej =
AkTj
Aj

[
2 + 2Rj + 3ξ

2ε(2 + 3ξ)

]2/3

. (3.119)

It has been tacitly assumed to this point that the wave dispersion relation
is not extremely important in estimating the distribution function. Since,
however, the two-ion hybrid resonance is close to the minority fundamental,
and in an inhomogeneous plasma the two-ion hybrid resonance is a mode con-
version layer where the incident wave may be transmitted, reflected, or mode
converted to a Bernstein wave, the details of the mode conversion analysis
make a huge difference. For the parameters in Figure 3.6, there is virtually no
tunneling, and with k‖ = 0 there is no absorption at all. Both the reflection
coefficient and the conversion coefficients are strongly dependent on k‖, with
the reflection coefficient varying as |R|2 ∼ exp(−αk2

‖)[17] where α depends on
the local plasma parameters and requires an integral equation to be solved
numerically. The conversion coefficient is even more complicated. As the
power is applied with a given ξ, the distribution function approaches a steady
state value given by equation (3.117), and the effective temperature increases
in time. A peculiarity of the two-ion hybrid resonance is that as the minority
temperature increases, the resonance moves so that reflection vanishes and the
wave energy not absorbed is mode-converted, eventually heating electrons[18].
For this example, the transition occurs near ξ ∼ 45. The amount of incident



68 Plasma Kinetic Theory

energy absorbed (〈P 〉), and hence ξ, then will change as the process changes in
time, complicating estimates of the heating of the minority and the majority
as the two species relax via collisions.



4

THE VLASOV-MAXWELL EQUATIONS

The first and simplest approximation including the effects of kinetic theory in
equation (2.84) is to neglect any effects due to correlations. This zero order
equation (in 1/ND) along with the Maxwell equations are called the Vlasov
equations, although frequently this collisionless Boltzmann equation alone is
referred to as the Vlasov equation. In the singular, we prefer to refer to this
fundamental equation either as the collisionless Boltzmann equation or as the
kinetic equation, and refer to the system of equations as the Vlasov-Maxwell
equations or simply as the Vlasov equations (plural).

The Vlasov equations, then, are comprised of the set

∂fj
∂t

+ v · ∇fj +
qj
mj

(E + v ×B) · ∇vfj = 0 (4.1)

for each species, and the Maxwell equations, with

ρ(r, t) =
∑
j

qj

∫
d3v fj (4.2)

J(r, t) =
∑
j

qj

∫
d3v vfj (4.3)

as the sources and E = E(r, t) and B = B(r, t). This set of equations is
nonlinear and its solutions in the linear, quasilinear, and nonlinear approxima-
tions comprise the majority of kinetic theory. The other major topic in kinetic
theory is to assess the effects of collisions or correlations, which are ignored
in the Vlasov equations, on the distribution functions, waves and transport
coefficients such as electrical conductivity, viscosity, thermal diffusion, etc.

4.1 Electrostatic waves in an unmagnetized plasma

In the unmagnetized plasma, the preferred direction is the k direction, and
motions of particles parallel and perpendicular to that direction will have
different effects. We will focus particular attention on the classic problem
that serves to illustrate the most important effects of thermal plasmas on

69
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waves. This classic case is the Kzz = P = 0 solution of cold plasma, or the
Bohm-Gross solution in the fluid plasma, namely an electrostatic wave near
the plasma frequency.

We are first going to try a simple way to find the solution following the 1945
analysis of Vlasov[19], which will lead us to a dilemma because the method is
not well posed. We will then back up and start again with a more carefully
posed problem that will provide a recipe to be used with the simpler method
so that it may be used as a foundation for the study of more complicated
cases.

4.1.1 Vlasov method

We first linearize the Vlasov equations by separating out zero and first order
terms that are assumed to vary as

fj = f0j(v) + f1j(v)ei(k·r−ωt)

E = E1ei(k·r−ωt) (4.4)
B = B1ei(k·r−ωt)

and v is now an independent variable so is not linearized. This is equivalent
to having Fourier transformed in both space and time. We choose the normal-
ization of the velocity distribution function so that

∫
d3v fj = nj . Using these

results in Eqs. (4.1) through (4.3) along with the Maxwell equations, and as-
suming only a single species of ions plus electrons so that charge neutrality
requires ni = ne = n0, the equations to be solved are

−i(ω − k · v)f1j +
qj
mj
E1 · ∇vf0j = 0 , j = e, i (4.5)

ρ = e

∫
d3v (f1i − f1e) (4.6)

J = e

∫
d3v v(f1i − f1e) , (4.7)

ik ×E1 = iωB1 (4.8)

ik ×B1 = µ0J −
iω
c2
E1 . (4.9)

There is no B0 term by assumption and no B1 term since for an electrostatic
wave, k ‖ E so that from Maxwell’s equations, B1 = k ×E/ω = 0.

From E1 = −∇ϕ, Poisson’s equation gives

−∇2ϕ = k2ϕ =
ρ

ε0
=

e

ε0

∫
d3v (f1i − f1e) . (4.10)

Solving equation (4.10) for the potential and equation (4.5) for f1j , we find

ϕ(k, ω) = − ϕ

ε0k2

∑
j

∫
d3v

q2
j

mj

k · ∇vf0j

(ω − k · v)
,
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but since ϕ appears on both sides, this requires

1 +
∑
j

q2
j

ε0k2mj

∫
d3v

k · ∇vf0j

(ω − k · v)
= 0 . (4.11)

We are free to align k with vz, and then the integrals over vx and vy are trivial,
leaving the remaining integrals over u = vz/vj , where v2

j ≡ 2kBTj/mj , which
may be written as

1 +
∑
j

ω2
pj

k2v2
j

1√
π

∫ ∞
−∞

d
due−u

2
du

(ω/kvj)− u
, (4.12)

where we have introduced the Maxwellian distribution (in one dimension),

f0j(vz) =
n0j

vj
√
π

e−v
2
z/v

2
j .

Now the difficulties begin. It is clear that the integral over u has a pole
along the path of integration, at u = ω/kvj , and is hence undefined unless
we specify that the path should always go above or below the pole. At this
point in the problem, Vlasov chose to take the principal part of the integral,
or the average of the two paths above and below the pole[19]. This provides
symmetry in time, but ignores some of the physics. We shall examine one of
the two paths, and try to determine the implications of making one choice
or the other after we see the effects of our choice. Let us assume first that
Im(ω) > 0, so that ω has a small positive imaginary part which puts the
pole just above the path of integration. This choice corresponds to “turning
on” the perturbation slowly from t→ −∞, and happens to coincide with the
definition of the Plasma Dispersion function which is a tabulated function[20]
defined by

Z(ζ) ≡ 1√
π

∫ ∞
−∞

e−ξ
2

ξ − ζ
dξ , Im(ζ) > 0 , (4.13)

and whose properties are listed in Appendix A. In terms of this function we
find

1−
∑
j

ω2
pj

k2v2
j

Z ′
(
ω

kvj

)
= 0 . (4.14)

The asymptotic forms of the Plasma Dispersion function, listed in Appendix
A, vary for real argument as

Z(ζ) = i
√
πe−ζ

2
− 1
ζ

(
1 +

1
2ζ2

+
3

4ζ4
+ · · ·

)
Z ′(ζ) = −2i

√
πζe−ζ

2
+

1
ζ2

(
1 +

3
2ζ2

+
15
4ζ4

+ · · ·
)
. (4.15)
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Using the expansion for Z ′ for the electron term (the ion terms are of order
me/mi unless Te � Ti), the dispersion relation becomes

1−
ω2
pe

ω2

[
1 +

3
2

(
ve
vp

)2

+O
(
ve
vp

)4
]

+ 2i
√
π
ω2
pe

k2v2
e

vp
ve

exp

[
−
(
vp
ve

)2
]

= 0 ,

(4.16)
or since ve/vp � 1,

ω ' ωpe

{
1 +

3
4

(
ve
vp

)2

− i
√
π

(
vp
ve

)3

exp

[
−
(
vp
ve

)2
]}

, (4.17)

where we see that ω ∼ ωpe and Im(ω) < 0! Unfortunately, our assumption
about the imaginary part of ω being positive has led us to the conclusion
that the imaginary part is negative. It is not difficult to show that if we had
chosen the imaginary part to be negative, then the analysis would have led
to a positive imaginary part! There is no consistent solution, because the
problem is ill-posed. While this seems to justify the approach of Vlasov in
keeping only the principal part, so that there would be no imaginary part to
ω, the question of whether there is or is not any damping of the wave was left
unresolved. It did not stay unresolved for long, however, since the solution
was provided within a year by Landau, although the result was disputed for
over 20 years until unequivocally verified by experiment.

Problem 4.1 Properties of the Plasma Dispersion function.

1. Prove from the definition of equation (4.13) that the Plasma Dispersion
function satisfies the differential equation

Z ′(ζ) = −2[1 + ζZ(ζ)] . (4.18)

2. Expand the denominator of equation (4.13) to obtain the asymptotic
expansion of the Plasma Dispersion function (ζ → ∞). Compare with
the result in Appendix B and discuss why this simple expansion fails to
get the imaginary part right.

3. Derive the power series expansion for the Plasma Dispersion function
from its definition and its differential equation, and show that the series
may be grouped into two series, one of which may be summed to get an
analytic expression.

4. If you were to make a numerical subroutine to evaluate the Plasma
Dispersion function for real argument, using only the power series and
the asymptotic series:

(a) Show how to pick the crossover between the power series and
asymptotic series for optimum accuracy. The error in a numeri-
cal representation of a power series usually comes from subtrac-
tion errors between successive (largest) terms rather than from the
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smallest (last) term. The error for an asymptotic series comes from
the last term kept because the series must be truncated when the
terms no longer decrease.

(b) Find the optimum crossover point for an 8-digit computer and for
a 14-digit computer, and estimate the relative accuracy obtainable
on the two machines.

4.1.2 Landau solution

In 1946, Landau[21] recognized that the difficulty could be resolved by treating
the problem as an initial value problem rather than using the Fourier trans-
forms of Vlasov. Because of the importance of this and other related problems,
we follow the Landau development closely, restricting our attention to longi-
tudinal plasma oscillations only and consider only the initial value problem
in time rather than include the time harmonic antenna problem (which is
treated, however, in Landau’s original paper). We will also neglect ion mo-
tions, since they play little role (unless Te � Ti as noted above), and since
the ion terms are so similar in form to the electron terms.

For the electrostatic case, k ‖ E, so k × E = 0 and E = −∇ϕ. The
equations to be solved are then

∂f1

∂t
+ v · ∇f1 −

e

me
E · ∇vf0 = 0 (4.19)

∇ ·E = −∇2ϕ = − e

ε0

∫
d3v f1 = − ρ

ε0
. (4.20)

Taking the Fourier transform in space,

f1(r,v, t) = f̃(k,v, t)eik·r (4.21)
ϕ(r, t) = ϕ̃(k, t)eik·r (4.22)

the equations become, with k = kêz,

∂f̃

∂t
+ ikvz f̃ +

e

me
ikϕ̃

∂f0

∂vz
= 0 (4.23)

k2ϕ̃ = − e

ε0

∫
d3v f̃ (4.24)

where f0(v) is given and f̃(v, 0) ≡ g(v) is the given initial perturbation.
For the initial value problem in time, it is convenient to use the Laplace

transform of the time variable

Xp(v, p) =
∫ ∞

0

e−ptX(v, t) dt (4.25)

and its inverse

X(v, t) =
∫ σ+i∞

σ−i∞
eptXp(v, p)

dp
2πi

(4.26)
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where σ is real (σ > 0) and the path is to the right of all singularities of Xp.
The Laplace transform of the time derivative is(

dX
dt

)
p

= pXp +
[
Xe−pt

]t→∞
t=0

.

The condition on σ comes from the assumption that |f̃(v, t)| < |Meγt|, i. e.,
that the growth of f̃ is bounded, and that Re(p) > |γ|. The Laplace trans-
forms of equations (4.23) and (4.24) are

(p+ ikvz)f̃p +
e

me
ikϕ̃p

∂f0

∂vz
= f̃(v, 0) ≡ g(v) (4.27)

k2ϕ̃p = − e

ε0

∫
d3v f̃p (4.28)

from which we deduce

f̃p(k,v, p) =
g(v)− e

me
ikϕ̃p ∂f0∂vz

p+ ikvz
(4.29)

ϕ̃p = − e

ε0k2

∫
d3v

g(v)− e
me

ikϕ̃p ∂f0∂vz

p+ ikvz

=
− e

ε0

∫
d3v

g(v)
p+ ikvz

k2

[
1 +

e2

meε0ik

∫
d3v

∂f0
∂vz

p+ ikvz

] . (4.30)

We integrate first over vx and vy, using the notation

g(u) =
∫ ∞
−∞

∫ ∞
−∞

g(v) dvxdvy

df0(u)
du

=
∫ ∞
−∞

∫ ∞
−∞

∂f0(v)
∂vz

dvxdvy

and we let vz → u. The remaining pair of equations is now one-dimensional,

f̃p(k, u, p) =
g(u)− e

me
ikϕ̃p

df0(u)
du

p+ iku
(4.31)

ϕ̃p(k, p) =
− e

ε0

∫ ∞
−∞

g(u) du
p+ iku

k2

[
1 +

e2

meε0ik

∫ ∞
−∞

df0(u)
du du
p+ iku

] . (4.32)

The inverse transformation is

ϕ(z, t) =
∫ σ+i∞

σ−i∞

dp
2πi

∫ ∞
−∞

dk
2π

eikz+ptϕ̃p(k, p) . (4.33)
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The normal path of integration as defined in the complex p-plane is to the
right of all singularities. If, however, we deform the contour far enough to
the left, the large negative real part of p eliminates the contribution from the
vertical portion of the contour. Landau proposed moving the path to the left,
but keeping to the right of all singularities and around all branch cuts as in
Figure 4.1. Since the vertical portion of the contour no longer contributes,
only the singularities (residues) and branch cuts need be evaluated. Consider
the contribution from singularities, assuming there are no branch cuts. Then,

ϕ̃(k, t) =
∫

deformed
contour

dp
2πi

eptϕ̃p(k, p) (4.34)

=
∑
n

epnt[(p− pn)ϕ̃p(k, p)]p=pn . (4.35)

Due to the epnt factor, after a short time, only the rightmost pole in the
p-plane will contribute to ϕ̃(k, t), so the sum collapses to a single term.
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FIGURE 4.1
Landau contour. The normal path is shifted to the left but remains to the
right of all singularities and branch points.

In order to evaluate this remaining expression, we need to know ϕ̃p in a
region where it was not defined, since it was defined for Re(p) > |γ|, and we
need to know ϕ̃p for Re(p) < |γ|. It is precisely this point which led to the
difficulties in the Vlasov method. Here, however, we can study the analytic
continuation of ϕ̃p as we deform the contour. Since ϕ̃p is the ratio of two
terms, we must investigate the numerator and denominator separately. In the
numerator of the expression for ϕ̃p in equation (4.31), we may take g(u) to be
an entire (analytic) function of u (no poles in the complex u-plane), so that
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the integral

G

(
ip
k

)
= − iek

ε0

∫ ∞
−∞

g(u) du
u− ip/k

(4.36)

can be evaluated by the residue theorem

G

(
ip
k

)
(1)

−G
(

ip
k

)
(2)

= 2πi[g(u)]u=ip/k

where the paths (1) and (2) are shown in Figure 4.2.
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FIGURE 4.2
Paths above and below the singularity. Path (1) is the prescribed path.

The contour (1) is the prescribed contour, but note that it is equal to the
contour (2) plus a contribution from the pole. As Re(p) goes to negative val-
ues, contour (2) remains analytic, and since g was assumed analytic, G( ip

k )(1)

is also always analytic provided we integrate under the pole (sometimes called
the Nautilus convention) as in Figure 4.3. With this convention, the numer-
ator is always an entire function of p, or analytic.

Similar arguments apply to the denominator of ϕ̃p since f(u) is also assumed
to be an entire function of u, or analytic. Thus the only poles of ϕ̃p occur at
the zeros of the denominator, and there are no branch cuts.

The value of p that makes the denominator vanish is the value such that

1 +
e2

meε0ik

∫ ∞
−∞(1)

df0(u)
du

p+ iku
du = 0, Re(p) > 0

1 +
e2

meε0ik

∫ ∞
−∞(2)

df0(u)
du

p+ iku
du+

e22πi
meε0(ik)2

df0(u)
du

∣∣∣∣
u=ip/k

= 0, Re(p) < 0

where both integrals are along the real axis.
The principal value of an integral through an isolated singular point is the

average of the two integrals along paths just to either side of the point. We
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FIGURE 4.3
Analytic continuation by deforming the path to remain below the pole when
Re(p) < 0.

can use this concept to combine the two equations above into one that is valid
for all p by writing

1 +
e2

meε0ik
℘

∫ ∞
−∞

df0(u)
du

p+ iku
du− πie2

meε0k2

df0(u)
du

∣∣∣∣
u=ip/k

= 0 . (4.37)

If we now let ip = ω and use equation (4.16) to approximate the principal
part, we may write this as

1−
ω2
pe

ω2

[
1 +

3
2

(
ve
vp

)2

+ · · ·

]
− iεi ' 0 , (4.38)

where

εi =
πω2

pe

k2

df0(u)
du

∣∣∣∣
u=ω/k

= 0 (4.39)

if we normalize
∫
f0 du = 1 (instead of

∫
f0 du = n0). Then, breaking up ω

into real and imaginary parts, equation (4.38) becomes

(ωr + iγ)2 ' ω2
pe[1 +O(ve/vp)2] + iω2εi

so if γ � ωr, then the imaginary part is given by

γ =
1
2
ωrεi = ωr

πω2
pe

2k2

df0(u)
du

∣∣∣∣
u=ωr/k

, (4.40)

and the sign of the imaginary part depends on the slope of the distribution
function at the phase velocity.
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If we take f0 to be Maxwellian, then equation (4.37) becomes

1 +
ω2
pe

k2ve
℘

1√
π

∫ ∞
−∞

d
du [exp(−u2/v2

e)] du
ω
k − u

+ 2
√
πi
ω2
peω

k3v3
e

e−(ω/kve)
2

= 0 . (4.41)

Integrating by parts, this becomes

1−
ω2
pe

k2v2
e

℘
1√
π

∫ ∞
−∞

exp(−u2/v2
e) du(

u− ω
k

)2 + 2
√
πi
ω2
peω

k3v3
e

e−(ω/kve)
2

= 0 . (4.42)

For this case, the Landau damping rate is the imaginary part of ω, given by

γ = −
√
π
ω2
peω

2
r

k3v3
e

e−(ωr/kve)
2
, (4.43)

and the dispersion relation is equivalent to

1−
ω2
pe

k2v2
e

Z ′
(
ω

kve

)
= 0 (4.44)

which is the same result we got by following the Vlasov method when we
assumed Im(ω) > 0.

Up to this point, we have assumed that k > 0. If this is not the case, then
we must change our prescription. If k < 0, then the pole lies below the path of
integration, so we must integrate over the pole (Byrd convention)∗. Only the
sign of the imaginary part changes, so that sometimes the Plasma Dispersion
function is written

Z

(
ω

kve

)
=

1√
π
℘

∫ ∞
−∞

e−ξ
2

dξ
ξ − ω/kve

+
(
k

|k|

)
i
√
πe−(ω/kve)

2
. (4.45)

It may seem surprising that the same result is obtained by both the Vlasov
method and the Landau method, but actually the Landau solution serves to
justify the assumption we made that ω should have a small positive imaginary
part in the Vlasov method. The initial value problem and the assumption that
the perturbation was “turned on slowly” from infinitely long ago both result
in the recipe that the velocity integral should go under the pole. The fact that
ω has a negative imaginary part (for k > 0) is now seen as resulting from the
initial value problem, guaranteeing that disturbances decay away if there are
no sources of free energy, and is called Landau damping. Having done this
problem both ways, we can now choose whichever is most convenient in the
future as the meaning of the recipe is now clear. When magnetic field effects
are included, it will be much simpler to use the Vlasov method with Fourier
transforms in both time and space with Im(ω) > 0 than to do the initial value
problem.

∗Just as the Nautilus submarine first sailed under the North Pole, Admiral Byrd first flew
over the pole.
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Problem 4.2 Landau damping with a Lorentzian distribution.

1. Find the normalization constant A for the Lorentzian velocity distribu-
tion function f0(u) = A/(v2

e + u2).

2. Find closed form expressions for both f̃p(k, u, p) and ϕ̃p(k, p) with g(u) =
f0(u)∆u with ∆ a constant.

3. Do the inverse Laplace transform for both f̃(k, u, t) and ϕ̃(k, t) and show
that the potential ϕ̃ decays in time but that f̃ has a term that does not
decay in time.

Problem 4.3 The Ordinary wave in a hot unmagnetized plasma. For the
cold ordinary wave, it was shown in problem 1.4 that vpvg = c2 so that the
phase velocity always exceeds the velocity of light. In terms of the physical
picture of Landau damping, what does this imply about the Landau damping
of the ordinary wave?

4.2 Effects of collisions on Landau damping

The analytic treatment of collisions in the context of Landau damping has
long been problematical because of the difficulty of representing the collision
frequency in a kinetic treatment. Coulomb collisions have a significant range of
velocities where the cross section varies as v−3, and such behavior is generally
intractable in solving the kinetic equation. If one considers electron-neutral
collisions or weak Coulomb collisions, however, an analytic collision operator
can be formed, and even solved. For this analysis, we assume at the outset
that we are looking for waves that have the dependence exp[i(kx− ωt)], and
our equations to be solved are the linearized kinetic equation and Poisson’s
equation,

∂f

∂t
+ v

∂f

∂x
− e

me

∂f0

∂v
E = ν

∂

∂v

(
vf +

kBTe
me

∂f

∂v

)
(4.46)

∂E

∂x
= − e

ε0

∫ ∞
−∞

f dv . (4.47)

The collision term comes from equation (3.82) and has the properties that it
conserves particles and derives from a Fokker-Planck treatment of collisions.
This set of equations was first analyzed by Ng, Bhattachargee, and Skiff[22],
but we shall follow the development of Short and Simon[23] except that the
notation is changed to be consistent with previous calculations.

We first change to dimensionless variables such that u ≡ v/vt, ζ ≡ ω/kvt,
g ≡ vtf/n0, g0 ≡ π−1/2e−u

2
, η ≡ α(∂g0/∂u), α ≡ ω2

pe/k
2v2
t , and µ = ν/kvt.
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With these changes of variable, equations (4.46) and (4.47) become

(u− ζ)g(u)− η(u)
∫ ∞
−∞

g(u′) du′ = −iµ
∂

∂u

(
ug +

1
2
∂g

∂u

)
. (4.48)

We next Fourier transform in velocity so that

G(w) =
1√
2π

∫ ∞
−∞

eiwug(u) du

so that Eq. (4.48) becomes

i(1 + µw)
dG
dw

+
(
ζ +

iµ
2
w2

)
G =

iα
2
we−w

2/4G(0) . (4.49)

Changing variables so that x ≡ 1 + µw, Eq. (4.49) may be written (with
G(w)→ H(x)) as

dH
dx

+

[
1

2x

(
x− 1
µ

)2

− iζ
µx

]
H =

dH
dx

+
[
b(µ)(x− 2) +

a(ζ, µ)
x

]
H

= αb(µ)
(

1− 1
x

)
e−(x−1)2/4µ2

H(1) (4.50)

where

b(µ) =
1

2µ2

a(ζ, µ) =
1

2µ2
− iζ
µ
.

Equation (4.50) is a first-order ordinary differential equation with solution

H(x) = eb(2x−x
2/2)x−a

[
C + αbe−b/2H(1)

∫ x

0

x′
a
(

1− 1
x′

)
e−bx

′
dx′
]

(4.51)

where C is a constant of integration. We find g(u) from the inverse Fourier
transformation,

g(u) =
1√
2π

∫ ∞
−∞

e−iwuG(w) dw =
1√
2πµ

eiu/µ

∫ ∞
−∞

e−iux/µH(x) dx .

Note that the first term in H(x) blows up as x → 0 as 1/xb with b > 0.
This means that for small µ (large b), the inverse Fourier transform will not
converge, requiring that we set C = 0. Evaluating the remaining expression
for H(x) at x = 1 and dividing by H(1), we have the consistency relation

1 = αbeb
∫ 1

0

(xa − xa−1)e−bxdx (4.52)
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which is our dispersion relation. The integrals may be expressed in terms of
the Incomplete Gamma function γ(a, x) =

∫ x
0

e−tta−1 dt, such that∫ 1

0

(xa − xa−1)e−bxdx = [b−a(a− b)γ(a, b)− e−b]/b

where the recursion formula from Appendix A has been used. The dispersion
relation may then be written as

1 + α

{
1 +

iζ
µ

(2µ2)a(ζ,µ)eb(µ)γ[a(ζ, µ), b(µ)]
}

= 0 (4.53)

where the dependence of a and b on ζ and µ are again displayed. A form
more amenable to calculation may be obtained from the relation γ(a, x) =
Γ(a) − Γ(a, x), where Γ(a, x) =

∫∞
x

e−tta−1 dt and may be evaluated by the
continued fraction given in Appendix A.

For very weak collisions, µ is very small, and the numerical evaluation of the
roots becomes more and more difficult. It is possible to expand the dispersion
relation in a power series in µ of the form

1 + α

[
1 +

∞∑
n=0

µnfn(ζ)

]
= 0 (4.54)

where Short and Simon[23] find

f0(ζ) = ζZ(ζ) (4.55)
f1(ζ) = iζ[2(1− ζ2) + ζZ(ζ)(3− 2ζ2)]/3 . (4.56)

A table of roots for α = 9 for several values of µ is given in Table 4.1, where
the last entry with µ = 0 is the Landau result. It is apparent that the damping
rate for the electric field increases as collisions increase. These values agree
with those of Ng, Bhattachargee, and Skiff[22] who used a different numerical
scheme, except for the real part of ζ for µ = 0.01, which has a typographical
error (corrected here).

In problem 4.2, it was shown that the potential decays at the Landau rate
but that the distribution function has a component that does not decay away.
In the collisional environment, the perturbation to the distribution function
will also decay, but at a slower rate than the potential. The calculation of this
rate is beyond the scope of this book, but an analysis of the decay rate in space
away from a localized antenna has been investigated by Short and Simon[23].
The differential decay rates are crucial for the observation of plasma wave
echoes where the potential of one antenna decays away and the potential from
a second antenna at a different frequency and location also decays away, after
which an echo is observed at yet another frequency, providing the collisions
have not damped the waves away.
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TABLE 4.1

Roots of the dispersion relation as a function of µ, the collisions term.
Exact roots from equation (4.53) are shown in the first column for α = 9.
The middle column of roots are from equation (4.54), and the third column
of roots are from equation (4.14) with ω → ω + iν. The bottom root for
each case is the Landau root, ζL. In the third column, one may notice that
Re(ζ) is unchanged from Re(ζL), and Im(ζ) is simply Im(ζL)− µ.
µ ζ [Eq. (4.53)] ζ [Eq. (4.54)] ζ [Eq. (4.14)]

10−1 2.5177324−0.1270101i 2.5160641−0.1381947i 2.5458154−0.1548864i
10−2 2.5428465−0.0622458i 2.5428231−0.0623408i 2.5458154−0.0648864i
10−3 2.5455167−0.0556237i 2.5455164−0.0556246i 2.5458154−0.0558864i
10−4 2.5457849−0.0549602i 2.5457855−0.0549601i 2.5458154−0.0549864i
10−5 2.5458124−0.0548937i 2.5458124−0.0548937i 2.5458154−0.0548964i

0 2.5458154−0.0548864i 2.5458154−0.0548864i 2.5458154−0.0548864i

Problem 4.4 Collisional dispersion relation.

1. Show that H(x) in equation (4.51) is a solution to equation (4.49).

2. Fill in the steps leading from equation (4.51) to equation (4.53).

4.3 The Debye potential

4.3.1 Potential of a stationary test charge

The original Debye potential was derived from rather elementary considera-
tions with little regard for the complexities of kinetic theory. It is interesting
to note that an examination of the static potential for a test charge may be
derived from kinetic theory. A test charge, by definition, has a small enough
charge that the background plasma may be described by a plasma dielectric
function which does not include the test charge, but the plasma will still have
some response. We begin with the Maxwell equation,

∇ ·D = ρ , (4.57)

where D = εE, E = −∇ϕ(r, t), and ρ = qδ(r). Taking Fourier transforms in
space and time, equation (4.57) becomes

k2ε(k, ω)ϕ̃(k) = q , (4.58)

where for the unmagnetized plasma,

ε(k, ω) = ε0

1−
∑
j=e,i

ω2
pj

k2v2
j

Z ′
(
ω

kvj

) .



The Vlasov-Maxwell Equations 83

We are looking for the potential for a stationary test charge, so ω = 0. Solving
for ϕ̃(k), we find

ϕ̃(k) =
q

ε0k2[1 + (k2
De + k2

Di)/k2]
=

q

ε0(k2 + k2
D)

, (4.59)

where k2
Dj = 2ω2

pj/v
2
j and k2

D ≡ k2
De+k2

Di, having used Z ′(0) = −2. It follows
that the potential is given by

ϕ(r) =
q

ε0

∫ ∫ ∫
d3k

(2π)3

eik·r

(k2 + k2
D)

. (4.60)

In order to execute the inverse Fourier transform, we will align the kz axis
with r, and use spherical coordinates in k space. The potential then becomes

ϕ(r) =
q

(2π)3ε0

∫ 2π

0

dφ
∫ π

0

dθ sin θ
∫ ∞

0

dk
k2eikr cos θ

k2 + k2
D

.

The integral over φ is trivial, and if we let µ = cos θ, the angular integral is∫ π

0

sin θeikr cos θdθ =
∫ 1

−1

eikrµdµ =
1

ikr
(eikr − e−ikr) = 2

sin kr
kr

.

The potential is therefore given by

ϕ(r) =
4πq

(2π)3ε0r

∫ ∞
0

k sin kr dk
k2 + k2

D

=
q

(2π)2ε0r

∫ ∞
−∞

k sin kr dk
k2 + k2

D

=
πq

(2π)3ε0ir
(I1 − I2) ,

where we used the evenness of the integrand to extend the range of the integral
and where

I1 =
∫ ∞
−∞

keikrdk
(k − ikD)(k + ikD)

,

I2 =
∫ ∞
−∞

ke−ikrdk
(k − ikD)(k + ikD)

.

The integral I1 may be closed above in Figure 4.4, picking up the pole at
k = ikD, so that I1 = πie−kDr. Similarly, the integral I2 may be closed below,
picking up the pole at k = −ikD, so that I2 = −πie−kDr. The result is that

ϕ(r) =
q

4πε0r
e−kDr , (4.61)

which is the Debye potential.
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FIGURE 4.4
Poles in the k plane for integrals I1 and I2.

4.3.2 Average potential of thermal test charges

For the potential of a moving test charge, whose location is given by r = x−vt,
the corresponding potential is given by[24]

ϕ(r,v) = q

∫ ∫ ∫
d3k

(2π)3

eik·r

k2ε(k,k · v)
. (4.62)

The only difference from the static case is that ω = 0→ ω = k · v.
This potential is not symmetric, and studies have shown that there is a kind

of bow shock ahead of the moving test charge and an elongated tail following
along behind[26, 27]. Furthermore, the moving charge launches plasma waves.
When a test charge moves very fast, however, the plasma particles do not
have time to respond to the charge and create very little shielding, so that the
only significant effect is to launch plasma waves. One would thus expect that
since electrons traveling at their thermal velocity are moving much faster than
the typical ion, the slower moving ions would be ineffective at shielding the
fast moving electrons, suggesting that when considering electrons, kD ∼ kDe.
It also seems that since the typical electron is not at rest, the average self-
shielding of electrons might be reduced from the value estimated for a particle
at rest. It is of interest to estimate, therefore, what the average shielding is
for a distribution of test charges. For this example, we will assume that the
number density of test charges is insignificant relative to the overall plasma
density, so that they do not shield one another. We will assume them to
have a thermal velocity, vt, independent of the velocities of the background
plasma. We also can argue from symmetry that the asymmetric potential of
a single moving test charge will result in a spherically symmetric potential
when averaged over the test particle distribution. This average potential,
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designated Ψ(r), is described by[25]

Ψ(r) =
∫
ϕ(r,v)ft(v)d3v , (4.63)

where ϕ(r,v) is given by equation (4.62), and ft(v) is the Maxwellian

ft(v) =
1

π3/2v3
t

e−v
2/v2t ,

with v2
t = 2kBTt/mt for the test particles. We now orient the z axis in

velocity space along k, integrate over vy and vz, and define u ≡ vz/vt. We
also introduce the quantity

k2
0(u) = −

∑
j=e,i

ω2
pj

v2
j

Z ′
(
uvt
vj

)
,

so that

Ψ(r) =
q√
πε0

∫ ∞
−∞

du
∫ ∫ ∫

d3k

(2π)3

e−u
2
eik·r

[k2 + k2
0(u)]

=
1√
π

∫ ∞
−∞

duψ(u, r)e−u
2
,

where

ψ(u, r) =
q

ε0

∫ ∫ ∫
d3k

(2π)3

eik·r

[k2 + k2
0(u)]

=
q

4πε0r
e−k0(u)r .

Now from the form of ψ(u, r), we know

∇2ψ = −k2
0(u)ψ , r 6= 0 ,

so that
∇2Ψ = − 1√

π

∫ ∞
−∞

du e−u
2
k2

0(u)ψ .

Thus we may write
∇2Ψ + k2

D(r)Ψ =
q

ε0
δ(r) ,

where

k2
D(r) ≡

∫∞
−∞ du e−u

2
k2

0(u)ψ(u, r)∫∞
−∞ du e−u2ψ(u, r)

=

∫∞
−∞ du k2

0(u)e−u
2−k0(u)r∫∞

−∞ du e−u2−k0(u)r
. (4.64)

We now assume that kD(r) is slowly varying, so that we may make a WKB
approximation for Ψ(r) to find

Ψ(r) ' q

4πε0r

[
k0(0)
k0(r)

]1/2

exp
[
−
∫ r

0

kD(r′) dr′
]
.
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We need the quantity
√
k2
D(r), so we expand about r = 0, finding

e−k0(u)r = 1− k0(u)r + 1
2k

2
0(u)r2 + · · ·

and integrate so that

k2
D(r) = 〈k2

0〉 − (〈k3
0〉 − 〈k2

0〉〈k0〉)r + · · ·

where
〈kn0 〉 =

1√
π

∫ ∞
−∞

du e−u
2
kn0 (u) ,

and

〈k2
0〉 = − 1√

π

∫ ∞
−∞

du e−u
2 ∑
j=e,i

ω2
pj

v2
j

Z ′
(
uvt
vj

)
=
∑
j=e,i

2ω2
pj

v2
t + v2

j

. (4.65)

Since the principal behavior of the potential in the near region is determined
by kD(0) = 〈k2

0〉1/2, we examine 〈k2
0〉 from equation (4.65) more carefully. We

note three cases in particular:

1. With vt = 0, the result from equation (4.65) is identical to the result
for a stationary test charge.

2. If the test charges are taken to be electrons with the same temperature
as the background electrons, then the effective Debye wavenumber is
given by

k2
D(0) ∼ 1

2k
2
De +O(me/mi) , (4.66)

so the ions don’t screen the electrons at all, as one would expect since
the electrons are going much too fast for the ions to respond. We
also note that the electrons do not fully screen themselves since the
slower moving electrons are unable to screen the higher velocity elec-
trons. Numerical calculations of kD(r) from equation (4.64) indicate
that at kDer = 1, kD(1/kDe) ∼ 1

2 [kD(0) + kDe], so it lies midway be-
tween the classical wavenumber and that from equation (4.66), while
for kDer = 2, kD(2/kDe) ∼ kDe, so that kD(r) varies smoothly between
kD(0) and kDe over the first two Debye lengths.

3. If the test charges are taken to be ions of the same temperature as the
background ions, then the effective Debye wavenumber is given by

k2
D(0) ∼ k2

De + 1
2k

2
Di +O(me/mi) , (4.67)

so the ions are fully screened by the electrons (except for a term of the
order me/mi), and the ion contribution is halved because the slower
moving ions are unable to screen the faster moving ions. Numerical
calculations for this case show that kD(r) ∼ kD(0) from equation (4.67)
within a few percent for the first several Debye lengths. Even at kDir =
4, kD(4/kDi) is much closer to kD(0) than to kDi.
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The general conclusion is that in an average sense, kD(0) from either equa-
tion (4.66) for electrons or from equation (4.67) for ions is a better represen-
tations of the effective Debye length than the classical result which is appro-
priate only for a test particle at rest. For large r, numerical calculations show
that the averaged potential falls off faster than the Debye potential, eventu-
ally oscillating due to the excitation of plasma waves. This “average Debye
wavenumber” has little practical use, but it helps us to better understand the
shielding process from a kinetic theory analysis.





5

WAVES IN A MAGNETIZED HOT
PLASMA

5.1 The hot plasma dielectric tensor

The calculation of the response of a hot plasma in a magnetic field to a wave
is considerably more formidable than the unmagnetized case. For this case,
all nine of the dielectric tensor components are nonzero when thermal effects
are included, and we shall find the symmetries of the tensor will be even
more involved when the full kinetic effects are included. This difficulty relates
to the additional effect that the zero order motions of electrons and ions in a
uniform magnetic field are spirals, drifting uniformly parallel to the field while
they execute circular motion at the cyclotron frequency with their individual
Larmor radii around a field line.

The technique we shall use is due to J. E. Drummond[28], R. Z. Sagdeev
and V. D. Shafranov[29], and M. N. Rosenbluth and N. Rostoker[30], but we
will follow the development of Stix[31] most closely. The idea of the method
is to find the perturbation of the distribution function due to the wave by
integrating along the unperturbed orbits. This is called the method of char-
acteristics, and we have effectively used it already, except in a trivial fashion,
since up to this point the unperturbed orbits were straight lines.

5.1.1 The evolution of the distribution function

We begin by describing a zero-order trajectory by

R(t) = R[r(t),v(t), t]

and calculate the rate of change of the distribution function along this trajec-
tory by

df
dt

∣∣∣∣
R

=
∂f

∂t
+
∂f

∂r
· dr

dt
+
∂f

∂v
· dv

dt
(5.1)

where dr/dt = v and dv/dt = a where a is the acceleration along the zero-
order trajectory

a =
dv
dt

=
q

m
v ×B0 . (5.2)

89
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We then write equation (5.1) as

df
dt

∣∣∣∣
R

=
∂f

∂t
+ v · ∇f +

q

m
v ×B0 · ∇vf . (5.3)

The zero order distribution function, f0, is, of course, independent of r and
t, so

df0

dt
=

df0

dt

∣∣∣∣
R

=
q

m
v ×B0 · ∇vf0 = 0 . (5.4)

The most general form of f0 that satisfies equation (5.4) is

f0(v) = f0(v⊥, vz) (5.5)

where v2
⊥ = v2

x + v2
y. Adding and subtracting the wave field terms in equa-

tion (5.3) leads to

df
dt

∣∣∣∣
R

=
{
∂f

∂t
+ v · ∇f +

q

m
[E1 + v × (B0 +B1)] · ∇vf

}
− q

m
(E1 + v ×B1) · ∇vf (5.6)

and the term in curly brackets vanishes due to the collisionless Boltzmann
equation. If we now separate the distribution function into f = f0 + f1, then

df
dt

∣∣∣∣
R

=
df0

dt

∣∣∣∣
R

+
df1

dt

∣∣∣∣
R

= − q

m
(E1 + v ×B1) · ∇vf (5.7)

where the zero-order term vanishes by equation (5.4). This leaves us with a
total derivative of f1, so if we integrate equation (5.7) along r, we obtain

f1(r,v, t) = − q

m

∫ t

t0

[E1(r′, t′) + v′ ×B1(r′, t′)] · ∇v′f0(v′) dt′ + f1(r,v, t0) .

(5.8)
The recipe we developed from the Vlasov-Landau analysis that ω should have
a positive imaginary part corresponds to growing waves in time, but it guar-
antees that the waves vanish as t0 → −∞, so if we change the lower limit in
equation (5.8) to −∞, we may neglect the effects of the initial conditions. This
is effectively equivalent to the Landau prescription of the initial value prob-
lem, but will be easier to manipulate. The perturbed distribution function is
then described by

f1(r,v, t) = − q

m

∫ t

−∞
[E1(r′, t′) + v′ ×B1(r′, t′)] · ∇v′f0(v′) dt′ (5.9)

where we are to integrate along the trajectories, r(r′,v′, t′), that end at
r(r,v, t) when t′ → t.

Problem 5.1 Zero-order distribution function. Prove that any zero-order
distribution function having the form of equation (5.5) will satisfy equa-
tion (5.4) as long as it is differentiable.
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5.1.2 Integrating along the unperturbed orbits

In order to evaluate the integral of equation (5.9), we shall assume that the
wave electric and magnetic fields are of the form

E1 = Eei(k·r′−ωt′) (5.10)

B1 = Bei(k·r′−ωt′) (5.11)

so we may use the Maxwell equations to obtain

B1 =
k ×E1

ω
=
k ×E
ω

ei(k·r′−ωt′) (5.12)

so that equation (5.9) may be written

f1(r,v, t) = − q

m

∫ t

−∞
dt′E

(
1 +

· v′ k − v′ · k
ω

)
· ∇v′f0(v′)ei(k·r′−ωt′) .

(5.13)
The trajectory that reaches r′ = r when t′ = t is governed by the equation

of motion from equation (5.2)

dv′

dt′
= εv′ × ωcêz (5.14)

where ε = q/|q| and we suppress all other species specific notation until we
begin to combine each species’ contribution to the total current. The solution
of equation (5.14) that reaches v′ = v at t′ = t is

v′x = vx cosωcτ − εvy sinωcτ
v′y = εvx sinωcτ + vy cosωcτ (5.15)
v′z = vz

where τ = t− t′. Integrating these to find the zero-order trajectory that ends
at r′ = r at t′ = t we find

x′ = x− vx
ωc

sinωcτ +
εvy
ωc

(1− cosωcτ)

y′ = y − εvx
ωc

(1− cosωcτ)− vy
ωc

sinωcτ (5.16)

z′ = z − vzτ .

The phase factor in equation (5.13) becomes

ik · r′ − iωt′ = ik · r − iωt+
ivx
ωc

[−kx sinωcτ − εky(1− cosωcτ)]

+
ivy
ωc

[−ky sinωcτ + εkx(1− cosωcτ)] + i(ω − kzvz)τ . (5.17)
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Because v⊥ and vz are constants of the motion, we know that f0(v′⊥, v
′
z) =

f0(v⊥, vz). If we now define

∂f0

∂v⊥
≡ f0⊥ (5.18)

∂f0

∂vz
≡ f0z (5.19)

then
∂f0

∂vx
=
vx
v⊥
f0⊥ ,

∂f0

∂vy
=
vy
v⊥
f0⊥ .

Using these definitions, the remaining factor in equation (5.13) may be written

E

(
1 +

· v′ k − v′ · k
ω

)
· ∇v′f0(v′)

= (Exv′x + Eyv
′
y)
[
f0⊥

v⊥
+
kz
ω

(
f0z −

v′z
v⊥
f0⊥

)]
+Ez

[
f0z −

kxv
′
x + kyv

′
y

ω

(
f0z −

v′z
v⊥
f0⊥

)]
= (vx cosωcτ − εvy sinωcτ)

[
Exf0⊥

v⊥
+
Exkz − Ezkx

ω

(
f0z −

vz
v⊥
f0⊥

)]
+(εvx sinωcτ + vy cosωcτ)

[
Eyf0⊥

v⊥
+
Eykz − Ezky

ω

(
f0z −

vz
v⊥
f0⊥

)]
+Ezf0z . (5.20)

We complete the variable change by writing the integral in the form

f1(r,v, t) =
∫ t

−∞
dt′ · · · = ei(k·r−ωt)

∫ ∞
0

dτ · · ·

where we have factored out the leading terms of the phase factor and will
subsequently suppress this factor, interpreting the remaining integral as the
Fourier amplitude of the distribution function.

We conclude this section by noting that we need only integrate over τ and
average the current density over velocity for some particular f0(v⊥, vz) to
obtain the mean current density from

j = q

∫
d3v vf1 . (5.21)

From this current density, we can construct the effective dielectric tensor and
obtain the dispersion relation.
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5.1.3 General f0(v⊥, vz)

It is possible to execute the integral over τ without specifying the zero-order
distribution function, f0(v⊥, vz). This is done most conveniently by using
polar coordinates for the velocity and wave vector such that

vx = v⊥ cosφ kx = k⊥ cosψ
vy = v⊥ sinφ ky = k⊥ sinψ

so that the phase factor of equation (5.17) may be written,

ei(k·r′−ωt′) = ei(k·r−ωt)e−ib[sin(φ−ψ+εωcτ)−sin(φ−ψ)]+iaτ

= ei(k·r−ωt)
∞∑

m,n=−∞
Jm(b)Jn(b)ei(m−n)(φ−ψ)ei(ω−nεωc−kzvz)τ , (5.22)

where a = (ω − kzvz), b = εk⊥v⊥/ωc, and we have used the Bessel identity

eib sin θ =
∞∑

n=−∞
Jn(b)einθ . (5.23)

Assuming that ω has a positive imaginary part, the integral over τ can now
be done immediately with the result (again suppressing the ei(k·r−ωt) so that
the result is the Fourier amplitude)

f1(k,v, ω) = − iq
m

∞∑
m=−∞

∞∑
n=−∞

Jm(b)ei(m−n)(φ−ψ)

(ω − nεωc − kzvz)

×
{
nJn(b)
b

[
f0⊥ +

kz
ω

(v⊥f0z − vzf0⊥)
]

(Ex cosψ + Ey sinψ)

+iJ ′n(b)
[
f0⊥ +

kz
ω

(v⊥f0z − vzf0⊥)
]

(−Ex sinψ + Ey cosψ)

+Jn(b)
[
f0z −

nεωc
ω

(
f0z −

vz
v⊥
f0⊥

)]
Ez

}
. (5.24)

In obtaining equation (5.24), we have used the Bessel identities

J`−1(b) + J`+1(b) =
2`
b
J`(b)

J`−1(b)− J`+1(b) = 2J ′`(b)

and have let n± 1→ ` so that, for example, with ψ = 0,
∞∑

n=−∞
Jn(b)ei(m−n)φ−inεωcτ cos(φ+ εωcτ)

=
∞∑

n=−∞

Jn(b)
2

[
ei(m+1−n)φ−i(n−1)εωcτ + ei(m−1−n)φ−i(n+1)εωcτ

]
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=
∞∑

`=−∞

[
J`+1(b) + J`−1(b)

2

]
ei(m−`)φ−i`εωcτ

=
∞∑

`=−∞

`

b
J`(b)ei(m−`)φ−i`εωcτ .

Then for ψ 6= 0,

cos(φ− ψ + εωcτ)→ n

b
Jn(b)

cos(φ+ εωcτ)→ n

b
Jn(b) cosψ − iJ ′n(b) sinψ (5.25)

sin(φ+ εωcτ)→ n

b
Jn(b) sinψ + iJ ′n(b) cosψ .

In order to complete the integrals over velocity to obtain the mean current
density, we note that the volume element of the integral is∫

d3v =
∫ 2π

0

dφ
∫ ∞

0

v⊥ dv⊥
∫ ∞
−∞

dvz

and it is convenient to use the orthogonality integral over φ which takes the
form (for 〈vx〉, 〈vy〉 and 〈vz〉, respectively)

∞∑
m=−∞

Jm(b)
∫ 2π

0

dφei(m−n)(φ−ψ)


cosφ

sinφ

1

 = 2π


nJn(b)
b

cosψ + iJ ′n(b) sinψ

nJn(b)
b

sinψ − iJ ′n(b) cosψ

Jn(b)

 .

(5.26)
Using these elements, the effective dielectric tensor may be expressed as

K =


K1 + sin2 ψK0 K2 − cosψ sinψK0 cosψK4 + sinψK5

−K2 − cosψ sinψK0 K1 + cos2 ψK0 sinψK4 − cosψK5

cosψK6 − sinψK7 sinψK6 + cosψK7 K3


(5.27)

where

K0 =
∑
j

ω2
pj

ω

∞∑
n=−∞

∫
d2v

[bjJ ′n(bj)]2 − n2J2
n(bj)

b2j (ω − nεjωcj − kzvz)
F⊥ (5.28)

K1 = 1 +
∑
j

ω2
pj

ω

∞∑
n=−∞

∫
d2v

n2J2
n(bj)

b2j (ω − nεjωcj − kzvz)
F⊥ (5.29)

K2 = i
∑
j

ω2
pj

ω

∞∑
n=−∞

∫
d2v

nJn(bj)J ′n(bj)
bj(ω − nεjωcj − kzvz)

F⊥ (5.30)
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K3 = 1 +
∑
j

ω2
pj

ω

∞∑
n=−∞

∫
d2v

J2
n(bj)

(ω − nεjωcj − kzvz)
Fz (5.31)

K4 =
∑
j

ω2
pj

ω

∞∑
n=−∞

∫
d2v

nJ2
n(bj)

bj(ω − nεjωcj − kzvz)
v⊥
vz
Fz (5.32)

K5 = i
∑
j

ω2
pj

ω

∞∑
n=−∞

∫
d2v

Jn(bj)J ′n(bj)
(ω − nεjωcj − kzvz)

v⊥
vz
Fz (5.33)

K6 =
∑
j

ω2
pj

ω

∞∑
n=−∞

∫
d2v

nJ2
n(bj)

bj(ω − nεjωcj − kzvz)
vz
v⊥
F⊥ (5.34)

K7 = i
∑
j

ω2
pj

ω

∞∑
n=−∞

∫
d2v

Jn(bj)J ′n(bj)
(ω − nεjωcj − kzvz)

vz
v⊥
F⊥ (5.35)

where
∫

d2v = 2π
∫∞
−∞ dvz

∫∞
0
v⊥ dv⊥ and

F⊥ = v⊥

[
∂f0j

∂v⊥

(
1− kzvz

ω

)
+
kzv⊥
ω

∂f0j

∂vz

]
Fz = vz

[
∂f0j

∂vz
+
nεjωcj
ω

(
vz
v⊥

∂f0j

∂v⊥
− ∂f0j

∂vz

)]
.

When the distribution function is isotropic (v⊥∂F/∂vz = vz∂F/∂v⊥), then
K6 = K4 and K7 = K5. Also, only the K1,K2, and K3 components survive
in the cold plasma limit, so all of the others are first order or higher in the
temperature.

Problem 5.2 Polar coordinates in velocity space. Fill in the steps leading to
equations (5.22) and (5.25).

Problem 5.3 General tensor elements. Fill in the steps leading to any (ex-
cept Kzz = K3) of the composite tensor elements Kij in equation (5.27).

Problem 5.4 Sum rules.

1. Using the Newberger sum rule[32],

∞∑
n=−∞

Jn(z)Jn−m(z)
a− n

=
(−1)mπ
sinπa

Jm−a(z)Ja(z) , m ≥ 0 , (5.36)

prove the identities

∞∑
n=−∞

n2J2
n(z)

a− n
=

πa2

sinπa
Ja(z)J−a(z)− a (5.37)

∞∑
n=−∞

[J ′n(z)]2

a− n
=

π

sinπa
J ′a(z)J ′−a(z) +

a

z2
(5.38)
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∞∑
n=−∞

nJn(z)J ′n(z)
a− n

=
πa

sinπa
Ja(z)J ′−a(z) +

a

z
(5.39)

∞∑
n=−∞

Jn(z)J ′n(z)
a− n

=
π

sinπa
Ja(z)J ′−a(z) +

1
z

(5.40)

∞∑
n=−∞

nJ2
n(z)

a− n
=

πa

sinπa
Ja(z)J−a(z)− 1 (5.41)

∞∑
n=−∞

J2
n(z)
a− n

=
π

sinπa
Ja(z)J−a(z) . (5.42)

2. Show that the dielectric tensor elements of equations (5.28) through
(5.35) can be written in terms of eight alternative integrals without any
Bessel function sums by use of equations (5.37) through (5.42), the first
four of which are

A0 =
∑
j

εjω
2
pj

ωωcj

∫
d2v

πJ ′aj (bj)J
′
−aj (bj)

sinπaj
F⊥ (5.43)

A1 =
∑
j

εjω
2
pj

ωωcj

∫
d2v

πa2
jJaj (bj)J−aj (bj)
b2j sinπaj

F⊥ (5.44)

A2 =
∑
j

εjω
2
pj

ωωcj

∫
d2v

πajJaj (bj)J
′
−aj (bj)

bj sinπaj
F⊥ (5.45)

A⊥ =
∑
j

εjω
2
pj

ωωcj

∫
d2v

aj
b2j
F⊥ (5.46)

with aj = (ω − kzvz)/εjωcj .

3. Show that four of the dielectric tensor elements may be alternatively
represented by

Kxx = 1 +A0 sin2 ψ +A1 cos2 ψ −A⊥ cos 2ψ (5.47)
Kyy = 1 +A0 cos2 ψ +A1 sin2 ψ +A⊥ cos 2ψ (5.48)
Kxy = iA2 + 1

2 (A1 −A0) sin 2ψ +A⊥(i− sin 2ψ) (5.49)
Kyx = −iA2 + 1

2 (A1 −A0) sin 2ψ −A⊥(i + sin 2ψ) . (5.50)

Problem 5.5 Isotropic distribution function. Prove that K4 = K6 and K5 =
K7 if the distribution function is isotropic.

5.1.4 Maxwellian distributions

When the distribution function is Maxwellian, the integrals over the perpen-
dicular and parallel velocities can be done in closed form (although an infinite
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sum remains). We shall treat first only the perpendicular form of the dis-
tribution function, leaving the parallel distribution function until later, so
that

f0(v⊥, vz) =
F (vz)
πv2

t

e−v
2
⊥/v

2
t (5.51)

where v2
t = 2kBT⊥/m denotes the transverse thermal speed (we shall intro-

duce v`, the longitudinal thermal speed later), and T⊥ is the perpendicular
temperature. It is unlikely that a plasma will ever be truly Maxwellian with
different perpendicular and parallel temperatures, but it is not so unlikely that
the perpendicular and parallel distributions will differ, especially if a wave is
preferentially heating one or the other, as is often the case. The deviation
from equilibrium will occasionally lead to instabilities, as we shall show in a
subsequent section.

5.1.4.1 Integrating over perpendicular velocities

It is possible to evaluate the integrals of equations (5.28) through (5.35), but
the preferred method is to return to an earlier step and integrate over the
perpendicular velocities before we integrate over τ . With the distribution
function of equation (5.51), the Fourier amplitude of f1 may be expressed as

f1(k,v, ω) = − q

mπv2
t

∫ ∞
0

dτ(Axvx +Ayvy + αz)

× exp

[
−iaxvx −

v2
x

v2
t

− iayvy −
v2
y

v2
t

+ i(ω − kzvz)τ

]
(5.52)

where

ax =
1
ωc

[kx sinωcτ + εky(1− cosωcτ)] (5.53)

ay =
1
ωc

[ky sinωcτ − εkx(1− cosωcτ)] (5.54)

Ax = αx cosωcτ + εαy sinωcτ (5.55)
Ay = αy cosωcτ − εαx sinωcτ (5.56)

αx = −2F
v2
t

Ex +
(
F ′ +

2vz
v2
t

F

)(
kzEx − kxEz

ω

)
(5.57)

αy = −2F
v2
t

Ey +
(
F ′ +

2vz
v2
t

F

)(
kzEy − kyEz

ω

)
(5.58)

αz = F ′Ez . (5.59)

Since we need to calculate the mean current density from equation (5.21), we
will require integrals over the perpendicular velocities of the type

Gn(a) =
1√
πvt

∫ ∞
−∞

vne−iav−v2/v2t dv (5.60)
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which by completing the square are

G0(a) = e−a
2v2t /4 (5.61)

G1(a) = e−a
2v2t /4

(
− iav2

t

2

)
(5.62)

G2(a) = e−a
2v2t /4

(
v2
t

2
− a2v4

t

4

)
. (5.63)

Now each integral is of the form Gn(ax)Gm(ay), so they all have the common
exponential factor exp[−(a2

x + a2
y)v2

t /4], which may be written

(a2
x + a2

y)
v2
t

4
= λ(1− cosωcτ) (5.64)

where λ = 1
2k

2
⊥ρ

2
L and ρL = vt/ωc is the Larmor radius.

The pertinent integrals then lead to

〈f1〉⊥ =
q

m

∫ ∞
0

dτ eφ
[

iv2
t

2
(Axax +Ayay)− αz

]
(5.65)

〈vxf1〉⊥ =
q

m

∫ ∞
0

dτ eφ
[
v4
t

4
(Axax +Ayay)ax +

v2
t

2
(iaxαz −Ax)

]
(5.66)

〈vyf1〉⊥ =
q

m

∫ ∞
0

dτ eφ
[
v4
t

4
(Axax +Ayay)ay +

v2
t

2
(iayαz −Ay)

]
(5.67)

where now φ = i(ω − kzvz)τ − λ(1− cosωcτ), and

Axax +Ayay =
1
ωc

[(αxkx + αyky) sinωcτ + ε(αykx − αxky)(1− cosωcτ)] .

Problem 5.6 Maxwellian distribution.

1. Fill in the steps leading to equation (5.52).

2. Fill in the steps leading to equations (5.53) through (5.59).

Problem 5.7 Integrating over the perpendicular velocities.

1. Verify equations (5.61) through (5.63).

2. Verify equation (5.64).

5.1.4.2 Integrating over time

In order to integrate over τ , it will be convenient to introduce another Bessel
identity,

eλ cosωcτ =
∞∑

n=−∞
In(λ)einωcτ (5.68)
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where In(λ) is the modified Bessel function of the first kind. We may use this
identity in a similar fashion to the other Bessel identity and its use in the
orthogonality relation of equation (5.26) to obtain

∞∑
n=−∞

∫ ∞
0

dτIn(λ)ei(ω+nωc−kzvz)τ


1

cosωcτ
sinωcτ

sinωcτ cosωcτ
sin2 ωcτ


=

∞∑
n=−∞


iIn(λ)
iI ′n(λ)
n
λIn(λ)

n
λ2 [λI ′n(λ)− In(λ)]
i
λ2 [λI ′n(λ)− n2In(λ)]


1

(ω + nωc − kzvz)
. (5.69)

Using these relations in equation (5.65) through equation (5.67) accomplishes
the integral over time, and the results may be summarized as

〈f1〉⊥ =
iv2
t q e−λ

2ωcm

∞∑
n=−∞

κ+nIn/λ+ iεκ−(In − I ′n)− 2αzωcIn/v2
t

ω + nωc − kzvz
(5.70)

〈vxf1〉⊥ =
iv2
t q e−λ

2ωcm

∞∑
n=−∞

κxnIn + (iεκy − κ−kyv2
t /ωc)λ(In − I ′n)

λ(ω + nωc − kzvz)
(5.71)

〈vyf1〉⊥ =
iv2
t q e−λ

2ωcm

∞∑
n=−∞

κynIn − (iεκx − κ−kxv2
t /ωc)λ(In − I ′n)

λ(ω + nωc − kzvz)
(5.72)

where κ+ = αxkx + αyky, κ− = αykx − αxky, κx = αxnωc − αzkx, and
κy = αynωc − αzky.

5.1.4.3 Integrating over the parallel velocity

In order to integrate over the parallel velocity distribution, we must specify
the form of the distribution, and we shall choose a shifted Maxwellian, or
equivalently, a Maxwellian with a drift velocity such that

F (vz) =
1√
πv`

exp
[
− (vz − v0)2

v2
`

]
(5.73)

where v` is the longitudinal thermal speed given by v2
` ≡ 2kBT‖/m. Since

αx, αy, and αz may be expressed in terms of F, vzF , and F ′, and since

F ′(vz) = −2(vz − v0)
v2
`

F (vz)

the required integrals are all of the form

Fm =
1√
πv`

∫ ∞
−∞

dvz
vmz F (vz)

ω + nωc − kzvz
m = 0, 1, 2 . (5.74)
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Changing variables to u = (vz−v0)/v`, these moments of F may be expressed
as

Fm(ζn) = − 1
kzv`
√
π

∫ ∞
−∞

(v0 + uv`)me−u
2

du
u− ζn

(5.75)

where

ζn =
ω + nωc − kzv0

kzv`
. (5.76)

Using the definition of the Plasma Dispersion function of equation (4.13), the
required moments are

F0(ζn) = − 1
kzv`

Z(ζn) (5.77)

F1(ζn) =
1
kz

[
1
2
Z ′(ζn)− v0

v`
Z(ζn)

]
(5.78)

F2(ζn) =
v`
kz

[(
ζn
2

+
v0

v`

)
Z ′(ζn)− v2

0

v2
`

Z(ζn)
]

(5.79)

and using these, the integrals involving F ′ are∫ ∞
−∞

dvz
F ′(vz)

ω + nωc − kzvz
= − 1

kzv2
`

Z ′(ζn) (5.80)∫ ∞
−∞

dvz
vzF

′(vz)
ω + nωc − kzvz

= − 1
kzv`

(
ζn +

v0

v`

)
Z ′(ζn) . (5.81)

The total current density is finally constructed from

j =
∑
j

njqj

∫ ∞
−∞

dvz[〈vxf1j〉⊥êx + 〈vyf1j〉⊥êy + vz〈f1j〉⊥êz] . (5.82)

Problem 5.8 Parallel velocity integrals. Verify equations (5.78) – (5.81).

Problem 5.9 Lorentzian distribution. Evaluate the integrals corresponding
to equations (5.77) through (5.81) for the Lorentzian distribution function:

F (vz) = A/[(vz − v0)2 + v2
` ] .

5.1.5 The dielectric tensor

From the current density of equation (5.82), all of the dielectric tensor ele-
ments may be constructed from the mobility tensor, M, where 〈vj〉 = Mj ·E
by

K = I +
∑
j

njqj
−iωε0

Mj . (5.83)
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The final forms are not unique, since

∞∑
n=−∞

nIn =
∞∑

n=−∞
(In − I ′n) = 0 , (5.84)

so certain terms can be added or subtracted. The general components may
be expressed as

K0 = 2
∑
j

ω2
pje
−λj

ωkzv`j

∞∑
n=−∞

λj(In − I ′n)
[(

1− kzv0j

ω

)
Z(ζnj)

+
kzv`j
ω

(
1− T⊥j

T‖j

)
Z ′(ζnj)

2

]
(5.85)

K1 = 1 +
∑
j

ω2
pje
−λj

ωkzv`j

∞∑
n=−∞

n2In
λj

[(
1− kzv0j

ω

)
Z(ζnj)

+
kzv`j
ω

(
1− T⊥j

T‖j

)
Z ′(ζnj)

2

]
(5.86)

K2 = i
∑
j

εjω
2
pje
−λj

ωkzv`j

∞∑
n=−∞

n(In − I ′n)
[(

1− kzv0j

ω

)
Z(ζnj)

+
kzv`j
ω

(
1− T⊥j

T‖j

)
Z ′(ζnj)

2

]
(5.87)

K3 = 1−
∑
j

ω2
pje
−λj

ωkzv`j

∞∑
n=−∞

In

(
ω + nωcj
kzv`j

)

×
{[

1 +
nωcj
ω

(
1−

T‖j

T⊥j

)]
Z ′(ζnj)

+
2nωcjT‖jv0j

ωT⊥jv`j

[
Z(ζnj) +

kzv`j
ω + nωcj

]}
(5.88)

K4 =
∑
j

k⊥ω
2
pje
−λj

kzωωcj

∞∑
n=−∞

nIn
λj

{
nωcjv0j

ωv`j
Z(ζnj)

+
[
T⊥j
T‖j
− nωcj

ω

(
1− T⊥j

T‖j

)]
Z ′(ζnj)

2

}
(5.89)

K5 = i
∑
j

k⊥εjω
2
pje
−λj

kzωωcj

∞∑
n=−∞

(In − I ′n)
{
nωcjv0j

ωv`j
Z(ζnj)

+
[
T⊥j
T‖j
− nωcj

ω

(
1− T⊥j

T‖j

)]
Z ′(ζnj)

2

}
(5.90)
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and K6 = K4 and K7 = K5, so the hot plasma dielectric tensor of equa-
tion (5.27) reduces to the form

K =


K1 + sin2 ψK0 K2 − cosψ sinψK0 cosψK4 + sinψK5

−K2 − cosψ sinψK0 K1 + cos2 ψK0 sinψK4 − cosψK5

cosψK4 − sinψK5 sinψK4 + cosψK5 K3


(5.91)

where kx = k⊥ cosψ and ky = k⊥ sinψ. The proof that K6 = K4 and
K7 = K5, where K6 and K7 come from 〈vz〉 and K4 and K5 come from either
〈vx〉 or 〈vy〉 is only apparent when the Bessel identities of equation (5.84) are
used.

The dielectric tensor, which is not, in general, hermitian, does have the sym-
metry property that Kij(B0) = Kji(−B0) (ωcj → −ωcj), since K2(−B0) =
−K2(B0) and K5(−B0) = −K5(B0) while the other components are invariant,
and this is a general result from the Onsager relations.

It is customary to set ψ = 0 so kx = k⊥ and ky = 0, which can be accom-
plished by merely rotating the coordinate system, but the full symmetry is
more apparent in this presentation.

5.1.5.1 Special Case: isotropic Maxwellian without drifts

When v0j = 0 and T⊥j = T‖j , then the tensor components simplify signifi-
cantly, and may be represented by

K0 = 2
∑
j

ω2
pje
−λj

ωkzvj

∞∑
n=−∞

λj(In − I ′n)Z(ζnj) (5.92)

K1 = 1 +
∑
j

ω2
pje
−λj

ωkzvj

∞∑
n=−∞

n2In
λj

Z(ζnj) (5.93)

K2 = i
∑
j

εjω
2
pje
−λj

ωkzvj

∞∑
n=−∞

n(In − I ′n)Z(ζnj) (5.94)

K3 = 1−
∑
j

ω2
pje
−λj

ωkzvj

∞∑
n=−∞

InζnjZ
′(ζnj) (5.95)

K4 =
∑
j

k⊥ω
2
pje
−λj

2kzωωcj

∞∑
n=−∞

nIn
λj

Z ′(ζnj) (5.96)

K5 = i
∑
j

k⊥εjω
2
pje
−λj

2kzωωcj

∞∑
n=−∞

(In − I ′n)Z ′(ζnj) . (5.97)

Problem 5.10 Cold plasma limits. For v0j = 0,

1. Calculate the six dielectric tensor elements as T⊥ → 0, T‖ 6= 0.
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2. Calculate the six dielectric tensor elements as T‖ → 0, T⊥ 6= 0.

3. Calculate the six dielectric tensor elements as T‖, T⊥ → 0. Show that
this reduces to the cold plasma dielectric tensor. Does the order in which
these limits are taken matter?

5.1.6 The hot plasma dispersion relation

The vector wave equation when ky 6= 0 takes the formκxx − k2
z − k2

y κxy + kxky κxz + kxkz
κyx + kykx κyy − k2

z − k2
x κyz + kykz

κzx + kzkx κzy + kzky κzz − k2
⊥

Ex
Ey
Ez

 = 0 (5.98)

where the various tensor elements are given in equation (5.91) and we define
κj ≡ (ω2/c2)Kj . The dispersion relation is given by setting the determinant
of coefficients to zero, and may be written either in terms of Kij , nx, ny, and
nz (dimensionless quantities), or in terms of κij , kx, ky, and kz as written
here.

While it is apparent that the components of the wave equation depend on
ψ, the hot plasma dispersion relation (HPDR) does not, and may be written
as

[γ(γ − κ0 + k2
⊥) + κ2

2]κ3 + k2
⊥[(γ − κ0 + k2

⊥)κ1 − κ2
2]

+κ4(γ − κ0 + k2
⊥)(2k⊥kz + κ4)− κ5[γκ5 + 2κ2(k⊥kz + κ4)] = 0 (5.99)

where we have introduced γ ≡ k2
z − κ1.

Problem 5.11 Hot plasma dispersion relation. Show that the determinant
of coefficients of equation (5.98) results in the hot plasma dispersion relation
given by equation (5.99).

5.1.7 Examples of hot plasma wave effects

5.1.7.1 Parallel propagation

For parallel propagation, k⊥ = λ = 0 and the tensor elements simplify since
the infinite sums reduce to either one or two terms. In addition, we find
K0 = K4 = K5 = 0, so the dispersion relation reduces to

(γ2 + κ2
2)κ3 = 0 (5.100)

so the roots are κ3 = 0, and k2
z = κ1 ± iκ2. The first root is the plasma

wave which is unaffected by the magnetic field, so it is the case treated in
Section 4.1 with the dispersion relation of equation (4.44). The other two
roots are the R-wave and the L-wave, whose dispersion relations reduce to

n2
R,L = K1 ± iK2
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= 1 +
∑
j

ω2
pj

ωkzv`j

[
Z1j

(
1± εj

2

)
+ Z−1j

(
1∓ εj

2

)]
(5.101)

where

Z±1 =
(

1− kzv0

ω

)
Z(ζ±1) +

kzv`
2ω

(
1− T⊥

T‖

)
Z ′(ζ±1) . (5.102)

The structure of this dispersion relation confirms the general character we
had observed with the cold plasma waves except that now resonance has
a different meaning. The R-wave is here seen to be a function of Z(ζ1i)
and Z(ζ−1e), and assuming that ω � kzv`j , then there is virtually no ion
damping associated with the R-wave since |ζ1i| � 1 and the ion damping is
exponentially small. Near the electron cyclotron resonance, however, |ζ−1e| '
0, and in this limit Z(ζ−1e) ' i

√
π so there is no longer any resonance at the

electron cyclotron frequency, but now there is strong damping. If we neglect
drifts and anisotropic temperature effects, and assume that |ζ−1e| is large, but
not too large, then the R-wave dispersion relation reduces to

k2
zc

2

ω2
≈ 1−

ω2
pe

ω(ω − ωce)
+

i
√
πω2

pe

ωkzve
exp

[
−
(
ω − ωce
kzve

)2
]
. (5.103)

Assuming weak damping such that ωi � ωr, the damping is approximately

ωi
ωr
∼ −

√
πω2

pe

ωrkzve[2 + ω2
peωce/ωr(ωr − ωce)2]

exp

[
−
(
ωr − ωce
kzve

)2
]
, (5.104)

which indicates the damping is exponentially small far from resonance, but as
resonance approaches, the exponential term grows but the denominator also
grows, suggesting a maximum value of the damping rate before resonance
is reached. This is misleading, however, since the growing denominator de-
pended on the weak damping assumption and this is no longer valid where
this growing term dominates. In fact, it may be shown that for ωr = ωce
that ωi � ωr. Except near this resonance, the damping is weak, so the cold
plasma dispersion relation is relevant except near resonance.

The transition to an electron-acoustic wave is much more questionable, how-
ever, since the transition does not occur until the influence of the resonance
has slowed the phase velocity to the neighborhood of the thermal velocity. In
order to see the difficulty more clearly, we write the dispersion relation in-
cluding the next higher order term in the expansion of the Plasma Dispersion
function. This leads to

k2
zc

2

ω2
= 1−

ω2
pe

ω(ω − ωce)

[
1 +

k2
zv

2
e

2(ω − ωce)2

]
+

i
√
πω2

pe

ωkzve
exp

[
−
(
ω − ωce
kzve

)2
]

(5.105)
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where now we can see that for the thermal term to become important, which
is a necessary condition for the acoustic branch, we require kzve/(ω − ωce) >
1 and before this happens we have entered or passed through the strong
cyclotron damping region. For waves dominated by the derivative of the
Plasma Dispersion function, Z ′(ζ), rather than Z(ζ), as was the case for the
ion-acoustic wave in Section 4.1, there is a weakly damped wave on the other
side when |ζ| � 1, but such is not the case for the R-wave or L-wave with
T⊥ = T‖.

Problem 5.12 Damping rate at resonance. Show that ωi � ωr for the R-
wave at ωr = ωce.

5.1.7.2 Finite Larmor orbit effects

The addition of magnetic field effects to the hot plasma adds another effect
that is entirely independent of the Landau or cyclotron damping we have
discovered in the unmagnetized plasma or in the case of parallel propagation
in a magnetized plasma. These effects are generally called finite Larmor orbit
(FLR) effects and introduce two new general kinds of effects, one of which
is the addition of higher cyclotron harmonic effects, indicated by the infinite
sums in each of the dielectric tensor components, and of a class of electrostatic
waves that have no counterpart in the cold plasma, and differ dramatically
from the warm plasma electrostatic waves we have already encountered. These
latter waves, commonly called Bernstein modes after I. Bernstein because of
his analysis of the hot plasma electrostatic dispersion relation as kz → 0 [33],
will be treated in the next section. In this section, we investigate the lowest
order FLR effects by treating λj = 1

2k
2
⊥ρ

2
Lj as a small parameter.

Before expanding the tensor elements in λj , we first discuss the physics of
this new phenomenon. When the wavelength perpendicular to the magnetic
field is infinite (k⊥ = 0), then as each particle executes its circular orbit,
it maintains the same phase relation relative to the driving wave since the
driving wave has no spatial dependence across the orbit. If we consider a case
where ω = 2ωc and k⊥ = 0, and follow an ion making a counterclockwise orbit
beginning at point a in Figure 5.1(a) where the vectors indicate the direction
of the wave electric field at various points along the orbit, it is clear that the
particle gains energy from the wave at a where the motion and the field are
parallel. Following it around, it is moving perpendicular to the wave field at
b, so it is neither accelerated nor decelerated there. It is moving antiparallel
to the wave field at c so it is being slowed down there, and the point d is
essentially equivalent to b, where there is no effect on the orbit. We can see
that for this case, on the average, there is no net effect at this frequency, so
the particles and wave show no special effects. If, however, we consider a
case where the wavelength across the orbit is twice the orbit diameter, the
situation is as shown in Figure 5.1(b) (with the wave traveling to the right).
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(a) λ⊥ →∞ (b) λ⊥ = 4ρLi
FIGURE 5.1
L-Wave electric fields on an ion as it follows its orbit counterclockwise with
ω = 2ωci. (a) With k⊥ = 0. (b) with k⊥ρLi = π/2.

For this case, the phase is chosen so that the electric field is again parallel
to the motion at a, but now it is antiparallel at b, and parallel again at both
c and d. From the indicated directions for the wave field at the intermediate
points, it may be seen that the interaction nearly cancels on the upper half of
the orbit, while the ion is being accelerated continuously on the lower half of
the orbit. This difference is due to the fact that in the upper half of the orbit,
the particle is moving to the left and the wave is moving to the right, so the
phase changes rapidly, while in the lower half, the particle is moving in the
same direction as the wave and the particle nearly stays in phase with the wave
field. For any finite k⊥ there is a nonvanishing contribution at every harmonic
when averaged over the distribution, but for small k⊥ρL, the interaction is
progressively weaker as the harmonic number increases.

Keeping only first order terms in the expansion parameter λj (not to be
confused with the perpendicular wavelength λ⊥ in Figure 5.1), the isotropic
temperature tensor components of equation (5.92) through equation (5.97)
are

K0 =
∑
j

2ω2
pjλj

ωkzvj
{Z(ζ0)− 1

2 [Z(ζ1) + Z(ζ−1)]}j (5.106)

K1 = 1+
∑
j

ω2
pj

2ωkzvj
{[Z(ζ−1) + Z(ζ1)](1− λ) + λ[Z(ζ−2) + Z(ζ2)]}j(5.107)

K2 = i
∑
j

εjω
2
pj

2ωkzvj
{[Z(ζ−1)− Z(ζ1)](1− 2λ) + λ[Z(ζ−2)− Z(ζ2)]}j (5.108)

K3 = 1−
∑
j

ω2
pj

ωkzvj
{ζ0Z ′(ζ0)(1− λ) +

λ

2
[ζ−1Z

′(ζ−1) + ζ1Z
′(ζ1)]}j (5.109)

K4 =
∑
j

ω2
pj

√
λj

2
√

2ωkzvj
[Z ′(ζ1)− Z ′(ζ−1)]j (5.110)
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K5 = i
∑
j

εjω
2
pj

√
λj√

2ωkzvj
{Z ′(ζ0)− 1

2 [Z ′(ζ1) + Z ′(ζ−1)]}j . (5.111)

From these expressions, several things are immediately evident. To zero
order in λj , it is apparent that only K1, K2, and K3 are nonzero, and they
have no cyclotron interactions above the fundamental resonance (which we
shall call the first harmonic so that n = 1 is the first harmonic, n = 2 is the
second harmonic, etc. Other authors sometimes use n = 1 as the fundamental,
n = 2 as the first harmonic, etc.). From these it is easy to recover the cold
plasma dielectric tensor by using the large argument expansion of the Plasma
Dispersion function. It is also apparent that through first order, only K1

and K2 have an interaction at the second harmonic (n = ±2). Thus if one
wanted to examine effects near the second harmonic, it would be appropriate
to neglect all other first order terms in λj except the harmonic terms, because
the harmonic resonant terms can be taken to be large near their resonance (a
large term times a small term could be considered zero order, while all other
first order terms would be small by comparison). It follows that near these
harmonics, we only need K1, K2, and K3.

Some comments about the order of K4 and K5 are in order since they
appear to be of order

√
λj in equations (5.110) and (5.111). That these are

properly considered as first order in λj is evident first by noting from the
hot plasma dispersion relation, equation (5.99), that both K4 and K5 appear
multiplied by kzk⊥ or one another, so their terms appear in the dispersion
relation as first order in λj . If we use the large argument expansion for Z(ζ)
in equation (5.110) for K4, for example, we find

K4 ' −
∑
j

ω2
pjkzk⊥v

2
j

(ω2 − ω2
cj)2

and the expression for K5 is similar. This means that multiplying either by
kzk⊥ or by one another produces a term of the order of λj in the HPDR.
Hence we have not included any higher order terms for these components.

Problem 5.13 Third harmonic. Find the tensor elements corresponding to
equations (5.106) through (5.111) near the third harmonic. (Neglect n ± 2
terms, but go to order λ2 for n± 3).

5.2 Electrostatic waves

5.2.1 Electrostatic dispersion relation

For hot plasmas, where the tensor elements are so formidable individually and
the dispersion relation virtually defies any analytic analysis for any but the
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simplest cases, the simplifications of the electrostatic approximation make it
even more attractive than it was in either the cold or warm plasma approxi-
mations. The general hot plasma electrostatic dispersion relation is

k2
⊥κ1 + 2k⊥kzκ4 + k2

zκ3 = 0 . (5.112)

While it is possible to combine the terms in the expressions for K1, K3,
and K4 to simplify this dispersion relation, it will be useful for a large k⊥
approximation to begin again with the integrals over the unperturbed orbits.
We start with the electrostatic restriction that ωB1 = k × E1 = 0 so the
Fourier transform of the electric field may be represented by E = −ikϕ.
Then equation (5.65) reduces to

〈f1〉⊥ = −qϕ
m

∫ ∞
0

dτeφ
(
Fk2
⊥

ωc
sinωcτ − ikzF ′

)
. (5.113)

Integrating over time, this becomes

〈f1〉⊥ = −qϕe−λ

m

∞∑
n=−∞

(
nFk2

⊥
λωc

+ kzF
′
)

In(λ)
ω + nωc − kzvz

(5.114)

and finally, integrating over the parallel velocity distribution, this becomes

〈f1〉 =
2qϕe−λ

mv2
`

∞∑
n=−∞

[
1 +

ω + nωc(1− T‖/T⊥)− kzv0

kzv`
Z(ζn)

]
In(λ) .

(5.115)
Then we use Poisson’s equation,

∇2ϕ = −k2ϕ = − ρ

ε0
= − 1

ε0

∑
j

n0jqj〈f1j〉

to obtain the hot plasma electrostatic dispersion relation

k2 +
∑
j

2ω2
pje
−λj

v2
`j

∞∑
n=−∞

1 +
ω + nωcj

(
1− T‖j

T⊥j

)
− kzv0j

kzv`j
Z(ζnj)

In(λj) = 0 .

(5.116)

Problem 5.14 The hot plasma electrostatic dispersion relation.
Show that the hot plasma electrostatic dispersion relation, equation (5.116)

(with T⊥ = T‖ and v0j = 0), can be obtained from the general hot plasma di-
electric tensor elements. First show that k ·K ·k = 0 leads to equation (5.112).
Then use the tensor elements from equations (5.92) through (5.97) for T⊥ = T‖
and v0j = 0. (Hint: A Bessel identity is required.)
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5.2.2 Perpendicular propagation – Bernstein modes

We have seen a variety of hot plasma effects due to Landau and cyclotron
damping, but another important result has no damping associated with it
at all in the absence of collisions, and this is the case for perpendicularly
propagating electrostatic waves. As kz → 0, the dispersion relation reduces
to

k2
⊥ =

∑
j

2k2
Dje
−λj

∞∑
n=1

In
n2

ν2
j − n2

, (5.117)

where again k2
Dj = 2ω2

pj/v
2
j is the Debye wavenumber and νj ≡ ω/ωcj . This

dispersion relation has a resonance at every harmonic of both cyclotron fre-
quencies but the “strength” of the resonance indicated by In(λj) becomes
small for large n. We also note that there is no absorption here to damp
out the wave at resonance. Within the framework of the collisionless theory
outlined in this chapter, these resonances remain unresolved.

Examining equation (5.117) for small λi (which means λe � 1 since λe/λi =
Teme/Timi � 1), we shall approximate In(λ) ' (λ/2)n/n! and consider cold
electrons. In this case, the dispersion relation can be approximated by

V 2
A

c2
=

1
ν2 − 1

+
λi

ν2 − 4
+

3λ2
i

8(ν2 − 9)
+ · · · (5.118)

where we have neglected me/mi and taken e−λi = 1. If we investigate the
behavior near ν ' 2, letting ν = 2 in the nonresonant terms, then to lowest
order,

ν = 2− 3λi
4(1− 3V 2

A/c
2)
, (5.119)

so the wave propagates below the second harmonic, and for large λi, the
dispersion relation approaches the fundamental. This is shown in Figure 5.2(a)
where the dispersion relation falls away initially from ν = 2 with linear slope
for small λi.

Using the same technique near ν ' 3, the result to lowest order is

ν = 3− λ2
i

2(1− 8V 2
A/c

2)
, (5.120)

so this wave begins at λi = 0 with zero slope in Figure 5.2(a) and then falls
toward ν = 2 as λi gets large. We can generalize this analysis to

ν = n− (n2 − 1)λn−1
i

2n(n− 1)![1− (n2 − 1)V 2
A/c

2]
, (5.121)

so for the higher harmonics, ν deviates less and less from the resonance for
fixed λi, but eventually approaches the next lower harmonic.
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FIGURE 5.2
Ion Bernstein wave dispersion relations. (a) The first few modes with ω �
ωLH (ω2

pe/ω
2
ce = 10). (b) Higher order modes near ωLH (ωpe/ωce = 0.1).

For sufficiently high harmonics, or for sufficiently low density, however, the
character of these dispersion curves changes, since for λi = 0, equation (5.117)
reduces to

1 =
ω2
pe

ω2 − ω2
ce

+
ω2
pi

ω2 − ω2
ci

, (5.122)

which is the condition for the hybrid resonances. Hence one curve begins at
ν = ωLH/ωci for λi = 0 and then falls to the next lower harmonic as λi →∞.
The wave whose dispersion curve starts at the next higher resonance then lies
above the resonance, rising to a maximum at some finite λi (but below the
next higher resonance) and then falls back to the same resonance as λi →∞.
This behavior is illustrated in Figure 5.2(b).

5.3 Velocity space instabilities

5.3.1 Anisotropic temperature

While it is often difficult to do anything more than estimate the damping or
growth rate when the imaginary part of ω is much smaller than the real part,
there is one case where we can calculate exactly the threshold condition, or
the marginal stability condition. For either the R-wave or the L-wave, only
one species contributes any damping or growth, and the condition that ω be
exactly real is that Z−1 from equation (5.102) have no imaginary part. The
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imaginary part of Z−1 may be written[
1− kzv0

ω
−
(

1− T⊥
T‖

)
ω − kzv0 − ωc

ω

]
i
√
πe−ζ

2
−1 = 0 . (5.123)

With v0 = 0, since we are considering only the anisotropic temperature effects
here, this leads to the marginal stability condition

ωm =
(

1−
T‖

T⊥

)
ωc . (5.124)

Instability occurs when Im(Z−1) < 0 or whenever ω < ωm, provided that kz
is real. To check this, we note that for ω = ωm,

Z−1 =
kzv`
ωc

T⊥
T‖

(5.125)

which is purely real, and the dispersion relation for the R-wave, from equa-
tion (5.101) (neglecting the ion term), is

k2
zc

2 = ω2
ce

(
1−

T‖

T⊥

)2

+ ω2
pe

(
T⊥
T‖
− 1
)
. (5.126)

Thus, with T⊥ > T‖, the wave is propagating and it does go unstable beyond
the marginal condition. This implies that for any T⊥ > T‖, the plasma is
unstable, but unless ω ∼ ωc, the growth rate is very small as the exponent
is very large. In practical terms, the anisotropy must be very large, in which
case the marginal frequency may approach the cyclotron frequency closely
enough to have significant effects.

Another way in which this effect of marginal stability may be perceived
is the occurrence of a transition from strong absorption to transparency in
plasma heating experiments using either electron or ion cyclotron waves. In
this scenario, we imagine, for example, an L-wave propagating toward reso-
nance in a very slowly decreasing magnetic field that is termed a “magnetic
beach”[34]. If we imagine that any wave energy absorbed leads to increas-
ing T⊥ only, then the wave is absorbed very weakly far from resonance, but
more strongly as resonance is approached. This stronger absorption increases
T⊥ locally, raising ωm to ω whereupon the plasma absorbs no further wave
energy. Of course, as ω approaches ωc, the transparency condition requires
T⊥ →∞, so some absorption must always occur. It is clear from this example
that this type of wave heating could never lead to an instability unless the
plasma with higher T⊥ drifted back towards the source at higher magnetic
field, a result that is unlikely due to the magnetic mirror effect which would
confine the higher T⊥ plasma particles to the lower field region. In an inter-
esting experiment on the Model C Stellarator, an L-wave was launched in a
predominantly hydrogen plasma with a deuterium minority that was locally



112 Plasma Kinetic Theory

resonant in a narrow depression in the magnetic field (ω ' ωcH/2 so no signif-
icant hydrogen absorption occurred). Since the mirror was only a few percent
deep, it was possible to raise the TD⊥ to nearly a hundred times the average
temperature, trapping this small population in the mirror in the process.[35]

Problem 5.15 Anisotropic temperature instability.

1. Fill in the steps leading to equations (5.124) and (5.126).

2. Estimate the maximum kzi/kzr with ωce/kzrve = 3, ωpe/ωce = 2, for
T⊥/T‖ = 2 and T⊥/T‖ = 10.

5.3.2 Bump-on-the-tail instability

As another example of an instability due to the velocity distribution function,
we discuss a double-humped distribution that has a background Maxwellian
distribution with another shifted Maxwellian added as if there were a beam
of streaming particles with a thermal distribution passing through the back-
ground plasma. We found in equation (4.40) that the sign of the imaginary
part of ω depended on the slope of the distribution function through the
relation,

γ =
1
2
ωrεi = ωr

πω2
pe

2k2

df0(u)
du

∣∣∣∣
u=ωr/k

.

In Figure 5.3, such a distribution function is illustrated, and the slope of the
distribution function is positive between v1 and v2, indicating that γ > 0 in
this velocity range, or unstable. This type of instability is sometimes called
the beam-plasma instability or if the beam intensity is small and the beam
temperature is high enough that the bump is “gentle,” it is referred to as
a weak bump on the tail distribution. The amplitude of the wave begins to
grow so that the linear approximation soon fails. With a finite but not too
large an amplitude, this case can be analyzed using quasilinear theory. It is
shown in this theory that as the wave amplitude grows, a wave-driven diffusion
begins to develop, consisting of two parts, a resonant quasilinear diffusion that
occurs in the range where the slope of the distribution function is positive,
and a nonresonant quasilinear diffusion that spreads the entire distribution
and drives it back towards equilibrium.

The first phase, due to resonant diffusion, works rapidly to eliminate the
positive slope, and leads to what is known as a plateau region, illustrated
in Figure 5.4. When this plateau is reached, growth ceases, but the wave
amplitude is still large enough that nonresonant diffusion will continue until
equilibrium is reached. The area where the dashed line (original distribution)
is above the plateau is equal the area where the dashed line is below the
plateau. This conserves energy, but not momentum, so the figure is only
indicative of the distribution function.

In the final phase, nonresonant diffusion begins to smooth out the distri-
bution and relax toward equilibrium. This is illustrated in Figure 5.5 where
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FIGURE 5.3
Bump-on-the-tail distribution showing initial unstable region between v1 and
v2.
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FIGURE 5.4
Quasilinear plateau between end points of kz spectrum.

the smoothing is evident and the slight shift in the maximum to higher en-
ergy is also shown. This process occurs on a much longer time scale than the
resonant diffusion, but ultimately, a true equilibrium requires collisions as the
wave amplitude decays away too rapidly for quasilinear diffusion to accom-
plish it alone. A discussion of quasiliinear theory and more details about this
example may be found in chapter 7 of Swanson[5].

Problem 5.16 Weak bump-on-the-tail instability. For the distribution func-
tion,

f(v) = A0e−v
2/v20 +Abe−(v−vd)2/v2b ,

with A0 = 1, v0 = 1, Ab = .4, vd = 2, and vb = .6,

1. find v1 and v2, the bounds of the velocity range where the distribution
is unstable.

2. find the equilibrium distribution function if this system relaxes com-
pletely to equilibrium and sketch both the original and equilibrium dis-
tribution functions in the same figure.
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FIGURE 5.5
Original bump-on-the-tail distribution(solid) and form of f0(v, t)(dotted) after
only nonresonant decay remains.

5.4 Conservation of energy and power flow

In vacuum, we saw in Chapter 1 that energy conservation and power flow
were related by the Maxwell equations, and that the energy was stored in
the electromagnetic wave fields, and the power flow given by the Poynting
vector was dependent only on the fields. In Chapter 6 we will find that the
plasma particles contribute both to the power flow and to the stored energy.
In this section, we use a more general formalism to include the effects of the
plasma and the effects of dissipation through an antihermitian component of
the dielectric tensor and/or the effects of a complex frequency. We treat first
the temporal problem, where we obtain the stored energy density and the
effects of dissipation. We then examine in more detail the concept of group
velocity, and obtain the kinetic flux component of the power flow.

5.4.1 Poynting’s theorem for kinetic waves

When the angular frequency ω is assumed to have an imaginary part, es-
pecially in the case where this imaginary part may vary slowly in time to
represent the slow turning on of the wave, the steady state results of Chap-
ter 1 are not the most fruitful in understanding energy density and power
flow. Using the more general representation of a wave field amplitude by

A(t) = Re
[
Â(ω)e−iφ(t)

]
, φ(t) =

∫ t

−∞
ω(t′) dt′ , (5.127)

the general product of two vectors may be represented by

[A][B] = 1
4

{
[Â][B̂]e−2iφ(t)+([Â][B̂∗]+[Â∗][B̂])e2φi(t)+[Â∗][B̂∗]e2iφ∗(t)

}
.

(5.128)
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If we now take ωi � ωr and integrate over a period T = 2π/ωr, then

1
T

∫ T

0

exp
[
−2i

∫ t

−∞
ω(t′) dt′

]
dt ' −iωi(0)

ωr(0)
e−2iφ(0) .

This means both the first and the last terms in equation (5.128) may be
neglected so that a general product of this type reduces to

[A][B] = 1
4 ([Â][B̂∗] + [Â∗][B̂])e2φi(t). (5.129)

Using these expressions, the complex Poynting vector is represented by

P = 1
4 (Ê × Ĥ∗ + Ê∗ × Ĥ)e2φi(t) (5.130)

and the conservation law from the Maxwell equations,

∇ · (E ×H) = −
(
H · ∂B

∂t
+E · ∂D

∂t

)
becomes

∇ · P = −∂W
∂t

(5.131)

where

∂W

∂t
= 1

4 [Ĥ · (−iωB̂)∗ + Ĥ∗ · (−iωB̂) + Ê · (−iωε0K · Ê)∗

+Ê∗ · (−iωε0K · Ê)]e2φi(t)

= 1
4 [2ωiµ0Ĥ · Ĥ∗ + ωiε0Ê

∗ · (K + K†) · Ê + ωrε0Ê
∗ · (iK† − iK) · Ê]

×e2φi(t) (5.132)

where we have used Ê · (K · Ê)∗ = Ê∗ ·K† · Ê and K† is the hermitian adjoint
of K given by K† = K̃∗. We define the hermitian and antihermitian portions
of K by

Kh ≡
1
2

(K + K†) and Ka ≡
1
2i

(K− K†) .

It is apparent from equation (5.132) that if ω is real and K is hermitian,
there is no loss, so any dissipation must arise from the antihermitian portion
of the dielectric tensor or the imaginary part of ω.

If we now expand the dielectric tensor about the real part of ω, we find

K(ω) = K(ωr) +
∂K

∂ω

∣∣∣∣
ωr

iωi + · · ·

so that

Kh(ω) = Kh(ωr) +
∂Kh
∂ω

∣∣∣∣
ωr

iωi + · · · (5.133)

−iK(ω) + iK†(ω∗) = 2Ka(ωr) + 2ωi
∂Kh
∂ω

∣∣∣∣
ωr

+ · · · (5.134)
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and the energy term of equation (5.132) becomes

∂W

∂t
=

1
4

[
2ωi

(
µ0Ĥ · Ĥ∗ + ε0Ê

∗ · ∂

∂ω
(ωKh)

∣∣∣∣
ωr

· Ê

)
+2ωrε0Ê∗ · Ka(ωr) · Ê

]
e2φi(t) (5.135)

and we can identify the total energy as being comprised of the stored energy,

W0 =
1
4

[
µ0Ĥ · Ĥ∗ + ε0Ê

∗ · ∂

∂ω
(ωKh)

∣∣∣∣
ωr

· Ê

]
(5.136)

and a dissipative term associated with the antihermitian part of K. We can
also see that some of the stored energy is electromagnetic or electrostatic, and
some is in the particle kinetic energy, even in the cold plasma.

It is often useful to relate these two terms through the quality factor, which
is given by the ratio of the stored energy to the energy lost per cycle, or

Q =
ωrW0

∂W/∂t(loss)
=
µ0Ĥ · Ĥ∗ + ε0Ê

∗ · ∂(ωKh)/∂ω|ωr · Ê
2ε0Ê∗ · Ka(ωr) · Ê

(5.137)

so that a high Q indicates that the stored energy lasts many cycles and a
low Q may mean that there is very little energy circulating, as if it were all
absorbed on a single pass, or nearly so. Since in subsequent discussions, we
deal nearly universally with the amplitudes, we will delete the hat from now
on, but recall the recipe when questions about power or energy are desired.

Problem 5.17 Power and energy.

1. Fill in the steps leading to equation (5.129).

2. Fill in the steps leading to equation (5.135) and justify equation (5.136).

Problem 5.18 Stored energy. Show that for simple cold plasma oscillations
(ω = ωp) that the electrostatic stored energy is equal to the particle kinetic
energy.

5.4.2 Group velocity and kinetic flux

The discussion of group velocity in the context of a hot plasma is much more
complicated than in a cold plasma, since now we need to include the power
flow due the particles, which we call the kinetic flux. For this discussion, we
restrict ourselves to a lossfree plasma and introduce the Maxwell operator, M,
which represents the Maxwell wave equation, such that

M ·E =
1

4µ0ω
k × (k ×E) +

ωε0
4

Kh ·E (5.138)
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and the wave equation is then simply

M ·E = 0 . (5.139)

The hermitian adjoint of equation (5.139) is

E∗ ·M† = E∗ ·M = 0 (5.140)

where the last equality holds for real ω and real k in which case M is hermitian.
The idea at this point is to make small displacements in ω, k, and in the

plasma parameters, or what is essentially a variational calculation, and the
extremum will yield the group velocity. The perturbed wave equation is

M′ ·E′ = 0 (5.141)

but if the perturbations are small, then we can expand

M′ = M + δω
∂M

∂ω
+ δk · ∂M

∂k
+ δM .

We now take the scalar product of E∗ with equation (5.141) and use equa-
tion (5.140) to obtain

E∗ ·
(
δω
∂M

∂ω
+ δk · ∂M

∂k
+ δM

)
·E′ = 0

where ∂/∂k = ∇k. Since the perturbation is small, the differences between
E and E′ lead to second order corrections, so we may write to first order

E∗ ·
(
δω
∂M

∂ω
+ δk · ∂M

∂k
+ δM

)
·E = 0 . (5.142)

Examining each of the terms in equation (5.142) separately, we find

E∗ · ∂M

∂ω
·E = E∗ · −1

4ω2µ0
k × (k ×E) +

ε0
4
E∗ · ∂

∂ω
(ωKh) ·E

=
1
4

[
µ0H

∗ ·H + ε0E
∗ · ∂
∂ω

(ωKh) ·E
]

= W0 (5.143)

E∗ · ∂M

∂k
·E = − 1

4
(E∗ ×H +E ×H∗) +E∗ · ωε0

4
∂

∂k
(Kh) ·E

= − P − T (5.144)

where
T ≡ − ωε0

4
E∗ · ∂

∂k
(Kh) ·E . (5.145)

The vector T is the kinetic flux for the hot plasma, and represents the general-
ization of the kinetic flux of a cold plasma. From the form of equation (5.145),
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it is apparent that T = 0 in a cold plasma or any other case where K does
not depend on k. In the thermal or streaming plasma, this term represents
the power flow carried by the particles themselves, and is essential for the
conservation of energy.

The final term in equation (5.142) is given by

E∗ · δM ·E = E∗ · ω
4
δKh ·E

= E∗ · ωε0
8

[δKh − (δKh)†] ·E +E∗ · ωε0
8

[δKh + (δKh)†] ·E

where we have broken the right hand side into antihermitian and hermitian
components. Referring back to equation (5.132), we have

E∗ · δM ·E =
i
2
δ

(
∂W

∂t

)
loss

+ hermitian terms, (5.146)

and for this term the changes are due only to variations in the plasma param-
eters. Since the hermitian terms represent reactive or oscillating terms, and
not energy flow, we will neglect them and write equation (5.142) as

W0δω − (P + T ) · δk +
i
2
δ

(
∂W

∂t

)
loss

= 0 . (5.147)

For the discussion of group velocity, we are not concerned with losses, pro-
vided they are small, in which case the last term in equation (5.147) may be
ignored and the result written as

vg =
δω

δk
=
P + T
W0

=
energy flux

energy density
. (5.148)

If, on the other hand, one wishes to consider losses, then another relation-
ship can be derived from equation (5.147) for the temporal decay of the wave
(δk = 0) where

δω = − i
2W0

δ

(
∂W

∂t

)
loss

(5.149)

and for the spatial decay, we have the corresponding relationship (δω = 0)

(P + T ) · δk =
i
2
δ

(
∂W

∂t

)
loss

. (5.150)

We find then from equation (5.147) the three basic components involved in
energy conservation, namely the transport of energy in the direction of the
group velocity, given in equation (5.148), and the temporal and spatial decay
of wave energy through dissipation, indicated by equation (5.149) and equa-
tion (5.150). Together, these give a good picture of the transport of energy,
and the expressions for W0, P , and T give the balance between electromag-
netic stored energy and power flow and the kinetic components of each.



Waves in a Magnetized Hot Plasma 119

5.5 Collisional effects

The effects of collisions in a magnetized plasma are more difficult to analyze
than in an unmagnetized plasma. The most common collisional models are
either simplistic or intractable. We shall note two cases.

5.5.1 Collisions via the Krook model

In Section 1.7.3, it was noted that for charge-neutral collisions in a partially
ionized plasma, the Krook model was useful because the collisions were often
large angle events so the drag and diffusion terms of the Fokker-Planck model
were less important. This model is simple enough that the dielectric tensor
modifications are relatively simple, such that the arguments of the Plasma
Dispersion function are changed so that

ζne =
ω + nωce
k‖vte

→ ω + iνe + nωce
k‖vte

ζni =
ω + nωci
k‖vti

→ ω + iνi + nωci
k‖vti

.

It may appear that the change is simply ω → ω + iν, but this is not the
case since any ω coming from the Maxwell equations is not changed. While
this may be adequate for collisions between charged particles and neutrals, it
ignores both the drag and diffusion effects. Because it is so simple to include,
it is often used as a first approximation.

5.5.2 Collisions via a Fokker-Planck model

A more appropriate model for collisions between charged particles includes
dynamic friction and diffusion through a slight modification of equation (4.46)
that was used for an unmagnetized plasma. We may write our kinetic equation
as a modification of equation (5.6)

df
dt

∣∣∣∣
R

= ν∇v ·
[
(v − u)f + 1

2v
2
t∇vf

]
− q

m
(E1 + v ×B1) · ∇vf ,

where we have replaced the term in curly brackets (which vanished when we
used the collisionless Boltzmann equation) with the the collision operator that
includes both drag and diffusion. Even this term is probably too simplistic
because the diffusion is likely to be different parallel and perpendicular to the
magnetic field which would require a tensor coefficient for the diffusion term.
This form of the collision operator has been used by Dougherty[36] to assess
these effects, but the various integrals that result require numerical evaluation
and no numerical results have been included.
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Dougherty examines some limits, especially when k‖ = 0 where waves are
undamped with many cyclotron harmonic resonances without collisions. The
usual limit for weak collisional damping is 0 < νj � ωcj , but for this perpen-
dicular propagation case, the more pertinent condition is k2

⊥v
2
tjνj/ω

3
cj � 1

or

νj �
ω3
cj

k2
⊥v

2
tj

which means that if (
k⊥vtj
ωcj

)2

� 1 ,

even with νj � ωcj the resonances may be damped out.

5.6 Relativistic plasma effects

While some plasmas are relatively hot, in that thermal effects beyond those
included through the pressure term are important, few plasmas are truly rel-
ativistic such that the mean thermal speed begins to approach the speed of
light. On the other hand, some relativistic effects occur at relatively low
temperatures when one encounters cyclotron fundamental and harmonic res-
onances and k‖ → 0. In fact, the typical argument of the Plasma Dispersion
function, ζn = (ω − nωc)/k‖v‖, is indeterminate as both the numerator and
denominator may approach zero at cyclotron harmonics with k‖ = 0. Since
the behavior of the Plasma Dispersion function is dramatically different as
ζn → 0 or ζn →∞, we need to consider the physics more carefully, since the
mathematics suggests some discontinuous behavior in this region of parameter
space, and we suspect there is no such discontinuity in the physical world.

The fundamental weakness in our model is that we have taken the cyclotron
frequency to be a simple constant, independent of velocity, whereas from
special relativity, we know that this is not so, since we should write ωc =
qB0/γm. In the integral over velocity, then, the singularity in the denominator
is significantly changed, and the numerator of ζn effectively never vanishes.
Thus the indeterminate nature of the appropriate limit to take as k‖ → 0 is
resolved, since it is possible to impose k‖ = 0 externally, but the cyclotron
harmonic resonances are broadened to some finite (though frequently small)
extent and prevent the argument of the Plasma Dispersion function from
blowing up.

It would seem from the above discussion that since hot plasma theory has
already indicated that k‖ = 0 implies no absorption, even at cyclotron har-
monics, and the relativistic corrections appear to lead to large arguments for
the Plasma Dispersion function in this limit, that there is still no absorp-
tion. This, however, is not the case, and in fact the absorption at k‖ = 0
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is considerably stronger than one might guess, since nontrivial absorption is
encountered at the electron cyclotron fundamental and harmonics at temper-
atures of only a few keV. In order to see how this comes about, we will review
the development of the relativistic dielectric tensor, including only electrons,
and eventually pay particular attention to the k‖ = 0 case.

5.6.1 The relativistic dielectric tensor

In this section, we follow the development of Trubnikov[37] for the general
development of the dielectric tensor, and present an outline of the derivation,
noting the similarities to and differences from the hot plasma derivation.

We begin with the relativistic collisionless Boltzmann equation, and shall
assume again that we may Fourier transform in both time and space, taking ω
to have a small positive imaginary part when it becomes necessary to resolve
the singularity in the momentum integrals and guarantee convergence. The
kinetic equation is

∂f

∂t
+ v · ∇f + q[E1 + v × (B0 +B1)] · ∇pf = 0 (5.151)

where the zero-order distribution is an equilibrium distribution given by

f0 = Ae−E/kBT
∫
f0(p) d3p = n0 E =

√
p2c2 +m2c4 . (5.152)

We note that the Boltzmann equation is unchanged except that now the
distribution function is a function of momentum rather than velocity. The
distribution function is of the standard form, except that now the energy is
the relativistic total energy (or relativistic kinetic energy by redefining the
constant A).

At this point, we take the usual coordinate system, with B0 = B0êz, and
choose k⊥ = kx (ky = 0) and use cylindrical coordinates in momentum space
such that px ≡ p⊥ cosφ, py ≡ p⊥ sinφ. We then choose to write the first order
distribution function in terms of another function, defined by

f1(r,p, t) ≡ ei(k·r−ωt)f0(p)Φ(p) (5.153)

so that with p = γmv, the first order Boltzmann equation becomes

−iωf1 +
i(k‖p‖ + k⊥p⊥ cosφ)

γm
f1 + q(E1 + v ×B1) · ∇pf0

+
q

γm
(p×B0) · ∇pf1 = 0 (5.154)

since (p×B0) · ∇pf0 = 0 along the unperturbed orbit. Then we note that

∇pf0 = − f0c
2p

kBTE
so (v ×B1) · ∇pf0 = 0
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and

∇pf1 = − c2p

kBTE
f1 +

f1

Φ
∇pΦ

so
q

γm
(p×B0) · ∇pf1 = −εωc

γ
f0ei(k·r−ωt) ∂Φ

∂φ

(where ε = −1 for electrons as before) and

qE1 · ∇pf0 = −f0qE · p
γmkBT

since E = γmc2 (and we drop the subscript on E). Using these relations,
equation (5.154) may be written as

i
(
γω

εωc
−
k‖p‖ + k⊥p⊥ cosφ

mεωc

)
Φ +

∂Φ
∂φ

= − p ·E
B0kBT

. (5.155)

This is a first order differential equation whose solution may be written as

Φ(p) = − 1
B0kBT

ei(aφ−b sinφ)

∫ φ0

φ

e−i(aψ−b sinψ)(p ·E)ψ dψ (5.156)

with a = γω/εωc − k‖p‖/mεωc, b = k⊥p⊥/εmωc, and (p · E)ψ ≡ p‖Ez +
p⊥(Ex cosψ + Ey sinψ). We may now let φ0 → −∞ and be guaranteed of
convergence since we have assumed that ω has a positive imaginary part.
Using the variable change ψ = φ− ξ, this result may also be written as

Φ(p) =
1

B0kBT

∫ ∞
0

eiaξ−ib[sin(ξ−φ)+sinφ](p ·E)φ−ξ dξ . (5.157)

The current is then given by

J(k, ω) =
∑
j

qj

∫
vf1j(k, ω) d3p =

∑
j

qj
mj

∫
f0(p)Φj(p)

γj
p d3p . (5.158)

We may now proceed in either of the two directions we discussed in Sec-
tion 5.1.3, where we integrated over τ first, or in Section 5.1.4 where we did
some of the velocity integrals first. In this case we integrate over ξ first and
find that Φ(p) may be written as

Φ(p) =
1

B0kBT

[
p⊥Ix(φ)Ex + p⊥Iy(φ)Ey + p‖Iz(φ)Ez

]
(5.159)

with

Ix(φ) =
∞∑

m,n=−∞

iJm(b)nJn(b)
b(a− n)

ei(n−m)φ (5.160)

Iy(φ) =
∞∑

m,n=−∞

Jm(b)J ′n(b)
(a− n)

ei(n−m)φ (5.161)

Iz(φ) =
∞∑

m,n=−∞

iJm(b)Jn(b)
a− n

ei(n−m)φ (5.162)
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where b = p̄⊥ν⊥ with p̄ ≡ p/mjc so that γj = (1 + p̄2)1/2 and ν⊥ ≡ n⊥ω/εωc.
We next integrate over φ, but because of the complexity of the several dielec-
tric tensor components, we will calculate only Kxx and then list the results
for the complete tensor. This component is given by

Kxx = 1 +
iσxx
ωε0

= 1 +
∑
j

iqjn0j

ε0mjω4πm2
jc(kBTj)2K2(µj)B0

∫ ∞
−∞

dp‖

∫ ∞
0

p⊥ dp⊥
∫ 2π

0

dφ

∞∑
m,n=−∞

e−µjγj

γj
p2
⊥ cosφ

iJm(b)nJn(b)
b(a− n)

ei(m−n)φ

= 1 +
∑
j

ω2
pj

ωεjωcj

µ2
j

4πK2(µj)

∫ ∞
−∞

dp̄‖

∫ ∞
0

p̄⊥ dp̄⊥
e−µjγj

γj

∞∑
n=−∞

p̄2
⊥nJn(b)
b(n− a)

∞∑
m=−∞

Jm(b)
∫ 2π

0

ei(m−n)φ cosφdφ

= 1 +
∑
j

ω2
pj

ωεjωcj

µ2
j

2K2(µj)

∫ ∞
−∞

dp̄‖

∫ ∞
0

p̄⊥ dp̄⊥
e−µjγj

γj

∞∑
n=−∞

(
p̄⊥nJn(b)

b

)2 1
n− a

(5.163)

where µj = mjc
2/kBTj and we have used

∞∑
m=−∞

Jm(b)
∫ 2π

0

ei(m−n)φ cosφ dφ = π[Jn−1(b) + Jn+1(b)]

=
2πnJn(b)

b
. (5.164)

The remaining components may be obtained with the integrals
∞∑

m=−∞
Jm(b)

∫ 2π

0

ei(m−n)φ sinφ dφ = −iπ[Jn−1(b)− Jn+1(b)]=−2πiJ ′n(b)(5.165)

∞∑
m=−∞

Jm(b)
∫ 2π

0

ei(m−n)φ dφ = 2πJn(b) (5.166)

so that including only the electron component of the dielectric tensor (only
electrons are assumed to be relativistic), we may write

Kij = δij −
ω2
pe

ω2

µ2
e

2K2(µe)

∫ ∞
−∞

dp̄‖

∫ ∞
0

dp̄⊥p̄⊥
e−µeγe

γe
∞∑

n=−∞

Pnij
γe − n‖p̄‖ + nωce/ω

(5.167)
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where

Pnxx =
n2

ν2
⊥
J2
n(ν⊥p̄⊥) (5.168)

Pnxy = −Pnyx =
ip̄⊥n
ν⊥

Jn(ν⊥p̄⊥)J ′n(ν⊥p̄⊥) (5.169)

Pnxz = Pnzx = −
p̄‖n

ν⊥
J2
n(ν⊥p̄⊥) (5.170)

Pnyy = p̄2
⊥J
′
n

2(ν⊥p̄⊥) (5.171)
Pnyz = −Pnzy = ip̄‖p̄⊥Jn(ν⊥p̄⊥)J ′n(ν⊥p̄⊥) (5.172)

Pnzz = p̄2
‖J

2
n(ν⊥p̄⊥) . (5.173)

This representation is equivalent to that of Brambilla[38], except for notation
such that his Ωc = εωc = −ωce for electrons. If we change the definition of
ν⊥ to be positive so that ν⊥ = n⊥ω/ωce, then we must change the signs of
Pnxz and Pnyz in equations (5.170) and (5.172), respectively.

Problem 5.19 Normalization constant. Find the normalization constant A
for f0(p).
Ans. A = n0µ/4π(mc)3K2(µ).

Problem 5.20 Calculating Φ(φ). Integrate equation (5.157) over ξ using the
Bessel identity (5.23) and show that the result is given by equation (5.159)
along with equations (5.160) through (5.162).

5.6.2 The relativistic dielectric tensor without sums

We may use the Newberger sum rules from equations (5.36) and (5.37) – (5.42)
to eliminate the sums and cast the sums of the Pnij into the form

∞∑
n=−∞

Pnxx
a+ n

=
1
ν2
⊥

[
πa2

sinπa
Ja(ν⊥p̄⊥)J−a(ν⊥p̄⊥)− a

]
(5.174)

∞∑
n=−∞

Pnxy
a+ n

= − ip̄⊥
ν⊥

[
πa

sinπa
Ja(ν⊥p̄⊥)J ′−a(ν⊥p̄⊥) +

a

ν⊥p̄⊥

]
(5.175)

∞∑
n=−∞

Pnxz
a+ n

=
p̄‖

ν⊥

[ πa

sinπa
Ja(ν⊥p̄⊥)J−a(ν⊥p̄⊥)− 1

]
(5.176)

∞∑
n=−∞

Pnyy
a+ n

= p̄2
⊥

[
π

sinπa
J ′a(ν⊥p̄⊥)J ′−a(ν⊥p̄⊥) +

a

ν2
⊥p̄

2
⊥

]
(5.177)

∞∑
n=−∞

Pnyz
a+ n

= ip̄‖p̄⊥

[
π

sinπa
Ja(ν⊥p̄⊥)J ′−a(ν⊥p̄⊥) +

1
ν⊥p̄⊥

]
(5.178)

∞∑
n=−∞

Pnzz
a+ n

= p̄2
‖

π

sinπa
Ja(ν⊥p̄⊥)J−a(ν⊥p̄⊥) (5.179)
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where now a = (ω/ωce)(γe − n‖p̄‖) and ν⊥ = n⊥ω/ωce. The dielectric tensor
then assumes the form

Kij = δij −
ω2
pe

ω2

µ2
e

2K2(µe)

∫ ∞
−∞

dp̄‖

∫ ∞
0

dp̄⊥ p̄⊥e−µeγeΠij + ion terms (5.180)

where

Πxx =
a

n2
⊥(a+ n‖p̄‖ω/ωce)

[ πa

sinπa
Ja(b)J−a(b)− 1

]
(5.181)

Πxy = −Πyx = − ia
n2
⊥(a+ n‖p̄‖ω/ωce)

[
πb

sinπa
Ja(b)J ′−a(b) + 1

]
(5.182)

Πxz = Πzx = −
ωp̄‖

ωcen⊥(a+ n‖p̄‖ω/ωce)

[ πa

sinπa
Ja(b)J−a(b)− 1

]
(5.183)

Πyy =
1

n2
⊥(a+ n‖p̄‖ω/ωce)

[
πb2

sinπa
J ′a(b)J ′−a(b) + a

]
(5.184)

Πyz = −Πzy = −
iωp̄‖

ωcen⊥(a+ n‖p̄‖ω/ωce)

[
πb

sinπa
Ja(b)J ′−a(b) + 1

]
(5.185)

Πzz =
ω2p̄2

‖

ω2
ce(a+ n‖p̄‖ω/ωce)

π

sinπa
Ja(b)J−a(b) (5.186)

and where now b = ν⊥p̄⊥.

Problem 5.21 Off-diagonal tensor elements. Pick one of the off-diagonal
dielectric tensor elements, and verify it is given by equation (5.180) along
with either (5.182), (5.183), or (5.185), starting from equation (5.158).

5.6.3 The weakly relativistic dielectric tensor

In this section, we return to equation (5.158) and integrate over the momenta
first instead of the phase. We can obtain another expression via the identity,

I(s, r) =
1

4π

∫
dp√

1 + p2
e−s
√

1+p2−ir·p =
K1(
√
s2 + r2)√
s2 + r2

(5.187)

and its derivative where Kn is the modified Bessel function of the second kind
of order n. The dielectric tensor is then given by

K = I +
∑
j

iω2
pj

εjωωcj

µ2

K2(µ)

∫ ∞
0

dξ

[
K2(
√
R)

R
T1 −

K3(
√
R)

R3/2
T2

]
, (5.188)

where

R =
(
µ− iξ

ω

εjωcj

)2

+ 2ν2
⊥(1− cos ξ) + n2

‖ξ
2 ,
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where now n‖ = n‖ω/εjωcj , and

T1 =

 cos ξ − sin ξ 0
sin ξ cos ξ 0

0 0 1

 , (5.189)

and

T2 =

 ν2
⊥ sin2 ξ −ν2

⊥ sin ξ(1− cos ξ) ν⊥ν‖ξ sin ξ
ν2
⊥ sin ξ(1− cos ξ) −ν2

⊥(1− cos ξ)2 ν⊥ν‖ξ(1− cos ξ)
ν⊥ν‖ξ sin ξ −ν⊥ν‖ξ(1− cos ξ) ν2

‖ξ
2

 . (5.190)

Up to this point, the analysis is exact, but is valuable only for numerical
integration of the tensor components. In the weakly relativistic limit, we
follow the development of Shkarofsky[39] and take µe � 1 (µi is generally so
large that relativistic effects are negligible, so that the ion contributions will
be ignored from this point on and we shall delete the subscript on µ). Since
this quantity appears in the argument of the modified Bessel function, we can
use the asymptotic limit so that Kn(x) '

√
π/2xe−x. If we also take the limit

of small λ = 1
2k

2
⊥ρ

2
L = ν2

⊥/µ, then we can simplify the expression for R such
that

R
1
2 = µ

[(
1 +

iξω
µωce

)2

+
(
ν‖

µ

)2

ξ2

] 1
2

+ Λ(1− cos ξ)

where

Λ ≡ λ

[(
1 +

iξω
µωce

)2

+
(
ν‖

µ

)2

ξ2

]− 1
2

.

Now we will need to keep the Λ(1 − cos ξ) term in the exponential of the
Kn terms, because the oscillating phase in the exponent is important, but
it is safe to neglect it otherwise since µ � Λ. This approximation leads to
k2
⊥c

2/R1/2ω2
ce = Λ except in the exponent. For the oscillating exponential

term, we will use equation (5.68) to write

eΛ cos ξ =
∞∑

n=−∞
In(Λ)e−inξ (5.191)

cos ξeΛ cos ξ =
∞∑

n=−∞
I ′n(Λ)e−inξ (5.192)

and other similar results as in equation (5.69). Then by changing variables to
t = −ξω/µωce so that

√
R becomes

√
R = µ[(1− it)2 + n2

‖t
2]

1
2 + Λ(1− cos ξ)
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and exp(−inξ)→ exp(inνnt) with νn = nµωce/ω, then the weakly relativistic
dielectric tensor may be written as

K = I + i
ω2
p

ω2
µ

∞∑
n=−∞

∫ ∞
0

T3

e−Λ exp{µ− µ[(1− it)2 + n2
‖t

2]
1
2 + iνnt}

[(1− it)2 + n2
‖t

2]
7
4

dt

(5.193)
where

T3 = [(1− it)2 + n2
‖t

2]
1
2 T

(a)
3 +

k⊥k‖c
2

ωωc
T

(b)
3

∂

∂νn
(5.194)

with

T
(a)
3 =


n2In

Λ −in(I ′n − In) 0
in(I ′n − In) n2In

Λ + 2Λ(In − I ′n) 0
0 0 In

(
1 + k‖

∂
∂k‖

)
 (5.195)

T
(b)
3 =

 0 0 nIn
Λ

0 0 i(I ′n − In)
nIn
Λ −i(I ′n − In) 0

 . (5.196)

For small Λ, we can write this in terms of the Fq function that is defined by

Fq(νn, n‖) ≡ −i
∫ ∞

0

dt
exp{µ− µ[(1− it)2 + n2

‖t
2]

1
2 + iνnt}

[(1− it)2 + n2
‖t

2]
q
2

(5.197)

although the most common definition is a further approximation in the small-
ness of n2

‖ given by

Fq(zn, a) ≡ −i
∫ ∞

0

dt
exp[iznt− at2/(1− it)]

(1− it)q
(5.198)

where zn = µ+ νn = µ(ω + nωce)/ω and a = 1
2µn

2
‖. This generalized weakly

relativistic dispersion function is real for zn ≥ a and complex for zn < a. Some
of its characteristics are shown in Figure 5.6 for a = 1 and in Figure 5.7 for
a = 5. Its mathematical properties are given in Appendix A in Section A.2.2.

Then for the case with small Λ, assuming the same dispersion function for
each power of λ, the dielectric tensor elements are given by

Kxx ' 1−
ω2
p

ω2
µe−λ

∞∑
n=1

n2In
λ

[
Fn+3/2(zn, a) + Fn+3/2(z−n, a)

]
(5.199)

Kxy ' i
ω2
p

ω2
µe−λ

∞∑
n=1

n(In − I ′n)
[
Fn+3/2(zn, a)−Fn+3/2(z−n, a)

]
(5.200)

Kzz ' 1−
ω2
p

ω2
µe−λ

∞∑
n=−∞

In
{

(1− 4a)Fn+5/2(zn, a)
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+2a[Fn+3/2(zn, a) + Fn+7/2(zn, a)]
}

(5.201)

Kyy ' Kxx +
ω2
p

ω2
µe−λ2λ

{
(I0 − I1)F5/2(µ, a)

+
∞∑
n=1

(In − I ′n)
[
Fn+5/2(zn, a) + Fn+5/2(z−n, a)

]}
(5.202)

Kxz ' −
ω2
p

ωωc
µe−λn‖ν⊥

∞∑
n=1

nIn
λ

[
Fn+5/2(zn, a)−Fn+3/2(zn, a)

− Fn+5/2(z−n, a) + Fn+3/2(z−n, a)
]

(5.203)

Kyz ' −i
ω2
p

ωωc
µn‖ν⊥e−λ

{
(I1 − I0)F7/2(µ, a)

+
∞∑
n=1

(I ′n − In)
[
Fn+5/2(zn, a) + Fn+5/2(z−n, a)

]}
(5.204)

where Kyx = −Kxy, Kzx = Kxz, Kzy = −Kyz, and z± = µ(ω±nωce)/ω and
now the argument of In is λ (which is independent of t) instead of Λ (which
is a function of t).

5.6.4 Moderately relativistic expressions

When one keeps higher order terms in the Bessel function expansions, higher
order dispersion functions should be used for those terms since Λ appeared
inside the integral of equation (5.193). In fact, if we define the function of λ
associated with Kxx as fxx(n, λ) such that

fxx(n, λ) =
n2e−λIn(λ)

λ
=
∞∑
k=0

a(k)
xx,nλ

k , (5.205)

then we could write a more nearly precise expression for Kxx as

Kxx = 1−
ω2
p

ω2
µ
∞∑
n=1

∞∑
k=0

a(k)
xx,nλ

k
[
Fk+5/2(zn, a) + Fk+5/2(z−n, a)

]
. (5.206)

Although this is a doubly infinite sum, usually only an n = 1 and perhaps
one other n needs to be included, and k = 0 through k = 3 will usually suffice
unless λ is approaching unity, in which case an exact treatment is needed.
Extending this same type of expansion to the other dielectric tensor terms
leads to the Moderately Relativistic approximation.

As an example of the moderately relativistic expressions, the expression for
Kxx through order λ3 is given by
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FIGURE 5.6
Generalized weakly relativistic dispersion function, Fq(z, a) for half-integral
q and a = 1, showing both real (solid) and imaginary (dashed) parts.
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FIGURE 5.7
Generalized weakly relativistic dispersion function, Fq(z, a) for half-integral
q and a = 5, showing both real (solid) and imaginary (dashed) parts.
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Kxx = 1−
ω2
p

ω2
µ

{
1
2

[
F 5

2
(z1, a) + F 5

2
(z−1, a)

]
− λ

2

[
F 7

2
(z1, a) + F 7

2
(z−1, a)

]
+

5λ2

16

[
F 9

2
(z1, a) + F 9

2
(z−1, a)

]
− 7λ3

48

[
F 11

2
(z1, a) + F 11

2
(z−1, a)

]
+
λ

2

[
F 7

2
(z2, a) + F 7

2
(z−2, a)

]
− λ2

2

[
F 9

2
(z2, a) + F 9

2
(z−2, a)

]
(5.207)

+
7λ3

24

[
F 11

2
(z2, a) + F 11

2
(z−2, a)

]
+

3λ2

16

[
F 9

2
(z3, a) + F 9

2
(z−3, a)

]
−3λ3

16

[
F 11

2
(z3, a) + F 11

2
(z−3, a)

]
+
λ3

24

[
F 11

2
(z4, a) + F 11

2
(z−4, a)

]}
.

This expression is better than the weakly relativistic approximation, but not
exact. This approximation still uses the asymptotic form of K2(µ) and is still
based on the smallness of n2

‖ for the Fq(zn, a).

Problem 5.22 Moderately relativistic Kxy and Kyy. Work out the moder-
ately relativistic expression forKxy andKyy corresponding to equation (5.207)
(through order λ3).

A further simplification we examine for both the weakly relativistic and the
moderately relativistic approximations is the n‖ → 0 limit (or the a → 0
limit), where

Fq(z, 0) = Fq(z) ≡ −i
∫ ∞

0

eizt

(1− it)q
dt (5.208)

and for q = 1
2 , we have the relationship to the Plasma Dispersion function

(see equation (A.31))

iF 1
2

=
∫ ∞

0

eizt

(1− it)
1
2

dt =
1√
z
Z(i
√
z) . (5.209)

This weakly relativistic dispersion function, often referred to as the Dne-
strovskii function, is illustrated in Figure 5.8. Other properties are listed in
Section A.2.1.2.

The higher order functions may be obtained from the recursion formula,

(q − 1)Fq(z) = 1− zFq−1(z) (5.210)

and the analytic continuation for Im(ω) < 0 is given by the properties of the
Plasma Dispersion function. Also, in this limit, Kxz = Kzx = Kyz = Kzy = 0,
so the leading terms above are the only terms, not merely the dominant terms.

5.6.5 Exact expressions with n‖ = 0

It is possible to obtain the exact dielectric tensor expressions in terms of a few
relatively simple integrals when n‖ = 0. For this analysis, we return to the
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FIGURE 5.8
Weakly relativistic dispersion function, Fq(z) for half-integral q, showing both
real (solid) and imaginary (dashed) parts.

dielectric tensor elements without sums given in Section 5.6.2. Although the
dielectric tensor terms are complicated, since the order of the Bessel functions
is not integral in the general case, by changing into polar coordinates in mo-
mentum space, the integrals over the angle can be done analytically, leaving
us with either a single integral for each n or even with a single integral for
the sum over n. The derivation for Kxx will be worked out in detail, while
the others will be left as an exercise.

With n‖ = 0, we may write an exact expression for Kxx as

Kxx = 1−
ω2
p

ω2

∞∑
n=1

F (n)
xx

where each term in the sum is given by

F (n)
xx =

2µ2

K2(µ)
n2

ν2
⊥

∫ π

0

dθ sin θ
∫ ∞

0

dp̄ p̄2e−µγ
J2
n(ν⊥p̄ sin θ)

γ2 − n2ω2
c/ω

2
. (5.211)

After integrating over the angle using equation (A.58), equation (5.211) may
be expressed as

F (n)
xx =

µ2

K2(µ)
2n2

ν2
⊥(2n+ 1)!

∫ ∞
0

dp̄
p̄2e−µγ

p̄2 − p2
n

b2n1F2

(
n+ 1

2 ;n+ 3
2 , 2n+ 1;−b2

)
(5.212)

where γ(p̄) =
√

1 + p̄2, p2
n = n2ω2

c/ω
2 − 1, b2 = µλp̄2, since ν⊥ = ν⊥ω/ωc =√

µλ. Alternatively, using the Newberger sum rule, we have a single expression
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for the sum as

Fxx =
µ2

2K2(µ)

∫ π

0

dθ sin θ
∫ ∞

0

dp̄ p̄2 e−µγ

γ

ωa

ωcν2
⊥

×
[ πa

sinπa
Ja(ν⊥p̄ sin θ)J−a(ν⊥p̄ sin θ)− 1

]
(5.213)

where a = ωγ/ωc. Integrating this expression over the angle (see equa-
tion (A.59) in appendix A), the result may be expressed as

Kxx = 1−
ω2
p

ω2

µ

ν2
⊥

[I1(z, λ, µ)− 1] (5.214)

where I1 is the integral (not a Bessel function)

I1(z, λ, µ) =
µ

K2(µ)

∫ ∞
0

dp p2e−µγ2F3( 1
2 , 1; 3

2 , 1− a, 1 + a;−λµp2) . (5.215)

The dependence on z = z−n ≡ µ(1 − nωc/ω) is through a(z) = nγ/(1 −
z/µ). The integrands utilize the hypergeometric functions that are defined by
equations (A.56) and (A.57).

Problem 5.23 Remaining exact tensor elements. Show that the remaining
dielectric tensor elements with n‖ = 0 may be written as

Kxy = i
ω2
p

ω2

µ

2n2
⊥

[I2(z, λ, µ)− I3(z, λ, µ) + 1] (5.216)

Kzz = 1−
ω2
p

ω2
µI4(z, λ, µ) (5.217)

Kyy = Kxx −
ω2
p

ω2

2µ
n2
⊥

[1 + I5(z, λ, µ)− I2(z, λ, µ)] (5.218)

where

I2(z, λ, µ) =
µ

K2(µ)

∫ ∞
0

dp p2e−µγ2F3( 1
2 , 1; 3

2 , 1− a, a;−λµp2) (5.219)

I3(z, λ, µ) =
µ

K2(µ)

∫ ∞
0

dp p2e−µγ2F3( 1
2 , 1; 3

2 ,−a, 1 + a;−λµp2) (5.220)

I4(z, λ, µ) =
µ

K2(µ)

∫ ∞
0

dp
p4e−µγ

3(1 + p2) 2F3( 1
2 , 1; 5

2 , 1− a, 1 + a;−λµp2) (5.221)

I5(z, λ, µ) =
λµ2

K2(µ)

∫ ∞
0

dp
p4e−µγ

3a(a− 1) 2F3( 1
2 , 2; 5

2 , 2− a, a;−λµp2) . (5.222)

Problem 5.24 Hypergeometric function identity. Prove that I6 = I2 − 1
where

I6(z, λ, µ) =
λµ2

K2(µ)

∫ ∞
0

dp
p4e−µγ

3a(a− 1) 2F3( 3
2 , 1; 5

2 , 2− a, 1 + a;−λµp2) .
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The imaginary parts of the tensor elements may be obtained rather directly by
examining the poles of the integrands. In this section, we simplify the notation
by dropping the electron subscript, and note that the pole in equation (5.212)
is at p̄ = p̄n. Evaluating the integral at this pole yields

Im[F (n)
xx ] = − µ2

K2(µ)
πn2e−µnωc/ωb2n+1

n

(2n+ 1)!(µλ)3/2 1F2

(
n+ 1

2 ;n+ 3
2 , 2n+ 1;−b2n

)
(5.223)

where b2n = µλ(n2ω2
c/ω

2−1). This expression is exact, but in order to compare
it with the weakly relativistic approximation, we take eµK2(µ) ∼

√
π/2µ, so

that the exponential term becomes ezn . If we write the corresponding weakly
relativistic expression as W (n)

xx , and examine the imaginary part, we find, using
equation (A.36),

Im[W (n)
xx ] = −µn

2e−λIn(λ)
λ

π(−z)q−1ez

Γ(q)

where q = n + 1
2 , then expanding both the Bessel function terms and the

hypergeometric function, the ratio of the exact to the weakly relativistic ex-
pression may be written as

Im[F (n)
xx ]

Im[W (n)
xx ]

=
1 + λz/q + · · ·

1− λ+ qλ2/(2q − 1) + · · ·
. (5.224)

From this ratio, we observe first that the exact expression is a function of the
product, λz, not a function of λ times a function of z as the weakly relativistic
expression indicates. Secondly, we see that the higher order terms in the Bessel
function expansion do not improve the accuracy, so this justifies the truncation
of the Bessel functions to the lowest order terms in equations (5.199) through
(5.204). There is another interesting feature observable in comparing these
imaginary parts in Figure 5.9 for two different values of λ. After factoring
out some leading factors, it is apparent that the peak of the exact expressions
always exceeds the peak of the weak expression, but for large negative z, the
weak expression exceeds the exact expression. In fact, if one approximates
b2n = −λz(2− z/µ) ' −2λz, then the integral∫ ∞

0

dx e−xx1/2

∫ π

0

dθ J2
ν (
√

2λx sin θ) sin θ =
√
πe−λIν(λ) (5.225)

guarantees that each curve has equal area. Similar identities exist for the other
dielectric terms. It is also apparent that the moderately relativistic approx-
imation (with terms through λ5) is much better than the weakly relativistic
case with λ = 1, but the difference is small for small λ.

Problem 5.25 Weakly relativistic identities.

1. Use equation (5.225) to prove that the integrals over z for Im[Kxx(z)]
for the exact result and the weakly relativistic result are identical.
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FIGURE 5.9
Im(−Fxx) vs. z with µ = 50 for the exact (solid), moderately relativistic
(dashed), and weakly relativistic case (dotted) with n‖ = 0 for (a) λ = 1.0
and (b) λ = 0.2.

2. Use the identity

2
∫ ∞

0

dx e−xx3/2

∫ π

0

dθ J2
ν (
√

2λx sin θ) cos2 θ sin θ =
√
πe−λIν(λ)

(5.226)
to prove that the integrals over z for Im[Kzz(z)] for the exact result and
the weakly relativistic result are identical.

When µ is not so large and λ is of order unity or greater, the deviations
from the weakly relativistic approximation are significant and the differences
between Kxx and Kxy are no longer ignorable. A strongly relativistic case
where µ = 20 and λ = 1 is illustrated in Fig. 5.10(a) for Fxx in the exact
and two approximations and in Fig. 5.10(b) for Fxx and Fyy for the exact
case only. It is apparent that the exact and moderately relativistic cases are
still close, but that the weakly relativistic approximation is no longer reliable.
Figure 5.10(a) also shows the effects from the third and fourth harmonics
which occur at z = µ/3 = 6.67 for n = 3 and at z = µ/2 = 10 for n = 4.

5.6.6 The relativistic X-wave

The exact X-wave dispersion relation with n‖ = 0 is

n2
⊥ =

KxxKyy +K2
xy

Kxx
. (5.227)

This case leads to no damping at all in the nonrelativistic theory, so the
relativistic effects are especially apparent. Figure 5.11 shows an example
dispersion relation with µ = 50 (Te ∼ 10 keV) illustrating the differences
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between using the exact relativistic tensor components and the weakly and
moderately relativistic expressions.
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FIGURE 5.10
Plots of (a) the real and imaginary parts of Fxx for the exact, moderately
relativistic, and weakly relativistic approximations for µ = 20 and λ = 1 and
(b) the exact real part of Fyy and imaginary part of Kyy.

For this comparison, we let ω2/ω2
p = 4 and solve for λ in the neighborhood

of the second harmonic (z = 0 corresponds to ω = 2ωc), assuming that the
variation in z is due to changes in the magnetic field only. The dispersion is
plotted for five separate cases. The cold plasma result is a simple curve show-
ing no significant features near the second harmonic, while the nonrelativistic
hot plasma case shows no absorption, but it does indicate a mode conversion
region. The exact result and the moderately relativistic cases nearly overlay
one another while the weakly relativistic case shows that even with µ large
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and λ small, the differences are significant in the dispersion relation. The peak
of the imaginary part of λ for the weakly relativistic case is approximately
half the value for the exact case while the peak imaginary parts of Fxx, Fyy,
and Fxy are about 3.7% low for λ = 0.05. For the moderately relativistic
case, the peak imaginary part of λ is only 5.5% below the exact value while
the individual component differences are less than 2.5% low for λ = 0.05.
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reference [40]).



6

MOMENT EQUATIONS AND FLUID
PLASMAS

The analysis of hot plasma waves in the previous chapter is so complicated
that even the simplest results are very formidable to obtain. In this chap-
ter, we shall reduce the complexity, keeping only the lowest order pressure
terms to include some finite temperature effects, but none of the kinetic ef-
fects such as Landau damping. First, we shall examine two different moment
expansions in a simple electron plasma with no magnetic field in order to il-
lustrate the method of using moment expansions. Then we shall examine the
more general fluid equations for each species including the effects of a uniform
magnetic field, and will examine several different approximation methods for
studying wave propagation, including the derivations of the low frequency
dispersion relation (LFDR), the electrostatic dispersion relation (ESDR), and
the warm plasma dispersion relation (WPDR). Each of these dispersion re-
lations has something different to offer and each has its own limitations, but
their advantage is that we can come to understand some of the effects of fi-
nite temperature without all of the complexity of the hot plasma dispersion
relation.

We begin with the Fluid Equations, which come from a moment expansion
of the Boltzmann equation, equation (2.20),

∂f

∂t
+ v · ∇f +A · ∇vf =

df
dt

∣∣∣∣
coll.

, (6.1)

where A is the acceleration due to electric and magnetic fields through the
Lorentz force.

Whereas in the kinetic equation we talked about motions of individual par-
ticles via a distribution function and averaged the motions to find the currents,
in the fluid plasma we describe the motion of a fluid element which is an aver-
age over many particles of the same species and we assume that the separate
fluid elements for each species move freely among one another, except as colli-
sions exchange momentum between them. The averaging process we shall use
here is to expand the kinetic equation for each species in a velocity moment
expansion, truncating the expansion at some suitable level, depending on the
particular problem. The effects of collisions will be included in subsequent
chapters.
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6.1 Moments of the distribution function

6.1.1 The simple moment equations

If we neglect collisions for the time being, then equation (6.1) can also be
written as

∂f

∂t
+∇ · (vf) +∇v · (Af) = 0 , (6.2)

since f∇ · v = 0 and f∇v ·A = 0 since r and v are independent variables.
We then introduce a scalar function of velocity, Q(v), and define the moment
process by an average over the velocity as

〈Q(v)〉 = Q(v) averaged over velocity

=
∫
Qf d3v∫
f d3v

=
1
n

∫
Qf d3v , (6.3)

where n(r) =
∫
f d3v is the density in configuration space.

If we now multiply equation (6.2) by Q and integrate over velocity, we have∫
Q
∂f

∂t
d3v +

∫
Q∇ · (vf) d3v +

∫
Q∇v · (Af) d3v = 0 .

Since Q is a function of v only, this becomes

∂

∂t

∫
Qf d3v +∇ ·

∫
Qvf d3v +

∫
Q∇v ·Af d3v = 0 . (6.4)

The first term of equation (6.4) is simply ∂
∂t (n〈Q〉) while the second is ∇ ·

(n〈Qv〉). The third term expands to∫
Q∇v ·Af d3v =

∫
[∇v · (QAf)− fA · ∇vQ] d3v

=
∮
Sv

(QAf) · dSv −
∫
fA · ∇vQd3v ,

and the surface integral in velocity space vanishes because we assume the
distribution function vanishes as |v| → ∞. We can then write equation (6.4)
as

∂

∂t
(n〈Q〉) +∇ · (n〈Qv〉)− n〈A · ∇vQ〉 = 0 . (6.5)

6.1.1.1 0th moment.

Let Q = 1. Then 〈Q〉 = 1 and 〈Qv〉 = 〈v〉 ≡ u where u is the mean
or average velocity of the fluid element. Then equation (6.5) leads to the
Continuity equation

∂n

∂t
+∇ · (nu) = 0 . (6.6)
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6.1.1.2 1st moment.

Let Q = mvx. Then 〈Q〉 = mux and ∇vQ = mêvx so 〈A · ∇vQ〉 = m〈ax〉.
This leads to

∂

∂t
(nmux) +∇ · (nm〈vvx〉)− nm〈ax〉 = 0 .

Now we let v = u+w, where w measures the perturbation from the average
velocity (〈w〉 = 0). Then

〈vvx〉 = 〈(u+w)(ux + wx)〉 = uux + 〈wwx〉 .

We then define nm〈ww〉 ≡ Ψ, the stress tensor. The last term is

nm〈ax〉 = q

∫
(E + v ×B)xf d3v

= nq(E + u×B)x ,

so that by taking all three such component equations from letting Q = mvx,
mvy, and mvz, we obtain the first moment equation

∂

∂t
(nmu) +∇ · (nmuu) +∇ ·Ψ− nq(E + u×B) = 0 . (6.7)

This equation is generally written, using equation (6.6) and the identity

∇ · (nmuu) = nm(u · ∇)u+mu∇ · (nu) ,

as the Momentum equation

nm

[
∂u

∂t
+ (u · ∇)u

]
+∇ ·Ψ− nq(E + u×B) = 0 . (6.8)

This equation is the first moment of the Boltzmann equation, and represents
the conservation of momentum in the plasma:

∂

∂t
(momentum density) + flux of momentum density = force density .

6.1.1.3 Higher moments.

Equation (6.6) gave the evolution of n as a function of u, equation (6.8) gave
the evolution of u as a function of Ψ, and to find the evolution of Ψ, one needs
the next higher moment, etc. This process must be truncated in order to use
the moment equations. If we assume the higher rank tensor (which would
appear in the second moment equation) vanishes, then we may represent the
stress tensor by a scalar pressure so that ∇ ·Ψ = ∇p = ∇(nkBT ).



140 Plasma Kinetic Theory

6.1.2 Plasma oscillations

In order to illustrate the moment expansion method, we shall investigate
plasma oscillations in an unmagnetized plasma. For this case, we assume k is
parallel to E, E = Eêx so that k = kêx, and B0 = 0. The moment expansion
for the αth moment is obtained by multiplying the collisionless Boltzmann
equation by vα and integrating(for electrons only):

∂

∂t

∫ ∞
−∞

vαf dv +
∂

∂x

∫ ∞
−∞

vα+1f dv − e

m
E

∫ ∞
−∞

vα
∂f

∂v
dv = 0 .

Integrating the last term by parts leads to

∂

∂t

∫ ∞
−∞

vαf dv +
∂

∂x

∫ ∞
−∞

vα+1f dv +
αeE

m

∫ ∞
−∞

vα−1f dv = 0 . (6.9)

We then define the first few moments in terms of v = u + w where u is the
average velocity and w = v − u is a measure of the deviations from average
due to thermal processes.

n =
∫ ∞
−∞

f dv , nu =
∫ ∞
−∞

fv dv ,

P

m
=
∫ ∞
−∞

fw2 dv ,
Q

m
=
∫ ∞
−∞

fw3 dv ,

R

m
=
∫ ∞
−∞

fw4 dv ,
... =

... , etc.

These lead to the set of simple moment equations for α = 0, 1, 2, 3, . . .

∂n

∂t
+
∂(nu)
∂x

= 0

∂(nu)
∂t

+
∂

∂x

(
nu2 +

P

m

)
+
eE

m
n = 0

∂

∂t

(
nu2 +

P

m

)
+

∂

∂x

(
nu3 + 3u

P

m
+
Q

m

)
+

2eE
m

nu = 0

∂

∂t

(
nu3 + 3u

P

m
+
Q

m

)
+

∂

∂x

(
nu4 + 6u2 P

m
+ 4u

Q

m
+
R

m

)
+

3eE
m

(
nu2 +

P

m

)
= 0
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where we linearize the variables such that

E = Ẽei(kx−ωt)

n = n̄ + ñei(kx−ωt)

u = ũei(kx−ωt)

P = P̄ + P̃ ei(kx−ωt)

Q = Q̃ei(kx−ωt)

R = R̄ + R̃ei(kx−ωt)

... =
...

and note that only the even order moments have a zero-order value. Us-
ing these moments and keeping only zero and first-order terms, the moment
equations reduce to

−iωñ+ ikn̄ũ = 0 (6.10)

−iωn̄ũ+ ik
P̃

m
+

e

m
n̄Ẽ = 0 (6.11)

−iω
P̃

m
+ 3ik

P̄

m
ũ+ ik

Q̃

m
= 0 (6.12)

−3iω
P̄

m
ũ− iω

Q̃

m
+ ik

R̃

m
+

3e
m

P̄

m
Ẽ = 0 (6.13)

...

We then solve Poisson’s equation,

ikẼ = − e

ε0
ñ , (6.14)

using successive approximations, truncating the equations with successively
higher values of P , Q, R, etc. The first step is to neglect all thermal motions
so that P̄ = P̃ = 0 along with all the higher order terms. The set of equations
(6.10) through (6.13) reduces to the set

−iωñ+ ikn̄ũ = 0
−iωn̄ũ+

e

m
n̄Ẽ = 0

ikẼ = −eñ/ε0

with solution ω2 = ω2
pe which is the cold plasma result. To include thermal

results, we add a Maxwellian distribution, f(v) = A exp(−w2/v2
t ) with A =

(n̄/
√
πvt) so that f(v) is normalized to the number density, and we find

P̄

m
=
∫ ∞
−∞

w2A exp(−w2/v2
t ) dw =

n̄v2
t

2
=
n̄kBT

m
,
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where we define the thermal speed as vt ≡ (2kBT/m)1/2. The successive
stages are first from equation (6.13),

Q̃

m
=

3
2

(
eẼ

iωm
− ũ

)
n̄v2

t ,

so that from equation (6.12) we find

P̃

m
=

3k
2ω

(
eẼ

iωm

)
n̄v2

t ,

and from equation (6.11) we find

ũ =
(

1 +
3k2v2

t

2ω2

)
eẼ

iωm
,

and finally from equation (6.11) and equation (6.14) we find

ñ =
(

1 +
3k2v2

t

2ω2

)
kn̄eẼ

iω2m
= − ikε0Ẽ

e
,

and equating the last two terms, we have the Bohm-Gross dispersion relation,

ω2 = ω2
p

(
1 +

3k2v2
t

2ω2

)
. (6.15)

Keeping terms through the fifth moment, the result is

ω2 = ω2
p

(
1 +

3k2v2
t

2ω2
+

15k4v4
t

4ω4

)
,

so it is evident that keeping higher order terms leads to an asymptotic series
for ω2 in the expansion parameter (vt/vp)2 where vp = ω/k is the phase
velocity.

Problem 6.1 Simple moment expansions.

1. Second moment. If we take P 6= 0 and Q = 0, show that

ω2 = ω2
p

[
1 +

3k2v2
t

2ω2
+O

(
k4v4

t

ω4

)]
.

2. Fourth moment. If we take R 6= 0 and S = 0, show that

ω2 = ω2
p

[
1 +

3k2v2
t

2ω2
+

15k4v4
t

4ω4
+O

(
k6v6

t

ω6

)]
.

3. Fifth moment. Show that if we let S 6= 0 that the term, O(v6
t /v

6
p),

disappears.
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6.1.3 The kinetic moment equations

It is possible to extend the moment equations to contain some of the informa-
tion in the collisionless Boltzmann equation by defining the various moment
integrals as

F (α) =
∫
vαf(v) dv , (6.16)

where the velocity v = u + w is comprised of the average velocity, 〈v〉 ≡ u,
and the random part, w. If we look at the first few moments, we find

F (0) = n

F (1) = nu

F (2) = nu2 +M (2)

F (3) = nu3 + 3uM (2) +M (3)

F (4) = nu4 + 6u2M (2) + 4uM (3) +M (4)

where we have introduced modified moments depending only on the random
part of v,

M (α) ≡
∫
wαf(v) dv . (6.17)

The first few of these moments are M (0) = n, M (1) = 0, and mM (2) = p.
Since we wish to linearize the moment equations, and since u is a first-order
quantity, we may write the linearized moments as

F (2k) = M̄ (2k) + M̃ (2k)

=
(2k − 1)!!n̄v2k

t

2k
+ M̃ (2k) , (6.18)

F (2k+1) = (2k + 1)M̄ (2k)ũ+ M̃ (2k+1)

=
(2k + 1)!!n̄v2k

t

2k
ũ+ M̃ (2k+1) , (6.19)

where ũ = ũei(kz−ωt), etc. and we have used a Maxwellian distribution to
obtain

M̄ (α) =
n̄√
πvt

∫ ∞
−∞

wαe−w
2/v2t dw =

n̄vαt (α− 1)!!
2α/2

(6.20)

for even α with vt =
√

2kT/m and (−1)!! = 1. It is evident from equa-
tions (6.18) and (6.19) that for α even, there is a zero order and a first order
term, while for α odd, there are only first order terms.

We then write equation (6.9) in terms of the F (α) with the result

∂

∂t
F (α) +

∂

∂z
F (α+1) − αq

m
EzF

(α−1) = 0 . (6.21)
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Assuming E is first order and that n has both zero and first order terms, the
linearized moment equations for α = 0 through α = 4 are (with ∂/∂z → ik
and ∂/∂t→ −iω)

−iωñ+ ikn̄ũ = 0, α = 0 (6.22)

−iωn̄ũ+ ikM̃ (2) − q

m
n̄Ẽ = 0, α = 1 (6.23)

−iωM̃ (2) +
(

3n̄v2
t

2
ũ+ M̃ (3)

)
= 0, α = 2 (6.24)

−iω
(

3n̄v2
t

2
ũ+ M̃ (3)

)
+ ikM̃ (4) − 3qn̄v2

t

2m
Ẽ = 0, α = 3 (6.25)

−iωM̃ (4) + ik
(

5!!n̄v4
t

4
ũ+ M̃ (5)

)
= 0, α = 4 . (6.26)

The subsequent terms can be obtained from the two general expressions for
α even and α odd:

−iωM̃ (α) + ik
[

(α+ 1)!!n̄vαt
2α/2

ũ+ M̃ (α+1)

]
= 0, α even, (6.27)

−iω
[
α!!n̄vα−1

t

2(α−1)/2
ũ+ M̃ (α)

]
+ ikM̃ (α+1) − qα!!n̄vα−1

t

m2(α−1)/2
Ẽ = 0, α odd. (6.28)

We may then use equation (6.22), written as ũ = (ω/k)ñ/n̄, to eliminate ũ in
equation (6.27) so that the pair may be written as

−iω
[
M̃ (α) − (α+ 1)!!vαt

2α/2
ñ

]
+ ikM̃ (α+1) = 0, α even, (6.29)

−iωM̃ (α) + ikM̃ (α+1) +
α!!n̄vα−1

t

2(α−1)/2

(
−iωũ− q

m
Ẽ
)

= 0, α odd. (6.30)

By taking these equations two at a time, we may generate higher and higher
order approximations in a systematic manner. Defining

f̃ ≡ −iωũ− q

m
Ẽ (6.31)

and using equation (6.30) with α = 1, we first obtain

f̃ = − ik
n̄
M̃ (2) . (6.32)

Then taking the α = 2 and α = 3 cases together,

−iωM̃ (2) + ikM̃ (3) + iω
3!!v2

t

2
ñ = 0

−iωM̃ (3) + ikM̃ (4) +
3!!n̄v2

t

2
f̃ = 0
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and eliminating M̃ (3) between them, we find

f̃

(
1 +

3!!
2ζ2

)
= − ik

n̄

(
3!!v2

t

2
ñ+

k2

ω2
M̃ (4)

)
, (6.33)

where ζ ≡ ω/kvt. Continuing on two at a time, the general result may be
written

Smf̃ = − ik
n̄

[
v2
t ζ

2(Sm − 1)ñ+
(
k

ω

)2m

M̃ (2m+2)

]
, (6.34)

where equation (6.32) is the result for m = 0, equation (6.33) is the result for
m = 1, and

Sm(ζ) =
m∑
j=0

(2j + 1)!!
2jζ2j

ζ � 1 . (6.35)

Equation (6.34) must now be solved along with Poisson’s equation,

ikẼ =
qñ

ε0
. (6.36)

Using equation (6.36), we may write f̃ as

f̃ = − i
kn̄

(ω2 − ω2
p)ñ .

Using this result along with equation (6.34) results in

ω2 = ω2
pSm(ζ) + k2

(
k

ω

)2m
M̃ (2m+2)

ñ
. (6.37)

This is an asymptotic series in ζ with the remainder term set to zero for some
m. No matter how many terms are kept, there will never be any imaginary
part. As more terms are kept, ζ must be larger and larger since each term
must be smaller than the previous term.

The lowest nontrivial approximation is to let M̃ (4) = 0 to obtain

ω2 = ω2
pe

[
1 +

3
2

(
ve
vp

)2
]
, (6.38)

which again is the Bohm-Gross Dispersion Relation[41] with v2
e ≡ 2kBTe/me.

Keeping terms through the fifth moment, the result is

ω2 = ω2
pe

[
1 +

3
2

(
ve
vp

)2

+
15
4

(
ve
vp

)4
]
, (6.39)

as before, so it is apparent that the moment expansion is an expansion in the
ratio of the thermal velocity to the phase velocity. The Bohm-Gross dispersion
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relation now resolves the pure oscillation in cold plasma theory, since this
dispersion relation describes a wave with a cutoff at ωpe which propagates
near the electron thermal speed for high frequencies.

We have thus learned from this example that the fluid equations which are
based on moment expansions are valid as long as the phase velocity is large
compared to the thermal speed. When this approximation fails, then we must
solve the equations without expansion, as was done with the Vlasov equation
example. It should be noted that using the real part of the asymptotic ex-
pansion of the Plasma Dispersion function to solve for the dispersion relation
for this case, the result corresponds exactly to the result found here by the
moment expansion. Furthermore, if one examines the smallest term in the
asymptotic series (for a given value of ζ), which is always a good estimate
of the error in the series, that smallest term is of the same order as the pole
term in the Plasma Dispersion function.

Problem 6.2 Kinetic moment expansions.

1. Zero order moments. Verify equation (6.20).

2. Moment pairs. Fill in the steps leading to equations (6.29) and (6.30).

3. Fifth moment. Continue with the α = 4 and α = 5 terms beyond
equation (6.33) and verify that equation (6.34) is valid for m = 2.

4. Using Poisson’s equation, complete the steps from equation (6.34) to
equation (6.37).

6.2 The fluid equations

Having used the notation in the previous section that v is an independent
variable and that u is the velocity of a fluid element, we now denote the fluid
velocity by uj since now it relates to a specific species j. We shall also use the
definition of the mass density as ρj = njmj which is the mass per unit volume
for a fluid element of species j. With these definitions, the fluid equations are

∂ρj
∂t

+∇ · (ρjuj) = Zj , Continuity equation, (6.40)

where Zj is the ionization rate for species j and

ρj

[
∂uj
∂t

+ (uj · ∇)uj

]
= qjnj(E + uj ×B)−∇pj , Momentum equation,

(6.41)
where collisions have been neglected for now. We normally take p = nkBT
but for a magnetized plasma, we might want to take p⊥ 6= p‖. Then we use
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the equations of state, p‖j = γ‖jρ1j and p⊥j = γ⊥jρ1j . As B0 → ∞, there is
only one degree of freedom due to the parallel motion, so γ‖ = (f + 2)/f = 3.
For transverse motions, there is one degree of freedom for rotational motion
and one for parallel motion, so γ⊥ = (f + 2)/f = 2. For weaker fields and
collisions, these constraints on the degrees of freedom may be relaxed for one
or both species, in which case γ⊥ = γ‖ = 5/3.

For particle conservation, the ionization rates among the various species
(including neutrals) must satisfy∑

j

Zj = 0 .

The linearized fluid equations are

∂ρ1j

∂t
+ ρ0j∇ · u1j = 0 , Continuity equation, (6.42)

where ionization has been neglected and

ρ0j
∂u1j

∂t
= qjn0j(E1 + u1j ×B0)−∇p1j , Momentum equation, (6.43)

since all zero order quantities are assumed to be constant in space and time
and here we assume E0 = u0j = 0, although these restrictions can be relaxed
to study beams and drift waves in inhomogeneous plasmas.

These equations with a separate set of equations for each species form the
basis for the two-fluid equations (multi-fluid equations for multiple ion species)
which are joined by including the Maxwell equations.

Problem 6.3 Fluid equations with zero-order drifts and fields. Write the
zero-order and first-order continuity and momentum equations when u0j 6= 0
and E0 6= 0.

6.3 Low frequency waves

The waves from the fluid equations conveniently break up into two regions
when me � mi. For the high frequency waves, ion motions are completely
neglected, while in the low frequency region, we neglect terms of order me/mi.

6.3.1 The low frequency dispersion relation

Beginning with the linearized fluid equations for electrons and one species only
of singly charged ions, following the development of Stringer[42], we write for
each species the continuity equation,

∂ρ1j

∂t
+ ρ0j∇ · v1j = 0 , (6.44)
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and the momentum equation,

ρ0j
∂v1j

∂t
= qjn0j(E + v1j ×B0)−∇p1j . (6.45)

By adding the momentum equations for electrons and ions, we obtain the
result,

ρ0
∂v

∂t
= j ×B0 −∇p , (6.46)

where ρ0 = ρ0i + ρ0e, p = pi + pe, and

v =
ρ0iv1i + ρ0ev1e

ρ0i + ρ0e
, j = n0e(v1i − v1e) .

The other fluid equation is obtained by multiplying each of the momentum
equations by qj/mj with qi = e, qe = −e, and adding, whereby the result may
be expressed as

me

n0e2

∂j

∂t
= E + v ×B0 −

mi

e

∂v

∂t
− 1
n0e
∇pi , (6.47)

where terms of order me/mi have been neglected.
We next assume that all first order quantities vary as exp(ik · r − iωt) so

that the Maxwell equations lead to the wave equation,

k2

(
1− ω2

k2c2

)
E − k(k ·E) = iωµ0j . (6.48)

Introducing the thermal speeds, defined by c2j ≡ γjkBTj/mj , where γj is the
ratio of specific heats for species j and comes from the equation of state (an
alternative to truncating the moment equations), we may relate the pressure
and density as pj = c2jρ1j so the continuity equations give

pi =
n0mic

2
i (k · vi)
ω

=
gn0mic

2
s(k · vi)
ω

' gn0mic
2
s

ω
k · v , (6.49)

p =
n0c

2
s(mi +me)

ω
k · v − (1− g)c2smi

ωe

(
1− c2i

c2e

)
k · j

' n0c
2
smi

ω
k · v − (1− g)c2smi

ωe
k · j , (6.50)

where
g ≡ γiTi

γiTi + γeTe
, and c2s ≡

γekBTe + γikBTi
me +mi

, (6.51)

and cs is called the ion-acoustic speed.
If we now solve equation (6.46) for v, using equation (6.50) to eliminate p

we obtain

v =
1

ω2µ0ρ0

[
k2

(
1− ω2

k2c2

)
(E ×B0)− (k ·E)(k ×B0)

]
= +

c2s
ω2

(k · v)k − iε0(1− g)c2s
n0eω

(k ·E)k ,
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but if v = u+α(k·v)k, where u is any vector, then v ≡ u+α(k·u)k/(1−αk2),
so we may write

v =
1

ω2µ0ρ0

[
k2

(
1 +

c2sk k·
ω2 − k2c2s

)
(E ×B0)− (k ·E)(k ×B0)

]
− iωε0(1− g)c2s
n0e(ω2 − k2c2s)

(k ·E)k , (6.52)

where we have neglected ω2/k2c2 compared to unity. If we make this same
approximation in equation (6.48), then k · j = 0 and the last term in equa-
tion (6.52) disappears, with the result

v =
1

ω2µ0ρ0

[
k2

(
1 +

c2sk k·
ω2 − k2c2s

)
(E ×B0)− (k ·E)(k ×B0)

]
. (6.53)

We then use this equation for v and equation (6.48) for j and equation (6.49)
for pi in equation (6.47) to obtain(

1 +
k2c2

ω2
pe

− k2V 2
A

ω2

)
E +

iV 2
A

ωωci
[k2(E × êz)− (k ·E)(k × êz)]

+
(
V 2
A

ω2
− c2

ω2
pe

)
(k ·E)k +

V 2
A

ω2
[k2Ez − (k ·E)kz]êz (6.54)

− k2c2s
ω2 − k2c2s

[
V 2
A

ω2
E · (k × êz)(k × êz) +

iV 2
A(1− g)
ωωci

E · (k × êz)k
]

=0 ,

where VA is the Alfvén speed and where we have chosen B0 = B0êz. We can
now multiply equation (6.54) successively by k, êz, and k× êz to form the set
of equations whose determinant of coefficients set to zero,∣∣∣∣∣∣∣∣∣∣∣∣∣

k2V 2
A

ω2
kz − ik2V 2

A(ω2 − gk2c2s)
ωωci(ω2 − k2c2s)

1− k2
zV

2
A

ω2

1 +
k2c2

ω2
pe

− ikzV 2
A(1− g)k2c2s

ωωci(ω2 − k2c2s)
−kzc

2

ω2
pe

− ik2V 2
A

ωωci
kz 1 +

k2c2

ω2
pe

− k2V 2
A

ω2 − k2c2s

(
1− k2

zc
2
s

ω2

)
ik2
zV

2
A

ωωci

∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0 , (6.55)

leads to the low frequency dispersion relation (LFDR),(
1− ω2

k2V 2
A

− ω2

ωceωci
+
k2c2s sin2θ

ω2 − k2c2s

)(
cos2θ − ω2

k2V 2
A

− ω2

ωceωci

)
=
ω2 cos2θ

ω2
ci

,

(6.56)
where θ is the angle between the direction of propagation and the static mag-
netic field. This dispersion relation is equivalent to that given by Stringer[42]
and Braginskii[43]. If one lets y = ω/ωci and x = kcs/ωci, then the dispersion
relation may be written as a cubic in y2 as

a3y
6 + a2y

4 + a1y
2 + a0 = 0 , (6.57)
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where

a0 = −x6 cos4 θ

a1 = [1 + 2(β + εx2) + x2]x4 cos2 θ

a2 = −[(x2 + β + εx2) cos2 θ + (β + εx2)(1 + β + εx2)]x2

a3 = (β + εx2)2 (6.58)

where the only constants are ε ≡ me/mi, β ≡ c2s/V
2
A, and the angle. The β

as defined here is the same as the plasma pressure divided by the magnetic
pressure if γi = γe = 2. The Stringer diagrams are usually plotted with
several constants listed, but equations (6.57) and (6.58) show that only three
are needed to specify the warm plasma dispersion relation. This form of the
equation is useful because Stringer diagrams are usually plots of log10 y vs.
log10 x.

Problem 6.4 Fluid equations. Show that equation (6.47) may be written
exactly as

me

n0e2(1 + ε)
∂j

∂t
= E + v ×B0 −

mi

e
(1− ε)∂v

∂t
− 1
n0e(1 + ε)

∇(pi + εpe)

where ε = me/mi, so the approximation includes neglecting εpe compared to
pi as well as neglecting ε compared to unity.

Problem 6.5 Determinant of coefficients. Show that equation (6.54) can be
written as a11 a12 a13

a21 a22 a23

a31 a32 a33

Ex
Ey
Ez

 = 0

and find the coefficients. Then show that this determinant of coefficients is
equivalent to that of equation (6.55).

Problem 6.6 Derivation of the low frequency dispersion relation. Show that
equation (6.55) leads to equation (6.56).

Problem 6.7 Simplified form of the low frequency dispersion relation. Show
that equation (6.56) can be written as equation (6.57).

6.3.2 Stringer diagrams

Plots of the low frequency dispersion relation which exhibit the character of
the various waves in the low frequency region have been given by Stringer[42].
In these plots, ω/ωci is plotted against kcs/ωci on logarithmic scales so that
regions of constant phase velocity appear as straight lines.
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6.3.2.1 Variation with angle and temperature

In order to illustrate some of the features of the LFDR, we examine Figure
6.1 where the figures on the left are high-β (or overdense) cases for different
angles and on the right the figures represent the same cases for a low-β (or
underdense) plasma. One feature of these figures is that there appear to be
places where the roots cross, indicated with a box labeled either as A, B, or
C. On this scale, the upper two branches appear to cross at boxes A and B
while the lower two branches appear to cross at boxes C. In fact, there are no
crossings for 0◦ < θ < 90◦ as is shown in Figure 6.2 which are expansions of
the boxes in Figure 6.1. Only when θ = 0◦ does crossing occur. This is because
in between these limits, the polarizations of the two wave fields always have
a component parallel near the apparent crossings which causes the different
waves to couple and prevent the crossing. When θ = 0, the polarization of
the branches are orthogonal with one longitudinal and one transverse, so no
coupling occurs and there is a true crossing. It may also be noted that in the
neighborhood of the near crossings, β makes little difference as there is only
one figure for box A and for box B in Figure 6.2 since the cases with different
β are within a line width of one another. For box C, the difference is still
small as shown in box C of Figure 6.2.

6.4 High frequency waves

In the derivation of the LFDR, we made approximations based on the phase
velocity relative to the speed of light and assumed low frequency, even though
the dispersion relation was carried to high frequencies. In this section, we
make no assumption about the phase velocity or the frequency, but do keep
first order terms in pressure to include finite temperature effects, leading to
the Warm Plasma Dispersion Relation (WPDR).

6.4.1 Warm plasma dispersion relation

For high frequencies, we may use the WPDR, where we neglect ion motions
entirely. We do this by effectively letting mi → ∞ . Using only the fluid
equations for electrons and deleting the subscript denoting the species (except
for ce), the linearized time and space harmonic fluid equations are

−iωρ1 + ρ0ik · v1 = 0 (6.59)

and
−iωρ0v1 = −en0(E + v1 ×B0)− ikp1 , (6.60)

along with the equations of state, p1‖ = γ‖c
2
eρ1 and p1⊥ = γ⊥c

2
eρ1, where

c2e ≡ kBT/me. These may be combined to give an expression for the velocity
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FIGURE 6.1
Dispersion curves from the low frequency dispersion relation for an overdense
(β = 10−2) and underdense (β = 10−6) for several angles.
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FIGURE 6.2
Expanded dispersion curves from boxes in Figure 6.1. For box C, the solid
lines have β = 10−2, and the dashed lines have β = 10−6. For the other boxes,
β does not make a discernible difference.
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as

v1 =
e

iωm
(E + v1 ×B0) +

c2e
ω2

(k · v1)(γ‖kzêz + γ⊥kxêx) , (6.61)

where kx = k sin θ, kz = k cos θ, and ky = 0. Solving for the components of
v1, we find, after some tedious algebra,

v1x =
e

imD
[
(ωEx − iωceEy)(ω2 − k2c2eγ‖ cos2 θ) + ωEzk

2c2eγ⊥ cos θ sin θ
]

v1y =
e

imD
[
(ωEy(ω2 − k2c2eγ‖ cos2 θ − k2c2eγ⊥ sin2 θ)

+iωceEx(ω2 − k2c2eγ‖ cos2 θ) + iωceEzk2c2eγ⊥ cos θ sin θ
]

v1z =
e

imD
[
(ωEz(ω2 − ω2

ce − k2c2eγ⊥ sin2 θ)

+k2c2eγ‖ cos θ sin θ(ωEx − iωceEy)
]

where D = ω2(ω2 − ω2
ce) + ω2

cek
2c2eγ‖ cos2 θ − ω2k2c2e(γ⊥ sin2 θ + γ‖ cos2 θ).

Using j = −n0ev1 = σ ·E and K = I− σ/iωε0, the dielectric tensor has the
form

K =

 Kxx Kxy Kxz

−Kxy Kyy Kyz

Kzx Kxy Kzz

 (6.62)

where

Kxx = 1−
ω2
pe(ω

2 − k2c2eγ‖ cos2 θ)
D

Kxy =
iωceω2

pe(ω
2 − k2c2eγ‖ cos2 θ)
ωD

Kxz = −
ω2
pek

2c2eγ⊥ cos θ sin θ
D

=
γ⊥
γ‖
Kzx

Kyy = 1−
ω2
pe[ω

2 − k2c2e(γ‖ cos2 θ + γ⊥ sin2 θ)]
D

Kyz = −
iωceω2

pek
2c2eγ⊥ cos θ sin θ
ωD

= −γ⊥
γ‖
Kzy

Kzz = 1−
ω2
pe(ω

2 − ω2
ce − k2c2eγ⊥ sin2 θ)
D

. (6.63)

These dielectric tensor elements may easily be extended to include ions (let-
ting ωce → −ωci) by making a sum over species, but are very complicated for
general use, except that they are valid in both electrostatic and electromag-
netic regions. For cases where more than one ion species is involved, however,
both the one-fluid model and the WPDR are very complicated with simple
dispersion relations difficult to obtain, but the straightforwardness of the di-
electric tensor method may be preferred for numerical work. In Figure 6.3,
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both ion and electron terms are included for comparison with the LFDR us-
ing the WPDR with γ⊥ = γ‖ = 2, equation (6.65), indicated by the dot-dash
lines.

With this dielectric tensor, which has all nine components (although only
six are independent), the wave equation generalizes to Kxx − n2 cos2 θ Kxy n2 cos θ sin θ +Kxz

−Kxy Kyy − n2 Kyz

n2 cos θ sin θ +Kxz −Kyz Kzz − n2 sin2 θ

Ex
Ey
Ez

 = 0 (6.64)

where n = kc/ω. The determinant of coefficients of equation (6.64) gives
the WPDR, which is considerably more complicated than the cold plasma
dispersion relation (where Kxz = Kyz = 0), but may be written as[

(Kxx − n2 cos2 θ)(Kyy − n2) +K2
xy

]
Kzz − n2 sin2 θ

[
Kxx(Kyy − n2) +K2

xy

]
+Kxy(KyzKzx −KzyKxz) +Kxyn

2 cos θ sin θ(Kyz −Kzy)
−(Kxx−n2 cos2 θ)KyzKzy−(Kyy−n2)

[
n2 cos θ sin θ(Kzx +Kxz)+KxzKzx

]
= 0 . (6.65)

This warm plasma dispersion relation (WPDR) is very formidable, but sim-
plifies in certain limits. Its general form is identical to that of the hot plasma
dispersion relation, which included finite temperature effects through kinetic
theory and was the subject of Chapter 5. It may be noted that Kyz as given
here does not have the same form as the Kyz from the hot plasma dielectric
tensor when only first order terms in temperature are kept, although the other
tensor elements do agree to terms of that order. This is attributed to the use
here of the equation of state to close the system of moment equations where
we use the Vlasov-Maxwell equations for the hot plasma case. It may also be
noted that, effectively, γ⊥ = γ‖ = 2 in the Vlasov-Maxwell equations.

Problem 6.8 Derivation of the warm plasma dispersion relation. Fill in the
steps from equation (6.59) to equations (6.63) and (6.65).

Problem 6.9 The warm plasma dielectric tensor elements are similar, but
not equal to, the hot plasma dielectric tensor elements. Compare Kxz and
Kyz for each case for electrons only, keeping only the lowest order terms in
v2
e , and setting γ⊥ = γ‖ = 2 for the warm plasma terms.

6.4.1.1 Parallel propagation

When θ = 0, the tensor elements simplify greatly, such that Kxz = Kyz = 0
and

Kxx = Kyy = 1−
ω2
pe

ω2 − ω2
ce

Kxy =
iωceω2

pe

ω(ω2 − ω2
ce)
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Kzz = 1−
ω2
pe

ω2 − k2c2eγ‖

so except for Kzz, waves are unchanged from the cold plasma results (with
mi → ∞ for the high frequency cases described here) by the fluid pressure
terms. There is only one change, namely that the Kzz = 0 root leads now to

ω2 = ω2
pe + k2c2eγ‖ (6.66)

which is equivalent to the Bohm-Gross dispersion relation for plasma waves if
we take γ‖ = 3 and the thermal speed is small compared to the phase velocity.

6.4.1.2 Perpendicular propagation

When θ → π/2, we have Kxz = Kyz = 0 and now Kzz takes its cold plasma
form so the ordinary wave is unchanged, but

Kxx = 1−
ω2
pe

ω2 − ω2
ce − k2c2eγ⊥

Kyy = 1−
ω2
pe(ω

2 − k2c2eγ⊥)
ω2(ω2 − ω2

ce − k2c2eγ⊥)
(6.67)

Kxy =
iωceω2

pe

ω(ω2 − ω2
ce − k2c2eγ⊥)

so that the extraordinary wave (X-wave) is now given by

n2
X =

KxxKyy +K2
xy

Kxx
=

(ω2 − ω2
pe)(ω

2 − ω2
e − k2c2eγ⊥)− ω2

peω
2
ce

ω2(ω2 − ω2
e − k2c2eγ⊥)

(6.68)

where ω2
e ≡ ω2

pe+ω2
ce, and it is apparent the upper hybrid resonance has been

shifted by the thermal term. The upper branch of the extraordinary wave
then propagates from its cutoff up to the upper hybrid resonance as in the
cold plasma X-wave, but when it reaches vp ∼ kce, it couples to the electron
sound wave.

6.4.1.3 Arbitrary angle

The general WPDR is very complicated, but it may be approximated in cer-
tain regions. The cutoffs, of course, do not depend on the angle. Away from
the cutoffs, we may approximate the high frequency branch of the R-X-wave
by

ω2 ' ω2
ce

(
1 +

ω2
pe(1 + cos2 θ)

ω2
ce − ω2

pe − k2c2

)
+ k2c2e sin2 θγ⊥ , (6.69)

provided the denominator is not too small. The O-P -wave branch may be
approximated by a similar expression

ω2 ' ω2
pe

(
1 +

ω2
ce sin2 θ

ω2
pe − ω2

ce + k2c2 sin2 θ

)
+ k2c2 sin2 θ + k2c2e cos2 θγ‖ . (6.70)
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These are sketched for an overdense plasma in Figure 6.3 and for an under-
dense plasma in Figure 6.4.

6.4.2 Electrostatic dispersion relation

When kλDe ≥ 1, equation (6.56) is inaccurate because of the neglect of space
charge effects through the neglect of the k ·j term. We could include this term
through the charge continuity equation, whereby k · j = ωρ = ωe(n1i − n1e),
but it is easier to use the electrostatic dispersion relation (ESDR) where the
electric field is derived from a scalar potential. The large k limit, or low phase
velocity limit, is a sufficient condition for the electrostatic approximation.

For this analysis, we may write the momentum equations for each species
as

−iωmjvj = qj

[
−ik

(
pj
n0qj

+ ϕ

)
+ vj ×B0

]
(6.71)

where ϕ is the scalar potential. This may be solved for the velocity compo-
nents with B0 = B0êz such that

k · vj =
1

ωmj

(
pj
n0

+ qjϕ

)[
k2
x + k2

y

1− ω2
cj/ω

2
+ k2

z

]
. (6.72)

Then using the continuity equation and gas law (pj = c2jρ1j) for each species,
this may be written as

k · vj

[
1− c2j

(
k2
⊥

ω2 − ω2
cj

+
k2
z

ω2

)]
=
ωqjϕ

mj

(
k2
⊥

ω2 − ω2
cj

+
k2
z

ω2

)
. (6.73)

We may combine these expressions for each species through Poisson’s equa-
tion,

k2ϕ =
n0e

ωε0
(k · vi − k · ve) ,

and the result may be written as

1 +
1

k2λ2
Di

+
1

k2λ2
De

=
1

k2λ2
Di

[
1− k2c2i

(
sin2 θ
ω2−ω2

ci

+ cos2 θ
ω2

)]
+

1

k2λ2
De

[
1− k2c2e

(
sin2 θ
ω2−ω2

ce
+ cos2 θ

ω2

)] , (6.74)

where λDj = cj/ωpj . This dispersion relation is quartic in ω2, but one root
is the electron plasma wave and not a low frequency wave, so as long as
ω � kce, we may neglect the last term and reduce the dispersion relation
to a quadratic in ω2. This reduced dispersion relation may be used to plot
the regions beyond D and H in both Figure 6.3 and Figure 6.4, but only the
LFDR and the WPDR are actually plotted.
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Problem 6.10 Electrostatic dispersion relation. Fill in the steps leading to
equation (6.74).

6.4.2.1 Overdense case (high β)

Figure 6.3 shows the three roots of the LFDR (solid lines) in a low β hydrogen
plasma (c2s/V

2
A = β = 0.01, mi/me = 1836) which is overdense (ωpe > ωce).

There are also roots of the warm plasma dispersion relation and the electro-
static dispersion relation.

We can identify the R−X wave as the branch beginning at O1 where it is
a compressional Alfvén wave until A, after which it gradually changes slope
until B where it enters the whistler wave region until it reaches C where it
has a resonance. There is an apparent crossing of an ion-acoustic branch at
D. In the original Stringer diagrams, these branches do not cross, since the
ion-acoustic mode bends over and tends toward L while the first branch turns
upward toward E, but they are not resolvable from equation (6.56).

The torsional Alfvén wave runs from O2 to F where it approaches the ion
cyclotron resonance at G, but for these parameters, it quickly couples to the
ion-acoustic branch at H and is a simple ion-acoustic wave from I to D where
it apparently crosses the first branch. The third branch that starts at O3 does
not occur in a cold plasma and is an ion-sound wave below M and approaches
a resonance beyond P.

The warm plasma dispersion relation (WPDR), given by equation (6.65)
with both electron and ion terms, is shown in figures 6.3 and 6.4 by the dot-
dash lines. The corresponding roots of the WPDR generally follow those of
the LFDR, but several additional roots are shown (the WPDR with both
ions and electrons is 15th order in ω2, but many roots are virtual double
roots, so only 7 are distinct in this case). One additional root begins near
O3 as a magnetized ion-sound wave that experiences the resonance at the
ion cyclotron resonance. Another begins at the ion cyclotron frequency and
then becomes an unmagnetized ion sound wave. Yet another is a magnetized
electron sound wave until it experiences the electron cyclotron resonance. The
highest frequency branch shown begins at the electron cyclotron frequency and
then follows the electron sound wave. Three more higher modes are beyond
range of the figure.

One important difference between the LFDR and the WPDR is evident
as one follows the LFDR (solid line) above I. As this root approaches J, the
WPDR indicates a gradual transition from an ion-acoustic wave to an ion
sound wave, so the LFDR is unreliable in describing this high frequency region.

6.4.2.2 Underdense case (low β)

For an underdense plasma (ωpe < ωce), the roots of both the LFDR and
the WPDR are shown in Figure 6.4 where now we have cs/VA = 10−3 and
c/VA = 10. For this case, the first branch is little changed except that above
B the LFDR indicates that the phase velocity exceeds c so the neglect of those



Moment Equations and Fluid Plasmas 159

10−1 100 101 102 103 10410−1

100

101

102

103

104

ω

ωci

kρs = kcs/ωci

......................
......................
.......................
.......................
.........................

...........................
...................................

..........................................................
....................................

.........................
.......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
......................
.....................
......................
......................
......................
......................
................................
............................
....................
................
..............
...

......................
.....................
.....................
.....................
.....................
....................
....................
....................
...................
...................
...................
..................
..................
..................
..................
..................
..................
..................
.................
.................
..................
..................
..................
..................
..................
..................
...................
...................
.....................
.........................

......................................................
...................................................................................................................................................................................................................................................................................................................................

.......................
.....................
......................
.......................
.........................

..................................
........................................................................................................................................................................................................................................................................................................................................................................................................................................................................

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
........

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

........

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
........

.............
.............

.............
.............

.............
.............

.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
.............

.............
........

..........................................
...........................
........................
........................
.....................
..............
................
.....................
..............
.............
..................
.......
.................
......
................
........
...............
.........

..............
........
........
...............
................
...........
.....................

.....................
........................................

..............

.....................................................................................................................................................................................
................

..................
.................
...........
..................
................
...........
.....................
................
...........
.....................
................
...........
.....................
................
...........
.....................
................
...........
.....................
................
...........
.....................
................
...........
.....................
.............

.....................
.................
............
...................
..................
.............
..................
.................
...........
..........

........................................................................................................................................................................................................................................................................................................................
.....................

..................
...........
..................
.....

A

B

C
D

E

F

G
H

I

J

K L

M
N

O1 O2

O3

P

ωci cos θ

ωce
ωce cos θ

β = 10−2

θ = 45◦
M/m = 1836

FIGURE 6.3
Dispersion curves for an overdense plasma. Solid lines are from the low fre-
quency dispersion relation (LFDR), equation (6.56), while the dot-dash lines
are from the WPDR, equation (6.65).

terms of order ω/kc is not valid in this region. Here the LFDR continues to
the electron cyclotron resonance while the WPDR indicates that this root
bends over near C to follow the electron plasma frequency until it makes an
additional pair of transitions, first to the magnetized electron sound wave and
finally to the electron cyclotron frequency. The other significant deviation
from the LFDR is the transition from an ion-acoustic wave to an ion sound
wave in the region between J and K which occurred at a much higher frequency
in the overdense case of Figure 6.3. The figure is somewhat confusing near D,
where it shows a crossing of two LFDR roots, but as noted above, the rising
branch has already moved over to the ion sound root, so no crossing occurs
near D. The crossing does occur just to the right of D, and even the WPDR
cannot distinguish between a crossing and a transition (there are five separate
roots in this vicinity, and some are barely distinct, but no transition is evident
even at high precision).

The third branch of the LFDR is basically unchanged from the overdense
case, since the acoustic waves are relatively insensitive to changes in the den-
sity. The three additional high frequency branches of the WPDR which were
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off scale for the overdense case are seen here. The highest frequency branch
makes a transition to vp = c at N which is seen more clearly in Figure 6.5
which is a magnification of the box in Figure 6.4.

Two distinct roots are barely resolvable in the figure, the lower of which
was also present in the overdense case. The two lower branches begin to
asymptote to the velocity of light, but the upper one crosses the electron
cyclotron resonance while the lower one experiences the resonance, finally
making a transition to the electron sound wave.

Both figures 6.3 and 6.4 are similar to figures given by Stringer[42], but
differ in some important ways. Some transitions which occur slowly in the
original diagrams occur much more rapidly here or not at all, so the nature
of the transitions is less evident. Several transitions in the original figures are
not due to the equations given here or there.
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FIGURE 6.4
Dispersion curves for an underdense plasma. Solid lines are from the low
frequency dispersion relation (LFDR), equation (6.56), while the dot-dash
lines are from the WPDR, equation (6.65). The box near N is magnified in
figure 6.5.

The region which has both high frequency and large k, which we may call
the electrostatic region, we may neglect ωci compared to ω and also take
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FIGURE 6.5
Magnified area near N from the warm plasma dispersion relation (WPDR) in
figure 6.4.

ω � kce (except where ω ' ωce cos θ). In this case equation (6.74) reduces to

ω2

k2λ2
Di(ω2 − k2c2i )

= 1 +
1

k2(λ2
Di + λ2

De)
(6.75)

with solution

ω2 = k2c2i

[
1 +

Te
Ti(1 + k2λ2

De)

]
. (6.76)

This gives ω = kcs for kλDe � 1 and ω = kci for kλDe � 1. The transition
occurs when kρs ∼ c/VA which is equivalent to kλDe = 1. This transition
is evident in both Figure 6.3 with kρs = c/VA = 103 and Figure 6.4 with
kρs = c/VA = 10. This transition is missing from the LFDR, but evident
from either the ESDR or the WPDR.

The other root behaves as ω = ωce cos θ as k →∞, which is the K to L→∞
branch in Figure 6.3. This may be seen by multiplying equation (6.74) by
k2λ2

De and letting k2 → ∞ (holding ω fixed) whereupon the left hand side
tends towards infinity as k2λ2

De, the first term on the right tends toward zero,
and the second term also tends towards zero unless the denominator vanishes,
so we have

ω2 ' ω2
ce cos2 θ − ω2(ω2

ce − ω2)
k2c2e

' ω2
ce cos2 θ

[
1− ω2

ce sin2 θ

k2c2e

]
. (6.77)
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6.4.3 Parallel and perpendicular propagation

The general character of the waves does not change greatly from the results
above until θ → 0 or θ → π/2. As the angle of propagation approaches
zero, the only significant change is that the transition regions become more
localized and the transitions become sharper so that the coupling between
the cold plasma waves and the thermal waves occurs only when the phase
velocity is very close to one of the acoustic speeds. At θ = 0, the R-wave and
the L-wave are decoupled from thermal motions, but the plasma wave (a high
frequency mode) remains coupled.

As the angle θ → π/2, the lowest frequency branch is essentially unchanged
except that the resonant frequency ω = ωci cos θ → 0 as cos θ → 0.

The intermediate frequency branch, however, which is the shear Alfvén
wave at the low frequency end with ω/k = VA cos θ, never experiences the ion
cyclotron resonance when VA cos θ < cs and propagates relatively smoothly
up to its resonance at ω = ωce cos θ � ωce where it makes a transition to
resonance.

The higher frequency branch, which is the magnetoacoustic branch at low
frequencies, propagates at the Alfvén speed until it reaches the greater of
ωce cos θ or the lower hybrid frequency where it makes a transition over to the
ion-acoustic wave with vp = cs, or in the extreme case, to ci.

6.4.4 Summary of fluid waves

The differences between cold plasma waves and the fluid plasma waves may
now be seen to be due to the coupling of acoustic branches with the cold
plasma waves. The L, R, and X waves simply tend towards infinity as they
approach resonance, and the new feature is an acoustic wave with much lower
phase velocity than the Alfvén wave which would cross these resonances if
there were no coupling. The coupling, however, prevents a simple crossing
and instead takes each resonant cold wave and converts it to an acoustic wave,
and the original acoustic wave then converts to the resonant wave. Whether
the acoustic wave propagates at the ion-acoustic speed cs or the ion thermal
speed (or for the high frequency branches, the electron thermal speed) is less
obvious, and depends on the details of the dispersion relation.

In a homogeneous plasma, these waves are all linearly independent and
energy does not couple from one branch to another in the transition regions.
In inhomogeneous plasmas, however, where a transition region is approached
in space, the waves are no longer independent and energy is coupled from one
branch to another. For example, wave energy originating on branch O3, the
low frequency ion-acoustic branch, may couple some energy across from L to
I by tunneling across the transition zone, and the remaining energy proceeds
along the normal branch towards M. This kind of coupling is called linear
mode conversion.

We also note that each of the transition regions violate the conditions for
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the validity of the fluid equations, except for the ion-acoustic wave transitions
with Te � Ti, since the moment expansion depended on the phase velocity
being large compared to the thermal speed. Thus we would expect significant
modifications of the dispersion relation near these regions from a full kinetic
analysis, and we saw in Chapter 5 that both collisionless damping and mod-
ification of the dispersion do indeed occur when thermal effects are kept to
higher order. The value of the fluid equations thus lies more in their ability
to indicate the kinds of cold plasma wave – acoustic wave couplings that do
occur than in an accurate description of all the thermal effects.





7

TRANSPORT IN A NONUNIFORM GAS

In the next three chapters, we will calculate the various transport coefficients
that depend on collisions. These will include the pressure tensor, viscosity,
thermal diffusion, and in electron-ion plasmas, the electrical conductivity. In
the process, we will discuss entropy and show that maximizing the entropy
will give the recipe we need to evaluate these various coefficients. We will
also prove that the Maxwellian distribution is the equilibrium distribution.
In each successive chapter, we will treat progressively more difficult plasma
models and will apply the general methods introduced in this chapter to each
case, ending with a plasma in a magnetic field.

In this chapter, we consider a simple nonuniform gas with only one charged
species and no magnetic field. We assume a charge density of infinitely mas-
sive particles of opposite sign so that the gas is charge neutral. In the next
chapter, we will extend the treatment to two species, electrons and one ion
species, still with no magnetic field. In the final chapter, we will add the
effects of the magnetic field in a one-fluid model, developing the equations
of magnetohydrodynamics (MHD). The general development follows that of
Marshall[44].

7.1 Boltzmann equation

Our basic equation for a simple gas is the Boltzmann equation(
∂

∂t
+ v · ∇+ a · ∇v

)
F = ∆F (7.1)

where a is the acceleration. The ∆F represents collisional effects. If Ψ is any
function of r, v, and t, we define the average of Ψ by

〈Ψ〉 ≡ 1
n

∫
dv FΨ (7.2)

where we use the shorthand expressions dv = dvx dvy dvz and dr = dxdy dz
and where

n ≡
∫

dv F . (7.3)
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The average or drift velocity is

u ≡ 〈v〉 =
1
n

∫
dv Fv . (7.4)

The random velocity is
w ≡ v − u . (7.5)

The kinetic temperature is defined by

3
2kBT ≡

1
2m〈w

2〉 =
1
n

∫
dv F 1

2mw
2 . (7.6)

The pressure tensor is given by

P ≡ pαβ = nm〈wαwβ〉 = m

∫
dv F wαwβ (7.7)

where α and β run through x, y, z. We use the summation convention that if
α or β are repeated, they are to be summed. There are only six independent
components of the pressure tensor since pαβ = pβα. The heat flux is given by

q ≡ 1
2
nm〈w2w〉 =

∫
dv F

1
2
nmw2w . (7.8)

Integrating over v, we find

∂n

∂t
+∇ · (nu) = 0 , Continuity equation. (7.9)

Since particles are conserved, the collision term vanishes. Multiplying by mv
and integrating, we find

ρ
∂u

∂t
+ ρu · ∇u = −∇ · P + ρ〈a〉 , Momentum equation (7.10)

and again the collision term vanishes because momentum is conserved in
collisions. If we now multiply by 1

2mv
2 and integrate over velocity, we find∫

dv 1
2mv

2 ∂F

∂t
+
∫

dv 1
2mv

2v · ∇F +
∫

dv 1
2mv

2a · ∇vF =
∫

dv 1
2mv

2∆F .

(7.11)
The first two terms may be written

∂

∂t

(
1
2nm〈v

2〉
)

=
∂

∂t

(
1
2nmu

2
)

+
∂

∂t

(
1
2nm〈w

2〉
)

∇ ·
(

1
2nm〈v

2v〉
)

= ∇ ·
(

1
2nmu

2u
)

+∇ ·
(

1
2nmu〈w

2〉
)

+∇ · (nmu · 〈ww〉) +∇ ·
(

1
2nm〈w

2w〉
)
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while the third term may be written as∫
dv 1

2mv
2a · ∇vF = 1

2m

∫
dv∇ · (v2aF )− 1

2m

∫
dvF∇v · (v2a)

= 1
2m

∮
Fv2a · dSv − 1

2m

∫
dvFv2∇v · a

−m
∫

dvFv · a

= −ρu · a− ρ〈w · a〉

where the surface integral in velocity space vanishes as |v| → ∞ because
F → 0, and we assume a is velocity independent in the absence of a magnetic
field. These result in

D

Dt

(
3
2
nkBT

)
=

3
2
kBT

Dn

Dt
−∇ · q − P · ∇u+ ρ〈w · a〉 (7.12)

or
3
2
nkB

DT

Dt
= −∇ · q − P · ∇u+ ρ〈w · a〉 (7.13)

where
D

Dt
≡ ∂

∂t
+ u · ∇ .

Problem 7.1 Fill in the missing steps between equations (7.11) and (7.13).

7.2 Collision symmetries

Without specifying the interaction force law, there are certain symmetries
characteristic of any collision model. We begin by specifying one particle
with velocity v before the collision and velocity v′ after the collision, and
the other particle has velocity s before the collision and velocity s′ after the
collision. The velocity of the center of mass is invariant in the collision, such
that

vcm = 1
2 (v + s) = 1

2 (v′ + s′) (7.14)

and the relative velocities are

g = s− v g′ = s′ − v′

so that
s = vcm + 1

2g s′ = vcm + 1
2g
′ (7.15)

and
v = vcm − 1

2g v′ = vcm − 1
2g
′ . (7.16)
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Since energy is conserved, we have

1
2m(v2 + s2) = 1

2m(v′2 + s′
2) (7.17)

and using equations (7.15) and (7.16), we find that

g = g′ (7.18)

or that the magnitude of the relative velocities is equivalent before and after.
The geometry of a collision is illustrated in Figure 7.1 which shows the relative
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FIGURE 7.1
Collision trajectory.

velocity g before the collision and the relative velocity g′ after the collision,
having been deflected through an angle θ. The asymptotic distance from
the action center is b before and after the collision from the conservation of
angular momentum and is called the impact parameter. The deflection angle
θ will be determined from the law of interaction as a function of b, but this
law will be discussed later. The plane of interaction (the plane of the paper)
is taken to be at an angle φ relative to a fixed plane.

We consider collisions that occur in a volume dr in a time interval between
t and t+ dt between particles with velocities between v and v+ dv and s and
s + ds, respectively and with impact parameters between b and b + db and
the azimuthal angle between φ and φ + dφ. Assuming that we can neglect
correlations with other particles, the number of collisions is proportional to
the number of particles in the range drdv, i.e., to F (r,v, t)drdv and to the
number of particles in the range ds that are in a cylinder in space of length
gdt and of base area bdbdφ. The number of such collisions is therefore

F (r,v, t)F (r, s, t)g bdbdφ dr dv dsdt . (7.19)

For these collisions, the final velocities lie between v′ and v′+dv′ and between
s′ and s′ + ds′ where v′ and s′ depend on v, s, b, and φ through the law of
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interaction. It may be shown quite generally that

dv′ ds′ = dv ds . (7.20)

There is a close relationship between inverse collisions, illustrated in Figure
7.2, where the initial velocities are v′ and s′ and the final velocities are v and
s with the same b and φ. The number of these inverse collisions is

F (r,v′, t)F (r, s′, t)g′ bdbdφdr dv′ ds′ dt

which is equivalent to

F (r,v′, t)F (r, s′, t)g bdbdφdr dv dsdt . (7.21)
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FIGURE 7.2
Inverse Collision trajectory.

The collisions of equation (7.19) scatter particles out of the range dv while
the collisions of equation (7.21) scatter particles into the range dv, so the net
number of particles scattered into the range dv is

dv dr dt
∫

ds
∫ 2π

0

dφ
∫ d

0

db bg[F (v′)F (s′)− F (v)F (s)]

where d is the maximum value of b which we take to be the Debye length, λD.
Hence, the expression for ∆F in equation (7.1) is

∆F (r,v, t) =
∫

ds
∫ 2π

0

dφ
∫ d

0

db bg[F (v′)F (s′)− F (v)F (s)] (7.22)

where v′ and s′ are functions of v, s, b, and φ through the law of interaction.
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7.3 Collision theorems

If Ψ is any property of the particles that depends on the position, velocity,
and time, then the mean value of Ψ is 〈Ψ〉, and the rate of change of this
mean value is from equation (7.2),

〈∆Ψ〉 =
1
n

∫
dvΨ∆F (v) (7.23)

=
1
n

∫
dvdsdφdb bgΨ(v)[F (v′)F (s′)− F (v)F (s)] . (7.24)

We could also derive an expression for 〈∆Ψ〉 from equation (7.19). Equation
(7.19) is the number of collisions of a specified type in which v changes to
v′. For each collision, Ψ changes by an amount Ψ(v)−Ψ(v′). Therefore, the
total rate of change of 〈Ψ〉 due to collisions can also be written as

〈∆Ψ〉 =
1
n

∫
dv dsdφdb bg[Ψ(v′)−Ψ(v)]F (v)F (s)] . (7.25)

We prove that these expressions are equivalent, beginning with the first term
in equation (7.24) which is

1
n

∫
dv dsdφdb bgΨ(v′)F (v′)F (s′) . (7.26)

We can then change variables from v and s to v′ and s′ and by equation (7.20),
the Jacobian is unity. Then from equation (7.18), we may replace g by g′ so
that this becomes

1
n

∫
dv′ ds′ dφ db bg′Ψ(v)F (v′)F (s′) .

Now by symmetry, v is the same function of v′, s′, b, and φ as v′ is of v, s,
b, and φ. Hence, this last expression may be written as

1
n

∫
dv ds dφ db bgΨ(v′)F (v)F (s) . (7.27)

This result along with the second term of equation (7.24) is equation (7.25).
Because all particles are equivalent equation (7.25) may also be written as

〈∆Ψ〉 =
1

2n

∫
dv dsdφdb bg[Ψ(v′) + Ψ(s′)−Ψ(v)−Ψ(s)]F (v)F (s) ,

which, in the same way that equation (7.26) is equivalent to equation (7.27),
can be shown to be

〈∆Ψ〉 = − 1
2n

∫
dv dsdφdb bg[Ψ(v′) + Ψ(s′)−Ψ(v)−Ψ(s)]F (v′)F (s′) .
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By adding these last two equations and dividing by 2, we have yet another
formula,

〈∆Ψ〉 =
1

4n

∫
dv dsdφdb bg[Ψ(v′) + Ψ(s′)−Ψ(v)−Ψ(s)]

×[F (v)F (s)− F (v′)F (s′)].

These various formulas may be summarized as

〈∆Ψ〉 =
1
n

∫
dvΨ(v)∆F (v) (7.28)

=
1
n

∫
dv dsdφdb bgΨ(v)[F (v′)F (s′)− F (v)F (s)] (7.29)

=
1
n

∫
dv dsdφdb bg[Ψ(v′)−Ψ(v)]F (v)F (s) (7.30)

=
1

2n

∫
dv dsdφdb bg[Ψ(v′) + Ψ(s′)−Ψ(v)−Ψ(s)]F (v)F (s) (7.31)

= − 1
4n

∫
dv dsdφdb bg[Ψ(v′) + Ψ(s′)−Ψ(v)−Ψ(s)]

×[F (v′)F (s′)− F (v)F (s)]. (7.32)

The derivation of these expressions has depended only on the symmetries
of the problem. It is evident that if Ψ is 1, mv, or 1

2mv
2, then 〈∆Ψ〉 vanishes

from the conservation laws. Because these laws uniquely determine the final
velocities in terms of the initial velocities and b and φ, it follows that only for
these choices of Ψ does 〈∆Ψ〉 vanish. It also follows that if 〈∆Ψ〉 vanishes, then
Ψ must be a linear combination of the “collision invariants,” 1, mv, and 1

2mv
2.

Since the particles also have spin, there are other invariants, but because the
Coulomb force is so much stronger than the spin interactions, we neglect
them. If the analysis were extended to include ionized molecules instead of
particles, then some modifications would be necessary because molecules may
convert kinetic energy into internal rotational and vibrational energy, so the
conservation of energy would need to be changed.

7.4 The equilibrium state

It is the purpose of this section to show that the system, if left to itself,
will approach an equilibrium state in which the distribution function will be
Maxwellian. Further properties, such as the uniformity of the temperature
and some restrictions on the drift velocity, will be included.

We begin with the quantity

S(t) = −kB
∫

dr
∫

dvF (r,v, t) lnF (r,v, t) . (7.33)
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We will show that in equilibrium, S will be the entropy of the system within
a constant. Differentiating with respect to time, we find

dS
dt

= −kB
∫

dr
∫

dv(1 + lnF )
∂F

∂t
. (7.34)

Substituting ∂F/∂t from equation (7.1), we find

1
kB

dS
dt

=
∫

dr
∫

dv(1 + lnF )v · ∇F +
∫

dr
∫

dv(1 + lnF )a · ∇vF (7.35)

−
∫

dr
∫

dv(1 + lnF )∆F . (7.36)

Taking the terms on the right one by one, the first may be written as∫
dr∇ ·

∫
dvF lnF

which can be transformed into a surface integral over the boundary of the
system ∮

dA ·
∫

dv vNF lnF (7.37)

where dA is a surface element and vN is the normal component of the velocity
at the surface. Assuming the wall of the container is either infinitely large
so the integral vanishes since F → 0 as v → ∞ or smooth so that every
particle bounces back elastically in which case F is an even function of vN
and equation (7.37) is an odd function of vN so the integral vanishes by
symmetry. Provided equation (7.37) does vanish, then the system must tend
to an equilibrium state with a Maxwellian distribution function, but if the wall
is not smooth or the wall leads to inelastic collisions, then the system will not
approach a Maxwellian. If, for example, the wall is continuously absorbing
energy, then the system cannot approach an equilibrium state.

Assuming equation (7.37) does vanish, then we are left with the second and
third terms in equation (7.36). The second may be written as∫

dr
∫

dv a · ∇vF lnF

which may be integrated by parts to obtain∑
α

∫
drdvβdvγ [aαF lnF ]vα=∞

vα=−∞

which vanishes because F tends to zero more rapidly than lnF tends to infinity
as |vα| → ∞. The last term is

−
∫

dr n∇〈1 + lnF 〉 .
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Then using equation (7.32), we have

dS
dt

=
kB
4

∫
dr
∫

dv dsdφ bdb g[lnF (v′) + lnF (s′)− lnF (v)− lnF (s)]

×[F (v′)F (s′)− F (v)F (s)]

which may be rewritten as

dS
dt

=
kB
4

∫
dr
∫

dv dsdφ bdb gF (v)F (s)
[
F (v′)F (s′)
F (v)F (s)

− 1
]

ln
F (v′)F (s′)
F (v)F (s)

.

The two factors, [F (v′)F (s′)/F (v)F (s) − 1], and ln[F (v′)F (s′)/F (v)F (s)],
are both positive or both negative depending on whether F (v′) F (s′) is greater
than or less than F (v)F (s). The product is therefore positive definite or zero,
so we may conclude that

dS
dt
≥ 0 . (7.38)

This requires that as the distribution function varies, it does so in such a
fashion that entropy increases. We will show later that it changes in such
a manner as to maximize the rate of change of entropy, subject to certain
restraints. It cannot increase indefinitely, since it can be shown that this
would require the energy content of the gas or plasma to increase indefinitely.
Therefore, it must eventually reach a state where S no longer increases, which
is the equilibrium state and the equality in equation (7.38) holds. In this state,
we have

F (v′)F (s′) = F (v)F (s)

for all collisions, and furthermore,

lnF (v′) + lnF (s′)− lnF (v)− lnF (s) = 0 . (7.39)

This requires that in the equilibrium state, F (v) must be a linear combination
of the collision invariants, so that

lnF (v) = a1 + a2mv + 1
2a3mv

2 (7.40)

where a1, a2, and a3 are independent of v. Equation (7.39) leads directly to
the solution

F (v) = a0e−
1
2ma3(v−a4)2 (7.41)

where a0 and a4 are new quantities independent of v and are related to the
quantities a1, a2, and a3.

The significance of these quantities may be seen first by substituting F (v)
from equation (7.41) into equation (7.3) and integrating to find the number
density as

n = a0

(
2π
ma3

)3/2

.
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The drift velocity from equation (7.4) is

u = a4

and the temperature as defined in equation (7.6) is

kBT =
1
a3
.

Hence the equilibrium state is characterized by

F (v) = f(v) ,

where
f(v) =

n

v3
t π

3/2
e−(v−u)2/v2t , (7.42)

where vt is a thermal speed given by

vt ≡
(

2kBT
m

)1/2

.

When we consider the spatial dependence of n, u, and T in this equilibrium
state, we find the possibilities by inserting equation (7.42) into the Boltzmann
equation, equation (7.1), and assuming no variation in time, we find

(v · ∇+ a · ∇v)f(v) = 0

since the right-hand side is zero. This gives, after dividing by f(v),

(w + u) ·
(
∇n
n
− 3

2
∇T
T

+
w2

v2
t

∇T
T

+ 2
w∇u
v2
t

)
− 2

a ·w
v2
t

= 0 , (7.43)

where
w ·w∇u = wαwβ∇αuβ .

Equation (7.43) must hold over all space and for all velocities w. This means
the coefficient of each power of w must vanish independently. We assume for
the remainder of this section that the acceleration, a, is independent of w.
The only term of order w2w is

w · w
2

v2
t

∇T
T

so
∇T = 0 ,

which means that the temperature is uniform in the equilibrium state (pro-
viding, of course, that collisions with the walls are elastic). The only term of
order w2 is

m

kBT
wαwβ∇αwβ



Transport in a Nonuniform Gas 175

which requires
∇αuβ +∇βuα = 0 , (7.44)

for all α and β, and the only nontrivial solution of this is

u = u0 + ω × r ,

where u0 and ω are constants. This means that the only drift motion is a
uniform drift plus a rotation with constant angular velocity ω. The term of
order w is

wα

[
∇α lnn+ 2

(uβ∇βuα − aα)
v2
t

]
and from equation (7.44),

∇βuα = −∇αuβ

so we have from setting the linear term to zero the result

a = 1
2∇(v2

t lnn− u2) . (7.45)

It follows that the curl of a vanishes so that it can be derived from the gradient
of a scalar

a = −∇V , (7.46)

so the force is conservative. Solving equations (7.45) and (7.46) for n, we find

n = n0 exp
(
−mV
kBT

+
u2

v2
t

)
, (7.47)

where the unexpected positive sign is correct. The term in u2 is due to the
centripetal acceleration and is largest where the velocity is greatest, or at the
outside of a rotating system.

The constant term in w is

u · ∇n
n

= u · ∇ lnn

which requires
u · ∇(V − 1

2u
2) = 0 .

But from equation (7.44),

u · ∇u2 = 2uαuβ∇αuβ = 0 .

This implies
u · ∇V = 0 ,

which leads to the conclusion that flows can only occur along equipotential
surfaces.
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Now that we know the equilibrium distribution function, we can calculate
the pressure tensor and the heat flow from equations (7.7) and (7.8) with the
result

pαβ = p δαβ = nkBTδαβ , (7.48)
q = 0 . (7.49)

Equation (7.48) demonstrates that at equilibrium, only hydrostatic forces are
present in the pressure tensor and equation (7.49) tells us that there is no
heat flow in equilibrium.

In the equilibrium state, the quantity S of equation (7.33) becomes

S = −kB
∫

dr n
[
ln
(

n

v3
t π

3/2

)
− 3

2

]
(7.50)

which is the entropy within an additive constant.

7.5 The mean free time theory

We discuss in this section the mean free path theory of kinetic processes such
as viscosity and thermal conduction. The theory is useful for insight, but is
not entirely consistent. For a simple plasma, it gives the same qualitative
results as the more nearly complete method described in the next section.
The theory is commonly called a “mean free path” theory, but we will treat
it more as a “mean free time” theory since this approach can more easily be
extended to the case with magnetic fields. We will begin with the exact theory
before going over to the common theory in order to make the approximations
more evident.

The basic idea of the theory is to follow the motion of each particle from the
time it last suffered a collision. This will enable us to relate the distribution
function to its form prior to the last collision. It is simply another way to
solve the Boltzmann equation.

Between collisions, the motion of a single particle is especially simple and
given by Newton’s Law with a simple constant acceleration such that the
solution of the equation of motion is simply

v = v0 + a(t− t0) (7.51)
r = r0 + v0(t− t0) + 1

2a(t− t0)2 (7.52)

where r0 and v0 are the coordinate and velocity at time t0.
Let τ(r,v, t) be the mean time between collisions for a particle at r with

velocity v at time t. The number of collisions in a volume dr in the interval
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between t and t+ dt with velocities between v and v + dv is

dr dv dt
F (r,v, t)
τ(r,v, t)

.

Comparing this with equation (7.19) we may observe that

1
τ(r,v, t)

=
∫

dsdφ bdb gF (r, s, t) .

We now define p(t) to be the probability that a particle survives without
making a collision up to time t given that it made a collision at time zero. To
find p(t), we consider this probability at a later time t+ dt. The probability
that a particle survives up to time t + dt is the probability it survives up
to time t minus the probability that it suffers a collision in the time interval
between t and t+ dt. This latter is the probability that it survives up to time
t times the probability that it suffers a collision in the interval dt. Therefore,

p(t+ dt) = p(t)− p(t)dt
τ
, (7.53)

which, if τ were constant, would have the solution

p(t) = e−t/τ .

Actually, however, τ in equation (7.53), τ is the collision time for a particle
with position r, velocity v, at time t, where r and v are given in terms of
the position and velocity at time zero by equations (7.51) and (7.52). A more
nearly precise solution is therefore given by

p(t) = exp
(
−
∫ t

0

dt′

τ(t′)

)
. (7.54)

Now in order to calculate the coefficients of thermal conductivity and vis-
cosity, it is necessary to evaluate the number of particles crossing an element
of area in time dt with velocities in a certain range. In general, the theory
is formulated to give this directly, but since this number is related to F , we
may alternatively regard the theory as an attempt to calculate F , i.e., to solve
Boltzmann’s equation. We now endeavor to do just this.

The number of particles in a given volume between r0 and r0 + dr0 with
velocities in the range between v0 and v0 + dv0 at time t0 is, by definition,

dr0 dv0 F (r0,v0, t0) . (7.55)

Consider now those particles of this set that suffered their last collision in the
time interval between t and t+dt, (t < t0). These are the particles that suffer
a collision in the time interval between t and t+ dt between r0 and r0 + dr0

such that their final velocities after the collision lie in the range between v
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and v + dv where r and v are given in terms of r0 and v0 from equations
(7.51) and (7.52) with

dr = dr0 dv = dv0 .

The number of such particles is given by integrating equation (7.21) over s,
φ, and b to give

dr dv dt
∫

dsdφ bdb gF (r,v′, t)F (r, s′, t) (7.56)

which by using equation (7.22) in Boltzmann’s equation can also be written
as

dr dv dt
[
F (r,v, t)
τ(r,v, t)

+
(
∂

∂t
+ v · ∇+ a · ∇v

)
F (r,v, t)

]
. (7.57)

Not every one of these particles contribute to the set given by equation (7.55),
however, since some may suffer more than one collision in the interval t0 − t.
The probability they do survive is given by

exp
(
−
∫ t0

t

dt1
τ(r1,v1, t1)

)
(7.58)

where

v1 = v0 + a(t1 − t0) ,
r1 = r0 + v0(t1 − t0) + 1

2a(t1 − t0)2 .

We now multiply equation (7.57) by equation (7.58), integrate over all t and
equate to equation (7.55) to find

F (r0,v0, t0) =
∫ t0

−∞
dt exp

(
−
∫ t0

t

dt1
τ(r1,v1, t1)

)[
F (r,v, t)
τ(r,v, t)

+
(
∂

∂t
+ v · ∇+ a · ∇v

)
F (r,v, t)

]
. (7.59)

This formula relates the distribution function at time t0 to the distribution
function at an earlier time t. No approximations have been made so that
equation (7.59) is exact.

In the mean free time theory, we now use an iteration method to solve a
formula that is equivalent to equation (7.59),

F (r0,v0, t0) =
∫ t0

−∞
dt exp

(
−
∫ t0

t

dt1
τ(r1,v1, t1)

)∫
dsdφ bdb gF (r,v′, t)F (r, s′, t)

(7.60)
where we used equation (7.56) in place of equation (7.57). We cannot use
equation (7.59) directly because any distribution would satisfy the equation.
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The procedure we use is to insert an approximate expression for F on the
right-hand side of equation (7.60) and integrate to get a better approximation.

The first step is to insert a Maxwellian distribution into the right-hand side
of equation (7.60). This approximation is good if the collision time is short
compared to any macroscopic relaxation time for the plasma. This means we
let

F (r,v′, t)F (r, s′, t) = f(r,v, t)f(r, s, t) ,

where f(r,v, t) is a Maxwellian at r at time t. If we now ignore the change of
the collision time over the path of the particle, then equation (7.60) becomes

F (r0,v0, t) =
∫ t0

−∞
dt exp

[
t− t0

τ(r0,v0, t0)

] ∫
dsdφ bdb gf(r,v, t)f(r, s, t)(7.61)

=
∫ t0

−∞
dt exp

(
t− t0
τ0

)
f(r,v, t)

τ0
, (7.62)

where τ0 is shorthand for τ(r0,v0, t0).
The next step is to expand f(r,v, t) in powers of t− t0 such that

f(r,v, t) = f(r0,v0, t0) + (t− t0)
(
∂

∂t0
+ v0 · ∇0 + a · ∇v0

)
f(r0,v0, t0)

+O(t− t0)2 (7.63)

where

∇0 = êx
∂

∂x0
+ êy

∂

∂y0
+ êz

∂

∂z0

∇v0 = êx
∂

∂vx0

+ êy
∂

∂vy0
+ êz

∂

∂vz0
.

Ignoring the terms of order (t− t0)2, which is equivalent to ignoring terms of
order τ2, and then integrating over t yields

F (r,v, t) = f(r,v, t)− τ
(
∂

∂t
+ v · ∇+ a · ∇v

)
f(r,v, t) , (7.64)

where we have dropped the subscript 0. We now, without any justification at
this point, write the result of the normal mean free time theory as

F (r,v, t) = f(r,v, t)− τnw · ∇
(

m

2πkBT

)3/2

e−(v−u)2/v2t

= f(r,v, t)− τn
[
w · ∇T ∂

∂T
+ wα(∇αuβ)

∂

∂uβ

]
1

v3
t π

3/2
e−(v−u)2/v2t

= f(r,v, t)
[
1 + τ

(
3
2
− w2

v2
t

)
w · ∇T
T

− 2τ
v2
t

wαwβ∇αuβ
]
. (7.65)
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This expression resembles the result we would get by using the Maxwellian
f(r,v, t) in equation (7.64) and presuming the density to be uniform so that
∇n = 0. In fact, equation (7.65) is qualitatively correct to this order and
can be made quantitatively correct by modifying only a few terms so that it
becomes

F (r,v, t)=f(r,v, t)
[
1 + τ

(
5
2
−w

2

v2
t

)
w · ∇T
T

− 2τ
v2
t

(wαwβ − 1
2w

2δαβ)∇αuβ
]
.

(7.66)
The details of this expression are given in the beginning of the next section.
The essential idea is that the term ∂f/∂t in equation (7.64) involves ∂n/∂t,
∂u/∂t, and ∂T/∂t, and these three quantities are related to the spatial deriva-
tives ∇n, ∇αuβ , and ∇T by the equations of motion. When these relations
are used to eliminate the time derivatives in equation (7.64), one finds that
many terms cancel leaving one with equation (7.66).

Now we have no justification for this last step from normal theory, but
even if we had, it has inherent difficulties. If we were to insert the non-
Maxwellian parts of F into the right-hand side of equation (7.60), it would
lead to terms comparable to the non-Maxwellian terms on the right-hand
side of equation (7.66). Furthermore, in going from equation (7.61) to equa-
tion (7.62), it is inconsistent to take into account the differences between
f(r,v, t) and f(r0,v0, t0) and ignore the variation of τ over the trajectory of
the particle. Thus we expect equation (7.66) to be only qualitatively correct.

A better procedure is to assume a small departure from Maxwellian and
solve for this departure self-consistently. For this, we assume

F (r,v, t) = f(r,v, t)[1 + ϕ(r,v, t)] (7.67)

where ϕ is small, so that using this in equation (7.60), we obtain to first order
in ϕ the result

F (r0,v0, t0)[1+ϕ(r0,v0, t0)] =
∫ t0

−∞
dt e(t−t0)/τ

∫
dsdφ bdb g f(r,v, t)f(r, s, t)

+ τ

∫
dsdφ bdb g f(r0,v0, t0)f(r0, s0, t0)

×[ϕ(v′0) + ϕ(s′0)] . (7.68)

Using the expansion of equation (7.63) and the arguments leading to equa-
tion (7.66), we find (dropping the subscript 0),

f(w)ϕ(w) = τ f(w)
(

5
2
− w2

v2
t

)
w · ∇T
T

− f(w)
2τ
v2
t

wαwβ∇αuβ

+ τ2

∫
dsdφ bdb g f(w)f(s)

[(
5
2
− s

2

v2
t

)
s · ∇T
T

− 2
v2
t

sαsβ∇αuβ
]

+ τ

∫
dsdφ bdb g f(w)f(s)[ϕ(w′) + ϕ(s′)] . (7.69)
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This equation, however, is more difficult to solve for ϕ than the equation
obtained by substituting equation (7.67) directly into the Boltzmann equation.
This is the approach that was used by Chapman and Cowling[49].

Qualitatively, equation (7.66) is correct, and substituting it into the defini-
tion of the pressure tensor of equation (7.7), we obtain the formula,

pαβ =
(
p+

2
3
µ∇ · u

)
δαβ − µ(∇αuβ +∇βuα) , (7.70)

so, for example,

pxx = p+
2
3
µ∇ · u− 2µ

∂ux
∂x

,

pxy = −µ
(
∂uy
∂x

+
∂ux
∂y

)
= pyx ,

and similarly for the other terms where p is the hydrostatic pressure and µ is
the coefficient of viscosity.

Similarly, if we substitute equation (7.66) into the definition of the heat flux
vector, equation (7.8), we find

q = −λ∇T

where
λ =

5kB
2m

nkBTτ .

7.6 The formal theory of kinetic processes

In this section we describe the method of Chapman and Cowling[49] for solving
the Boltzmann equation by successive approximations. This method will not
provide an accurate representation of the distribution function, but it will
give accurate expressions for the pressure tensor and the heat flux vector. For
many applications, this is sufficient.

We begin by assuming that collisions are most important in determining the
distribution function and that to a first approximation, we have a Maxwellian
distribution at each point in space. We then calculate corrections to this first
approximation. We indicate this process mathematically by writing equa-
tion (7.1) as(

∂

∂t
+ v · ∇+ a · ∇v

)
F =

1
η

∆F

=
1
η

∫
dsdφ bdb g [F (v′)F (s′)− F (v)F (s)] . (7.71)
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We will eventually set η to unity since it is only a formal expansion parameter,
but it will help us to group the terms in the expansion. We write

F = F (0)(1 + ηϕ+ η2ψ + · · ·) , (7.72)

where by keeping more and more terms, we obtain the successive approxima-
tions.

Substituting equation (7.72) into equation (7.71) and setting the coefficients
of each power of η to zero, we obtain a set of equations which, in principle,
give a complete solution of equation (7.71). We will only keep the first two
equations because it gets too difficult very rapidly.

The first equation, of order 1/η, is

1
η

∫
dsdφ bdb g [F (0)(v′)F (0)(s′)− F (0)(v)F (0)(s)] ,

whose solution is

F (0)(r,v, t) = f ≡ n

v3
t π

3/2
e−(v−u)2/v2t , (7.73)

which is the Maxwellian distribution.
The terms on the right-hand side of equation (7.71) that are independent

of η are∫
dsdφ bdb g {f(v′)f(s′)[ϕ(v′) + ϕ(s′)]− f(v)f(s)[ϕ(v) + ϕ(s)]} , (7.74)

and since
f(v′)f(s′) = f(v)f(s) ,

the result may be written as∫
dsdφ bdb g f(v)f(s)[ϕ(v′) + ϕ(s′)− ϕ(v)− ϕ(s)] . (7.75)

The terms that are independent of η coming from the last two terms on the
left-hand side of equation (7.71) are

(v ·∇+a ·∇v)f = − m

kBT
fa ·w+

∂f

∂n
v ·∇n+

∂f

∂uα
vβ∇βuα+

∂f

∂T
v ·∇T (7.76)

where it is apparent that

∂f

∂n
=
f

n
∂f

∂uα
=

2f
v2
t

wα (7.77)

∂f

∂T
= − f

T

(
3
2
− w2

v2
t

)
.
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The terms that are independent of η coming from the first term on the left-
hand side of equation (7.71) require more care, such that

∂f

∂t
=
∂f

∂n

∂n

∂t
+

∂f

∂uα

∂uα
∂t

+
∂f

∂T

∂T

∂t
, (7.78)

and we can substitute for ∂n/∂t, ∂uα/∂t, and ∂T/∂t from equations (7.9),
(7.10), and (7.13). We must be aware, however, that in our expansion ap-
proach, some of these terms are higher order in η. The pressure tensor in
equations (7.10) and (7.13) and the heat flux tensor in equation (7.13) are
given to zero order in η by equations (7.48) and (7.49). Therefore, to deter-
mine ∂n/∂t, ∂uα/∂t, and ∂T/∂t to zero order in η, we use

∂n

∂t
+∇ · (nu) = 0

∂u

∂t
+ (u · ∇)u = −1

ρ
∇p+ a (7.79)

3
2
nkB

∂T

∂t
+

3
2
nkBu · ∇T = −p∇ · u .

Substituting into equation (7.78) using equation (7.77) and adding to equa-
tion (7.76), it is found that many terms cancel and after some tedious algebra,
we obtain an equation for ϕ,

f(v)
[
2($α$β − 1

3$
2δαβ)∇αuβ − ( 5

2 −$
2)w · ∇ lnT

]
=
∫

dsdφ bdb g f(v)f(s)[ϕ(v′) + ϕ(s′)− ϕ(v)− ϕ(s)] , (7.80)

where $ is the normalized random velocity such that

$ = w/vt . (7.81)

Problem 7.2 Work out the left-hand side of equation (7.71) by using equa-
tions (7.76) and (7.78) along with equations (7.77) and (7.79) to show that
equation (7.80) has the proper form.

If we now turn our attention to the terms of order η in equation (7.71), we
can derive the next approximation to the distribution, but we shall not carry
the process any further, since all of the higher order terms involve second
derivatives of the drift velocity and temperature or products of first deriva-
tives, so for slowly varying quantities, we may expect these terms to be small.
For shock waves, they could be important, but no evidence has yet been found
in experiments for them.

Before we attempt to solve equation (7.80), it will be convenient to introduce
a notation for the tensor that appears on the left-hand side of equation (7.80).
Let

($0$)αβ ≡ $α$β − 1
3$

2δαβ . (7.82)
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Since equation (7.80) is linear in ϕ, it follows that the solution is of the form

ϕ(v) = −Bαβ∇αuβ −Aα∇α lnT , (7.83)

where the tensor B satisfies

−2f(v)$0$ =
∫

dsdφ bdb g f(v)f(s)[B(v′) + B(s′)− B(v)− B(s)] (7.84)

and the vector A satisfies

f(v)( 5
2 −$

2)w =
∫

dsdφ bdb g f(v)f(s)[A(v′) +A(s′)−A(v)−A(s)] .

(7.85)
From the form of these equations, it is apparent that the tensor B is of the
form

B = $0$B($2) (7.86)

where B($2) is some scalar function of the magnitude $2. Similarly, it is
clear that

A = $A($2) (7.87)

where A($2) is some scalar function of the magnitude $2.
We have thus reduced the problem to solving for the scalar quantities A

and B. In addition to being solutions of equations (7.84) and (7.85) we must
impose the condition on A and B that

〈w〉 = 0

or that
1
n

∫
dv f(v)[1 + ϕ(v)]w = 0 .

Substituting for ϕ(v) from equation (7.83) and for A and B from equations
(7.87) and (7.86), this becomes

1
π3/2

∫
d$ e−$

2
$2A($2) = 0 , (7.88)

and there is no corresponding condition on B($2).
We now have an exact solution for ϕ(v) if we can find A and B exactly. One

reasonable method is to take them to be power series in $2 with undetermined
coefficients such that, for example,

A = c0 + c1$
2 + c2$

4 + · · · .

It is much more convenient to rearrange the terms of this expansion and
redefine the coefficients so that we may write

A = a0 + a1( 5
2 −$

2) + a2( 35
8 −

7
2$

2 + 1
2$

4) + · · ·

=
∞∑
m=0

amS
m
3
2

($2) (7.89)
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where Smn ($2) is a Sonine polynomial defined by

Smn ($2) ≡
m∑
j=0

(−1)j(m+ n)!
(n+ j)!(m− j)!

$2j

j!
. (7.90)

For these polynomials, if n is a half integer, we must take

n! = Γ(n+ 1) = n(n− 1)(n− 2) · · · 5
2

3
2

√
π

2
.

For this case, the Sonine polynomials are equivalent to the Generalized La-
guerre polynomials which are tabulated in Abramowitz and Stegun[55] except
that the notation reverses the superscripts and subscripts such that

L(α)
m (x) =

m∑
j=0

Γ(m+ α+ 1)(−1)j

Γ(α+ j + 1)(m− j)!
xj

j!
. (7.91)

For x = $2, they are equivalent. The normalization and orthogonality rela-
tions are (letting x→ $2)

∫ ∞
0

e−$
2
$2α+1L(α)

m ($2)L(α)
n ($2) d$ =

{
0 , m 6= n ,

Γ(m+ α+ 1)
2m!

, m = n .
(7.92)

In equation (7.89), we used n = α = 3
2 for convenience, but for B, it turns out

to be more convenient to use n = α = 5
2 , so that

B = b0 + b1( 7
2 −$

2) + b2( 63
8 −

9
2$

2 + 1
2$

4) + · · ·

=
∞∑
m=0

bmS
m
5
2

($2) =
∞∑
m=0

bmL
5
2
m($2) . (7.93)

For the complete solution, we need to know all of the am and bm, but before
we solve for the coefficients, we examine how the pressure tensor and heat
flux vector depend on them.

Substituting equation (7.89) into equation (7.88), switching from the Sonine
to the associated Laguerre polynomials, we find∑

m

am
1

π3/2

∫ ∞
0

d$ e−$
2
$2L

3
2
m($2) = 0 .

Performing the integrals over the angles which introduces a factor of 4π$2

and recalling that L
3
2
0 ($2) = 1, this may be written as∑

m

am
4π
π3/2

∫ ∞
0

d$ e−$
2
$4L

3
2
m($2)L

3
2
0 ($2) = 0 ,
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so that the orthogonality integral leads to the simple result,

a0 = 0 . (7.94)

The heat flux vector is defined by equation (7.8). Then using F from
equation (7.72), ϕ from equation (7.83), and A and B from equations (7.87)
and (7.86), this becomes

qγ =
∫

dv f
[
1−∇αuβ($0$)αβB($2)−∇α lnT$αA($2)

] 1
2
mw2wγ .

The term in B clearly vanishes because it is odd in the random velocity w.
Then substituting A from equation (7.89) using equation (7.81) and remem-
bering equation (7.94), the other term becomes

qγ = − 1
T
∇αT nkBTvt

∞∑
m=1

am
1

π3/2

∫
d$ e−$

2
$2$α$γL

3
2
m($2) .

The integral vanishes unless α = γ, and we may replace $2
γ by 1

3$
2 to give

qγ = −∇γT nkBvt
∞∑
m=1

am
4π

3π3/2

∫ ∞
0

d$ e−$
2
$6L

3
2
m($2) (7.95)

since
5
2L

3
2
0 ($2)− L

3
2
1 ($2) = $2 ,

and the final integral can be written as∫ ∞
0

d$ e−$
2
$4
[

5
2L

3
2
0 ($2)− L

3
2
1 ($2)

]
L

3
2
m($2) =

15
√
π

16
(δm,0 − δm,1) .

Hence, equation (7.95) becomes

qγ = 5
4nkBvta1∇γT . (7.96)

If the coefficient of thermal conduction, λ, is defined by

qγ ≡ −λ∇γT , (7.97)

then
λ = − 5

4nkBvta1 . (7.98)

The important point to notice is that in equations (7.96) and (7.98), only the
coefficient a1 is involved. While we need all the am and bm to describe the
distribution function, only a1 is involved in the thermal conductivity.

Turning our attention to the pressure tensor defined by equation (7.7),
we use F from equation (7.72), ϕ from equation (7.83), and A and B from
equations (7.87) and (7.86), to find

pαβ = m

∫
dvwαwβf

[
1−∇γuε($0$)γεB($2)−∇γ lnT$γA($2)

]
.



Transport in a Nonuniform Gas 187

This time, the term involving A vanishes because it is odd in the random
velocities. The first term also vanishes unless α = β and is

δαβnmv
2
t

1
π3/2

∫
d$$2

αe−$
2

= δαβnkBT = δαβp .

The second term is

−nmv2
t∇γuε

1
π3/2

∫
d$ e−$

2
$α$β{$γ$ε − 1

3$
2δγε}B($2) , (7.99)

which requires special attention. If γ 6= ε, then the second term in the bracket
contributes nothing while the first term contributes only if γ = α and ε = β
or if γ = β and ε = α. Therefore, if α 6= β, equation (7.99) is

−2p(∇αuβ +∇βuα)
1

π3/2

∫
d$$2

α$
2
βe−$

2
B($2) = −pb0

2
(∇αuβ +∇βuα) .

On the other hand, if α = β = γ = ε, then the second term in the bracket of
equation (7.99) gives

2p(∇ · u)
1

9π3/2

∫
d$ e−$

2
$4B($2) =

5
6
pb0(∇ · u) ,

while the first term in the bracket gives

−2p∇αuα
1

π3/2

∫
d$ e−$

2
$4
αB($2)

−2p
∑
γ 6=α

(∇γuγ)
1

π3/2

∫
d$ e−$

2
$2
α$

2
γB($2)=−b0p

2

3∇αuα +
∑
γ 6=α

∇γuγ


=−b0p

(
1
2∇ · u+∇αuα

)
,

where ∇αuα does not indicate a sum in this case.
Collecting these results, we find that

pαβ = − 1
2pb0(∇αuβ +∇βuα) , α 6= β ,

pαα = p
[
1 + 1

3b0(∇ · u)− b0∇αuα
]
, α = β .

(7.100)

In general, therefore, we have

pαβ = [p+ 2
3µ(∇ · u)]δαβ − µ(∇αuβ +∇βuα) , (7.101)

where
µ = 1

2nkBTb0 (7.102)

is the coefficient of viscosity. We note that only the coefficient b0 is needed
for the coefficient of viscosity. This means that we are interested in only b0
and a1.
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Problem 7.3 Evaluate the various velocity integrals involved in the pressure
tensor.

To complete this section, we describe the formal variation procedure used
by Hirschfelder et al.[50] which in principle enables us to find all of the am
and bm. In practice, it gives excellent approximations to b0 and a1, which are
the only ones we really want.

If G and H are any properties of the particles, we define

G : H ≡

{∑
GαHα = G ·H , if G and H are both vectors,∑
α,β GαβHβα = GαβHβα , if G and H are both tensors.

(7.103)

We then define what we call “collision integrals” as

[G,H] ≡ − 1
n2

∫
dvdsdφ bdb g f(v)f(s)G(v) : [H(v′)+H(s′)−H(v)−H(s)] .

(7.104)
By symmetry, this is also

[G,H] = − 1
2n2

∫
dvdsdφ bdb g f(v)f(s)[G(v) +G(s)] :

[H(v′) +H(s′)−H(v)−H(s)]

or

[G,H] = − 1
4n2

∫
dvdsdφ bdb g f(v)f(s)[G(v′) +G(s′)−G(v)−G(s)] :

[H(v′) +H(s′)−H(v)−H(s)] .

From this last form, one may notice that

[G,G] ≥ 0 . (7.105)

Now the equations that we need to solve, equations (7.84) and (7.85), are
of the form

R(v) =
∫

dsdφ bdb g f(v)f(s)[T (v′) + T (s′)− T (v)− T (s)] , (7.106)

where R and T are either vectors or tensors, and R is known and T is to
be found. Let t(v) be any trial solution of this equation subject only to the
condition that∫

dv t(v) : R(v) =
∫

dvdsdφ bdb g f(v)f(s)t(v) : [t(v′) + t(s′)− t(v)− s(s)]

= −n2[t, t] . (7.107)

But from equation (7.106),∫
dv t(v) : R(v) = −n2[t, T ] ,
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so provided t is chosen to satisfy equation (7.107),

[t, t] = [t, T ] . (7.108)

Now consider
[t− T, t− T ] = [t, t]− 2[t, T ] + [T, T ] .

By equation (7.105), this is positive or zero, so that using equation (7.108),

[t, t] ≤ [T, T ] ,

or using equation (7.107)

− 1
n2

∫
dv t(v) : R(v) = [t, t] ≤ [T, T ] . (7.109)

This is the relation upon which the variation procedure is based. We first
choose a trial function with as many undetermined parameters as is conve-
nient. In our case, we take the trial functions to be

A = $A($2) = $
∞∑
m=1

amL
3
2
m($2) (7.110)

or

B = $0$B($2) = $0$
∞∑
m=0

bmL
5
2
m($2) (7.111)

depending upon whether we are considering equation (7.85) or equation (7.84),
respectively. We then take all but a few of the am and bm to be zero. For
example, in equation (7.110), the first trial function is obtained by putting all
the coefficients am to zero except a1. A second trial function giving a better
result is obtained by putting all except a1 and a2 equal to zero. The third
trial function takes a1, a2, and a3 to be nonzero. Having picked our trial
function, we then ensure that the coefficients are such that equation (7.109)
is satisfied and then we maximize either the left or right hand side of this
equation. Those values of the coefficients which give the maximum value give
the best approximation to the correct answer. As we shall see in the next
section when we apply this variation method, this procedure gives excellent
values for a1 and b0 very rapidly.

7.7 Results of the variational procedure

We now endeavor to use the variational procedure to finally obtain the coef-
ficients of viscosity and thermal conduction.
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Considering equation (7.84) first, we see by comparing this equation with
the general form of equation (7.106) that

R(v) = −2f(v)$0$ .

If we use equation (7.111) for t(v), then we find the left-hand side of equa-
tion (7.109) to be

− 1
n2

∫
dv t(v) : R(v) =

2
n2

∞∑
m=0

bm

∫
dv f(v)($0$) : ($0$)L

5
2
m($2)

=
2
n

∞∑
m=0

bm
1

π3/2

∫
d$ ($α$β − 1

3$
2δαβ)

×($α$β − 1
3$

2δαβ)L
5
2
m($2)e−$

2

=
3

4n

∞∑
m=0

bm
1

π3/2

∫
d$$4L

5
2
m($2)e−$

2

=
5b0
n
. (7.112)

This leads to the result that equation (7.109) becomes

5b0
n

=
∑
m,m′

bmbm′
[
$0$L

5
2
m($2),$0$L

5
2
m′($

2)
]

1
< [T, T ] (7.113)

where the notation [f1($), f2($)]1 indicates a collision integral between like
particles for any functions f1($) and f2($). These integrals are evaluated in
Appendix B.

The variational problem is now relatively easy because of the simple form
on the left-hand side of equation (7.113). We only need to find the largest
value of b0 that equation (7.113) will allow. The simple form of the left-hand
side of equation (7.113) is another consequence of the use of the Sonine or
Generalized Laguerre polynomials. From the general principles of variational
methods, we may expect a relatively good value for b0 with quite poor trial
functions, which in this case means with only a few nonzero coefficients. From
equation (7.102), we see that µ is directly proportional to b0, so we expect a
relatively good value for µ.

By including more and more nonzero coefficients, we will obtain successive
approximations to b0 which we will denote as

[b0]1 , [b0]2 , [b0]3 , · · · etc.

with corresponding approximations to µ,

[µ]1 , [µ]2 , [µ]3 , · · · etc.
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Each time we improve the trial function, we will obtain a larger value for b0,
so that

[b0]1 < [b0]2 < [b0]3 , · · · etc.

and correspondingly,

[µ]1 < [µ]2 < [µ]3 , · · · etc. (7.114)

The first trial function is obtained by setting all of the coefficients except
b0 to zero. Equation (7.113) then becomes

5b0
n

= b20[$0$,$0$]1 < [T, T ] . (7.115)

This has only two possible solutions, either b0 = 0, or

[b0]1 =
5
n

[$0$,$0$]−1
1 ,

and this second solution is positive by equation (7.105). Therefore it is the
value that maximizes equation (7.115) in our first approximation. From equa-
tion (7.102), the corresponding value of µ is

[µ]1 =
5
2
kBT [$0$,$0$]−1

1 . (7.116)

The evaluation of integrals like the one that appears in equation (7.116) is
discussed in Appendix B. There it is shown that[

$0$,$0$
]
1

=
√

2ϕ =
e4ψ

8ε20
√
m(πkBT )3/2

, (7.117)

where m is the particle mass, e the particle charge, ψ = 2 ln Λ, and Λ ' 9ND
where ND is given by

ND = 4
3πnλ

3
D (7.118)

and is the number of particles in a Debye sphere where λD is the Debye
length. Because λD appears only in the logarithmic term, equation (7.118)
is insensitive to the precise value of the Debye length and adds minimum
uncertainty to the value of µ, whose first approximation is

[µ]1 =
20ε20π

3/2
√
m(kBT )5/2

e4ψ
. (7.119)

We now consider the next approximation to µ so that we can get an estimate
of how accurate equation (7.119) might be. For this case, we set all of the
coefficients in equation (7.113) to zero except b0 and b1 in the trial function.
This leads to

5b0
n

= b20
[
$0$,$0$

]
1

+ 2b0b1
[
$0$,$0$L

5
2
1 ($2)

]
1

+b21
[
$0$L

5
2
1 ($2),$0$L

5
2
1 ($2)

]
1
, (7.120)
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and the maximum value of b0 is the one where equation (7.120) has a real
solution for b1. This maximum value of b0 is therefore obtained from maxi-
mizing equation (7.120) as a function of b1 by setting the derivative of equa-
tion (7.120) with respect to b1 to zero with the result that

b1 = −b0b
(0,1)

b(1,1)
,

where we have defined

b(i,j) ≡
[
$0$L

5
2
i ($2),$0$L

5
2
j ($2)

]
1
, (7.121)

remembering that Lα0 (x) = 1 for any α. Inserting this value of b1 into equa-
tion (7.120), we find

5b0
n

= b20

[
b(0,0) − (b(0,1))2

b(1,1)

]
,

so that the only nonzero value for b0 is

[b0]2 =
5

nb(0,0)(1−∆b)
, (7.122)

where

∆b =

[
b(0,1)

]2
b(0,0)b(1,1)

.

Evaluating these integrals from Appendix B, we find

b(0,0) =
√

2ϕ , b(0,1) =
3
√

2
4
ϕ , b(1,1) =

205
√

2
48

ϕ ,

where

ϕ =
e4ψ

4ε20
√
m(2πkBT )3/2

,

so ∆b = 27/205 and
[b0]2 = 1.15 [b0]1 , (7.123)

so it follows that
[µ]2 = 1.15 [µ]1 . (7.124)

Since this second approximation makes a 15% correction, we may want to add
additional terms in the trial function.∗

∗W. Marshall finds [b0]2 = 1.025[b0]1 with ∆b = 5/205, but lists no values for b(0,1) or
b(1,1).
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Problem 7.4 Third order correction for b0. Show that [b0]3 is given by

[b0]3 = [b0]1

1−
[
b(0,1)

]2
b(2,2) − 2b(0,1)b(0,2)b(1,2) + b(1,1)

[
b(0,2)

]2
b(0,0)

{
b(1,1)b(2,2) −

[
b(1,2)

]2}
−1

,

and show that [b0]3 = 1.1583 [b0]1. Show also that if b(0,2) → 0 and b(1,2) → 0
that b(3)

0 → b
(2)
0 .

For the thermal conductivity of equation (7.85), we note the general form
of equation (7.106) is

R(v) = (5
2 −$

2)w = L
3
2
1 ($2)w .

Using the expression in equation (7.110) as t, we find

− 1
n2

∫
dv t : R = − 1

n2

∞∑
m=1

am

∫
dv f(v)L

3
2
1 ($2)w ·$L

3
2
m($2)

= − 15
4n
vta1

so that equation (7.109) becomes

− 15
4n
vta1 =

∑
m,m′

amam′
[
$L

3
2
m($2),$L

3
2
m′($

2)
]

1
< [T, T ] , (7.125)

so once again the variation method is very simple and consists of finding the
most negative value of a1 possible. We also have here a relationship similar
to equation (7.114) where

[λ]1 < [λ]2 < [λ]3 , · · · etc.

The first trial function is obtained by setting all of the coefficients to zero
except a1 so that equation (7.125) becomes

− 15
4n
vta1 = a2

1

[
$L

3
2
1 ($2),$L

3
2
1 ($2)

]
1
, (7.126)

which again has only two solutions. The first is a1 = 0, the second is

[a1]1 = − 15
4n
vt

[
$L

3
2
1 ($2),$L

3
2
1 ($2)

]−1

1
,

and this is the value that maximizes equation (7.126). The corresponding
value of the thermal conductivity is

[λ]1 =
75kB

16
v2
t

[
$L

3
2
1 ($2),$L

3
2
1 ($2)

]−1

1
. (7.127)
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This collision integral has exactly the same value as that in equation (7.117).
Therefore,

[λ]1 =
75π3/2ε20kB(kBT )5/2

√
me4 ln Λ

. (7.128)

The second approximation is obtained by setting all of the coefficients to zero
except for a1 and a2, so that equation (7.125) becomes

− 15
4n
vta1 = a2

1

[
$L

3
2
1 ($2),$L

3
2
1 ($2)

]
1

+ 2a1a2

[
$L

3
2
1 ($2),$L

3
2
2 ($2)

]
1

+a2
2

[
$L

3
2
2 ($2),$L

3
2
2 ($2)

]
1
, (7.129)

which, by analogy with equation (7.120), is maximized by

[a1]2 = [a1]1 (1−∆a)−1 ,

where

∆a =

[
a(1,2)

]2
a(1,1)a(2,2)

.

Defining these integrals by

a(i,j) ≡
[
$L

3
2
i ($2),$L

3
2
j ($2)

]
1
, (7.130)

and evaluating these collision integrals from Appendix B we find

a(1,1) =
√

2ϕ , a(1,2) =
3
√

2
4
ϕ , a(2,2) =

45
16

√
2ϕ ,

so ∆a = 1/5 and
[a1]2 = 1.25 [a1]1 . (7.131)

Therefore our second approximation gives

[λ]2 = 1.25 [λ]1 . (7.132)

In this case the second order correction leads to a 25% correction which is
almost twice the correction for the viscosity, but we still expect this result is
within a few percent, and we do not carry it further except as a problem.†

Problem 7.5 Third order correction for a1. Show that [a1]3 is given by

[a1]3 = [a1]1

1−
[
a(1,2)

]2
a(3,3) − 2a(1,2)a(1,3)a(2,3) + a(2,2)

[
a(1,3)

]2
a(1,1)

{
a(2,2)a(3,3) −

[
a(2,3)

]2}
−1

,

and show that [a1]3 = 1.264 [a1]1.

†W. Marshall finds [a1]2 = 1.08[a1]1 from ∆a = 3/41, but lists no values for a(1,2) or a(2,2).
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It may be noted that
[λ]1
[µ]1

=
15kB
4m

,

which is a well known result, but it is true only to first order. Using the
results of the problems above, an improved value is

[λ]3
[µ]3

= 1.091
15kB
4m

. (7.133)





8

TRANSPORT IN A NONUNIFORM
BINARY GAS

In this chapter we extend the treatment in the previous chapter to two
species[45], electrons and one ion species, still with no magnetic field. In
addition to recalculating the transport coefficients of the previous chapter,
we add the calculation of the electrical conductivity for the two-component
plasma.

8.1 The Boltzmann equations

With both electrons and ions, we need to define two distribution functions,
F1(r,v, t) and F2(r,v, t), referring to electrons and ions respectively. We can
derive Boltzmann equations giving the rate of change of these functions in the
same way as in Chapter 7. These are[

∂

∂t
+ v · ∇+

(
e1

m1
E +X

)
· ∇v

]
F1(r,v, t) = ∆F1(r,v, t) (8.1)[

∂

∂t
+ v · ∇+

(
e2

m2
E +X

)
· ∇v

]
F2(r,v, t) = ∆F2(r,v, t) . (8.2)

The force due to the electric field E is written explicitly, and X indicates
the acceleration due to any other force that might be present, but there is
no magnetic field considered in this chapter. Since the gas is presumed to be
made of electrons and singly charged ions, it follows that −e1 = e2 = e.

The right hand sides of these equations, representing the rates of change
due to collisions, are the sum of two parts, such that

∆Fi(r,v, t) =
2∑
j=1

∆jFj(r,v, t) . (8.3)

The term with j = 1 represents the rate of change of Fi due to collisions with
electrons, and the term with j = 2 represents that due to ions.
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8.2 The equations of hydrodynamics

The basic definitions and equations are the same as in Chapter 7 except that
now we add subscripts to designate which species and in some cases we need
the sum over species.

If Ψi is any property of particles i, depending in general on position, velocity,
and time, then the mean value of Ψi at the position r and time t is

〈Ψi〉 ≡
1
ni

∫
dvΨi(r,v, t)Fi(r,v, t)

where
ni ≡

∫
dv Fi(r,v, t) .

The partial mass densities are

ρi = nimi ,

and the total number density is

n =
∑
i

ni = n1 + n2 ,

and the total mass density is

ρ =
∑
i

ρi = n1m1 + n2m2 .

The mean velocities are

〈vi〉 =
1
ni

∫
dv vFi(r,v, t)

and the drift velocity is

u =
1
ρ

∑
i

ρi〈vi〉 .

The random velocity is
w ≡ v − u (8.4)

and the mean random velocities are

〈wi〉 =
1
ni

∫
dvwFi(r,v, t) . (8.5)

Because of equation (8.4),∑
i

ρi〈wi〉 = n1m1〈w1〉+ n2m2〈w2〉 = 0 . (8.6)
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The kinetic temperature is defined by

3
2nkBT ≡

∑
i

ni
1
2mi〈w2

i 〉 =
∑
i

1
2mi

∫
dvw2Fi . (8.7)

The pressure tensor is

P ≡ pαβ =
∑
i

ρi〈wiαwiβ〉 =
∑
i

∫
dv Fi wαwβ . (8.8)

The heat flux vector is

q ≡
∑
i

1
2 〈w

2
iwi〉 =

∑
i

1
2mi

∫
dv Fi w2

iwi . (8.9)

The charge density is

Q ≡
∑
i

niei = (n2 − n1)e . (8.10)

The total current is
J =

∑
i

niei〈vi〉 = Qu+ j

where
j =

∑
i

niei〈wi〉 = (n2〈w2〉 − n1〈w1〉)e (8.11)

is the conduction current and Qu is the convection current. From equa-
tion (8.6), this relationship for j can be rearranged as

j =
n1n2

ρ
(e1m2 − e2m1)(〈w1〉 − 〈w2〉)

= −n1n2

ρ
e(m2 +m1)(〈w1〉 − 〈w2〉) . (8.12)

The continuity equations are obtained by integrating equations (8.1) or
(8.2) to give∫

dv
∂Fi
∂t

+
∫

dv v · ∇Fi +
∫

dv
(
ei
mi
E +Xi

)
· ∇vFi =

∫
dv∆Fi .

These terms may be treated as in Chapter 7 to yield

∂ni
∂t

+∇ · (niu+ ni〈wi〉) = 0 . (8.13)

Multiplying this equation by mi and summing over i, we notice that the terms
involving 〈w1〉 and 〈w2〉 vanish from equation (8.6) and we are left with

∂ρ

∂t
+∇ · (ρu) = 0 , (8.14)
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or
Dρ
Dt

+ ρ∇ · u = 0 (8.15)

where
D
Dt
≡ ∂

∂t
+ u · ∇ .

These are alternative forms of the continuity equation.
The equation of motion is obtained by multiplying equations (8.1) or (8.2)

by m1vα or m2vα, respectively, integrating and adding to give

∑
i

∫
dvmivα

∂Fi
∂t

+
∑
i

∫
dvmivαv · ∇Fi +

∑
i

∫
dvmivα

(
ei
mi
E +Xi

)
· ∇vFi

=
∑
i

mivα

∫
dv∆Fi .

The right-hand side of this equation is the rate of change of momentum due
to collisions and is therefore equal to zero. The first term on the left-hand
side may be rewritten as

∂

∂t

∑
i

nimi〈viα〉 =
∂

∂t
(ρuα) .

The second term may be written

∇β
∑
i

nimi〈viαviβ〉 = ∇β
∑
i

nimi(uβuα + uβ〈wiα〉+ uα〈wiβ〉+ 〈wiαwiβ〉)

= ∇β(ρuβuα) +∇βpαβ

where equation (8.6) has been used again. The third term is

−
∑
i

nimmi

(
ei
mi

Eα + 〈Xiα〉
)

= −QEα −
∑
i

ρi〈Xiα〉 .

Collecting terms, the equation of motion becomes

∂

∂t
(ρuα) +∇β(ρuβuα) = −∇βpαβ +QEα +

∑
i

ρi〈Xiα〉 ,

which, using equation (8.14), is

ρ
Duα
Dt

= ρ

(
∂uα
∂t

+ u · ∇uα
)

= −∇βpαβ +QEα +
∑
i

ρi〈Xiα〉 . (8.16)

QE is the net electric force acting per unit volume of gas.



Transport in a Nonuniform Binary Gas 201

The energy equation is obtained by multiplying equations (8.1) or (8.2) by
1
2m1v

2 or 1
2m2v

2, respectively, integrating and adding to give∑
i

∫
dv 1

2miv
2

[
∂Fi
∂t

+ v · ∇Fi +
(
ei
mi
E +Xi

)
· ∇vFi

]
=
∑
i

∫
dv 1

2miv
2∆Fi.

(8.17)
The right-hand side is the rate of change of energy due to collisions and is
therefore zero. The first term on the left-hand side is

∂

∂t

∑
i

1
2nimi(u2 + 2u · 〈wi〉+ 〈w2

i 〉) =
∂

∂t

(
1
2ρu

2
)

+
∂

∂t

(
3
2nkBT

)
.

The second term is

∇ ·
∑
i

1
2nimi〈(u2 + 2u ·wi + w2

i )(u+wi)〉

= ∇ ·
(

1
2ρu

2u
)

+∇α(uβpβα) +∇ ·
(

3
2nkBTu

)
+∇ · q ,

and the third term is

−
∑
i

nimi

〈
(u+w)·

(
ei
mi
E+Xi

)〉
= −J ·E−u·

∑
i

ρi〈Xi〉−
∑
i

ρi〈wi ·Xi〉.

Collecting terms, equation (8.17) becomes

D
Dt
(

1
2ρu

2 + 3
2nkBT

)
= −

(
1
2ρu

2 + + 3
2nkBT

)
∇ · u−∇α(uβpβα)

−∇ · q + J ·E + u ·
∑
i

ρi〈Xi〉+
∑
i

ρi〈wi ·Xi〉.

The physical significance of each term in this equation is the following:

1. The left-hand side is the rate of change of the total energy (ordered
energy plus heat) per unit volume of an element of fluid moving with
the gas drift velocity.

2. The first term on the right-hand side represents the contribution to
this rate of change due to the increase of density [this may be seen by
substituting for ∇ · u from equation (8.15)].

3. The second term is the work done by the surface forces acting on the
element and is made up of two parts; −uβ∇αpαβ is the work done
in moving the element as a whole and pβα∇αuβ is the work done in
changing the shape and size of the element.

4. The third term is the heat flow into the element due to thermal conduc-
tion.

5. The fourth term is the Joule heating.
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6. The fifth term is the work done by the force X in moving the element
as a whole.

7. The sixth term is the work done by the force X on the random motions
of the particles.

Using equations (8.15) and (8.16), this equation can also be written as

D
Dt
(

3
2nkBT

)
= − 3

2nkBT (∇ ·u)− pβα∇αuβ −∇ · q+ j ·E +
∑
i

ρi〈Xi ·wi〉 .

(8.18)
Just as for a simple gas, for most problems we would be quite content

to obtain a solution to these equations of continuity, motion, and energy
without knowing the distribution functions Fi(r,v, t) accurately. However, in
order to do this we must first obtain expressions for the pressure tensor, heat
flux vector, and current and these can only be obtained from a solution of
Boltzmann’s equation for the distribution function. Later we shall show how
the procedure we used in Chapter 7 can be extended to consider this binary
gas and so give us good approximations with only a poor approximation to
the Fi.

Once we have these expressions for pαβ , q, and j, then in principle these
three conservation equations, together with the relevant Maxwell equations,
can be solved.

8.3 The collision terms

Collisions between like particles have been considered in Chapter 7. We shall
now consider collisions between unlike particles. We need only give a short
discussion because formally these collisions can be described in much the same
way as those in a simple gas.

Consider the collision between a particle of mass m1 and velocity v with a
particle of mass m2 and velocity s. Suppose after the collision the velocities
are v′ and s′ respectively. The velocity of the center of mass, G, must remain
constant, so

G =
m1v +m2s

m1 +m2
=
m1v

′ +m2s
′

m1 +m2
.

We define the relative velocities before and after the collision to be

g ≡ s− v , g′ ≡ s′ − v′ .

Therefore,
s = G+

m1

m1 +m2
g , s′ = G+

m1

m1 +m2
g′ ,

v = G− m1

m1 +m2
g , v′ = G− m1

m1 +m2
g′ .

(8.19)
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Then the conservation of energy gives

g = g′ . (8.20)

To complete the specification of the collision we must also give the geometry
of the collision and we do this, as in Chapter 7, by specifying the asymptotic
impact parameter, b, and the azimuthal angle, φ. Then the number of colli-
sions in a volume dr and time dt between particles 1 in the range v to v+ dv
and particles 2 in the range s to s+ ds such that the asymptotic distance of
approach lies between b and b+ db and the azimuthal angle φ to φ+ dφ is

F1(r,v, t)F2(r, s, t)g bdbdφdv dsdr dt .

In these collisions, the final velocities lie in the range v′ to v′ + dv′ and s′ to
s′+ds′ where v′ and s′ depend upon v, s, b, and φ and the law of interaction
between the particles. It can be shown quite generally that

dv′ ds′ = dv ds . (8.21)

The number of inverse collisions, where the initial velocities are v′ and s′

and the other specifications, b and φ, are the same, is

F1(r,v′, t)F2(r, s′, t)g′bdbdφdv′ ds′ dr dt ,

and from equations (8.20) and (8.21), this is equal to

F1(r,v′, t)F2(r, s′, t)g bdbdφdv dsdr dt .

For these collisions the final velocities are v and s. Hence the net number of
particles 1 scattered into the range v to v + dv by particles 2 is

dr dv dt
∫

ds
∫ 2π

0

dφ
∫ λD

0

bdb g[F1(v′)F2(s′)− F1(v)F2(s)] ,

where we have set the maximum interaction distance to be the Debye length,
λD. Hence the rate of change of the distribution function Fi(v) due to colli-
sions with particles j is

∆jFi(v) =
∫

ds
∫ 2π

0

dφ
∫ λD

0

bdb g[Fi(v′)Fj(s′)− Fi(v)Fj(s)] ,

where v′ and s′ are functions of v, s, b, and φ and the law of interaction
between the particles i, j. The total rate of change of Fi(v) due to collisions
is

∆Fi(v) =
2∑
j=1

∆jFi(v) . (8.22)
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If Ψi is any property of the particles i depending in general on velocity,
position, and time, then the rate of change due to collisions of the mean value
of Ψi is

∆〈Ψi〉 =
1
ni

∫
dvΨi(v)∆Fi(v) =

∑
j

∆j〈Ψi〉 , (8.23)

where

∆j〈Ψi〉 =
1
ni

∫
dvΨi(v)∆jFi(v)

=
1
ni

∫
dv dsdφ bdb gΨi(v)[Fi(v′)Fj(s′)− Fi(v)Fj(s)]

=
1
ni

∫
dv dsdφ bdb g[Ψi(v′)−Ψi(v)]Fi(v)Fj(s)

= − 1
2ni

∫
dv dsdφ bdb g[Ψi(v′)−Ψi(v)]

×[Fi(v′)Fj(s′)− Fi(v)Fj(s)] . (8.24)

These formulas for ∆j〈Ψi〉 can be proved equivalent by simple algebraic ma-
nipulation. In the special case when i = j, another formula is, by symmetry,

∆i〈Ψi〉 = − 1
4ni

∫
dv dsdφ bdb g[Ψi(v′) + Ψi(s′)−Ψi(v)−Ψi(s)]

×[Fi(v′)Fi(s′)− Fi(v)Fi(s)] . (8.25)

Using equation (8.25) and the last form of equation (8.24), we find that

2∑
i=1

ni∆〈Ψi〉 = n1∆1〈Ψ1〉+ n1∆2〈Ψ1〉+ n2∆1〈Ψ2〉+ n2∆2〈Ψ2〉 (8.26)

= −1
4

∫
dv dsdφ bdb g[Ψ1(v′) + Ψ1(s′)−Ψ1(v)−Ψ1(s)]

×[F1(v′)F1(s′)− F1(v)F1(s)]

= −1
2

∫
dv dsdφ bdb g[Ψ1(v′) + Ψ2(s′)−Ψ1(v)−Ψ2(s)]

×[F1(v′)F2(s′)− F1(v)F2(s)]

= −1
4

∫
dv dsdφ bdb g[Ψ2(v′) + Ψ2(s′)−Ψ2(v)−Ψ2(s)]

×[F2(v′)F2(s′)− F2(v)F2(s)]

= −1
4

∑
i,j

∫
dv dsdφ bdb g[Ψi(v′) + Ψj(s′)−Ψi(v)−Ψj(s)]

×[Fi(v′)Fj(s′)− Fi(v)Fj(s)] .

We shall use this last formula in the next section.
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8.4 The equilibrium state

In this section we shall prove that the system if left to itself will approach an
equilibrium state in which each of the distribution functions are of Maxwell
form. The proof is very similar to that given in Chapter 7 for a simple gas.

Consider the “entropy” of the gas defined as

S(t) ≡ −kB
∫

dr
∑
j

∫
dv Fj(r,v, t) lnFj(r,v, t) .

Then
dS
dt

= −kB
∫

dr
∑
j

∫
dv [1 + lnFj(r,v, t)]

∂

∂t
Fj(r,v, t) .

Substituting for ∂Fj/∂t from equation (8.1), this becomes

1
kB

dS
dt

= −
∫

dr
∑
j

∫
dv v · ∇[Fj lnFj ]

+
∫

dr
∑
j

∫
dv
(
ej
mj
E +Xj

)
· ∇v[Fj lnFj ]

−
∫

dr
∑
j

∫
dv [1 + lnFj(r,v, t)]∆Fj(r,v, t) .

As in Chapter 7, the first term can be transformed into an integral over
the surface of the container and vanishes if we assume elastic collisions with
the walls. The second term can be integrated by parts and is certainly zero
provided ∇ ·X is zero. The third term by equation (8.23) is

−
∫

dr
∑
j

nj∆〈1 + lnFj〉 .

Hence, by equation (8.26),

dS
dt

=
kB
4

∫
dr
∑
i,j

∫
dv dsdφ bdb g ln

[
Fi(v′)Fj(s′)
Fi(v)Fj(s)

]
[Fi(v′)Fj(s′)−Fi(v)Fj(s)].

Now the two principal factors in the integrand, [Fi(v′)Fj(s′)−Fi(v)Fj(s)] and
ln[Fi(v′)Fj(s′) /Fi(v)Fj(s)], are both positive or both negative according as
Fi(v′)Fj(s′) is greater or less than Fi(v)Fj(s). Thus the product is always
positive or zero, so that

dS
dt
≥ 0 .
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Thus the entropy increases until eventually a steady state is reached where
dS/dt is zero (since it cannot increase indefinitely). In this equilibrium state,

Fi(v′)Fj(s′) = Fi(v)Fj(s)
lnFi(v′) + lnFj(s′)− lnFi(v)− lnFj(s) = 0 (8.27)

for all collisions. It therefore follows that lnF must be a collision invariant.
From the fact that lnF1 is a collision invariant for collisions between parti-

cles 1 it follows, as in Chapter 7, that

F1(r,v, t) =
n1

v3
t1π

3/2
e−(v−u1)2/v2t1 ,

where v2
ti = 2kBTi/mi. Similarly, because lnF2 is invariant for collisions

between particles 2,

F2(r,v, t) =
n2

v3
t2π

3/2
e−(v−u2)2/v2t2 .

Then putting i = 1 and j = 2 in equation (8.27) gives

− (v′ − u1)2

v2
t1

− (s′ − u2)2

v2
t2

+
(v − u1)2

v2
t1

+
(s− u2)2

v2
t2

= 0

for all collisions. Thus,

T1 = T2 = T , and u1 = u2 = u .

Therefore, in the equilibrium state,

Fi(r,v, t) = fi(r,v, t) ,

where fi(r,v, t) is the Maxwellian distribution

fi(r,v, t) =
ni

v3
tiπ

3/2
e−(v−u)2/v2ti .

It is easy to show that, as for the simple gas, in this equilibrium state the
temperature is uniform and the most general drift velocity is

u = u0 + ω × r

where u0 and ω are constant vectors, and the number densities are given by

ni = ni0 exp[−(miUi + eiΦ)/kBT + u2/v2
ti] (8.28)

where Φ is the electrostatic potential and Ui is the potential from which Xi

is derived, i.e.,
Xi = −∇Ui .

For this equilibrium state, it is clear that

pαβ = pδαβ = nkBTδαβ (8.29)
q = 0 . (8.30)
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8.5 The formal theory of kinetic processes

In this section we again describe the method of Chapman and Cowling[49] for
solving the Boltzmann equations in a binary gas by successive approximations.
Just as in the simple gas we find that we will not obtain an accurate represen-
tation of the distribution function, but we will get quite accurate expressions
for the pressure tensor, the heat flux vector, and the electric current, i.e., for
the coefficients of viscosity, thermal conduction, and electrical conductivity.
This analysis also predicts the thermal diffusion effect which turns out to be
quite large for an ionized gas.

Just as for the simple gas, we begin by assuming that collisions are im-
portant in determining the distribution function and that to a first approxi-
mation, we have a Maxwellian distribution at each point in space. We then
calculate corrections to this first approximation. We indicate this process
mathematically by rewriting the Boltzmann equations as[

∂

∂t
+ v · ∇+

(
ei
mi
E +Xi

)
· ∇v

]
Fi

=
1
η

∆Fi =
1
η

∑
j

∫
dsdφ bdb g [Fi(v′)Fj(s′)− Fi(v)Fj(s)] . (8.31)

We will eventually set η to unity since it is only a formal expansion parameter,
but it will help us to group the terms in the expansion. We look for solutions
of the type

Fi = F
(0)
i (1 + ηϕi + η2ξi + · · ·) (8.32)

where by keeping more and more terms, we obtain the successive approxima-
tions. Substituting equation (8.32) into equation (8.31), the terms of order
1/η are ∑

j

∫
dsdφ bdb g [F (0)

i (v′)F (0)
j (s′)− F (0)

i (v)F (0)
j (s)] = 0 .

Since this is true for all v and for i = 1, 2, the only solution is the Maxwell
solution,

F
(0)
i (r,v, t) = fi(v) =

ni
v3
tiπ

3/2
e−(v−u)2/v2ti ,

where now F
(0)
i depends on r and t only through the dependence on ni, u,

and T .
We now consider the terms on the right-hand side that are independent of

η. These are∑
j

∫
dsdφ bdb g {fi(v′)fj(s′)[ϕi(v′) + ϕj(s′)]− fi(v)fj(s)[ϕi(v) + ϕj(s)]} ,
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which, because
fi(v′)fj(s′) = fi(v)fj(s) ,

may be written as∑
j

∫
dsdφ bdb g fi(v)fj(s)[ϕi(v′) + ϕj(s′)− ϕi(v)− ϕj(s)] .

The last two terms on the left-hand side of equation (8.31) give[
v · ∇+

(
ei
mi
E +Xi

)
· ∇v

]
fi(v)=

∂fi
∂ni

v · ∇ni +
∂fi
∂uα

v · ∇uα +
∂fi
∂T
v · ∇T

− mi

kBT
fiw ·

(
ei
mi
E +Xi

)
, (8.33)

where clearly

∂fi
∂ni

=
fi
ni
,

∂fi
∂uα

= 2fi
wα
v2
ti

,

∂fi
∂T

= −fi
T

(
3
2
− w2

v2
ti

)
.

The terms that are independent of η coming from the first term on the left-
hand side of equation (8.31) require more care, such that

∂fi
∂t

=
∂fi
∂ni

∂ni
∂t

+
∂fi
∂uα

∂uα
∂t

+
∂fi
∂T

∂T

∂t
, (8.34)

and we can substitute for ∂ni/∂t, ∂uα/∂t, and ∂T/∂t from the continuity
equations of equation (8.13), the momentum equation of equation (8.16) and
the energy equation of equation (8.18). We must be reminded again, however,
that in our expansion approach, some of these terms are higher order in η and
should be ignored. Thus in equation (8.13) to the order we are working, 〈wi〉
is zero so in equation (8.34) we replace ∂ni/∂t by

∂n
(0)
i

∂t
= −∇ · (niu) .

In equation (8.16), to zero order in η, the pressure tensor, pαβ , is pδαβ and so
in equation (8.34) we replace ∂uα/∂t by

∂u
(0)
α

∂t
= −(u · ∇)uα −

1
ρ
∇αp+

Q

ρ
Eα +

1
ρ

∑
i

ρiXiα .
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Finally, in the energy equation (8.18), to zero order in η, pαβ is pδαβ and q,
j, and 〈w〉 are zero, so in equation (8.34), we replace ∂T/∂t by

∂T (0)

∂t
= −(u · ∇)T − 2T

3
∇ · u .

Collecting together all these terms of zero order in η we find that many terms
cancel and finally we obtain

fi(v)
[
2($0

i$i)αβ∇αuβ −
(

5
2 −$

2
i

)
w · ∇ lnT +

n

ni
w · di

]
=
∑
j

∫
dsdφ bdb g fi(v)fj(s)[ϕi(v′) + ϕj(s′)− ϕi(v)− ϕj(s)] ,(8.35)

where $i is the dimensionless random velocity defined by equation (7.81),
and $0

i$i is a tensor defined by

($0
i$i)αβ ≡ $iα$iβ − 1

3$
2
i δαβ . (8.36)

The vector di is given by

di ≡ ∇
(ni
n

)
+

1
p

[
ni
n
− nimi

ρ

]
∇p− 1

p

ρiXi −
ρi
ρ

∑
j

ρj〈Xi〉


−1
p

(
niei −

ρiQ

ρ

)
E . (8.37)

Notice that if X is independent of velocity so that 〈Xi〉 = Xi, then

d1 + d2 = 0 . (8.38)

The analysis simplifies considerably if equation (8.38) is true so from now on
we shall assume Xi is velocity independent. This restriction is not a serious
one for probably the only force X need stand for is gravity and even this is
often unimportant.

Problem 8.1 Show that di has the form indicated in equation (8.37).

Equation (8.35) is a difficult integral equation to be solved for ϕ(v), the
first order correction to the distribution function. In principle we could now
go on to consider terms proportional to η in equation (8.31) and so get an
equation for the second order correction to Fi. But in fact this would be
very difficult and has never been done for a binary gas. These higher order
terms would give contributions to the distribution function proportional to
the second derivatives of the temperature and drift velocity and to products
of the first derivatives. Hence if all gradients are small it is reasonable to
neglect these higher order terms.
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We now discuss the solution of equation (8.35). Because it is linear in ϕ(v)
we can write immediately

ϕ1 = Bαβ1 ∇αuβ −A1 · ∇ lnT − nE1 · d1 (8.39)

ϕ2 = Bαβ2 ∇αuβ −A2 · ∇ lnT − nE2 · d1 (8.40)

where Bαβi is a tensor function and Ai and Ei are vector functions of wi

satisfying the equations

−2fi$0
i$i =

∑
j

∫
dsdφ bdb g fi(v)fj(s)

×[Bi(v′) + Bj(s′)− Bi(v)− Bj(s)] , (8.41)

fi
(

5
2 −$

2
i

)
w =

∑
j

∫
dsdφ bdb g fi(v)fj(s)

×[Ai(v′) +Aj(s′)−Ai(v)−Aj(s)] , (8.42)

− 1
n1
f1w =

∑
j

∫
dsdφ bdb g f1(v)fj(s)

×[E1(v′) +Ej(s′)−E1(v)−Ej(s)] , (8.43)

− 1
n2
f2w =

∑
j

∫
dsdφ bdb g f2(v)fj(s)

×[E2(v′) +Ej(s′)−E2(v)−Ej(s)] . (8.44)

From the form of these equations, B, A, and E must be of the form

Bi = $0
i$iB($2

i )
Ai = $iA($2

i ) (8.45)
Ei = $iE($2

i )

where Bi, Ai, and Ei are scalar functions of $2
i and the problem has been

reduced to calculating these functions.
There are some subsidiary conditions which these functions must satisfy to

ensure that ni, u, and T really are the number density, drift velocity, and
temperature, respectively. The number density is

ni =
∫

dv fi(1 + ϕi) = ni +
∫

dv fiϕi ,

so we must have ∫
dv fiϕi = 0 .

Substituting for ϕi from equations (8.39) and (8.40) and using equation (8.45)
we find that this equation is automatically satisfied for any A, B, and E , so
this gives no subsidiary condition.
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The temperature is given by

3
2nkBT =

∑
i

1
2mi

∫
dvw2Fi

so we must have
1
2mi

∫
dvw2fiϕi = 0 ,

which is also automatically satisfied.
Finally, the drift velocity must be given by

u =
1
ρ

∑
i

mi

∫
dv vFi

so we must have ∑
i

mi

∫
dv vfiϕi = 0 .

This equation does give a condition on A and E . Substituting for ϕi and
using equation (8.45) and changing variables from wi to $i by means of
equation (7.81) gives∑

i

ni
√
mi

1
π3/2

∫
d$i$

2
iAi($2

i )e
−$2

i = 0 (8.46)

and ∑
i

ni
√
mi

1
π3/2

∫
d$i$

2
i Ei($2

i )e
−$2

i = 0 . (8.47)

There is no subsidiary condition to be applied to Bi($2
i ).

Just as for the simple gas considered in Chapter 7, it is convenient at
this stage to express Ai, Bi, and Ei as an infinite series of Sonine, Smn , or
Generalized Laguerre, Lnm, polynomials. These were defined in Chapter 7,
and some polynomials we will need explicitly are

L
3
2
0 (y2) = 1 , L

3
2
1 (y2) = 5

2 − y
2 ,

L
5
2
0 (y2) = 1 , L

5
2
1 (y2) = 7

2 − y
2 .

Expanding in terms of these polynomials, we write

Ai($2
i ) =

∞∑
m=0

ami L
3
2
m($2

i ) , (8.48)

Ei($2
i ) =

∞∑
m=0

emi L
3
2
m($2

i ) , (8.49)

Bi($2
i ) =

∞∑
m=0

bmi L
5
2
m($2

i ) . (8.50)
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To obtain an exact solution for ϕi we need to know all the coefficients ami ,
bmi , and emi , but just as in the case for a simple gas, to obtain the coefficients
of viscosity, thermal conduction, etc., we need only a few of them. Later we
shall describe a variation method which is different from the method used
in Chapter 7 that can be used to give these few coefficients quite accurately
without too much work. Before describing this new method, we shall consider
what conditions equations (8.46) and (8.47) place on the coefficients and how
the physical quantities we are interested in are related to them.

Substituting equation (8.48) into the subsidiary condition of equation (8.46)
gives ∑

i

ni
√
mi

∑
m

ami
1

π3/2
4π
∫ ∞

0

d$i$
4
i e
−$2

iL
3
2
0 ($2

i )L
3
2
m($2

i ) = 0 ,

since L
3
2
0 ($2

i ) = 1. Evaluating the integral by equation (7.92) gives∑
i

ni
√
mia

0
i = n1

√
m1a

0
1 + n2

√
m2a

0
2 = 0

so

a0
2 = −n1

n2

(
m1

m2

)1/2

a0
1 . (8.51)

Similarly, equations (8.49) and (8.47) give the condition,

e0
2 = −n1

n2

(
m1

m2

)1/2

e0
1 . (8.52)

Now consider the pressure tensor defined by equation (8.8). Substituting
for Fi from equation (8.32) and for ϕi from equation (8.39) gives

pγε = pδγε −
∑
i

∫
dwi wiγwiεfi

[
∇αuβBαβi +Ai · ∇ lnT + nEi · di

]
.

On using equation (8.45) we find that the terms involving Ai and Ei vanish
so

pγε =
(
p+ 2

3µ∇ · u
)
δγε − µ(∇γuε +∇εuγ) (8.53)

where
µ = 1

2kBT (n1b
0
1 + n2b

0
2) . (8.54)

Thus to calculate the coefficient of viscosity we need to know only b01 and b02
accurately, while the other b-coefficients are relatively unimportant.

Now consider the mean random velocity, 〈wi〉, defined by equation (8.5).
Substituting for Fi from equation (8.32) and for ϕi from equation (8.39) gives

〈wi〉 = − 1
ni

∫
dwiwi fi

[
∇αuβBαβi +Ai · ∇ lnT + nEi · di

]
.
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On using equation (8.45) we find that the first term vanishes. The other terms
are

〈wi〉 = − 1
ni

∑
m

[ami ∇α lnT + emi d1α]
∫

dwiwi fi$iαL
3
2
m($2

i )

= − 1
3ni

∑
m

[ami ∇ lnT + emi d1]
∫

dwi fiwi ·$iL
3
2
m($2

i ) . (8.55)

The integral in equation (8.55) can be evaluated by changing variables from
wi to $i and using equation (7.92) with m′ = 0 to give I = 3

2nivtiδm,0.
Therefore,

〈wi〉 = − 1
2vti(a

0
i∇ lnT + ne0

id1) , (8.56)

and so, using equations (8.51) and (8.52)

〈w1〉 − 〈w2〉 = − vt1ρ

2n2m2
a0
i∇ lnT − nvt1ρ

2n2m2
e0
id1 .

This equation is frequently written as

〈w1〉 − 〈w2〉 = − n2

n1n2
[D12d1 +DT∇ lnT ] , (8.57)

where
D12 ≡

n1ρvt1
2nm2

e0
1 (8.58)

is called the diffusion coefficient, and

DT ≡
n1ρvt1
2n2m2

a0
1 (8.59)

is the thermal diffusion coefficient. It is also convenient to define the ratio

kT ≡
DT

D12
=

1
n

a0
1

e0
1

. (8.60)

From equations (8.12) and (8.37) we find

j = σ

[
E +

pρ

n1n2e(m2 +m1)
∇
(n1

n

)
+

(m2 −m1)
ne(m2 +m1)

∇p

− m1m2

e(m1 +m2)
(X1 −X2) +

pρ

n1n2e(m2 +m1)
kT

1
T
∇T
]
, (8.61)

where

σ =
n1n2n

2

pρ2
(e1m2 − e2m1)2D12 =

n2
1n2ne

2(m1 +m2)2vt1
2pρm2

e0
1 (8.62)
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is the electrical conductivity as usually defined. These expressions simplify
considerably if we ignore small terms ' m1/m2 and if we use the quasi-
neutrality approximation n1 − n2 � n. Then we find approximately,

j = σ

[
E +

1
2n1e

∇p− m1

e
(X1 −X2) +

2kB
e
kT∇T

]
, (8.63)

with

σ ' n2
1e

2vt1
2kBT

e0
1 .

From equation (8.63) we see that a conduction current flows because of the
electric field, the pressure gradient, the difference between the effects of the
nonelectromagnetic force, X1 − X2, and the temperature gradient. This
last effect is known as the thermal diffusion effect and was first predicted by
Chapman from this analysis and later discovered experimentally. In normal
gases it is a small effect but in ionized gases, because of the great difference
in mass between ions and electrons, it is quite important and comparable to
the other effects.

From these expressions we see that to calculate σ we need only to know the
coefficient e0

1 and to calculate the thermal effects we only need to know a0
1.

The last quantity we want to know is the heat flux vector q defined by
equation (8.9). Substituting for Fi from equation (8.32) and for ϕi from
equation (8.39) we get

q = −
∑
i

1
2mi

∫
dvw2wfi[B

αβ
i ∇αuβ +Ai · ∇ lnT + nEi · d1] .

Using equation (8.45) we find that the first term vanishes and we get

q = −
∑
i

1
6
mi

∑
m

[ami ∇ lnT + nemi d1]
∫

dvw2w ·$ifiL
3
2
m($2) . (8.64)

The integral in equation (8.64) can be evaluated by changing variables from
w to $i to give

I ≡ niv
3
ti

π3/2

∫
d$$4e−$

2
L

3
2
m($2) =

4πniv3
ti

π3/2

∫
d$$6e−$

2
L

3
2
m($2) .

We now write

$6 = −$4
(

5
2 −$

2 − 5
2

)
= −$4

[
L

3
2
1 ($2)− 5

2L
3
2
0 ($2)

]
and the integrals can be evaluated using equation (7.92) to give

I = −15niv3
ti

4
(δm,1 − δm,0) .
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Hence, equation (8.64) becomes

q = −λ′∇T +
5nkBT

4

∑
i

nivtie
1
id1 −

5kBn1vt1
4

a0
1

m2 −m1

m2
∇T

−5nkBTn1vt1
4

e0
1

m2 −m1

m2
d1 , (8.65)

where
λ′ = −5kB

4

∑
i

nivtia
1
i . (8.66)

The form of this expression is interesting. From equations (8.56), (8.51), and
(8.52), we notice that the last two terms are

5
2kBT (n1〈w1〉+ n2〈w2〉) ,

so equation (8.65) can be rewritten as

q = −λ′∇T + 5
2kBT (n1〈w1〉+ n2〈w2〉) +

5nkBT
4

∑
i

nivtie
1
id1 . (8.67)

Problem 8.2 Show

1. where the factor of 1
3 came from in obtaining equation (8.64), and

2. that equation (8.64) can be reduced to the form of equation (8.67).

There are several points of interest to note in this equation. The first term
represents the conduction of heat due to a temperature gradient. The second
term is the heat carried by the flux of particles (n1〈w1〉+n2〈w2〉) relative to
the drift velocity u, each particle carrying on average a heat energy 5

2kBT (the
reason why this is 5

2kBT and not 3
2kBT is explained below). The third term is

the heat flow produced by the force d1 and we shall see later that it is related
to the thermal diffusion effect. From the form of this equation it appears that
λ′ is the coefficient of thermal conduction but this is not so. The reason for
this is that, because of the thermal diffusion effect, a temperature gradient
tends to set up a current j as we see from equation (8.57) or equation (8.63).
Now the coefficient of thermal conduction is usually defined relative to a state
in which no current j flows, i.e., in such a state that a force d1 is set up which
just balances off the thermal diffusion effect. From equation (8.57) we see
that the force required is

d1 = −DT

D12

1
T
∇T = −kT

1
T
∇T

and this force produces additional heat flow through the last term of equa-
tion (8.58). We therefore define the coefficient of thermal conduction as

λ = λ′ +
5kB

4
kTn

∑
i

nivtie
1
i . (8.68)
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Notice that the second term of equation (8.58) can, using equation (8.6), be
written in the alternative form

5
2kBT (n1〈w1〉+ n2〈w2〉) =

5kBT
2ρ

n1n2(m2 −m1)(〈w1〉 − 〈w2〉)

so it vanishes when 〈w1〉 − 〈w2〉 vanishes, i.e., when j vanishes. In general,
from equation (8.57),

d1 = −kT
1
T
∇T − n1n2

n2D12
(〈w1〉 − 〈w2〉) . (8.69)

When we use this expression for d1 in equation (8.67) and use equation (8.68),
we obtain

q = −λ∇T + 5
2kBT (n1〈w1〉+n2〈w2〉)−

5kBTn1n2

4nD12

∑
i

nivtie
1
i (〈w1〉−〈w2〉) .

(8.70)
This is an alternate formula for q which is convenient to use when the current
j = 0, for then the second and third terms vanish. Later we shall see how the
coefficients e1

i are related to the thermal diffusion coefficient DT and then we
shall give another form for q.

At first sight it seems a little surprising that the second term of equations
(8.67) and (8.70) should turn up with a coefficient 5

2kBT instead of 3
2kBT

as we might naively have expected, but we can understand this from the
following argument. (n1〈w1〉 + n2〈w2〉) is the flux of particles crossing a
surface per unit area. Now each particle of the gas has on average an energy
3
2kBT but each particle contributing to this flux effectively contributes more
than 3

2kBT energy on average because the faster particles with the greater
energy contribute more to the flux. In other words, the higher energy particles
contribute more to the heat flow across some surface in the fluid not only
because of their higher energy but also because of the greater rate that they
cross the surface. We can verify that this term really does represent the energy
flow due to the flux of particles n1〈w1〉 + n2〈w2〉 by calculating the energy
flow relative to the mean velocity of the particles defined by

〈w〉 =
(n1〈w1〉+ n2〈w2〉)

n
.

The flux of particles relative to this velocity is

n1〈w1 − 〈w〉〉+ n2〈w2 − 〈w〉〉 = 0

and so, relative to this velocity, there should be no term like the second term
of equation (8.67) contributing to the heat flux. The α component of heat
flux relative to this velocity is

1
2n1m1〈(w1 − 〈w〉)2(w1 − 〈w〉)α〉+ 1

2n2m2〈(w2 − 〈w〉)2(w2 − 〈w〉)α〉 .
(8.71)
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Writing this out and remembering that

n1m1〈w1〉+ n2m2〈w2〉 = 0

gives

1
2n1m1[〈w2

1w1α〉 − 〈w2
1〉〈wα〉 − 2〈wβ〉〈w1βw1α〉 − 〈w2〉〈wα〉]

+ 1
2n2m2[〈w2

2w2α〉 − 〈w2
2〉〈wα〉 − 2〈wβ〉〈w2βw1α〉 − 〈w2〉〈wα〉] .

The first terms of these brackets just give qα. The second terms, on replacing
1
2mi〈w2

i 〉 by 3
2kBT , give − 3

2kBTn〈wα〉. The third terms give a contribution
when β = α of −kBTn〈wα〉, and the fourth terms give 1

2ρ〈w
2〉〈wα〉. Hence

the heat flux relative to the velocity 〈w〉 is

q − 5
2kBTn〈w〉 −

1
2ρ〈w

2〉〈w〉 .

The last term of this expression is a small term representing the difference
between what is called random and what is called ordered energy relative to
〈w〉 or to the drift velocity u. The important point to note is that, relative
to this velocity, the heat flux is given by equation (8.70) without the second
term. Hence this second term does represent the heat carried by the flux
(n1〈w1〉+ n2〈w2〉).

To sum up, we have seen that for many purposes we do not need to know
all the coefficients ami , bmi , or emi of the expansions of equation (8.45) but we
would like to have accurate expressions for the particular coefficients which
are related to the quantities of physical interest. These are a0

1, a0
2, a1

1, a1
2, b01,

b02, e0
1, e0

2, e1
1, and e1

2. We shall see that this is just what the variation method
gives us.

We have already seen that a0
2 and e0

2 are given in terms of a0
1 and e0

1 respec-
tively by equations (8.51) and (8.52). Before describing the variation method
we shall prove that e1

1 and e1
2 are simply related to a0

1. This shortens the list
of unknowns we have to calculate. The scalar product of equation (8.43) with
A1 integrated over velocities plus the scalar product of equation (8.44) with
A2 integrated is

− 1
n1

∫
dw f1w ·A1

+
1
n2

∫
dw f2w ·A2 =

∑
j

∫
dvdsdφ bdb g f1(v)fj(s)A1(v)

·[E1(v′) +Ej(s′)−E1(v)−Ej(s)]

+
∑
j

∫
dvdsdφ bdb g f2(v)fj(s)A2(v)

·[E2(v′) +Ej(s′)−E2(v)−Ej(s)] .
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The right-hand side can be rewritten as∫
dvdsdφ bdb g f1(v)f2(s)A1(v) · [E1(v′) +E1(s′)−E1(v)−E1(s)]

+
∫

dvdsdφ bdb g f1(v)f2(s)[A1(v) +A2(s)]

·[E1(v′) +E2(s′)−E1(v)−E2(s)]

+
∫

dvdsdφ bdb g f2(v)f2(s)A2(v) · [E2(v′) +E2(s′)−E2(v)−E2(s)]

which is easily shown to be equal to

−1
4

2∑
i,j=1

∫
dvdsdφ bdb g fi(v)fj(s)[Ai(v′) +Aj(s′)−Ai(v)−Aj(s)]

·[Ei(v′) +Ej(s′)−Ei(v)−Ej(s)] . (8.72)

The scalar product of equation (8.42) with Ei, integrated, and summed
over i is∑

i

∫
dw fi

(
5
2 − w

2
i

)
w ·Ei =

∑
i,j

∫
dvdsdφ bdb g fi(v)fj(s)Ei(v)

·[Ai(v′) +Aj(s′)−Ai(v)−Aj(s)] .

The right-hand side of this expression can also be shown to be equal to equa-
tion (8.72), hence we have the relation

− 1
n1

∫
dw f1w ·A1 +

1
n2

∫
dw f2w ·A2 =

∑
i

∫
dw fi

(
5
2 −$

2
i

)
w ·Ei .

(8.73)
Substituting from equation (8.45) for Ai and Ei and from equations (8.48)
and (8.49) for the expansions, these integrals can be evaluated by noting that

L
3
2
1 ($2) = 5

2 −$
2 , L

3
2
0 ($2) = 1

and using equation (7.92). This gives

15
4

∑
i

nivtie
1
i = − 3

2

[
vt1a

0
1 − vt2a0

2

]
= − 3

2vt1
ρ

n2m2
a0

1 .

The expression on the left is just that which we need to evaluate the terms
involving e1

1 in equations (8.68), (8.67), and (8.70). Substituting we find these
can be rewritten as

λ = λ′ − nkBρvt1
2n2m2

kTa
0
1

= λ′ − kBρvt1
2n2m2

(a0
1)2

e0
1

, (8.74)
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where we have used equation (8.60) to give kT ,

q = −λ′∇T + 5
2kBT (n1〈w1〉+ n2〈w2〉)−

nkBTρvt1
2n2m2

a0
1d1 (8.75)

and

q = −λ∇T + 5
2kBT (n1〈w1〉+n2〈w2〉) +

n1kBTρvt1
2nm2D12

a0
1(〈w1〉−〈w2〉) . (8.76)

8.6 The variation method

In this section we shall describe the variation method of Hirschfelder et al.[50]
as it applies to a binary gas. First, however, we shall prove some important
integral theorems.

If G, H, K, and L be any four functions of the same character (i.e., all
scalars, all vectors, or all tensors and all of the same dimensions) representing
some property of the particles, depending in general on position, velocity, and
time, and defined for both types of particles, then we define

[Gi, Hj ;Ki, Lj ]ij ≡
1

2ninj

∫
dvdsdφ bdb g fi(v)fj(s)

×[Gi(v′) +Hj(s′)−Gi(v)−Hj(s)]
: [Ki(v′) + Lj(s′)−Ki(v)− Lj(s)] (8.77)

where the symbol : indicates that the scalar product must be taken if the
quantities are vectors and the full scalar product must be taken if the quan-
tities are tensors. Equation (8.77) can also be written

[Gi, Hj ;Ki, Lj ]ij =− 1
ninj

∫
dvdsdφ bdb g fi(v)fj(s)[Gi(v) +Hj(s)]

: [Ki(v′) + Lj(s′)−Ki(v)− Lj(s)] (8.78)

=− 1
ninj

∫
dvdsdφ bdb g fi(v)fj(s)

[Gi(v′) +Hj(s′)−Gi(v)−Hj(s)] : [Ki(v)+Lj(s)] . (8.79)

To prove this we change variables in equation (8.78) from v and s to v′ and
s′. Then by equation (8.21),

dv ds = dv ′ds ,′

and by equation (8.20), g = g′, and by the form of fi(v),

fi(v)fj(s) = fi(v′)fj(s′) ,
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and hence equation (8.78) becomes

[Gi, Hj ;Ki, Lj ]ij =
1

2ninj

∫
dv′ds′dφ bdb g fi(v′)fj(s′)[Gi(v) +Hj(s)]

: [Ki(v′) + Lj(s′)−Ki(v)− Lj(s)] . (8.80)

This may be regarded as an integral over inverse collisions. Now in an inverse
collision, the final velocities v and s are the same functions of v′, s′, b, and φ
as v′ and s′ are of v, s, b, and φ in direct collisions. Hence, equation (8.80)
is equal to

[Gi, Hj ;Ki, Lj ]ij =
1

2ninj

∫
dvdsdφ bdb g fi(v)fj(s)[Gi(v′) +Hj(s′)]

: [Ki(v) + Lj(s)−Ki(v′)− Lj(s′)] . (8.81)

Adding equations (8.78) and (8.81) and dividing by 2 gives equation (8.77).
The equalities (8.78) and (8.79) can be proved in a similar fashion.

Clearly,
[Gi, Hj ;Ki, Lj ]ij = [Ki, Lj ;Gi, Hj ]ij .

Define

[G1;K1]12 ≡ [K1;G1]12 = [G1, 0;K1, 0]12

=
1

2n1n2

∫
dvdsdφ bdb g f1(v)f2(s)

×[G1(v′)−G1(v)] : [K1(v′)−K1(v)]

= − 1
n1n2

∫
dvdsdφ bdb g f1(v)f2(s)

×G1(v) : [K1(v′)−K1(v)] . (8.82)

[H2;L2]12 ≡ [L2;H2]12 = [0, H2; 0, L2]12

=
1

2n1n2

∫
dvdsdφ bdb g f1(v)f2(s)

×[H2(s′)−H2(s)] : [L2(s′)− L2(s)]

= − 1
n1n2

∫
dvdsdφ bdb g f1(v)f2(s)

×H2(s) : [L2(s′)− L2(s)] .

[G1;L2]12 ≡ [L2;G1]12 = [G1, 0; 0, L2]12

=
1

2n1n2

∫
dvdsdφ bdb g f1(v)f2(s)

×[G1(v′)−G1(v)] : [L2(s′)− L2(s)]
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= − 1
n1n2

∫
dvdsdφ bdb g f1(v)f2(s)

×G1(v) : [L2(s′)− L2(s)]

= − 1
n1n2

∫
dvdsdφ bdb g f1(v)f2(s)

×L2(s) : [G1(v′)−G1(v)] .

[Gi;Ki]i ≡ [Gi, 0;Ki,Ki]ii = [0, Gi;Ki,Ki]ii

=
1

2n2
i

∫
dvdsdφ bdb g fi(v)fi(s)

×[Gi(v′)−Gi(v)] : [Ki(v′) +Ki(s′)−Ki(v)−Ki(s)]

= − 1
n2
i

∫
dvdsdφ bdb g fi(v)fi(s)

×Gi(v) : [Ki(v′) +Ki(s′)−Ki(v)−Ki(s)] . (8.83)

This last expression is precisely the integral [G,K] defined in Chapter 7 for
collisions in a simple gas, except the subscripts i are required now, however,
to indicate whether the collision is between two electrons or between two ions.

Setting G = H = K = L in equation (8.77), the integrand on the right-hand
side becomes positive definite, hence

[Gi, Gj ;Gi, Gj ]ij ≥ 0 . (8.84)

8.6.1 Definition of {G;H}
We define the bracketed quantity

{G;H} ≡
∑
ij

ninj [Gi, Gj ;Hi, Hj ]ij (8.85)

= n2
1[G1, G1;H1, H1]11 + n2

2[G2, G2;H2, H2]22

+2n1n2[G1, G2;H1, H2]12 .

Then, using equations (8.82) to (8.83)

{G;H} = 2n2
i [G1, H1]1 + 2n2

2[G2, H2]2 + 2n1n2{[G1, H1]12

+[G1, H2]12 + [G2, H1]12 + [G2, H2]12} . (8.86)

From equations (8.84) and (8.85) it follows that

{G;G} ≥ 0 . (8.87)

This is a very important result.
Now consider the integral equations we want to solve, equations (8.41) to

(8.44). They are of the form

Ri(v) =
∑
j

∫
dsdφ bdb g fi(v)fj(s)[Ti(v′) + Tj(s′)− Ti(v)− Tj(s)] . (8.88)
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Here Ri is known, Ti is to be found, and both are either vectors or tensors.
Let ti(v) be a trial function, containing as many parameters as is convenient,
such that∑

i

∫
dvRi(v) : ti(v) ≡

∑
ij

∫
dvdsdφ bdb g fi(v)fj(s)

×ti(v) : [ti(v′) + tj(s′)− ti(v)− tj(v)]
= −n2

1[t1 : t1]1 − n1n2[t1, t2; t1, t2]12 − n2
1[t2; t2]2

= − 1
2{t; t} . (8.89)

Multiplying equation (8.88) by t1, integrating, and summing over i gives∑
i

∫
dvRi(v) : ti(v) = − 1

2{t;T} .

Hence, provided t satisfies equation (8.89) we also have

{t; t} = {t;T} . (8.90)

Now consider

{t− T ; t− T} = {t; t} − 2{t;T}+ {T ;T} .

By equation (8.87), this expression is positive or zero and hence substituting
for {t;T} from equation (8.90) we get

−2
∑
i

∫
ti : Ri dv = {t; t} ≤ {T ;T} . (8.91)

This equation is the basis of the variation method for the solution of the
equations of the form of equation (8.89). For the trial function t we use the
appropriate expansion in Sonine or Associated Laguerre polynomials given by
equation (8.45) and equations (8.48) through (8.50) with as many nonzero
coefficients as is convenient. We then ensure that the coefficients are such
that the first part of equation (8.91) is satisfied and maximize either side of
the equation. In practice, we always maximize the left-hand side because this
turns out to be easiest. In principle this variation method could give us all
the coefficients in the expansions, i.e., solve the equations exactly. In practice,
we use it to give quite accurate values for those few coefficients that we are
particularly interested in because it turns out that the method gives these
particular coefficients very easily.

8.6.2 The Davison function

We will sometimes use a variational method described by B. Davison[53]. We
first compare this method with the direct method of Chapter 7 which we will
use also. In general terms, we may write a function of several variables as

ax = r1x
2 + 2r2xy + 2r3xz + r4y

2 + r5z
2 + 2r6yz . (8.92)
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As a first approximation, we may set y = z = 0 and find that [x]1 = a/r1

where the subscript on x indicates the first approximation. For the next
approximation, we choose y and z nonzero, and then we maximize the term
on the left by differentiating the right-hand side with respect to y and z
and solving the two resulting equations for y and z in terms of x. We then
substitute these expressions into the original expression and solve it for [x]2.
From this second approximation to x, we can then solve for [y]2 and [z]2 to
complete the problem.

Davison suggested writing a general expression of the form

D(x, y, z) = ax− 1
2 [r1x

2 + 2r2xy + 2r3xz + r4y
2 + r5z

2 + 2r6yz] , (8.93)

and then maximizing D(x, y, z) with respect to x, y, and z, resulting in three
equations which are simultaneously solved for the three variables in terms of a.
The factor of 1

2 appears because the expression in terms of the ri is a quadratic
form. The need for this factor is evident from considering equation (8.93) with
y and z set to zero so that if we now differentiate with respect to x, we find

ax = r1x
2 ,

with solution [x]1 = a/r1. If we had constructed a Davison-type function as

D = ax− r1x
2 ,

then the derivative would have led to x = a/2r1 which is inconsistent. It is
the quadratic form that requires the factor of 1

2 to be consistent. Because this
type of quadratic form appears frequently, we will need this form.

Problem 8.3 Show that the direct method of solving equation (8.92) by
differentiating only with respect to y and z gives the same results for [x]2,
[y]2, and [z]2 as constructing the Davison function of equation (8.93) and
differentiating with respect to all three variables.

8.7 Results

8.7.1 Viscosity

In this section we shall apply the variation methods we have just described to
calculate the various quantities we want to know in terms of certain collision
integrals that are evaluated in Appendix B. Consider equation (8.41) first.
This will give us the coefficient of viscosity. We take as our trial function, t,
the expansion given by equations (8.45) and (8.50), i.e.,

ti = Bi = $0
i$iBi($2

i ) = $0
i$i

∞∑
m=0

bmi L
5
2
m($2

i ) .
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Comparing equation (8.41) to the general form of equation (8.88) we see that
for this case,

Ri = −2fi$0
i$i .

The left-hand side of equation (8.91) is therefore

−2
∑
i

∫
ti : Ri dv = 4

∑
i

∫
dv fi($0

i$i)αβ($0
i$i)αβ

∞∑
m=0

bmi L
5
2
m($2

i ) .

(8.94)
The integral on the right-hand side of equation (8.94) is of the same form as
that which we evaluated in Chapter 7 and gives

−2
∑
i

∫
ti : Ri dv = 10

∑
i

nib
0
i = 10(n1b

0
1 + n2b

0
2) . (8.95)

Comparing with the formula of equation (8.54), we see that this is simply
related to the coefficient of viscosity µ. So, just as for the simple gas case, we
can expect to get good values for µ with quite poor trial functions. Equation
(8.91) now becomes

10(n1b
0
1 + n2b

0
2) =

{
$0$

∑
m

bmL
5
2
m($2);$0$

∑
m

bmL
5
2
m($2)

}
(8.96)

and we must ensure that the coefficients satisfy this equation and find that
choice which maximizes this same expression. The simplest trial function
is obtained by setting all the coefficients except b01 and b02 to zero. Then
equation (8.96) becomes

10(n1b
0
1 + n2b

0
2)=2n2

1(b01)2[$0
1$1,$

0
1$1]1 + 2n2

2(b02)2[$0
2$2,$

0
2$2]2

+2n1n2

{
(b01)2[$0

1$1,$
0
1$1]12 + 2b01b

0
2[$0

1$1,$
0
2$2]12

+ (b02)2[$0
2$2,$

0
2$2]12

}
, (8.97)

where we have used equation (8.86) to expand the right-hand side.
Simplifying, we write this as

5(n1b
0
1 + n2b

0
2) = (b01)2(n2

1`1 + n1n2`2) + (b02)2(n2
2`3 + n1n2`4) + 2b01b

0
2n1n2`5 ,

(8.98)
where `1, `2, `3, `4, and `5 stand for the various collision integrals occurring
in equation (8.97). Constructing the Davison function,

D(b01, b
0
2) = 5(n1b

0
1 + n2b

0
2)− 1

2 [(b01)2(n2
1`1 + n1n2`2) + (b02)2(n2

2`3 + n1n2`4)

+2b01b
0
2n1n2`5] ,

the maximum of the left-hand side of equation (8.98) is given by

n1b
0
1 + n2b

0
2 =

5(`1 + `3 − 2`5 + n2
n1
`2 + n1

n2
`4)

(`1 + n2
n1
`2)(`3 + n1

n2
`4)− `25

. (8.99)
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From equation (8.54) the corresponding value for the coefficient of viscosity,
written [µ]1 to signify it is the first approximation, is

[µ]1 =
5
2
kBT

(`1 + `3 − 2`5 + n2
n1
`2 + n1

n2
`4)

(`1 + n2
n1
`2)(`3 + n1

n2
`4)− `25

.

When evaluating this expression we can use the quasineutrality condition
n1 ' n2. Then comparing equation (8.98) with equation (8.97) to see what
integrals `1 . . . `5 stand for, and writing down the values of the integrals from
Appendix B, we get

[µ]1 =
5
2
kBT

√
2ϕ+

√
2M1ϕ+ 8

3M1ϕ+ 2ϕ+ 10
3 M1ϕ

(
√

2ϕ+ 2ϕ)(
√

2M1ϕ+ 10
3 M1ϕ)− ( 4

3M1ϕ)2
,

where
M1 =

m1

m1 +m2
,

and ϕ is given by equation (B.113). To an excellent approximation, because
M1 � 1,

[µ]1 =
5kBT

2
√

2M1ϕ
. (8.100)

Problem 8.4 List the expressions for the various `i and then show that equa-
tion (8.99) does produce the extremum of equation (8.98). Then find the
expressions for the various `i from Appendix B to verify equation (8.100).

This last expression is just the result we derived in Chapter 7 for an ion
gas alone. Thus we see that the electrons do not contribute to the viscosity
of the gas. This is only to be expected because the viscosity of an electron
gas alone would have

√
m1 in place of

√
m2 in equation (8.100). Thus the

viscosity of an ion gas alone is
√
m2/m1 times, i.e., at least 43 times, as large

as the viscosity of an electron gas alone and therefore, in the mixture of ions
and electrons, we expect the viscosity to be due almost entirely to the ions.

We could improve the solution we have obtained for B by including more
nonzero coefficients in equation (8.96). But, just as we found for the simple
gas, this would probably not increase our value for µ by more than a few
percent, so we will not trouble to do this.

8.7.2 Diffusion and electrical conductivity

Now consider the variation method applied to equations (8.43) and (8.44).
These will give the coefficient of diffusion, D12, and the electrical conductivity,
σ. Comparing these equations with the general form of equation (8.88) we
see that, in this case,

R1 = − 1
n1
f1w1 and R2 =

1
n2
f2w2 .
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We take the trial function to be given by equation (8.45) and the expression
of equation (8.49), so

t = E($) = $
∞∑
m=0

emL
3
2
m($2)

and e0
2 is related to e0

1 by the subsidiary condition of equation (8.52). The
left-hand side of equation (8.91) is

−2
∑
i

∫
ti : Ri dv = 2

∫
dv

1
n1
f1w1 ·$1

∞∑
m=0

em1 L
3
2
m($2

1)

−2
∫

dv
1
n2
f2w2 ·$2

∞∑
m=0

em2 L
3
2
m($2

2)

= 3vt1e0
1 − 3vt2e0

2

' 3vt1e0
1 (8.101)

where we have used equation (8.52) to eliminate e0
2.

Equation (8.91) then becomes

3vt1e0
1 =

{
$
∑
m

emL
3
2
m($2);$

∑
m

emL
3
2
m($2)

}
. (8.102)

The simplest trial function is obtained by setting all the coefficients emi equal
to zero except those with m = 0. This gives, using equation (8.86),

3
vt1ρ

n2m2
e0

1 = 2n1n2

{
(e0

1)2[$1,$1]12 + 2e0
1e

0
2[$1,$2]12 + (e0

2)2[$2,$2]12

}
.

(8.103)
The other terms of equation (8.86) do not contribute in this case because
[$i,$i]i is proportional to the rate of change of momentum of particles i
due to collisions with particles i and this is zero. Eliminating e0

2 from equa-
tion (8.103) by using equation (8.52) gives, as a simple equation for e0

1

3vt1
2
e0

1 = (e0
1)2n1n2

{
[$1,$1]12 − 2

n1
√
m1

n2
√
m2

[$1,$2]12 +
n2

1m1

n2
2m2

[$2,$2]12

}
.

(8.104)
Now from Appendix B we see that [$1,$1]12 = ϕ where ϕ is our basic
collision integral given by equation (B.113) and

[$1,$2]12 = −
√
M1[$1,$1]12 = −

√
M1ϕ

and
[$2,$2]12 = M1[$1,$1]12 = M1ϕ

so equation (8.104) is more simply written as

3vt1e0
1 ' (e0

1)22n1n2ϕ . (8.105)
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This equation has one solution with e0
1 = 0 which clearly does not give a

maximum for the left-hand side of equation (8.105). The other solution is
therefore the one we want and is

[e0
1]1 =

3
2

vt1
n1n2ϕ

' vt1τe
n2

,

where τe is the mean collision time for electrons given by

τe =
3

2n1ϕ
,

and we have written the result as [e0
1]1 to indicate that it is the first approx-

imation to e0
1. Using equation (8.58), this gives us a first approximation to

the diffusion coefficient,

[D12]1 =
3

4n
2kBT
m1ϕ

= 1
4v

2
t1τe . (8.106)

Problem 8.5 Use the indicated substitutions to prove equation (8.105).
Then use the expressions from Appendix B to verify equation (8.106).

From equation (8.62) we also get a first approximation to the electrical
conductivity as

[σ]1 =
3

2
√

2π
n1n2(m1 +m2)2

ρ2

(4πε0)2(kBT )3/2

√
m1e2 ln Λ

,

which, since m2 � m1 and n1 and n2 are approximately equal, becomes

[σ]1 =
3e2

2m1ϕ
=
n1e

2τe
m1

. (8.107)

Thus we see that the electrical conductivity increases with temperature like
T 3/2 and is practically independent of density since ln Λ varies only slowly
with n.

It is quite easy to calculate the second approximation to these quantities.
This second approximation is obtained by setting all the coefficients except
e0

1, e0
2, e1

1, and e1
2 equal to zero in equation (8.102). Instead of equation (8.103)

we then get, after eliminating e0
2,

3vt1
2n1n2

e0
1 = (e0

1)2

(
[$1,$1]12 − 2

n1
√
m1

n2
√
m2

[$1,$2]12 +
n2

1m1

n2
2m2

[$2,$2]12

)
+2e0

1e
1
1

(
[$1,$1L

3
2
1 ]12 −

n1
√
m1

n2
√
m2

[$2,$1L
3
2
1 ]12

)
+2e0

1e
1
2

(
[$1,$2L

3
2
1 ]12 −

n1
√
m1

n2
√
m2

[$2,$2L
3
2
1 ]12

)
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+(e1
1)2

(
[$1L

3
2
1 ,$1L

3
2
1 ]12 +

n1

n2
[$L

3
2
1 ,$L

3
2
1 ]1

)
+(e1

2)2

(
[$2L

3
2
1 ,$2L

3
2
1 ]12 +

n2

n1
[$L

3
2
1 ,$L

3
2
1 ]2

)
+2e1

1e
1
2[$1L

3
2
1 ,$2L

3
2
1 ]12 (8.108)

which we write in shorthand as

3vt1
2n1n2

e0
1 = r1(e0

1)2 +2r2e
0
1e

1
1 +2r3e

0
1e

1
2 +r4(e1

1)2 +r5(e1
2)2 +2r6e

1
1e

1
2 , (8.109)

where r1 . . . r6 stand for the various combinations of the collision integrals
which occur in equation (8.108).

Using the method of Lagrange’s multipliers we find the maximum of this
expression is given by

e1
1 =
−r2r5 + r3r6

r4r5 − r2
6

e0
1 , e1

2 =
−r3r4 + r2r6

r4r5 − r2
6

e0
1 , (8.110)

and
[e0

1]2 = [e0
1]1

1
1−∆

, (8.111)

where

∆ =
r2
2r5 + r2

3r4 − 2r2r3r6

r1(r4r5 − r2
6)

.

In equation (8.111) we have written [e0
1]2 to indicate that this is the second

approximation to e0
1. Looking up the values of r1 . . . r6 from Appendix B we

find that, neglecting terms of order m1/m2,

∆ =
9
4

13
4 +
√

2
= 0.4824 .

Therefore, from equation (8.111)∗,

[e0
1]2 =

9
√

2− 5
4

[e0
1]1 = 1.93198[e0

1]1 =
vt1τe
n1

1.932 (8.112)

and

[e1
1]2 = −vt1τe

n1
.621 , [e1

2]2 = −vt1τeM1

n1
.916 ,

and thus the second approximations to D12 and σ are

[D12]2 = 1.932[D12]1 and [σ]2 = 1.932[σ]1 . (8.113)

∗W. Marshall gives ∆ = .483 and (1−∆)−1 = 1.94 instead of 1.932.
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Problem 8.6 Verify equation (8.108) and then fill in the steps that lead to
equation (8.113).

In view of this large factor of 1.93 between the first and second approxi-
mations we might think our result to be an order of magnitude calculation
only for there is no a priori reason why the third, fourth, fifth, and higher
approximations should not each introduce factors of the same order of magni-
tude. However, this is not so, for Landshoff[51] has calculated the third and
fourth approximation to σ and he finds that the method converges much more
rapidly than the first factor of 1.93 leads us to expect. He finds that

[σ]3 = 1.95[σ]1 and [σ]4 = 1.96[σ]1 (8.114)

so we may be confident that this last value is correct to a few percent, espe-
cially as it agrees closely with the value given by Spitzer[52], namely,

σ = 1.97[σ]1 ,

which he obtained by an entirely different method.

8.7.3 Thermal conduction

Finally, let us consider the variation method applied to equation (8.42). This
will give the coefficient of thermal conduction, λ, the thermal diffusion coef-
ficient, DT , and hence the ratio, kT , defined by equation (8.60). Comparing
equation (8.42) to the general form of equation (8.88) we see that in this case

Ri = fi
(

5
2 −$

2
i

)
$i .

We use as our trial function the expressions given by equations (8.45) and
(8.48), i.e.,

ti = $i

∞∑
m=0

ami L
3
2
1 ($2

i )

where a0
2 is related to a0

1 by the subsidiary condition equation (8.51). Equation
(8.91) now becomes

− 15
2

∑
i

nivtia
1
i =

{
$
∑
m

ami L
3
2
1 ($2);$

∑
m

ami L
3
2
1 ($2)

}
. (8.115)

Once again we note that the variation method maximizes the very expression
we are interested in, for the left-hand side of equation (8.115) is simply related
to the coefficient λ′, defined by equation (8.66), which appears in the definition
of λ, equation (8.76).

We can obtain a first approximation by setting all the coefficients except a1
1

and a1
2 equal to zero. This is slightly different from the first approximation
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with the emi because only a1
1 and a1

2 appear on the left so the simplest form is
to keep only these two terms nonzero. We include the a0

1 and a0
2 at the next

level of approximation. Equation (8.115) then becomes

− 15
2

∑
i

nivtia
1
i = 2n1n2[r4(a1

1)2 + r5(a1
2)2 + 2r6a

1
1a

1
2] , (8.116)

where r4, r5, and r6 are the same combination of collision integrals as occur
in equation (8.109). Constructing the appropriate Davison function,

D(a1
1, a

1
2) = − 15

2 (n1vt1a
1
1 + n2vt2a

1
2)− n1n2[r4(a1

1)2 + r5(a1
2)2 + 2r6a

1
1a

1
2] ,

the first approximation yields

[a1
1]1 ' −

15vt1
4n1r4

and [a1
2]1 ' −

15vt2
4n1r5

.

Evaluating the integrals from Appendix B gives

r4 =
(

13
4

+
√

2
)
ϕ ,

r5 '
√

2M1ϕ ,

where M1 = m1/(m1 +m2) ' m1/m2 so[
a1

1

]
1
' − 15vt1

4n1

(
13
4 +
√

2
)
ϕ

= − 5vt1τe
2( 13

4 +
√

2)
,

[
a1

2

]
1
' − 15vt1

4n1

√
2ϕ

= −5vt1τe
2
√

2
,

and equation (8.66) gives

[λ′]1 '
75kBv2

t1

16ϕ

(
1

13
4 +
√

2

)
' 25kBv2

t1n1τe

2(13 + 4
√

2)
.

Now in Chapter 7 we derived an expression for the thermal conductivity of a
simple gas of particles of mass m1 as

[λ1]1 =
75kBv2

t1

16
√

2ϕ
, (8.117)

so we see that

[λ′]1 =
√

2
13
4 +
√

2
[λ1]1 = 0.3032[λ1]1 , (8.118)

where [λ1]1 as defined by equation (8.117) is the first approximation to the
thermal conductivity of a simple gas composed only of electrons and [λ′]1 is
the first approximation to the coefficient λ′ of the gas mixture. To obtain
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this first approximation we set a0
1 and a0

2 equal to zero. Hence from equations
(8.59), (8.60), and (8.76) to this approximation,

[DT ]1 = 0 , [kT ]1 = 0 , [λ′]1 = 0.3032[λ1]1 . (8.119)

A second approximation is obtained by setting all the coefficients except a1
1,

a1
2, a0

1, and a0
2 equal to zero. Then the Davison function of equation (8.115)

becomes, within a constant,

D(a0
1, a

1
1, a

1
2) = −15vt1

2n2

[
a1

1 +
n2
√
m1

n1
√
m2

a1
2

]
−
[
r1(a0

1)2 + 2r2a
0
1a

1
1 + 2r3a

0
1a

1
2

+ r4(a1
1)2 + r5(a1

2)2 + 2r6a
1
1a

1
2

]
,

which is maximized by (a0
2 is of order

√
M1 compared to a0

1 and neglected)[
a0

1

]
2

=
45vt1

8n2(1 +
√

2)ϕ
' 15vt1τe

4(1 +
√

2)
,

[
a1

1

]
2

= − 15vt1
4n2(1 +

√
2)ϕ
' − 5vt1τe

2(1 +
√

2)
,

[
a1

2

]
2

= − 15vt1
4n1

√
2ϕ
' −5vt1τe

2
√

2
. (8.120)

Using equation (8.66) to give λ′, we get

[λ′]2 =
75kBv2

t1

16ϕ

(
1

1 +
√

2

)
=

√
2

1 +
√

2
[λ1]1 = 0.5858 [λ1]1 . (8.121)

Then equation (8.59) gives

[DT ]2 =
45v2

t1

64n1(1 +
√

2)ϕ
, (8.122)

so that
[kT ]2 =

15
2(9
√

2− 5)(1 +
√

2)
= 0.402 .

The coefficient of thermal conductivity is given by equation (8.74), or

[λ]2 =
√

2
1 +
√

2

[
1− 6

5
[kT ]2

]
[λ1]1 (8.123)

= 0.3032[λ1]1 . (8.124)

Problem 8.7 Solve for the second approximations for
[
a0

1

]
2
,
[
a1

1

]
2
, and

[
a1

2

]
2

to verify these last results.
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We see from equation (8.123) that the thermal diffusion term is quite
large and comparable to the “normal” thermal diffusion term. From equa-
tion (8.124) we see that the thermal conductivity of the ionized gas is of the
same order of magnitude as that of an electron gas alone. This is just what we
expect because a simple gas of ions alone would have a thermal conductivity
given by equation (8.117) with m2 in place of m1. Hence the thermal con-
ductivity of a simple electron gas is

√
m2/m1 = 43 times as large as that of a

simple ion gas and so we would expect the electrons to dominate the thermal
conduction effect.

A useful check on the accuracy of these results is given by equation (8.5)
which is a relation between the values of a0

1, e1
1, and e1

2. In quite indepen-
dent calculations we have obtained approximate values of e1

1 and e1
2 in equa-

tion (8.110) and of a0
1 in equation (8.120). Comparing these results we find

that the agreement is within a few percent.
On the other hand, the convergence of the process using higher order cal-

culations is not as rapid as with the conductivity. Comparing λ′ of equa-
tion (8.121) with that of equation (8.118) gives

[λ′]2
[λ′]1

=
13 + 4

√
2

4(1 +
√

2)
= 1.932

which is the same change as in the conductivity between the second and
first approximations. For the thermal conductivity, however, the successive
approximations give [47]

[λ′]3
[λ′]2

= 1.601

[λ′]4
[λ′]3

= 1.017

so
[λ′]4
[λ′]1

' 3.15

so the convergence is relatively slower in this case.

Problem 8.8 Find the percentage difference from the left-hand and right-
hand sides of equation (8.5) using the values of e1

1 and e1
2 from equation (8.110)

and of a0
1 from equation (8.120).



9

TRANSPORT WITH A FINITE
MAGNETIC FIELD

In this last chapter, we introduce a magnetic field. In addition to introducing
a preferred direction so that some of the transport coefficients become tensors,
they also become functions of ωceτe or ωciτi, the product of the electron or
ion cyclotron frequency times the electron or ion collision frequency. These
coefficients are first calculated, then summarized at the end of the chapter.

9.1 Boltzmann equations

In this chapter, we consider a gas of electrons and one species of ions but in a
magnetic field, again following Marshall[46]. We thus require the Boltzmann
equation for each species such that{

∂

∂t
+ v · ∇+

[
X +

ei
mi

(E + v ×B)
]
· ∇v

}
Fi(r,v, t) = ∆Fi =

∑
j

∆jFi

(9.1)
where E(r, t) is the electric field, X is any nonelectromagnetic acceleration,
and B(r, t) is the magnetic field. The collisions are the same as in Chapter 8,
namely,

∆jFi =
∫

ds
∫ 2π

0

dφ
∫ λD

0

db bg[Fi(v′)Fj(s′)− Fi(v)Fj(s)] , (9.2)

or in terms of the differential cross section σ into a solid angle dΩ = dφ sin θdθ,

∆jFi =
∫

dsσdΩ g[Fi(v′)Fj(s′)− Fi(v)Fj(s)] . (9.3)

Actually, Equations (9.2) and (9.3) are correct only if the Debye length, λD, is
much smaller than a Larmor radius. They are usually valid except in extreme
cases with very low densities.

233
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9.2 The magnetohydrodynamic (MHD) equations

The equations of magnetohydrodynamics (MHD) shall be deduced in this
section from the Boltzmann equations of equation (9.1). Reviewing some of
the quantities from Chapter 8, we define the mean value of Ψ, where Ψ is any
quantity that depends on the position, velocity, and time for a particle, as

〈Ψi〉 =
1
ni

∫
dvΨi(r,v, t)Fi(r,v, t)

where ni is the particle density of particles of species i, or

ni =
1
ni

∫
dv Fi(r,v, t) .

The partial mass densities are

ρi = nimi ,

and the total number density is

n =
∑
i

ni = n1 + n2 ,

and the mass density is

ρ =
∑
i

ρi = n1m1 + n2m2 .

The mean velocities are

〈vi〉 =
1
ni

∫
dv Fiv ,

and the drift velocity is

u =
1
ρ

∑
i

ρi〈vi〉 . (9.4)

The random velocity is
w = v − u ,

and the mean random velocities are

〈wi〉 =
1
ni

∫
dvwFi . (9.5)

Hence by definition,∑
i

ρi〈wi〉 ≡ 0 = n1m1〈w1〉+ n2m2〈w2〉 . (9.6)
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It may seem surprising that the mean random velocities do not vanish, since
with a single species they do. If we were to define mean velocities for each
species as

ui = 〈vi〉 , (9.7)

so that there are two separate mean velocities, as is frequently done in two-
fluid theories, then 〈wi〉 = 0, but MHD theory is a one-fluid theory with the
drift velocity given by equation (9.4), so by equation (9.5), they do not, in
general, vanish.

The temperature T is defined by

3
2nkBT ≡

1
2

∑
i

nim1〈w2
i 〉 ,

and the pressure tensor is

pαβ =
∑
i

ρi〈wiαwiβ〉 . (9.8)

The heat flux vector is
q =

∑
i

1
2ρ〈w

2
iwi〉 . (9.9)

The charge density is

Q =
∑
i

niei = (n2 − n1)e , (9.10)

and the total current is

J =
∑
i

niei〈vi〉 = Qu+ j , (9.11)

where j is the conduction current given by

j =
∑
i

niei〈wi〉 = (n2〈w2〉 − n1〈w1〉)e

= −n1n2

ρ
e(m2 +m1)(〈w1〉 − 〈w2〉) . (9.12)

The MHD equations can be obtained from equation (9.1) by simply inte-
grating the various moments. The new term in the equation of continuity is
given by

ei
mi

∫
dv (v ×B) · ∇vFi ,

which can be integrated by parts, and since (v ×B)β is independent of vβ ,
gives zero. Thus we obtain the continuity equation, equation (8.13) from
Chapter 8, namely,

∂ni
∂t

+∇ · (niu+ ni〈wi〉) = 0 .
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Multiplying by mi and summing over i gives

∂ρ

∂t
+∇ · (ρu) = 0 .

The equation of motion is found by multiplying equation (9.1) by mivα and
then integrating and summing over the species. The new term is∑

i

ei

∫
dv vα(v ×B) · ∇Fi(r,v, t) ,

which can be integrated by parts to give

−
∑
i

ei

∫
dv (v ×B)αFi(r,v, t) = −(J ×B)α .

The equation of motion therefore becomes

ρ
D

Dt
uα = −∇βpαβ +QEα + (J ×B)α +

∑
i

ρiXiα ,

or using equation (7.10),

ρ
D

Dt
uα = −∇βpαβ +Q[Eα + (u×B)α] + (j ×B)α +

∑
i

ρiXiα . (9.13)

Multiplying equation (9.1) by 1
2miv

2 and integrating and summing over i
gives the energy equation. The new term is∑

i

1
2ei

∫
dv v2(v ×B) · ∇vFi ,

which can again be integrated by parts with the result that this term vanishes.
The equation of motion is therefore

D
Dt
(

3
2nkBT

)
= − 3

2nkBT∇·u−pαβ∇αuβ−∇·q+j·(E+u×B)+
∑
i

ρi〈wi ·Xi〉.

(9.14)
These equations, along with the Maxwell equations, give, at least in prin-

ciple, the complete solution of the problem once we have expressions for the
pressure tensor, pαβ , the heat flux vector, q, and the conduction current, j.
The remaining sections endeavor to provide these quantities.

9.3 The formal theory of kinetic processes

The expansion procedure used without a magnetic field is quite different from
the procedure we use for this case. Previously we assumed that the collision
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terms on the right-hand side of the Boltzmann equation were the only large
terms (of course in equilibrium they all cancel but each term is large). With
a large magnetic field, however, the magnetic force term on the left-hand
side of the Boltzmann equation can be very large, especially for high velocity
particles, so it is not adequate to treat this term the way we have treated the
other terms on the left-hand side. In order to illustrate the new expansion
procedure, we write equation (9.1) as{

∂

∂t
+ v · ∇+

[
Xi +

ei
mi

(E + u×B)
]
· ∇v

}
Fi(r,v, t)

+
ei
ηmi

(w ×B) · ∇vFi(r,v, t) =
1
η

∆Fi(r,v, t) , (9.15)

and look for solutions of the form

Fi = F
(0)
i (1 + ηϕ+ η2ψ + · · ·) . (9.16)

We will eventually set η to unity.
Because we have included a term of order 1/η on the left-hand side of

equation (9.15), we no longer need to insist on collisions being the dominant
process determining the distribution function. In fact, we will see later that
we may let the collision time approach infinity and still get sensible results
(except for some elements of the pressure tensor). This is important, since
as the temperature increases, the collision time increases as T 3/2 so that for
high T , collisions are rare events.

The manner we use to break up the magnetic force term is very important.
We do not treat the complete term,

e

m
v ×B · ∇vF ,

as being of order 1/η, but only that part due to the random velocity w. The
part involving the drift velocity u is grouped with the electric field E. For
the remainder of this chapter, we will define

E′ ≡ E + u×B .

It is clear that E′ is the electric field in the system of coordinates moving
with the fluid element. The expansion procedure treats this term as small as
we would expect for a medium of high electrical conductivity.

Substituting equation (9.16) into equation (9.15), the terms of order 1/η
are

ei
mi
w ×B∇vF (0)

i = ∆F (0)
i ,

which has the solution

F
(0)
i = fi =

ni
v3
tiπ

3/2
e−(v−u)2/v2ti .
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The terms of order η(0) are(
∂fi
∂t

)(0)

+
[
v · ∇+

(
Xi +

ei
mi
E′
)
· ∇v

]
fi +

ei
mi
w ×B · ∇v(fiϕi)

=
∫

dsσdΩ gfi(v)fj(s)[ϕi(v′) + ϕj(s′)− ϕi(v)− ϕj(s)]. (9.17)

The last term on the left-hand side of equation (9.17) is of a new type and
comes from the new expansion procedure. We also need to take extra care in
dealing with the first term of equation (9.17). We may write(

∂fi
∂t

)(0)

= fi

[
1
ni

(
∂ni
∂t

)(0)

− 1
T

(
3
2
−$2

)
∂T

∂t

(0)

+
mi

kBT
wα

(
∂uα
∂t

)(0)
]

(9.18)
and now we can substitute for the time derivatives in this expression from the
equations of motion. When doing this, however, we must remember that these
equations should be derived from the Boltzmann equation with the factor 1/η
in the magnetic force term. The equations then become

∂ni
∂t

= −∇α(niuα + ni〈wiα〉)

∂ρ

∂t
= −∇ · (ρu)

ρ
D
Dt
uα = −∇βpαβ +QE′α +

1
η

(j ×B)α +
∑
i

ρiXiα

D
Dt

(
3
2
nkBT

)
= −3

2
nkBT∇ · u− pαβ∇αuβ −∇ · q + j ·E′

+
∑
i

ρi〈wi ·Xi〉 . (9.19)

In these equations,

j =
∑
i

niei〈wi〉 =
∑
i

ei

∫
dvwiFi

= η
∑
i

ei

∫
dvwifiϕi . (9.20)

From equation (9.20) we see that j is of order η so that in the energy equation
the Joule heating term, j ·E′, is also of order η. In the equation of motion,
however, the magnetic force term, j ×B, appears multiplied by 1/η, so this
term is of order zero in η. Hence, to zero order in η, we can neglect 〈wi〉 in
the equation of continuity to give(

∂ni
∂t

)(0)

= −∇α(niuα) , (9.21)
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and we can replace pαβ by pδαβ in the equation of motion to give(
∂uα
∂t

)(0)

= −(u · ∇)uα −
1
ρ
∇αp+

Q

ρ
E′α

+
1
ρ

∑
i

ei

∫
dv fiϕ(wi ×B)α +

1
ρ

∑
i

ρiXiα . (9.22)

In the energy equation, we can replace pαβ by pδαβ , q by zero, and j ·E′ by
zero to give (

∂T

∂t

)(0)

= −(u · ∇)T − 2p
3nkB

∇ · u . (9.23)

Substituting Equations (9.21), (9.22), and (9.23) into equation (9.18) and
(9.18) into (9.17), we find that many terms cancel with the result

fi

[
2($0

i$i)αβ∇αuβ −
(

5
2 −$

2
i

)
wi · ∇ lnT +

n

ni
wi · di

]
= −fi

mi

ρkBT
wi ·

∑
j

ej

∫
dv fjϕjwj ×B − fi

ei
mi

($ ×B) · ∇$ϕ

+
∑
j

∫
dsσdΩ gfi(v)fj(s)[ϕi(v′) + ϕj(s′)− ϕi(v)− ϕj(s)], (9.24)

where

−d2 = d1

= ∇
(n1

n

)
+
n1n2(m2 −m1)

pnρ
∇p− ρ1ρ2

pρ
(X1 −X2)

−n1n2

pρ
(e1m2 − e2m1)E′ .

Again, $i is a dimensionless velocity given by

$i =
wi

vti
,

and $0
i$i is a tensor given by

$0
i$i = $iα$iβ − 1

3$
2
i δαβ .

In the expansion procedure we have just described, the current j is formally
a quantity of first order in smallness, i.e., j is proportional to η. But at
high temperatures, the electrical conductivity becomes very large, so large
currents can flow and would therefore seem to appear that we should take
j to be of zero order in η. Looking at the problem this way is misleading,
however, since when we say that the current is large, we do not mean that all
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terms depending on the current are large. We know, for example, that as the
temperature and electrical resistivity increase, the Joule heating term, j ·E′,
in the energy equation becomes less important because E′ becomes smaller.
In the momentum equation, on the other hand, the magnetic force term, j×B,
can be very large and comparable if not greater than the pressure term, −∇p.
Examining the procedure we have used, we see that it gives exactly such a
description so that the magnetic force term appears as a term of zero order
in η while the Joule heating term appears as a term of first order in η.

Because equation (9.24) is linear in ϕi, the solution can be written imme-
diately in the form,

ϕi = −Bαβi ∇αuβ −Ai · ∇ lnT − nEi · d1 , (9.25)

where

−2fi$0
i$i = − 1

ρkBT
mifiwi ·

∑
j

ej

∫
dv fj(wj ×B)Bj

− ei
mi

fi($i ×B) · ∇$i
Bi +

∑
j

∫
dsσdΩ gfi(v)fj(s)

×[Bi(v′)+Bj(s′)−Bi(v)−Bj(s)] (9.26)

fi
(

5
2 −$

2
i

)
wi = − 1

ρkBT
mifiwi ·

∑
j

ej

∫
dv fj(wj ×B)Aj

− ei
mi

fi($i ×B) · ∇$iAi

+
∑
j

∫
dsσdΩ gfi(v)fj(s)

×[Ai(v′) +Aj(s′)−Ai(v)−Aj(s)] (9.27)
(−1)i

ni
fiwi = − 1

ρkBT
mifiwi ·

∑
j

ej

∫
dv fj(wi ×B)Ej

− ei
mi

fi($i ×B) · ∇$i
Ei

+
∑
j

∫
dsσdΩ gfi(v)fj(s)

×[Ei(v′) +Ej(s′)−Ei(v)−Ej(s)] . (9.28)

The analysis of equation (9.26) is lengthy and complicated, and will be
deferred until Section 9.6. Because the form of equations (9.27) and (9.28) is
similar in form (although they are completely independent of one another),
we will treat them together.

The vectorsAi and Ei are vector functions of the vector$ and the pseudo-
vector B. The only vectors that can be formed from these are

$i ; $i ×B ; ($i ×B)×B ; [($i ×B)×B]×B ; etc. (9.29)
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(We cannot include B itself because it is a pseudo-vector.) Now

[($i ×B)×B]×B = −B2$i ×B ,

so we only need to consider the first three of the vectors in equation (9.29).
Furthermore,

($i ×B)×B = −B2$i +B($i ·B) ,

so we may consider the three independent vectors to be

$i ; $i ×B ; B($i ·B) .

The last of these is the product of a pseudo-vector and a pseudo-scalar, so
it is a vector. The only scalars we can construct from $i and B must be
functions of

$2
i ; B2 ; ($i ·B)2 .

(We cannot include $i ·B itself because it is a pseudo-scalar). We therefore
write

Ai = $iAIi +$i ×BAIIi + ($i ×B)×BAIIIi , (9.30)
Ei = $iEIi +$i ×BEIIi + ($i ×B)×BEIIIi , (9.31)

where AIi , AIIi , AIIIi , EIi , EIIi , and EIIIi are scalar functions of $2
i , B

2, and
($i ·B)2.

We now consider the operator, ($i × B) · ∇$i
, acting on Ai. We note

that the operator acting on either $2
i or ($i ·B)2 gives zero. Therefore,

($i ×B) · ∇$i
Ai = $i ×BAIi + ($i ×B)×BAIIi

= −$iB
2AIIi +$i ×BAIi +B($i ×B)EIIi . (9.32)

Now consider the vector

wi ·
∑
j

ej

∫
dv fj(wj ×B)Aj

= (B ×wi) ·
∑
j

ej

∫
dv fjwjAj

=
2kBT√
mi

(B ×$i)γ
∑
j

njej√
mj

1
π3/2

∫
d$j

j
e−$

2
j$jγAj , (9.33)

where∫
d$je−$

2
j$j`Ajm =

∫
d$je−$

2
j$j`

×[$jmAIj + ($j ×B)mAIIj +Bm($i ·B)AIIIj ] (9.34)
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and we use the subscripts `,m instead of Greek subscripts because no summa-
tion is implied. If AIj were independent of ($i ·B)2, then it would be obvious
that the first of these integrals would be zero unless ` = m. It actually is easy
to prove that this is still true even if AIj does depend on ($i ·B)2. Hence,
equation (9.34) becomes∫

d$je−$
2
j$2

j`

[
δ`mAIj + εm`αBαAIIj +BmB`AIIIj

]
,

where

εm`α =

+1 if m`α are in cyclic order,
−1 if m`α are not in cyclic order,

0 if m, `, and α are not all different.
(9.35)

Therefore, ∑
`

(B ×$i)`
∫

d$je−$
2
j$j`Ajm

= (B ×$i)m
∫

d$je−$
2
j$jmAIj

+
∑
`

εm`α(B ×$i)`Bα
∫

d$je−$
2
j$2

j`AIIj . (9.36)

We note that both of these integrals involve the square of a velocity component
that must be perpendicular to B. By symmetry the integrals are therefore
equal so that the right-hand side of equation (9.36) may be rewritten as

(B ×$i)m 1
2

∫
d$je−$

2
j

[
$2
j −

(wj ·B)2

B2

]
AIj

+[$imB
2 −Bm(wi ×B)] 1

2

∫
d$je−$

2
j

[
$2
j −

(wj ·B)2

B2

]
AIIj ,

so that the right-hand side of equation (9.33) becomes

kBT√
mi

(B ×$i)
∑
j

njej√
mj

1
π3/2

∫
d$j e−$

2
j

[
$2
j −

(wj ·B)2

B2

]
AIj

+
kBT√
mi

[$iB
2−B(wi ·B)]

∑
j

njej√
mj

1
π3/2

∫
d$j e−$

2
j

[
$2
j −

(wj ·B)2

B2

]
AIIj .

(9.37)

Substituting equations (9.30), (9.32), and (9.37) into equation (9.27), we
obtain

fi
(

5
2 −$

2
i

)
wi=

ei
mi

fi$iB
2AIIj −

1
ρ

√
mifi$iB

2GII(B2)
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+
∑
j

∫
dsσdΩ gfi(v)fj(s)

×
[
($iAIi )′ + ($jAIj )′ − ($iAIi )− ($jAIj )

]
− ei
mi

fi$i ×BAIi +
1
ρ

√
mifi$i ×BGI(B2)

+
∑
j

∫
dsσdΩ gfi(v)fj(s)

×
[
($iAIIi )′ + ($jAIIj )′ − ($iAIIi )− ($jAIIj )

]
− ei
mi

fiB($i ·B)AIIi +
1
ρ

√
mifiB($i ·B)GII(B2)

+BB ·
∑
j

∫
dsσdΩ gfi(v)fj(s)

×
[
($iAIIIi )′ + ($jAIIIj )′ − ($iAIIIi )− ($jAIIIj )

]
,(9.38)

where GI(B2) is shorthand for

GI(B2) =
∑
j

njej√
mj

1
π3/2

∫
d$je−$

2
j

[
$2
j −

1
B2

($j ·B)2

]
AIj , (9.39)

and GII(B2) is defined similarly.
Now by examining the form of equation (9.38), it can be shown that it

is plausible that the scalars AIi , AIIi , and AIIIi do not in fact depend upon
($j ·B)2 but are functions only of $2

i and B2. It must be emphasized that
this has not been proved. We now assume no dependence on ($j · B)2 in
these scalars and we shall then go on to prove that we can obtain a solution
of the equation. Strictly speaking, because we do this, it is then necessary
to prove a uniqueness theorem to show that this is the only solution to the
equation, but we shall not do this.

With this assumption, it is clear that equation (9.38) breaks into three
simultaneous vector equations, namely

fi
(

5
2 −$

2
i

)
wi =

ei
mi

fiB
2$iAIIi −

1
ρ

√
mifiB

2$iG
II(B2)

+
∑
j

∫
dsσdΩ gfi(v)fj(s)

×
[(
$iAIi

)′
+
(
$jAIj

)′ − ($iAIi
)
−
(
$jAIj

)]
(9.40)

0 = − ei
mi

fi$iAIi +
√
mi

ρ
fi$iG

I(B2)

+
∑
j

∫
dsσdΩ gfi(v)fj(s)
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×
[(
$iAIIi

)′
+
(
$jAIIj

)′ − ($iAIIi
)
−
(
$jAIIj

)]
(9.41)

0 = − ei
mi

fi$iAIIi +
√
mi

ρ
fi$iG

II(B2)

+
∑
j

∫
dsσdΩ gfi(v)fj(s)

×
[(
$iAIIIi

)′
+
(
$jAIIIj

)′−($iAIIIi

)
−
(
$jAIIIj

)]
(9.42)

and equation (9.39) becomes

GI(B2) =
2
3

∑
j

njej√
mj

1
π3/2

∫
d$je−$

2
j$2

jAIj . (9.43)

Multiplying equation (9.42) by B2 and adding to equation (9.40) gives the
simple equation,

fi
(

5
2 −$

2
i

)
wi =

∑
j

∫
dsσdΩ gfi(v)fj(s)

×
[{
$i

(
AIi +B2AIIIi

)}′
+
{
$j

(
AIj +B2AIIIj

)}′
−
{
$i

(
AIi +B2AIIIi

)}
−
{
$j

(
AIj +B2AIIIj

)}]
,(9.44)

which is of the same form as that of the integral equations we solved in
Chapter 8.

Multiplying equation (9.41) by iB and adding to equation (9.40) gives a
single complex vector equation,

fi
(

5
2 −$

2
i

)
wi = −iB

ei
mi

fi$iAi +
iB
ρ

√
mifi$iG(B2)

+
∑
j

∫
dsσdΩ gfi(v)fj(s)

× [($iAi)′ + ($jAj)′ − ($iAi)− ($jAj)] , (9.45)

where
Ai = AIi + iBAIIi , and G = GI + iBGII . (9.46)

Equation (9.45) is of a different type from those we have met previously due
to the presence of the first two terms on the right-hand side. We shall discuss
how to solve this equation later.

In just the same way that we have discussed equation (9.27), we can dis-
cuss equation (9.28) and derive equations for the scalars EIi , EIIi , and EIIIi

introduced in equation (9.31). Clearly in place of equation (9.44), we get

(−1)i
1
ni
fiwi=

∑
j

∫
dsσdΩ gfi(v)fj(s)
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×
[{
$i

(
EIi +B2EIIIi

)}′
+
{
$j

(
EIj +B2EIIIj

)}′
−
{
$i

(
EIi +B2EIIIi

)}
−
{
$j

(
EIj +B2EIIIj

)}′]
, (9.47)

and in place of equation (9.45), we get

(−1)i
1
ni
fiwi = −iB

ei
mi

fi$iEi +
iB
ρ

√
mifi$iK(B2)

+
∑
j

∫
dsσdΩ gfi(v)fj(s)

× [($iEi)′ + ($jEj)′ − ($iEi)− ($jEj)] , (9.48)

where
Ei = EIi + iBEIIi , (9.49)

and K(B2) is a quantity similar to G(B2), defined by

K(B2) ≡ KI + iBKII , (9.50)

where

KI =
2
3

∑
j

njej√
mj

1
π3/2

∫
d$j e−$

2
j$2

jEIj , (9.51)

and KII is defined similarly.
Besides obeying these equations, Ai and Ei must satisfy subsidiary condi-

tions obtained by requiring that ni, T , and u really be the number density,
temperature, and drift velocity, respectively. The first condition is

ni =
∫

dv Fi =
∫

dv fi(1 + ϕi) .

Substituting for ϕi from equation (9.25) and for Ai and Ei from equations
(9.30) and (9.31), we find that this condition is automatically satisfied because
Ai and Ei are odd in the random velocity. Similarly, we find that the second
condition,

3
2nkBT =

∑
i

∫
dv Fi 1

2miw
2
i ,

is also automatically satisfied. The third condition is

u =
1
ρ

∑
i

∫
dv Fimivi ,

or that ∑
i

∫
dv fiϕimiwi = 0 .



246 Plasma Kinetic Theory

On substituting for ϕi and then for Ai and Ei this gives

0 = ∇ lnT
∑
i

∫
dvfimiwi ·$iAIi +B ×∇ lnT

∑
i

∫
dvfimiwi ·$iAIIi

+B(B · ∇ lnT )
∑
i

∫
dvfimiwi ·$iAIIIi (9.52)

and a similar equation with d1 in place of ∇ lnT and E in place of A. Because
we are supposing the scalars AIi , etc. to be independent of ($i ·B)2, it follows
that each of these three terms must be zero independently. Hence, we obtain,
in terms of the unknowns appearing in Equations (9.44) and (9.45),∑

i

ni
√
mi

∫
d$i e−$

2
i$2

j (AIi +B2AIIIi ) = 0 (9.53)

∑
i

ni
√
mi

∫
d$i e−$

2
i$2

jAi = 0 .

Similarly, ∑
i

ni
√
mi

∫
d$i e−$

2
i$2

j (EIi +B2EIIIi ) = 0

∑
i

ni
√
mi

∫
d$i e−$

2
i$2

jEi = 0 . (9.54)

It is convenient to expand AIi etc. as a power series of generalized Laguerre
polynomials, as

AIi ($2
i , B

2) =
∞∑
m=0

aI,mi L
3
2
m($2

i ) ,

with exactly similar expansions for AIIi , AIIIi , EIi , EIIi , and EIIIi . Then defin-
ing

ami ≡ a
I,m
i + iBaII,mi and emi ≡ e

I,m
i + iBeII,mi ,

we have by Equations (9.46) and (9.49),

Ai =
∑
m

ami L
3
2
m($2

i ) and Ei =
∑
m

emi L
3
2
m($2

i ) . (9.55)

Of course, in all these expressions, the coefficients aIi , e
I
i , etc. are functions

only of B2. A solution of the equations is equivalent to a complete knowledge
of these coefficients.

In terms of these coefficients, the subsidiary conditions of Equations (9.53)
to (9.54) become ∑

i

ni
√
mi

(
aI,0i +B2aIII,0i

)
= 0
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i

ni
√
mia

0
i = 0

∑
i

ni
√
mi

(
eI,0i +B2eIII,0i

)
= 0∑

i

ni
√
mie

0
i = 0 . (9.56)

In deriving these results we have used the useful orthogonality property of the
generalized Laguerre polynomials of equation (7.92). The quantity G defined
by equations (9.46) and (9.43) is

G ≡
∑
j

njej√
mj

a0
j ,

and K, defined by equation (9.50), is

K ≡
∑
j

njej√
mj

e0
j . (9.57)

Before proceeding any further with the analysis, we shall examine what
the heat flux and electric current are in terms of these coefficients. As in
Chapter 8, we shall find that these quantities involve only a few coefficients
and it is therefore only these few coefficients which we want to find.

The electric current is defined by equation (9.12)

j ≡
∑
i

nieiwi =
∑
i

ei

∫
dv fiϕiwi .

Substituting for ϕi from equation (9.25) and for Ai and Ei from equations
(9.30) and (9.31) gives

j = −(∇ lnT ) 1
2

∑
i

nieivtia
I,0
i − (B ×∇ lnT ) 1

2

∑
i

nieivtia
II,0
i

−B(B · ∇ lnT ) 1
2

∑
i

nieivtia
III,0
i

−(nd1) 1
2

∑
i

nieivtie
I,0
i − (B × nd1) 1

2

∑
i

nieivtie
II,0
i

−B(B · nd1) 1
2

∑
i

nieivtie
III,0
i . (9.58)

If we now resolve the vectors ∇T , d1, etc. into components parallel and
perpendicular to the magnetic field, denoting these superscripts ‖ and ⊥ re-
spectively, we can write this equation in the form

j = σID‖+ σIID⊥+ σIII b̂×D⊥+ϕI(∇T )‖+ϕII(∇T )⊥+ϕIII b̂× (∇T )⊥,
(9.59)
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where D is a “generalized” electric field given by

D = E + u×B − m2 −m1

n(e1m2 − e2m1)
∇p− mm1m2

e(m1 +m2)
(X1 −X2)

− pρ

n1n2(e1m2 − e2m1)
∇
(n1

n

)
, (9.60)

and b̂ is a unit vector in the direction of B so

B = Bb̂ ,

σI =
nn2

1n2vt1
2pρm2

(e1m2 − e2m1)2
(
eI,01 +B2eIII,01

)
(9.61)

σII + iσIII =
nn2

1n2vt1
2pρm2

(e1m2 − e2m1)2e0
1 (9.62)

ϕI = − n1vt1
2m2T

(e1m2 − e2m1)
(
aI,01 +B2aIII,01

)
(9.63)

ϕII + iϕIII = − n1vt1
2m2T

(e1m2 − e2m1)a0
1 . (9.64)

Clearly σI , σII , and σIII are coefficients of electrical conductivity and ϕI ,
ϕII , and ϕIII are coefficients of thermal diffusion.

The heat flux vector is defined by equation (9.9) and is

q ≡
∑
i

ni
1
2mi〈w2

iwi〉 =
∑
i

1
2mi

∫
dvw2

iwifiϕi .

Substituting for ϕi from equation (9.25) and for Ai and Ei from equations
(9.30) and (9.31) gives

q = − 5
4kBT

∑
i

nivti

(
aI,0i − a

I,1
i

)
∇ lnT

− 5
4kBT

∑
i

nivti

(
aII,0i − aII,1i

)
B ×∇ lnT

− 5
4kBT

∑
i

nivti

(
aIII,0i − aIII,1i

)
B(B · ∇ lnT )

− 5
4kBT

∑
i

nivti

(
eI,0i − e

I,1
i

)
d1

− 5
4kBT

∑
i

nivti

(
eII,0i − eII,1i

)
B × d1

− 5
4kBT

∑
i

nivti

(
eIII,0i − eIII,1i

)
B(B · d1) ,
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which can be rewritten as

q = −λ′I(∇T )‖ − λ′II(∇T )⊥ − λ′III b̂× (∇T )⊥ +
5
2
kBT

m2 −m1

e1m2 − e2m1
j

−5n1n2

4ρ
(e1m2 − e2m1)

[
D‖

∑
i

nivti

(
eI,1i +B2eIII,1i

)
+D⊥

∑
i

nivtie
I,1
i +B ×D⊥

∑
i

nivtie
II,1
i

]
, (9.65)

where

λ′
I = − 5

4kB
∑
i

nivti

(
aI,1i +B2aIII,1i

)
(9.66)

λ′
II + iλ′III = − 5

4kB
∑
i

nivtia
1
i . (9.67)

Clearly the first three terms of equation (9.65) represent “true thermal con-
duction.” The next term is just another form for the expression,

5
2kBT (n1〈w1〉+ n2〈w2〉) ,

which turned up in Chapter 8. The last term is closely connected with the
thermal diffusion terms in equation (9.59) and we shall now derive an alter-
native form for it.

By taking the scalar product of equation (9.48) with $iAi, integrating and
summing over i, it is possible to show that∑

i

(−1)i
1
ni

∫
dv fi$ ·wiAi =

∑
i

∫
dv fi

(
5
2 −$

2
i

)
$ ·wiEi ,

or
− vt1ρ

n2m2
a0

1 = 5
2

∑
i

nivtie
1
i . (9.68)

Similarly, from Equations (9.44) and (9.47) we find

− vt1ρ

n2m2

(
aI,01 +B2aIII,01

)
= 5

2

∑
i

nivti

(
eI,0i +B2eIII,0i

)
,

so equation (9.65) becomes

q = −λ′I(∇T )‖ − λ′II(∇T )⊥ − λ′III b̂× (∇T )⊥ +
5
2
kBT

m2 −m1

e1m2 − e2m1
j

−T
[
ϕID‖ + ϕIID⊥ + ϕIII b̂×D⊥

]
. (9.69)

Now we can rewrite equation (9.65) as

D‖ =
j‖ − ϕI(∇T )‖

σI
, (9.70)
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where

D⊥ =
1

(σII)2 + (σIII)2

[
σIIj⊥ − σIII b̂× j⊥ (9.71)

−
(
σIIϕII + σIIIϕIII

)
(∇T )⊥ −

(
σIIϕIII − σIIIϕII

)
b̂× (∇T )⊥

]
b̂×D⊥ =

1
(σII)2 + (σIII)2

[
σIIIj⊥ + σII b̂× j⊥ (9.72)

−
(
σIIIϕII−σIIϕIII

)
(∇T )⊥−

(
σIIIϕIII+σIIϕII

)
b̂×(∇T )⊥

]
.

Substituting into equation (9.69) now gives

q = −λI(∇T )‖ − λII(∇T )⊥ − λIII b̂× (∇T )⊥ + ψIj‖ + ψIIj⊥ + ψIII b̂× j⊥
(9.73)

where

λI = λ′
I − T (ϕI)2

σI
(9.74)

λII = λ′
II − T

[
σII(ϕII)2 − σII(ϕIII)2 + 2σIIIϕIIϕIII

]
(σII)2 + (σIII)2

(9.75)

λIII = λ′
III − T

[
σIII(ϕIII)2 − σIII(ϕII)2 + 2σIIϕIIϕIII

]
(σII)2 + (σIII)2

(9.76)

ψI =
5
2
kBT

m2 −m1

e1m2 − e2m1
− TϕI

σI
(9.77)

ψII =
5
2
kBT

m2 −m1

e1m2 − e2m1
− T (σIIϕII + σIIIϕIII)

(σII)2 + (σIII)2
(9.78)

ψIII = −
T
(
σIIϕIII − σIIIϕII

)
(σII)2 + (σIII)2

. (9.79)

Clearly λI , λII , and λIII are the coefficients of thermal conductivity as usually
defined, i.e., with respect to the heat flux when j is zero. The terms involving
the current in equation (9.73) are those representing the heat flow which
accompanies any electric current.

Alternatively we can write equation (9.69) as

q = −θI(∇T )‖ − θII(∇T )⊥ − θIII b̂× (∇T )⊥ + ξID‖ + ξIID⊥ + ξIII b̂×D⊥
(9.80)

where

θI = λ′
I − 5

2
kBT

m2 −m1

e1m2 − e2m1
ϕI

θII = λ′
II − 5

2
kBT

m2 −m1

e1m2 − e2m1
ϕII (9.81)

θIII = λ′
III − 5

2
kBT

m2 −m1

e1m2 − e2m1
ϕIII



Transport with a Finite Magnetic Field 251

ξI =
5
2
kBT

m2 −m1

e1m2 − e2m1
σI − TϕI

ξII =
5
2
kBT

m2 −m1

e1m2 − e2m1
σII − TϕII (9.82)

ξIII =
5
2
kBT

m2 −m1

e1m2 − e2m1
σIII − TϕIII .

9.4 Solutions for the electrical conductivity

In this section we shall examine the solutions of equations (9.47) and (9.48)
to obtain values for the various coefficients we want.

We first of all note that equation (9.47), as an equation for EIi +B2EIIIi , is
of precisely the same form as the equations we considered in Chapter 8. We
can therefore take over the results we derived in Chapter 8. Alternatively we
can note, by comparing equations (9.47) and (9.48), that

EIi +B2EIIIi = lim
B→0

Ei . (9.83)

Similarly,

AIi +B2AIIIi = lim
B→0

Ai . (9.84)

Clearly the particular combinations of coefficients on the left-hand side of
these equations do not involve the magnetic field although as written they
appear to do so. We see from equations (9.59) and (9.69) that it is this
particular combination of coefficients which occurs in the expressions for elec-
trical and thermal conduction along the magnetic field. We are able to say
immediately therefore that transport properties along the magnetic field are
the same as if the field were absent.

Because of equation (9.83), we only have to consider the equations (9.48),
which will give us values for the electrical conductivity. First we shall consider
an important property of the equation and then we shall describe a variation
procedure which gives successive approximations to the coefficients we want.
Substitute the expansion of equation (9.55) into equation (9.48) and obtain
an infinite set of simultaneous equations for the coefficients emi by taking the
scalar product with $iLr($2

i ) and integrating over velocities. The set of
equations is, if r 6= 0,

0 = −iB
niei
mi

2√
π

Γ(r + 5
2 )

r!
eri +

∑
j

∫
dv dsσdΩ gfi(v)fj(s)$iLr($2

i )

· [($iEi)′ + ($jEj)′ −$iEi −$jEj ] , (9.85)
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and if r = 0,

(−1)i
3vti

2
= −3iBniei

2mi
e0
i +

3iBni
√
mi

2ρ
K(B2)

+
∑
j

∫
dv dsσdΩ gfi(v)fj(s)$i

· [($iEi)′ + ($jEj)′ −$iEi −$jEj ] . (9.86)

The infinite set of equations (9.85) we can regard as giving the infinite set
of coefficients, e1

i , e
2
i , . . . in terms of e0

1 and e0
2 and then it appears at first

sight that the two equations of (9.86) (with i = 1, 2) determines e0
1 and e0

2.
If this were the case we would have no freedom left to apply the subsidiary
condition of equation (9.56). But we shall now show that the two equations
are identical so that the solution is not fixed completely by equation (9.48).

Multiply equation (9.86) by
√
mi and sum over i to obtain

0 = −3iB
2

∑
i

niei√
mi

e0
i +

3iB
2
K(B2) +

∑
i,j

∫
dv dsσdΩ gfi(v)fj(s)

√
mi$i

· [($iEi)′ + ($jEj)′ −$iEi −$jEj ] . (9.87)

Recalling that
√
mi$i is

√
miwi/vti, some manipulation of the last term of

equation (9.87) shows that it vanishes identically whatever Ei may be because
it is proportional to the total rate of change of momentum due to collisions.
Also from the definition of K(B2) given by equation (9.57) we see that the first
two terms cancel exactly so equation (9.87) is satisfied identically. Hence the
two equations of equation (9.86) are identical and equations (9.85) and (9.86)
do not fix all the coefficients emi , so one coefficient is still arbitrary. This last
coefficient is fixed by the subsidiary equation (9.56). Notice that this property
of the equation is connected with the very special relation between the first
and second term on the right-hand side of equation (9.48) and would not hold
if, for example, the second term were multiplied by some factor which is not
unity. In other words, we only have the freedom to satisfy the subsidiary
condition if the second term is precisely as written in equation (9.48). The
importance of this is that when we describe the variation method which solves
this equation, we will find that the second term drops out of the analysis
completely so, looking at the variation method alone, it appears that the
second term could be multiplied by any factor, including zero, and yet the
method would give the same solution. This, however, is only apparent; the
foregoing analysis shows it is only consistent to apply a subsidiary condition
if the second term is precisely as written.
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9.4.1 Solving for the emi

Suppose Ji is a trial function for the unknown Ei of equation (9.48). Then
we construct the Davison function, defined by

D(J ) ≡
∑
i

∫
dvJi$i

−2(−1)i
1
ni
fiwi − iB

ei
mi

fi$iJi

+
iB
√
mi

ρ
fi$i

2
3

∑
j

njej√
mj

1
π3/2

∫
d$j e−$

2
j$2

jJj

 (9.88)

+
∑
j

∫
dsσdΩ gfi(v)fj(s)[($iJi)′+($jJj)′−$iJi−$jJj ]

.
We also ensure that the trial function satisfies the subsidiary condition of
equation (9.54), namely,∑

i

ni
√
mi

∫
d$i e−$

2
i$2

iJi = 0 , (9.89)

and we do not permit variations of Ji which violate this condition. But now
we notice that if all our trial functions satisfy equation (9.89), then the third
term in equation (9.88) disappears, so then

D(J ) = −2
∑
i

(−1)i

ni

∫
dv fiwi ·$iJi − iB

∑
i

ei
mi

∫
dv fi$2

iJ 2
i

+
∑
i,j

∫
dv dsσdΩ gfi(v)fj(s)Ji$i

· [($iJi)′ + ($jJj)′ −$iJi −$jJj ] . (9.90)

Varying J , we find after some manipulation of the last term,

δD(J ) = −2
∑
i

(−1)i

ni

∫
dv fiwi ·$i(δJi)− 2iB

∑
i

ei
mi

∫
dv fi$2

iJi(δJi)

+2
∑
i

∫
dv (δJi)$i ·

∑
j

∫
dv dsσdΩ gfi(v)fj(s)

× [($iJi)′ + ($jJj)′ −$iJi −$jJj ] . (9.91)

If we therefore ask for that function which makes equation (9.90) stationary,
i.e., makes equation (9.91) vanish, subject to the condition of equation (9.89),
then this function is a solution of the equation,

− (−1)i

ni
fiwi = −iB

ei
mi

fi$iJi + α
√
mifi$i +

∑
j

∫
dv dsσdΩ gfi(v)fj(s)

× [($iJi)′ + ($jJj)′ −$iJi −$jJj ] , (9.92)
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where α is any quantity independent of the subscript i. There would, of
course, be no term like this if we permitted all variations δJi, but because in
fact we do restrict δJi to obey equation (9.89), we must in general include a
term like this (which is orthogonal to the variations $iδJi). So far α can be
arbitrary. But now we recall that, in fact, equation (9.92) will only have a
solution satisfying the subsidiary equation if α has the value,

α =
iB
ρ

2
3

∑
j

njej√
mj

1
π3/2

∫
d$j e−$

2
j$2

jJj ,

and then equation (9.92) becomes exactly equation (9.48). This means that
the trial function which makes D(J ) stationary is the correct solution of
equation (9.48). Furthermore if

J = E +O(δ) ,

where δ is small, then
D(J ) = D(E) +O(δ2) ,

so a fairly poor trial function will give a good value for D(E) which is precisely
what we would like to know accurately. To demonstrate this, we substitute the
expansion equation (9.55) for Ji in equation (9.88). Then since equation (9.55)
is the exact solution, equation (9.88) reduces to

−
∑
i

(−1)i

ni

∫
dv fiwi ·$iEi =

3
2
vtiρ

n2m2
e0

1 .

Hence the variation method gives e0
1 correct to order δ2 if δ is the error in

the trial function. But e0
1 is precisely what we want to know to evaluate the

conductivities of equations (9.61) and (9.62). The method therefore gives σI ,
σII , and σIII correct to order δ2 and we can expect to get good values for
these conductivities with quite poor trial functions.

It is now convenient to introduce a condensed notation for various kinds of
collision integrals. This notation is precisely the same as we used in Chapter 8.
If Gi, Hi are any properties connected with particles i, depending in general
on position, velocity, and time, we define

[G1, H1]12 ≡ −
1

n1n2

∫
dvdsσdΩ gf1(v)f2(s)G1(v) : [H1(s′)−H1(s)]

[G2, H2]12 ≡
1

n1n2

∫
dvdsσdΩ gf1(v)f2(s)G2(s) : [H2(s′)−H2(s)]

[G1, H2]12 = [H2, G1]12

≡ − 1
n1n2

∫
dvdsσdΩ gf1(v)f2(s)G1(v) : [H2(s′)−H2(s)]

= − 1
n1n2

∫
dvdsσdΩ gf1(v)f2(s)H2(s) : [G1(v′)−G1(v)]
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[Gi, Hi]i ≡ −
1
n2
i

∫
dvdsσdΩ gfi(v)fi(s)Gi(v)

: [Hi(v′) +Hi(s′)−Hi(v)−Hi(s)] . (9.93)

In all these expressions, Gi(v) : Hj(s) stands for the full scalar product as
indicated by equation (7.103). Finally, we define

{G1;H1} ≡ −2
∑
i,j

∫
dvdsσdΩ gfi(v)fj(s)Gi(v)

: [Hi(v′) +Hj(s′)−Hi(v)−Hj(s)]
= 2n2

1[G1, H1]1 + 2n2
2[G2, H2]2

+2n1n2 ([G1, H1]12 + [G1, H2]12 + [G2, H1]12 + [G2, H2]12) .(9.94)

As the trial function Ji to be used in equation (9.90), we use a finite ex-
pansion of the form of equation (9.55), i.e.,

Ji =
M∑
m=0

emi L
3
2
m($2

i ) ,

where successive approximations will be made by increasing M by unity. The
first approximation will be given by M = 0, i.e., Ji = e0

i , etc.
The subsidiary condition of equation (9.89) is now just equation (9.56), i.e.,

e0
2 = −

n1
√
m1

n2
√
m2

e0
1 , (9.95)

and equation (9.90) becomes

D(J ) = −3
∑
i

(−1)ivtie0
i −

3iB
2

∑
i

niei
mi

M∑
m=0

(emi )2 4(m+ 3
2 )!

3
√
πm!

−1
2

{
$

M∑
m=0

emL
3
2
m($2);$

M∑
m=0

emL
3
2
m($2)

}
. (9.96)

The first approximation is obtained by setting M = 0. Then using equa-
tion (9.95), D(J ) becomes

D(J ) = 3vt1e0
1 −

3iB
2
n1e1

m1
(e0

1)2 − n1n2[$1,$1]12(e0
1)2, (9.97)

where we have used the tabulation of the collision integrals given in Appendix
B to express [$2,$2]12 and [$1,$2]12 in terms of [$1,$1]12, neglecting
terms of order m1/m2.

From now on it is convenient to express all the collision integrals in terms
of the collision time τe defined by

τe ≡
3

2n2[$1,$1]12
, (9.98)
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and, in place of the magnetic field B, to define

ωce ≡
∣∣∣∣ eBm1

∣∣∣∣ . (9.99)

From the value given for [$1,$1]12 in Appendix B we have

τe '
3
nϕ

=
3(4πε0kBT )2

√
πvt1ne4 ln Λ

. (9.100)

Here, and throughout this section, the sign ' signifies that the usual plasma
approximations have been made, i.e.,

m2 � m1 , n1 ' n2 ' 1
2n , e1 = −e2 = −e . (9.101)

These approximations are very slight ones. Hence, from equation (9.99),

ωce = 1.759 1011B sec−1

where B is in Tesla.
In terms of these variables, equation (9.97) becomes

D(J ) ' 3vt1e0
1 −

3n1

2τe
(1− iωceτe)(e0

1)2 , (9.102)

which is stationary (dD/de0
1 = 0) for

[
e0

1

]
1

=
τevt1

n1(1− iωceτe)
=
τevt1(1 + iωceτe)
n1(1 + ω2

ceτ
2
e )

, (9.103)

where we have written this as
[
e0

1

]
1

to indicate it is the first approximation
to e0

1.
Now in Chapter 8 we found that the first approximation to e0

1 was not a
very good one, but that the second approximation was very good. We shall
therefore not discuss the first approximations to the electrical conductivity
which equation (9.103) leads to, but will go immediately to consider the second
approximation which is obtained by letting M = 1 in equation (9.96). Then
the additional terms to be added to equation (9.97) are, using the expansion
of {J ;J } in equation (9.94),

−15iB
4

∑
i

niei
mi

(e1
i )

2 − n2
1[$1L

3
2
1 ,$1L

3
2
1 ]1(e1

1)2 − n2
2[$2L

3
2
1 ,$2L

3
2
1 ]2(e1

2)2

−n1n2

{
2e0

1e
1
1[$1,$1L

3
2
1 ]12 + (e1

1)2[$1L
3
2
1 ,$1L

3
2
1 ]12 + 2e0

2e
1
2[$2,$2L

3
2
1 ]12

+(e1
2)2[$2L

3
2
1 ,$2L

3
2
1 ]12 + 2e0

1e
1
2[$1,$2L

3
2
1 ]12 + 2e1

1e
0
2[$1L

3
2
1 ,$2]12

+2e1
1e

1
2[$1L

3
2
1 ,$2L

3
2
1 ]12

}
.
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Adding these terms to equation (9.102) we get

D(J ) ' 3vt1e0
1 −

3n
4τe

{
(1− iωceτe)(e0

1)2 + 3e0
1e

1
1 − 3M3/2

1 e0
1e

1
2

+(e1
1)2
(

13
4 +
√

2− 5
2 iωceτe

)
+(e1

2)2
[

5
2 (3 + iωceτe)M1 +

√
2M1

]
− 27

2 e
1
1e

1
2M

3/2
1

}
, (9.104)

where
M1 =

m1

m1 +m2
' m1

m2
.

The values of e0
1, e1

1, and e1
2 which make this stationary can be readily found.

They are, using n1 = ne ' n/2,

[
e0

1

]
2
' τevt1

n1

[
ω2
ceτ

2
e + 1.8017 + iωceτe(ω2

ceτ
2
e + 4.381)

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
(9.105)

[
e1

1

]
2
' 3vt1τe

5n1

[
ω2
ceτ

2
e − .9657− 2.866iωceτe

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
(9.106)

[
e1

2

]
2
' vt1τe

n1
M1

[
3.924ω2

ceτ
2
e − .8546− 3.560iωceτe + 1.0607ω3

ceτ
3
e

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
. (9.107)

From equations (9.62) and (9.105) we have, to this approximation,

[
σII
]
2
' n1e

2τe
m1

ω2
ceτ

2
e + 1.8017

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

(9.108)

[
σIII

]
2
' n1e

2τe
m1

ωceτe(ω2
ceτ

2
e + 4.381)

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

, (9.109)

and from Equations (9.61) and (9.83)

[
σI
]
2

=
n1e

2τe
m1

1.932 = 1.932
[
σI
]
1
. (9.110)

Problem 9.1 Verify equation (9.104) and the expressions for
[
e0

1

]
2
,
[
e1

1

]
2
,

and
[
e1

2

]
2
.∗

One combination of the conductivities σII and σIII is particularly useful.
Suppose that there are no temperature gradients so that we need consider only
the first three terms of equation (9.59), and that an electric field E⊥ is applied
perpendicular to the direction of the magnetic field. Then equation (9.59) tells
us that E⊥ gives rise to a current σIIE⊥ and also a current perpendicular

∗The results for
[
e12

]
2

differ from those in Marshall’s work because his expression for equa-

tion (B.131) has been corrected. Also, the odd order terms in ωceτe change sign since he
uses ωce = −|ωce|.
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to this, σIII b̂ × E⊥. Now very frequently the experimental arrangement is
such that no current can flow in this latter direction. What happens then is
that when E⊥ is switched on, an additional electric field E⊥0 is set up in the
direction of b̂ × E⊥ of just such strength to cancel off this current. In this
situation the total electric field is E⊥+E⊥0 and the current parallel to E⊥ is

j⊥ = σIIE⊥ + σIII b̂×E⊥0 ,

and the current perpendicular to E⊥ and B is

j⊥0 = σIIE⊥0 + σIII b̂×E⊥ .

If the experimental arrangement is such that j⊥0 must be zero we have

E⊥0 = −σ
III

σII
b̂×E⊥ ,

and hence,

j⊥ =
(σII)2 + (σIII)2

σII
E⊥ .

For such an experimental arrangement it is convenient to define a “perpen-
dicular conductivity” by

j⊥ = σ⊥E⊥

where

σ⊥ =
(σII)2 + (σIII)2

σII

= σII

[
1 + ω2

ceτ
2
e

(
ω2
ceτ

2
e + 4.381

ω2
ceτ

2
e + 1.802

)2
]
. (9.111)

Notice that in very strong magnetic fields such that ωceτe � 1,

σ⊥ ' n1e
2τe

m1
=

σI

1.932
,

so in this situation σ⊥ is approximately half of the longitudinal conductivity.
It is even closer to half than appears here since higher order approximations
[see equation (8.114)] are even closer to a factor of two.

We can be confident that these conductivities are correct to about 10%.
The greatest error comes from the uncertainty in the cut-off distance.

9.5 Thermal conductivity and diffusion

9.5.1 Variational results

In this section we shall consider equation (9.45) and obtain values for the
thermal conductivity and thermal diffusion. The analysis is clearly similar to



Transport with a Finite Magnetic Field 259

that given in the previous section and we need not repeat it in detail. This
time we take as our trial function the finite sum,

Ji =
M∑
m=0

ami $iL
3
2
m($2

i ) ,

and in place of equation (9.96) we get for the Davison function

D(J ) = −15
2

∑
i

nivtia
1
i −

3iB
2

∑
i

niei
mi

M∑
m=0

(ami )2 4(m+ 3
2 )!

3
√
πm!

−1
2

{
M∑
m=0

am$L
3
2
m($2);

M∑
m=0

am$L
3
2
m($2)

}
, (9.112)

and in place of equation (9.95), the subsidiary condition is

a0
2 = −

n1
√
m1

n2
√
m2

a0
1 .

We could now consider a first approximation to equation (9.112) by setting
all the coefficients except a1

1 and a1
2 to zero. But this would ignore all thermal

diffusion effects so we shall consider the second approximation immediately.
Setting all the coefficients except a0

i and a1
i equal to zero we can write down

D(J ) immediately by comparing Equations (9.96), (9.104), and (9.112). This
gives

D(J ) ' −15
2

∑
i

nivtia
1
i −

3n
4τe

{
(1− iωceτe)(a0

1)2 + 3a0
1a

1
1 − 3M3/2

1 a0
1a

1
2

+(a1
1)2
(

13
4 +
√

2− 5
2 iωceτe

)
+(a1

2)2
[

5
2 (3 + iωceτe)M1 +

√
2M1

]
− 27

2 a
1
1a

1
2M

3/2
1

}
. (9.113)

The values of a0
1, a1

1, and a1
2 which make this stationary are

[
a0

1

]
2
' −3vt1τe

2

[
ω2
ceτ

2
e − .9657− 2.866iωceτe

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
(9.114)

[
a1

1

]
2
' −vt1τe

[
1.866ω2

ceτ
2
e + .9657 + iωceτe(1.9 + ω2

ceτ
2
e )

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
(9.115)[

a1
2

]
2
' −5vt1τe

2
√

2
. (9.116)

There is one check we can apply to these solutions. Earlier we proved a
relation, equation (9.68), between the exact values of a0

1, e1
1, and e1

2. Now
in the course of deriving e0

1 and the electrical conductivity in the previous
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section we calculated approximations to e1
1 and e1

2 from equation (9.106), and
now we have an approximation for a0

1 from equation (9.114). It is therefore
interesting to see how well these approximations satisfy equation (9.68) and
it is easy to show that they satisfy equation (9.68) exactly apart from terms
∼ M1 which we have neglected throughout. This helps to give us confidence
in the results we have derived.

Problem 9.2 Verify the expressions for
[
a0

1

]
2
,
[
a1

1

]
2
, and

[
a1

2

]
2
. †

9.5.2 The transport coefficients

From equations (9.64) and (9.114) we have

[
ϕII
]
2
' −3kBn1eτe

2m1

ω2
ceτ

2
e − .9657

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

(9.117)

[
ϕIII

]
2
' 3kBn1eτe

2m1

2.8657ωceτe
ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

, (9.118)

and therefore by equation (9.84),[
ϕI
]
2
' 3kBn1eτe

2m1

.9657

.9325
' 1.553

kBn1eτe
m1

. (9.119)

By equations (9.67), (9.115), and (9.116),[
λ′
II
]

2
' 5n1τek

2
BT

2m1

[
1.8657ω2

ceτ
2
e + .9657

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
(9.120)[

λ′
III
]

2
' 5n1τek

2
BT

2m1

[
ωceτe(ω2

ceτ
2
e + 1.9)

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
, (9.121)

and by equation (9.84),[
λ′
I
]

2
' 5n1τek

2
BT

2m1

(
.9657
.9325

)
' n1τek

2
BT

m1
2.589 . (9.122)

Then from equation (9.81),

[
θI
]
2
' n1τek

2
BT

m1
6.472 (9.123)

[
θII
]
2
' 5n1τek

2
BT

2m1

[
.3657ω2

ceτ
2
e + 2.415

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
(9.124)

[
θIII

]
2
' 5n1τek

2
BT

2m1

[
ωceτe(ω2

ceτ
2
e + 6.199)

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
, (9.125)

†These results differ from those in Marshall’s work because his expression for equa-
tion (B.131) has been corrected.
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and by equation (9.82),

[
ξI
]
2
' −n1eτekBT

m1
6.383 (9.126)

[
ξII
]
2
' −n1eτekBT

m1

ω2
ceτ

2
e + 5.953

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

(9.127)

[
ξIII

]
2
' −5n1eτekBT

2m1

ωceτe(ω2
ceτ

2
e + 6.10)

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

. (9.128)

From equation (9.74) [
λI
]
2
' n1τek

2
BT

m1
1.340 . (9.129)

After some tedious algebra, equation (9.75) becomes

[
λII
]
2
' n1τek

2
BT

m1

[
4.664

ω2
ceτ

2
e + 3.481

]
, (9.130)

and equation (9.76) is

[
λIII

]
2
' 5n1τek

2
BT

2m1

[
ωceτe

ω2
ceτ

2
e + 3.481

]
. (9.131)

Equation (9.77) gives

[
ψI
]
2
' −3.304

kBT

e
, (9.132)

equation (9.78) gives

[
ψII
]
2
' −5kBT

2e

[
ω2
ceτ

2
e + 4.600

ω2
ceτ

2
e + 3.481

]
, (9.133)

and equation (9.79) gives

[
ψIII

]
2
' −3kBT

2e
ωceτe

ω2
ceτ

2
e + 3.481

. (9.134)

These expressions, though simplified, are good to a better than a part per
thousand. The errors due to stopping at the second approximation are larger
than those due to the accuracy of the various constants.

Problem 9.3 Show that equation (9.68) is satisfied exactly with the listed
values of

[
a0

1

]
2

and
[
e1

1

]
2

except for terms of order
√
M1 � 1.
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9.5.3 Convergence and accuracy

When considering convergence, it was noted in Chapter 7 that when evaluating
the coefficients to first, second, and third order that the second approximation
made a significant change but that the third approximation made a relatively
small additional correction. We have generally stopped at this approxima-
tion, but we can note that for the electrical conductivity, even higher order
calculations have been made. It was found that the correction factor was
1.93198 ∼ 1.932 using [eji ]2 coefficients, but the next higher approximation
is given by Balescu[47] as 1.950 and the next as 1.953 so the convergence is
rather rapid. Even higher approximations have been given by Kaneko and
Yamao[48] where they used 50 polynomials to achieve an accuracy of six sig-
nificant figures. This limit of 1.96 is used by Spitzer[1] and Braginskii[43],
but the full expressions for [e0

1]n and [e1
1]n are not given. The corresponding

successive approximations by Balescu for ϕI are 1.55, 1.39, and 1.40 while
the coefficients for λ′I are 2.59, 4.15, and 4.22. These indicate that the ex-
pressions for ϕ are probably accurate enough but that the expressions for λ′I

should go at least one step further.
The accuracy of the listed expressions depends on two factors. The coef-

ficients have all been calculated to at least six significant figures and then
rounded to three or four figures, so the numerical values are accurate to the
approximation level used. On the other hand, we have neglected terms of the
order of

√
M1 and smaller. If we were to keep terms to this order, the various

coefficients [a0
1]2, [a1

1]2, and [a1
2]2 would vary only in the fourth significant

figure, so the neglect is justifiable. For the [e0
1]2, [e1

1]2, and [e1
2]2 coefficients,

however, the denominator changes so that

0.932548 + 6.28078x2 + x4 → 1.273(0.924724 + 6.22933x2 + x4 + 0.001336x6)

but σI is unchanged to four significant figures.

9.6 The pressure tensor

In this section we examine equation (9.26) which for convenience we repeat
here as

−2fi$0
i$i = − 1

ρkBT
mifiwi ·

∑
j

ej

∫
dv fj(wj ×B)Bj

− ei
mi

fi($i ×B) · ∇$i
Bi

+
∑
j

∫
dsσdΩ gfi(v)fj(s)
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×[Bi(v′) + Bj(s′)− Bi(v)− Bj(s)] . (9.135)

The solution Bi will lead to values for the elements in the pressure tensor.
We first consider the possible forms that the tensor Bi can take. Bi can

only depend on the vector $i and the pseudo-vector B. The scalars which
can be formed from these are

$2
i , B2 , ($i ·B)2 .

The vectors which can be formed are

$i , $i ×B , B($i ·B) .

From these vectors, we can form six traceless tensors which are(
T1
i

)
αβ

=
(
$0
i$i

)
αβ(

T2
i

)
αβ

= 1
2 [$iα($i ×B)β +$iβ($i ×B)α](

T3
i

)
αβ

= ($i ×B)α($i ×B)β − 1
3 [B2$2

i − ($i ·B)2]δαβ(
T4
i

)
αβ

= 1
2 ($iαBβ +$iβBα)($i ·B)− 1

3 ($i ·B)2δαβ(
T5
i

)
αβ

= 1
2 [Bα($i ×B)β +Bβ($i ×B)α] ($i ·B)(

T6
i

)
αβ

= BαBβ($i ·B)2 − 1
3B

2($i ·B)2δαβ . (9.136)

In addition, of course, we have the unit tensor,(
T0
i

)
αβ

= δαβ .

We thus write

Bi =
6∑

n=0

Bni Tni , (9.137)

where the Bni are scalars that are in general functions of $2
i , B

2, and ($i·B)2.
We now notice that equation (9.137) is even in $i so the integral in the

first term on the right-hand side of equation (9.135) must vanish. Equation
(9.135) then becomes

−2fi$0
i$i = − ei

mi
fi($i ×B) · ∇$i

Bi + I(Bi) , (9.138)

where throughout this section we shall use I to stand for the integral operator
defined by

I(Bi) =
∑
j

∫
dsσdΩ gfi(v)fj(s)[Bi(v′) + Bj(s′)− Bi(v)− Bj(s)] . (9.139)
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Now consider the effect of the operator ($i × B) · ∇$i
acting on Bi.

When this operator acts on the scalars Bni it gives zero because these are only
functions of $2

i , B
2, and ($i ·B)2. Thus, for example,

($i ×B) · ∇$i
Bni ($2

i ) =
[
($i ×B) · ∇$i

($2
i )
] ∂

∂$2
i

Bni ($2
i )

= 2[($i ×B) ·$i]
∂

∂$2
i

Bni ($2
i ) = 0 .

Effectively, the operator only acts on the tensors Tni . It is easy to derive the
following results:

($i ×B) · ∇$i
T0
i = 0

($i ×B) · ∇$i
T1
i = 2T2

i

($i ×B) · ∇$i
T2
i = −B2Ti1 + T3

i + T4
i

($i ×B) · ∇$i
T3
i = −2B2T2

i + 2T5
i

($i ×B) · ∇$i
T4
i = T5

i

($i ×B) · ∇$i
T5
i = −B2T4

i + T6
i

($i ×B) · ∇$i
T6
i = 0 . (9.140)

Notice that these tensors form a closed group, as they must if equation (9.137)
is to be a solution, so this operator does not create any new tensors.

Problem 9.4 The Tni tensors.

1. Write out the tensors Tni for n = 0 through n = 6.

2. Prove that the relationships of equation (9.140) are satisfied. Assume
that B is in the z-direction.

3. Show that Tni , n = 1 through n = 6 are traceless.

The tensors Tni are not easy to work with because they are constructed from
components of $i and B in a complicated way. It is therefore convenient to
define a new set of nine tensors, each of which has a simple dependence on
the components of $i. These are:(

Q0
i

)
αβ

= δαβ(
Q1
i

)
αβ

= δαγδβλ($0
i$i)γλ(

Q2
i

)
αβ

= 1
2 (δαγεβλϕ + δβγεαλϕ)Bϕ($0

i$i)γλ(
Q3
i

)
αβ

= εαγϕεβλψ(B : B)ϕψ($0
i$i)γλ(

Q4
i

)
αβ

= δαβ(B : B)γλ($0
i$i)γλ(

Q5
i

)
αβ

= $2
i (B : B)αβ
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Q6
i

)
αβ

= 1
2 [δαγ(B : B)βλ + δβγ(B : B)αλ]($0

i$i)γλ(
Q7
i

)
αβ

= 1
2 [εβγϕ(B : B)αϕ + εαγϕ(B : B)βϕ]Bλ($0

i$i)γλ(
Q8
i

)
αβ

= (B : B)αβ(B : B)γλ($0
i$i)γλ , (9.141)

where εαβγ was defined in equation (9.35) and

(B : B)αβ ≡ BαBβ − 1
3B

2δαβ .

This may also be written as

B : B =

− 1
3B

2 0 0
0 − 1

3B
2 0

0 0 2
3B

2

 .

Notice that all the tensors except Q0
i and Q5

i are expressed in terms of $0
i$i.

In terms of these Qni tensors, the Tni tensors may be written

T0
i = Q0

i

T1
i = Q1

i

T2
i = Q2

i

T3
i = Q3

i + 1
3Q4

i − 1
3B

2Q1
i − 1

3Q5
i

T4
i = Q6

i − 1
3Q4

i + 1
3B

2Q1
i + 1

3Q5
i

T5
i = Q7

i

T6
i = Q8

i + 1
3B

2Q5
i . (9.142)

Problem 9.5 Prove the relationships of equation (9.142) for the Qni .

The transformation properties of the Qni are

($i ×B) · ∇$iQ
0
i = 0

($i ×B) · ∇$iQ
1
i = 2Q2

i

($i ×B) · ∇$iQ
2
i = −B2Q1

i + Q3
i + Q6

i

($i ×B) · ∇$iQ
3
i = − 4

3B
2Q2

i + 2Q7
i

($i ×B) · ∇$i
Q4
i = 0

($i ×B) · ∇$i
Q5
i = 0

($i ×B) · ∇$i
Q6
i = Q7

i − 2
3B

2Q2
i

($i ×B) · ∇$i
Q7
i = Q8

i −B2Q6
i + 1

3B
2Q4

i − 1
3B

4Q1
i

($i ×B) · ∇$iQ
8
i = 0 . (9.143)

Now put

Bi =
8∑

n=0

Dn
i Qni , (9.144)
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where the Dn
i are scalars. Comparing equation (9.144) with equation (9.137)

and using equation (9.142), we find the scalars Dn
i are given in terms of the

scalars Bni by

D0
i = B0

i

D1
i = B1

i − 1
3B

2B3
i + 1

3B
2B4

i

D2
i = B2

i

D3
i = B3

i

D4
i = 1

3 (B3
i −B4

i )

D5
i = 1

3 (−B3
i +B4

i +B2B6
i )

D6
i = B4

i

D7
i = B5

i

D8
i = B6

i . (9.145)

Problem 9.6 Use equations (9.137), (9.142), and (9.144) to prove the rela-
tionships of equation (9.145).

We now assume that the scalars Bni and Dn
i are independent of ($i ·B)2,

i.e., that they only depend on $2
i and B2. This assumption is equivalent

to the one we made in Section 9.3. We can make it very plausible that this
assumption is correct as follows. Suppose we tried to solve equation (9.138)
by some iteration process starting from the tensors Tni . Then in this iteration
process the operator ($i × B) · ∂/∂$i would generate all the tensors Tni
again, multiplied in general by functions of B2 but, from equation (9.140),
it would not generate any of these tensors multiplied by ($i · B)2. Hence
if we started this iteration process with the tensors Tni multiplied by scalar
functions which were independent of ($i ·B)2, we should never create such a
dependence. Strictly speaking, because we make this assumption we should,
after obtaining our solution, consider if we can prove a uniqueness theorem
but we shall not do this.

From the assumption it follows that when equation (9.144) is substituted
into equation (9.138) using equation (9.143), the equation which results can be
separated into nine simultaneous equations corresponding to the nine tensors
Qni . These equations are:

0 = I(D0
i )

−2fi$0
i$i = I($0

i$iD
1
i )−

ei
mi

fi
(
−B2D2

i − 1
3B

4D7
i

)
$0
i$i

0 = I($0
i$iD

2
i )−

ei
mi

fi
(
2D1

i − 4
3B

2D3
i − 2

3B
2D6

i

)
$0
i$i

0 = I($0
i$iD

3
i )−

ei
mi

fiD
2
i$

0
i$i

0 = I($0
i$iD

4
i )−

ei
mi

fi
1
3B

2D7
i$

0
i$i
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0 = I($2
iD

5
i )

0 = I($0
i$iD

6
i )−

ei
mi

fi(D2
i −B2D7

i )$
0
i$i

0 = I($0
i$iD

7
i )−

ei
mi

fi(D6
i + 2D3

i )$
0
i$i

0 = I($0
i$iD

8
i )−

ei
mi

fiD
7
i$

0
i$i . (9.146)

Problem 9.7 Show that the nine equations of the set (9.146) follow from the
steps indicated.

The coefficients Dn
i must also satisfy subsidiary conditions which come from

requiring that ni, u, and T really are the number densities, drift velocity, and
temperature. The number density is

ni =
∫

dv Fi =
∫

dv fi(1 + ϕi) .

Using equation (9.25) this becomes∫
dv fiB

αβ
i ∇αuβ = 0 ,

or using equation (9.144),

8∑
n=0

∫
dv fiDn

i Qni = 0 . (9.147)

Now it is clear that for those tensors Qni which can be expressed in terms of
$0
i$i alone, that is all except Q0

i and Q5
i , we have∫

dv fiDn
i Qni = 0 [n 6= 0, n 6= 5] ,

whatever the dependence of Dn
i on $2

i and B2. Hence the sum in equa-
tion (9.147) reduces to just two terms, n = 0 and n = 5. These must be zero
separately so we have∫

dv fiD0
i = 0 and

∫
dv fi$2

iD
5
i = 0 . (9.148)

The drift velocity, u, is defined by

u ≡ 1
ρ

∫
dv Fimivi ,

so that ∫
dv FimiwiB

αβ
i ∇αuβ = 0 .
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This equation is automatically satisfied because Bαβi is even in $2
i so the

integrals vanish.
The temperature is defined by

3
2nkBT ≡

∑
i

∫
dv Fi 1

2miw
2
i .

Hence ∑
i

∫
dv fi 1

2miw
2
iB

αβ
i = 0 ,

which along with equation (9.144) leads to two further conditions on D0
i and

D5
i , namely,∑

i

∫
dv fi 1

2miw
2
iD

0
i = 0 and

∑
i

∫
dv fi 1

2miw
2
iD

5
i = 0 . (9.149)

From the first equation of the set (9.146) it follows that D0
i is a collision

invariant. The only scalar collision invariants are unity and energy so

D0
i = α+ β 1

2miw
2
i ,

where α and β are independent of velocity and the subscript i. But the only
values of α and β which are consistent with the conditions of equations (9.148)
and (9.149) are zero. Hence

D0
i = 0 .

Similarly, from the fifth equation of equation (9.146) and the conditions of
Equations (9.148) and (9.149), it follows that

D5
i = 0 .

We now substitute the expressions of equation (9.145) into equation (9.146)
to obtain equations for the fourteen scalars Bni . These are:

B0
i = 0

B6
i =

1
B2

(B3
i −B4

i ) (9.150)

−2fi$0
i$i = I($0

i$iB
1
i )− ei

mi
fi(−B2B2

i )$0
i$i

0 = I($0
i$iB

2
i )− ei

mi
fi(2B1

i − 2B2B3
i )$0

i$i

0 = I($0
i$iB

3
i )− ei

mi
fiB

2
i$

0
i$i

0 = I($0
i$iB

4
i )− ei

mi
fi(B2

i −B2B5
i )$0

i$i

0 = I($0
i$iB

5
i )− ei

mi
fi(2B3

i +B4
i )$0

i$i . (9.151)
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We get fourteen equations, since the real parts and the imaginary parts of
Equations (9.150) and (9.151) must be satisfied separately, just sufficient to
determine all the complex Bni , in place of the original eighteen equations of
equation (9.146) because several of the equations expressed in terms of the
Bni turn out to be identical. This proves that it is valid to look for a solution
of the form of equation (9.137). Now define

Li ≡ B1
i +B2B3

i

Gi ≡ B1
i + iBB2

i −B2B3
i

2Pi ≡ 2B1
i + iBB2

i +B2B4
i + iB3B5

i , (9.152)

so the set of equations (9.151) can be reduced to the simple complex equations

−2fi$0
i$i = I(Li$0

i$i) (9.153)

−2fi$0
i$i = I(Gi$0

i$i)− 2iB
ei
mi

fiGi$
0
i$i (9.154)

−2fi$0
i$i = I(Pi$0

i$i)− iB
ei
mi

fiPi$
0
i$i . (9.155)

Problem 9.8 Reducing the equations.

1. Show that the set of equations (9.146) may be reduced to the set (9.151).

2. Then show that the relations of equation (9.152) can reduce the set of
equations (9.151) to the set of equations (9.153) – (9.155).

These equations are of the same form as those we considered in Section 9.4
and we can solve them by the same variation method. Notice that in these
equations there are no terms corresponding to the second term on the right-
hand side of equation (9.48). It therefore follows from the discussion given at
the beginning of Section 9.4 that these equations completely determine the
quantities Li, Gi, and Pi. This, of course, is just what we want because there
are no subsidiary conditions to be applied to these (the subsidiary conditions
only served to make D0

i and D5
i zero) whereas in Section 9.4 there was a

subsidiary condition to be applied.
We expand Li, Gi, and Pi in generalized Laguerre polynomials

Li($2
i , B) =

∞∑
n=0

`ni L
5
2
n ($2

i )

Gi($2
i , B) =

∞∑
n=0

gni L
5
2
n ($2

i )

Pi($2
i , B) =

∞∑
n=0

pni L
5
2
n ($2

i ) , (9.156)

and we can anticipate the result to be derived later that only the coefficients
`0i , g

0
i , and p0

i will enter into the expressions for the pressure tensor. Now
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we note from equation (9.153) that in evaluating Li, it is independent of B
so that if we were to take the value of Gi($2

i , 0) we would have the same
expression, so we conclude that Li = Gi($2

i , 0). In a similar manner, if we
compare equation (9.155) with equation (9.154), the expressions are equivalent
if we replace B by B/2 in equation (9.154), so we conclude that Pi($2

i , B) =
Gi($2

i , B/2). We therefore only need to solve for Gi.

9.6.1 Solving for Gi
We start by considering equation (9.156) and construct the Davison function,

D(G)=
∑
i

∫
dv($0

i$i)Gi :
[
4fi$0

i$i + I($0
i$iGi)− 2iB

ei
mi

fi$
0
i$iGi

]

=10
∑
i

nig
0
i − 5iB

∑
i

niei
mi

N∑
n=0

(gni )2 ( 5
2 + n)!
n! 5

2 !

−1
2

{
$0
i$i

N∑
n=0

gni L
5
2
n ($2

i );$
0
i$i

N∑
n=0

gni L
5
2
n ($2

i )

}
. (9.157)

The first approximation is obtained by setting N = 0. D(G) then becomes

D(G) = 10(n1g
0
1 + n2g

0
2)− 5iB

[
n1e1

m1
(g0

1)2 +
n2e2

m2
(g0

2)2

]
−(g0

1)2
{
n2

1[$0
1$1,$

0
1$1]1 + n1n2[$0

1$1,$
0
1$1]12

}
−(g0

2)2
{
n2

2[$0
2$2,$

0
2$2]2 + n1n2[$0

2$2,$
0
2$2]12

}
−2g0

1g
0
2n1n2[$0

1$1,$
0
2$2]12 ,

which in terms of the collision time τe defined by equation (9.98) can be
written, using Appendix B to give values for the collision integrals, as

D(G) ' 5n
τe

{
τeg

0
1 + τeg

0
2 − 1

2 (g0
1)2[−iωceτe + .3(2 +

√
2)]

− 1
2 (g0

2)2[.3
√

2M1 + (1 + iωceτe)M1] + .4M1g
0
1g

0
2

}
, (9.158)

where ' signifies that the usual plasma approximations of equation (9.101)
have been used, and M1 = m1/(m1 +m2) ' m1/m2. Equation (B6.35) is sta-
tionary for the values, using ωciτi ' 5

√
M1ωceτe/2

√
2 and τi = 5τe/2

√
2M1,[

g0
1

]
1
' τe

.3(2 +
√

2)− iωceτe
' 4M1τi

3(1 +
√

2)
√
M1 − 4iωciτi[

g0
2

]
1
' τe√

M1[.3
√

2 + (1 + iωceτe)
√
M1]

' 4τi
3 + 4iωciτi

. (9.159)

These are the first approximations to the constants and we can be confident
that they are correct to within a few percent by what we know of the problem
in the absence of a magnetic field.
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Problem 9.9 Evaluating the coefficients.

1. Show that the Davison function on line 1 of equation (9.157) is equivalent
to line 2 (i.e., show where the factors of 10 and 5 come from).

2. Show that setting N = 0 leads to equation (9.158).

3. Find g0
1 and g0

2 and show that they reduce to equation (9.159) if we
neglect terms of order

√
M1, depending on the strength of the magnetic

field.

From our conclusions about the relationships between Li, Gi, and Pi, we
immediately find

[
`01
]
1
' τe

.3(2 +
√

2)
' 4

√
M1τi

3(1 +
√

2)[
`02
]
1
' τe

.3
√

2M1

' 4τi
3

(9.160)

and [
p0

1

]
1
' 2τe

0.6(2 +
√

2)− iωceτe
' 4M1τi

3(1 +
√

2)
√
M1 − 2iωciτi[

p0
2

]
1
' τe√

M1[.3
√

2 + (1 + .5iωceτe)
√
M1]

' 4τi
3 + 2iωciτi

. (9.161)

9.6.2 The pressure tensor elements

We now have to consider how the pressure tensor involves these solutions.
The pressure tensor is defined by

Pst ≡
∑
i

nimi〈wiswit〉 =
∑
i

mi

∫
dv Fiwiswit

so

Pst − pδst=−
∑
i

∫
dviwiswitfiB

αβ
i ∇αuβ

=−2kBT
∑
i

ni
1

π3/2

∫
d$i e−$

2
i$is$itB

αβ
i ∇αuβ

=−2kBT
∑
i

ni

6∑
m=1

1
π3/2

∫
d$i e−$

2
i$is$itB

m
i Tmi,αβ∇αuβ ,(9.162)

where we have used equation (9.137). The integral over the magnitude of
$i in equation (9.162) is easy to do. We expand the scalar Bmi in a series
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of generalized Laguerre polynomials with coefficients which can be related to
the coefficients in the expansions of equation (9.156), i.e.,

Bmi =
∞∑
n=0

bm,ni L
5
2
n ($2

i ) .

Recalling that all the tensors Tmi are quadratic in $i, equation (9.162) be-
comes

Pst − pδst = − 15
2 kBT

6∑
m=1

(n1b
m,0
1 + n2b

m,0
2 )γmst , (9.163)

where γst is given by the integrations over the angles of $ and is defined by

γmst ≡
1

4π

∫
dΩ$

1
$4

$s$tT
m
αβ∇αuβ (9.164)

where the tensors Tm are defined by equation (9.136) and because they are
all quadratic in $, equation (9.164) is independent of the magnitude of $.

To evaluate these γmst we first note that

1
5

=
1

4π

∫
dΩ$

1
$4

$4
x =

1
4π

∫
dΩ$

1
$4

$4
y = etc.

1
15

=
1

4π

∫
dΩ$

1
$4

$2
x$

2
y = etc.

1
3

=
1

4π

∫
dΩ$

1
$4

$2
x$

2 = etc. (9.165)

We then suppose the magnetic field to be in the z-direction and write out the
tensors Tm explicitly. With the help of equation (9.165), it is then possible to
write down the γmst by inspection. We shall describe one typical calculation,
that of γ2

st, and merely quote the results for the other cases. The tensor T2

written explicitly is‡

T2 =
B

2

 2$x$y $2
y −$2

x $y$z

$2
y −$2

x −2$x$y −$x$z

$y$z −$x$z 0

 ,

and from this we can write down

γ2
st =

B

15

 −2sxy sxx − syy −syz
sxx − syy 2sxy sxz

−syz sxz 0

 , (9.166)

‡This tensor appears different from that in W. Marshall’s work because he chose B to be
in the x-direction instead of the z-direction.
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where
sαβ = 1

2 (∇αuβ +∇βuα)− 1
3∇ · uδαβ . (9.167)

The argument leading to equation (9.166) is as follows. First consider γ2
zz.

Putting s = t = z in equation (9.164), we see that in order to get a nonzero
result, we need to find a component of T2 proportional to $2

x, $2
y, or $2

z . But
the only components of T2 involving the square of components of $ are Txy
and Tyx and in these the integral coming from the product $2

z$
2
y must be

exactly cancelled by that from $2
z$

2
x which occurs with opposite sign. Hence

γ2
zz is zero. Next consider γ2

xz. Putting s = x, t = z in equation (9.164),
we see we need a component of T2 proportional to $x$z in order to get a
nonzero result. The only such components are T 2

yz and T 2
zy. Using the second

of equation (9.165), we can therefore write immediately

γ2
xz = 1

15

(
− 1

2B∇yuz −
1
2B∇zuy

)
= − 1

15Bsyz .

By similar arguments the other elements of γ2
st can be written down to give

equation (9.166).

Problem 9.10 Work out the remaining elements of γ2
αβ and the rest of the

γmαβ for m = 1 and m = 3 through m = 6.

Problem 9.11 Work out the diagonal elements of the pressure tensor, pxx,
pyy, and pzz after finding the diagonal elements of all of the γmst .

Having worked out all the γmst in problems 9.10 and 9.11, it is easy to evaluate
equation (9.163). The results we obtain are

pxx = p− 1
2kBT

∑
i

ni

(
2b1,0i sxx − 2Bb2,0i sxy + 2B2b3,0i syy

)
,

pyy = p− 1
2kBT

∑
i

ni

(
2b1,0i syy + 2Bb2,0i sxy + 2B2b3,0i sxx

)
,

pzz = p− 1
2kBT

∑
i

ni

(
2b1,0i + 2B2b3,0i

)
szz , (9.168)

pxy = pyx = − 1
2kBT

∑
i

ni

[
2(b1,0i −B

2b3,0i )sxy +Bb2,0i (sxx − syy)
]

pxz = pzx = − 1
2kBT

∑
i

ni

[
(2b1,0i +B2b4,0i )sxz −B(b2,0i +B2b5,0i )syz

]
pyz = pzy = − 1

2kBT
∑
i

ni

[
(2b1,0i +B2b4,0i )syz+B(b2,0i +B2b5,0i )sxz

]
(9.169)

since B2b6,0i = b3,0i − b
4,0
i from equation (9.150). We now use this relation and

equation (9.152) to express bm,0i in terms of `01, g0
1 , and p0

1 as follows:

b1,0i = 1
2 [`0i + Re(g0

i )]
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Bb2,0i = Im(g0
i )

B2b3,0i = 1
2 [`0i − Re(g0

i )]

B2b4,0i = 2 Re(p0
i )− `0i − Re(g0

i )

B3b5,0i = 2 Im(p0
i )− Im(g0

i )

B4b6,0i = 3
2`

0
i + 1

2Re(g0
i )− 2 Re(p0

i ) ,

and remembering from equation (9.167) that

syy + szz = −sxx ,

equations (9.168) through (9.169) become

pxx = p− kBT
∑
i

ni
[

1
2Re(g0

i )(sxx − syy)− Im(g0
i )sxy − `0i szz

]
pyy = p− kBT

∑
i

ni
[

1
2Re(g0

i )(syy − sxx) + Im(g0
i )sxy − `0i szz

]
pzz = p− kBT

∑
i

ni`
0
i szz

pxy = pyx = −kBT
∑
i

ni
[
Re(g0

i )sxy + 1
2 Im(g0

i )(sxx − syy)
]

pxz = pzx = −kBT
∑
i

ni
[
Re(p0

i )sxz − Im(p0
i )syz

]
pyz = pzy = −kBT

∑
i

ni
[
Re(p0

i )syz + Im(p0
i )sxz

]
. (9.170)

Problem 9.12 Show that the elements of the pressure tensor may be written
in terms of the g0

i , `0i , and p0
i as given in equation (9.170).

All these expressions involve sums over i of the coefficients `i, gi, or pi
weighted with the number densities ni. But since we can put n1 ' n2 ' 1

2n,
they effectively involve just the simple sums, `01 + `02, g0

1 + g0
2 , and p0

1 + p0
2.

Now from Equations (9.159) and (9.161) we see that g0
2 and p0

2 are greater
than g0

1 and p0
1 respectively by a factor which is of the order of magnitude of√

m2/m1 in weak fields and a factor of (m2/m1) in strong fields, and from
equation (9.160) we see that `02 is greater than `01 by a factor ∼

√
m2/m1. This

clearly shows that the viscosity of the plasma is almost entirely due to the
ions, the electrons contributing a negligible amount. This of course is exactly
as we found in Chapter 8 when we considered the problem in the absence of
a magnetic field and is due to the fact that ions can transport momentum
much more efficiently than electrons. In view of this it is not surprising that
equations (9.159), (9.160), and (9.161), giving g0

i , `0i , and p0
i in terms of ωce

and τe, are cumbersome because ωce is essentially a cyclotron frequency for
electrons and τe is a suitably defined collision time for electrons whereas the
coefficients are really determined by ions and collisions between ions. It is
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therefore appropriate to express g0
i , `0i , and p0

i , not in terms of ωce and τe,
but in terms of some suitably defined quantities relating to the ions. Defining

ωci ≡
e2B

m2
=
eB

m2
=
m1

m2
ωce 'M1ωce

and

τi =
5

2
√

2

(
m2

m1

)1/2

τe '
5

2
√

2
τe√
M1

,

then ωci is the cyclotron frequency for the ions and τi is an appropriately
defined collision time for ion collisions. From equations (9.159), (9.160), and
(9.161) it is apparent that g0

1 , `01, and p0
1 are small so they will not enter into

the solutions. We then write the real and imaginary parts for g0
2 and p0

2 as

Re(g0
2) =

12τi
9 + 16ω2

ciτ
2
i

Im(g0
2) = − 16τi(ωciτi)

9 + 16ω2
ciτ

2
i

Re(p0
2) =

12τi
9 + 4ω2

ciτ
2
i

Im(p0
2) = − 8τi(ωciτi)

9 + 4ω2
ciτ

2
i

.

Substituting these results into equation (9.170) we obtain§

pxx = p− 2µ
1 + 16

9 ω
2
ciτ

2
i

(
sxx + 4

3ωciτisxy −
8
9ω

2
ciτ

2
i szz

)
(9.171)

pyy = p− 2µ
1 + 16

9 ω
2
ciτ

2
i

(
syy − 4

3ωciτisxy −
8
9ω

2
ciτ

2
i szz

)
(9.172)

pzz = p− 2µszz

pxy = pyx = − 2µ
1 + 16

9 ω
2
ciτ

2
i

[
sxy − 2

3ωciτi(sxx − syy)
]

pxz = pzx = − 2µ
1 + 4

9ω
2
ciτ

2
i

(
sxz + 2

3ωciτisyz
)

pyz = pzy = − 2µ
1 + 4

9ω
2
ciτ

2
i

(
syz − 2

3ωciτisxz
)
, (9.173)

where
µ = 1

3nkBTτi

is the coefficient of viscosity and sαβ is defined by equation (9.167). The signs
of some of the terms are given incorrectly by Chapman and Cowling. This

§These results are different from those of W. Marshall because he had the magnetic field
in the x-direction. Otherwise we agree.
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can be seen very directly by appealing to the reciprocal relations of Onsager.
These state that if we write

pαβ =
∑
<γϕ>

L(B;αβ; γϕ)sγϕ

where the sum goes over all pairs xx, yy, zz, xy, xz, yz, then

L(B;αβ; γϕ) = L(−B; γϕ;αβ) .

Hence since the coefficients of sxy in pxx and sxy in pyy are odd in the field B,
it follows that they must be equal in magnitude but opposite in sign. This is
just as given in equations (9.172) and (9.173) but not as given by Chapman
and Cowling. This mistake in Chapman and Cowling was first noticed by G.
J. Hymen, P. Masseur, and S. R. De Groot[54].

Problem 9.13 Fill in the steps between equations (9.170) and (9.173).

9.7 Summary of results

It is intended that this section be entirely self-contained. All the symbols we
use will therefore be redefined as needed.

Maxwell’s equations, in SI units in vacuum, are

∇ ·B = 0
∇ ·E = Q/ε0

∇×E = −∂B
∂t

∇×B = µ0J +
1
c2
∂E

∂t
,

where c is the velocity of light. The total current J is the sum of a convection
current Qu and a conduction current j, i.e.,

J = Qu+ j ,

where u is the velocity of the center of mass of a fluid element. The equation
of continuity for the density of the plasma, ρ, is

∂

∂t
ρ+∇ · (ρu) = 0 .

The equation of motion is

ρ

(
∂

∂t
+ u · ∇

)
uα = −∇βpβα +QEα + (J ×B)α +

∑
i

ρiXiα .



Transport with a Finite Magnetic Field 277

In the first term on the right-hand side of this equation, pαβ is the pres-
sure tensor and the repeated suffix implies a summation. Xi is any non-
electromagnetic force per unit mass which may act on particles i. ρi is the
density of particles and i = 1 for electrons and i = 2 for ions.

The energy equation is(
∂

∂t
+ u · ∇

)
3
2
nkBT = −3

2
nkBT∇ · u− βpαβ∇αuβ −∇ · q

+j ·
[
E + u×B − m1

e
(X1 −X2)

]
.

Here n is the total number density n1 + n2, kB is Boltzmann’s constant, and
T is the temperature. In the second term, a summation over both α and β is
implied, i.e., this term is really nine terms. q is the heat flux vector.

The purpose of kinetic theory is to provide expressions for j, q, and pαβ .
The conduction current is given by

j = σID‖ + σIID⊥ + σIII b̂×D⊥ +ϕI(∇T )‖ +ϕII(∇T )⊥ +ϕIII b̂× (∇T )⊥

(9.174)
where D is a “generalized” electric field given by

D = E + u×B +
1
ne
∇p− m1

e
(X1 −X2) ,

and the superscripts ‖ and ⊥ denote components parallel and perpendicular
to the magnetic field. b̂ is a unit vector in the direction of B. The three terms
involving the temperature gradients in equation (9.174) are thermal diffusion
terms. p = nkBT is the pressure, m1 the electron mass, and e the electronic
charge. The electrical conductivities are given by[

σI
]
2

=
n1e

2τe
m1

1.932

[
σII
]
2
' n1e

2τe
m1

ω2
ceτ

2
e + 1.802

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325[

σIII
]
2
' n1e

2τe
m1

ωceτe(ω2
ceτ

2
e + 4.381)

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

, (9.175)

where
ωce =

eB

m1
= 1.759× 1011B sec−1 (9.176)

is the electron cyclotron frequency with the magnetic field in Tesla, and

τe = 3(2π)3/2

√
m1ε

2
0(kBT )3/2

n1e4 ln Λ
=

2.76 · 105T 3/2

ne ln Λ
sec (9.177)

is a suitable defined collision time for electrons. This value is equivalent to
that given by Balescu[47] and Braginskii[43] if Λ = 9ND. Plots of σII and
σIII are given in Figure 9.1.
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Of particular interest is a “perpendicular conductivity,” σ⊥, defined in the
absence of temperature and density gradients as

j⊥ ≡ σ⊥E⊥ ,

where E⊥ is an applied electric field perpendicular to B and the experimental
arrangement is such that additional electric fields are set up inside the plasma
so as to prevent any current flowing in a direction perpendicular to both E⊥

and B. σ⊥ is given by

σ⊥ = σII

[
1 + ω2

ceτ
2
e

(
ω2
ceτ

2
e + 4.381

ω2
ceτ

2
e + 1.802

)2
]
.

Notice that in the limit of very strong magnetic fields such that ωceτe � 1,

σ⊥ =
n1e

2τe
m1

=
σI

1.932
,

whereas in weak fields (ωceτe � 1),

σ⊥ =
n1e

2τe
m1

1.932 = σI .

The ratio σ⊥/σI is also plotted in Figure 9.1.
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FIGURE 9.1
Electrical Conductivities. σII/σI (solid), σIII/σI (dashed), and σ⊥/σI (dot-
ted).

The thermal diffusion coefficients are given by[
ϕI
]
2

= 1.553
kBn1eτe
m1
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[
ϕII
]
2

= −3kBn1eτe
2m1

ω2
ceτ

2
e − .9657

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325[

ϕIII
]
2

=
3kBn1eτe

2m1

2.8657ωceτe
ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

, (9.178)

and are plotted in Figure 9.2.
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FIGURE 9.2
Thermal diffusion coefficients. ϕII/ϕI (solid) and ϕIII/ϕI (dashed).

The heat flux vector can be given in terms of the temperature gradients
and the current j. These formulas are

q = −λI(∇T )‖ − λII(∇T )⊥ − λIII b̂× (∇T )⊥ + ψIj‖ + ψIIj⊥ + ψIII b̂× j⊥
(9.179)

where [
λI
]
2

=
n1τek

2
BT

m1
1.340

[
λII
]
2

=
n1τek

2
BT

m1

[
4.664

(ω2
ceτ

2
e + 3.481)

]
[
λIII

]
2

=
5n1τek

2
BT

2m1

[
ωceτe

(ω2
ceτ

2
e + 3.481)

]
(9.180)

and [
ψI
]
2

= −3.304
kBT

e[
ψII
]
2

= −5kBT
2e

ω2
ceτ

2
e + 4.600

ω2
ceτ

2
e + 3.481
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ψIII

]
2

= −3kBT
2e

ωceτe
ω2
ceτ

2
e + 3.481

. (9.181)

Plots of λII/λI and λIII/λI are given in Figure 9.3 while plots of ψII/ψI and
−ψIII/ψI are given in Figure 9.4.
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FIGURE 9.3
Heat flux coefficients. λII/λI (solid) and λIII/λI (dashed).

The heat flux vector can also be given in terms of the temperature gradient
and the “generalized” electric field D. These formulas are

q = −θI(∇T )‖ − θII(∇T )⊥ − θIII b̂× (∇T )⊥ + ξID‖ + ξIID⊥ + ξIII b̂×D⊥
(9.182)

with [
θI
]
2
' n1τek

2
BT

m1
6.472

[
θII
]
2
' 5n1τek

2
BT

2m1

[
.3657ω2

ceτ
2
e + 2.415

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
[
θIII

]
2
' −5n1τek

2
BT

2m1

[
ωceτe(ω2

ceτ
2
e + 6.199)

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

]
(9.183)

and [
ξI
]
2
' −n1eτekBT

m1
6.383

[
ξII
]
2
' −n1eτekBT

m1

ω2
ceτ

2
e + 5.953

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325[

ξIII
]
2
' −5n1eτekBT

2m1

ωceτe(ω2
ceτ

2
e + 6.10)

ω4
ceτ

4
e + 6.281ω2

ceτ
2
e + .9325

. (9.184)
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FIGURE 9.4
Heat flux coefficients. ψII/ψI (solid with scale on the left) and ψIII/ψI

(dashed with scale on the right).

Plots of θII/θI and −θIII/θI are given in Figure 9.5 while plots of ξII/ξI and
−ξIII/ξI are given in Figure 9.6.

The pressure tensor is most conveniently written in terms of the cyclotron
frequency for ions and an ion-ion collision time

ωci =
e2B

m2
=
m1

m2
ωce and τi =

5
2
√

2

(
m2

m1

)1/2

τe .

Defining
sαβ ≡ 1

2 (∇αuβ +∇βuα)− 1
3∇ · uδαβ , (9.185)

and supposing the magnetic field to be in the z-direction,

pxx = p− 2µ
1 + 16

9 ω
2
ciτ

2
i

(
sxx + 4

3ωciτisxy −
8
9ω

2
ciτ

2
i szz

)
pyy = p− 2µ

1 + 16
9 ω

2
ciτ

2
i

(
syy − 4

3ωciτisxy −
8
9ω

2
ciτ

2
i szz

)
pzz = p− 2µszz

pxy = pyx = − 2µ
1 + 16

9 ω
2
ciτ

2
i

[
sxy − 2

3ωciτi(sxx − syy)
]

pxz = pzx = − 2µ
1 + 4

9ω
2
ciτ

2
i

(
sxz + 2

3ωciτisyz
)

pyz = pzy = − 2µ
1 + 4

9ω
2
ciτ

2
i

(
syz − 2

3ωciτisxz
)

(9.186)

where
µ = 1

3nkBTτi . (9.187)
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FIGURE 9.5
Alternate heat flux coefficients. θII/θI (solid) and −θIII/θI (dashed).
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FIGURE 9.6
Alternate heat flux coefficients. ξII/ξI (solid) and ξIII/ξI (dashed).



A

MATHEMATICAL FUNCTIONS

The Plasma Dispersion function is a commonly occurring function in thermal
plasmas and is related to the error function for complex arguments and some
other representations which occur commonly in the literature. Tabulated by
Fried and Conte[20], we list here its properties and show its relationships to
other common functions.

A.1 The plasma dispersion function

A.1.1 Definition of the plasma dispersion function

Z(ζ) ≡ 1√
π

∫ ∞
−∞

e−ξ
2
dξ

ξ − ζ
, Im(ζ) > 0 . (A.1)

A.1.1.1 Differential equation

Z ′(ζ) = −2[1 + ζZ(ζ)] . (A.2)

A.1.1.2 Power series

Z(ζ) = i
√
π
∞∑
n=0

(iζ)n

Γ
(n

2
+ 1
) (A.3)

= i
√
πe−ζ

2
− 2ζ

[
1− 2

3
ζ2 +

4
15
ζ4 · · · (−2)nζ2n

(2n+ 1)(2n− 1) · · · 3 · 1

]
.

A.1.1.3 Asymptotic series

Z(ζ) = −1
ζ

[
1 +

∞∑
n=1

1 · 3 · · · (2n− 1)
(2ζ2)n

]
+ iσ
√
πe−ζ

2

= −1
ζ

(
1 +

1
2ζ2

+
3

4ζ4
+ · · ·

)
+ iσ
√
πe−ζ

2

(A.4)

283
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where

σ =

0 , Im(ζ) > 0
1 , Im(ζ) = 0
2 , Im(ζ) < 0

.

The discontinuity in the Stokes’ phenomena of the asymptotic series indicates
an uncertainty of the same magnitude as the discontinuity in the series ex-
pansion, since the asymptotic series must be terminated when the terms no
longer decrease, and the smallest term is of the same order as the pole term.
The imaginary part of Z(ζ) is exact only for real ζ.

A.1.1.4 Continued fraction

A continued fraction expansion for the Plasma Dispersion function that is
useful in the upper half ζ-plane provided one is not too close to the real axis
is given by

Z(ζ) =
z

1
2z

2−
1 · 1

2
5
2z

2−
2 · 3

2
9
2z

2−
3 · 5

2
13
2 z

2−
· · · .

A.1.1.5 Symmetry relations

Z(−ζ) = 2i
√
πe−ζ

2
− Z(ζ) (A.5)

Z(ζ∗) = [Z(ζ)− 2i
√
πe−ζ

2
]∗ (A.6)

Z̃(ζ) = Z(ζ)− 2i
√
πe−ζ

2
for Im(ζ) < 0 . (A.7)

A.1.1.6 Zeroes of Z(ζ)

An infinite number of zeroes are located close to the negative 45◦ lines as
illustrated in Figure A.1 where the first three zeroes are shown. The first five
zeroes are located at

ζ1 = ±1.991466835− 1.354810123i (A.8)
ζ2 = ±2.691149024− 2.177044906i (A.9)
ζ3 = ±3.235330868− 2.784387613i (A.10)
ζ4 = ±3.697309702− 3.287410789i (A.11)
ζ5 = ±4.106107271− 3.725948729i . (A.12)

A.1.2 Relation to the error function for complex argument

We begin the analysis be examining the commonly occurring integral

I =
∫ ∞
−∞

f0(v) dv
p+ ikv

, Re(p) > 0 , (A.13)
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FIGURE A.1
Contours for |Z(x + iy)| = 0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 1, 2, 3, 10, 100 for x ≥ 0.
The altitude contours are symmetric for x < 0 but the phase is not, tending
toward 0◦ on the negative x axis. The phase (· · ·) is shown every 15◦ except
in the vicinity of the zeroes where the interval is 30◦.
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where the distribution function is a Maxwellian described by

f0(v) =
n0√
πv0

exp
(
−v

2

v2
0

)
,

and v0 =
√

2kBT/m. If we write

1
p+ ikv

=
∫ ∞

0

e−(p+ikv)t dt

with Re(p) > 0 for convergence, then the original integral becomes

I =
n0√
πv0

∫ ∞
0

dt e−pt
∫ ∞
−∞

dv e−v
2/v20−ikvt .

Completing the square in the velocity integral, we obtain

I =
n0√
πv0

∫ ∞
0

dt e−pt−k
2v20t

2/4

∫ ∞
−∞

dv e−(v+ikv20t/2)
2
/v20

= n0

∫ ∞
0

dt e−pt−k
2v20t

2/4 .

Completing the square again with p = −ikv0x so that Im(x) > 0, then

I = n0e−x
2
∫ ∞

0

e−(kv0t/2−ix)2 dt .

Then let kv0t/2− ix = u so that

I =
2n0

kv0
e−x

2
∫ ∞
−ix

e−u
2

du =
2n0

kv0
e−x

2
(∫ 0

−ix

e−u
2

du+
√
π

2

)
,

and with the final variable change, we let iu = τ so that equation (A.13) may
be written as

I =
n0
√
π

kv0
e−x

2
(

1 +
2i√
π

∫ x

0

eτ
2

dτ
)

(A.14)

with x = ip/kv0 or x = ω/kv0 if p = −iω so that Im(ω) > 0. Equation (A.14)
is in the form of the Error Function for Complex Argument[55] such that

I =
n0
√
π

kv0
w(x) ,

and w(x) is the tabulated function with w(0) = 1. Comparing this with the
Plasma Dispersion function, we see that

Z(x) = i
√
πw(x) . (A.15)
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A.1.3 Relation to the Y function

In Soviet literature, the complex error function is tabulated as the Y function
where

Y (z) ≡ i
√
πze−z

2
(

1 +
2i√
π

∫ z

0

et
2

dt
)
, (A.16)

so that

Y = i
√
πzw(z)

= zZ(z) . (A.17)

Because the Plasma Dispersion function satisfies the differential equation

Z ′(ζ) = −2[1 + ζZ(ζ)] ,

both the Plasma Dispersion function and its derivative may be simply ex-
pressed by means of the Y function as

Z(ζ) = Y (ζ)/ζ (A.18)
Z ′(ζ) = −2[1 + Y (ζ)] . (A.19)

A.1.4 Relation to the W function

Another equivalent function, similar to the Y function, is the W function,
which is defined by[56]

W (y) ≡ 1√
2π

∫ ∞
−∞

xe−x
2/2

x− y
dx , Im(y) > 0 . (A.20)

If we let x =
√

2ξ, this becomes

W (y) =
1√
π

∫ ∞
−∞

ξe−ξ
2

ξ − y/
√

2
dξ , (A.21)

so it is related to the Z function either by

W (y) = 1 +
y√
2
Z

(
y√
2

)
= −1

2
Z ′
(
y√
2

)
, (A.22)

or letting y =
√

2ζ, by

W (
√

2ζ) = 1 + ζZ(ζ) = −1
2
Z ′(ζ) . (A.23)

The W function satisfies the differential equation

dW
dy

=
W − 1
y

− yW . (A.24)
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A.2 Relativistic plasma dispersion functions

A.2.1 Weakly relativistic dispersion function

The weakly relativistic plasma dispersion function is defined by

Fq(z) ≡ −i
∫ ∞

0

eizt

(1− it)q
dt . (A.25)

A.2.1.1 Relation to other functions

The properties of this function were described by Dnestrovskii et al.[57], and is
sometimes called the Dnestrovskii function. Its relation to other functions was
noted by Lazzaro et al.[58]. It is equivalent to the confluent hypergeometric
function of the second kind by

Fq(z) = ψ(1, 2− q, z) = zq−1ψ(q, q, z) , (A.26)

and this allows us to identify it with the error function so that for q = 1
2 ,

F 1
2
(x) =

√
π/xex[1− erf (

√
x)] , (A.27)

which establishes the connection noted by Shkarofsky[39] between Fq(z) and
the Plasma Dispersion function, such that

iF 1
2
(z) =

∫ ∞
0

eizt

(1− it)1/2
dt =

1√
z
Z(i
√
z) . (A.28)

Integrating Fq by parts for q > 1
2 , we find

Fq =
q− 3

2∑
p=0

(−z)pΓ(q − p− 1)
Γ(q)

+
√
π

Γ(q)
(−z)q− 3

2 [i
√
zZ(i
√
z)] . (A.29)

A.2.1.2 Properties

A useful recursion relation for finding the properties of the higher order func-
tions is

(q − 1)Fq(z) = 1− zFq−1(z) , (A.30)

so the first few of the functions are

F 1
2
(z) =


Z(i
√
z)

i
√
z

, Re(z) > 0,

Z∗(
√
−z)√
−z , Re(z) < 0,

(A.31)

F 3
2
(z) = 2[1− zF 1

2
(z)] , (A.32)

F 5
2
(z) = 2

3 [1− zF 3
2
(z)] . (A.33)



Mathematical Functions 289

For large arguments, the relativistic dispersion function with half-integer
order varies as

Fq(z) '
1
z

N∑
n=0

(−1)nΓ(n+ q)
Γ(q)zn

, N + q ≤ |Z| (A.34)

=
1
z

[
1− q

z
+
q(q + 1)
z2

− · · ·
]
. (A.35)

It is therefore real for real argument.
For small arguments, we first note that for F 1

2
, the function is real for

positive real argument, since Z(ζ) is pure imaginary for pure imaginary ζ =
i
√
z. For z < 0, however, i

√
z is real, and Z(ζ) is complex for real argument.

Then using equation (A.29) for q ≥ 3/2, we may approximate

Fq(z) '
1

q − 1
+

iπ(−z)q−1ez

Γ(q)
. (A.36)

A.2.1.3 Zeroes of F 1
2
(z) and F 3

2
(z)

An infinite number of zeroes are located close to the imaginary axis. The first
five zeroes are located at

z 1
2 1 = −2.1304297± 5.3961189i
z 1

2 2 = −2.5027585± 11.7175045i
z 1

2 3 = −2.7145514± 18.0168304i
z 1

2 4 = −2.8630293± 24.3091516i
z 1

2 5 = −2.9774230± 30.5982903i ,

z 3
2 1 = −1.4326911± 5.4126879i
z 3

2 2 = −1.8083268± 11.7255352i
z 3

2 3 = −2.0207916± 18.0221180i
z 3

2 4 = −2.1695198± 24.3130903i
z 3

2 5 = −2.2840349± 30.6014277i .

A.2.2 Generalized relativistic dispersion function

A generalized form of the weakly relativistic Plasma Dispersion function is
denoted Fq(z, a), where Fq(z, 0) = Fq(z). We also have the property that as
a → ∞, −2

√
aFq(z, a) → Z(ζ) with z = 2

√
aζ. This function can also be

related to Z(ζ) through the relations

F 1
2
(z, a)=


1

2i
√
z−a [Z(

√
a+ i

√
z − a)− Z∗(

√
a+ i

√
z − a)] , z > a,

− 1
2
√
a−z [Z(

√
a−
√
a− z) + Z(−

√
a−
√
a− z)] , z < a,

(A.37)
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F 3
2
(z, a)=


− 1

2
√
a
[Z(
√
a+ i

√
z − a) + Z∗(

√
a+ i

√
z − a)] , z > a,

− 1
2
√
a
[Z(
√
a−
√
a− z)− Z(−

√
a−
√
a− z)] , z < a,

(A.38)

and the higher order terms are given by the recursion formula,

aFq+2(z, a) = 1 + (a− z)Fq(z, a)− qFq+1(z, a) . (A.39)

The various orders are also related by the differential formulas,

∂Fq(z, a)
∂z

= Fq(z, a)−Fq−1(z, a) , (A.40)

∂Fq(z, a)
∂a

= Fq−1(z, a) + 2Fq(z, a) + Fq+1(z, a) . (A.41)

The asymptotic expression is given by

Fq(z, a) ' 1
z

[
1− q

z
+
q(q + 1) + 2a

z2
− q(q + 1)(q + 2) + 6(q + 1)a

z3
+ · · ·

]
=

1
z

[
1− A1

z
+
A2

z2
− A3

z3
+
A4

z4
− · · ·

]
, (A.42)

where the An are given by the recursion formulas

A1(q) = q (A.43)
An+1(q) = qAn(q + 1) + a[An(q + 2)−An(q)] . (A.44)

As defined here, these functions are not analytic and defined only for real z.

A.3 Gamma Function, Γ(z)

A.3.1 Definition

The Gamma function, which for integer values is related to the factorial func-
tion, is defined by the integral

Γ(z) ≡
∫ ∞

0

tz−1e−tdt , Re(z) > 0 . (A.45)

A.3.1.1 Useful relations

Integrating by parts, it is easy to establish the recursion formula,

Γ(z + 1) = zΓ(z) , (A.46)



Mathematical Functions 291

which for integer values becomes

Γ(n+ 1) = n! (A.47)

since Γ(1) = 1. Some useful special values and relations are

Γ
(

1
2

)
=
√
π Γ(1 + iy)Γ(1− iy) =

πy

sinhπy
.

A.3.1.2 Asymptotic expressions

For large arguments, Stirling’s formula gives

Γ(z) =
√

2πzz−
1
2 exp

(
−z +

1
12z
− 1

360z3
+ · · ·

)
. (A.48)

For large half-integer values, it is convenient to use the alternate formula

Γ
(
z +

1
2

)
=
√

2πzz exp
(
−z − 1

24z
+

7
2880z3

− · · ·
)
. (A.49)

A.3.1.3 Hankel’s contour integral

1
Γ(z)

=
i

2π

∫
C

(−t)−ze−tdt , (|z| <∞) . (A.50)

The path of integration C starts at +∞ on the real axis, circles the origin in
the counterclockwise direction, and returns to the starting point.

A.3.2 Incomplete gamma function

The incomplete gamma functions are defined by

γ(a, x) ≡
∫ x

0

e−tta−1 dt , Re(a) > 0 (A.51)

Γ(a, x) ≡ Γ(a)− γ(a, x) =
∫ ∞
x

e−tta−1 dt . (A.52)

The recursion formula is

γ(a+ 1, x) = aγ(a, x)− xae−x . (A.53)

The continued fraction expansion for Γ(a, x) is

Γ(a, x) = e−xxa
(

1
x+

1− a
1+

1
x+

2− a
1+

2
x+

)
, x > 0 . (A.54)

The error with this continued fraction does not decrease monotonically until a
large number of terms is used, so it must be used with care. Also its accuracy
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is sensitive to relatively small changes in a. For large |x|, the asymptotic
expression is

Γ(a, z) ∼ e−zza−1

[
1 +

a− 1
z

+
(a− 1)(a− 2)

z2
+ · · ·

]
, |arg z| < 3π

2
.

(A.55)

A.4 Generalized hypergeometric functions

The generalized hypergeometric functions used in Chapter 6 are defined by
the power series

1F2(a; b1, b2;x) ≡ Γ(b1)Γ(b2)
Γ(a)

∞∑
k=0

Γ(a+ k)
Γ(b1 + k)Γ(b2 + k)

xk

k!
, (A.56)

2F3(a1, a2; b1, b2, b3;x) ≡ Γ(b1)Γ(b2)Γ(b3)
Γ(a1)Γ(a2)

×
∞∑
k=0

Γ(a1 + k)Γ(a2 + k)
Γ(b1 + k)Γ(b2 + k)Γ(b3 + k)

xk

k!
. (A.57)

A.4.1 Hypergeometric function integrals — first type

Integrals over the angle that lead to the hypergeometric functions of the first
type, 1F2(a1; b1, b2, x), are:∫ π

0

sin θ[Jn(b sin θ)]2 dθ =
2b2n1F2(n+ 1

2 ;n+ 3
2 , 2n+ 1;−b2)

(2n+ 1)!
(A.58)

∫ π

0

sin2 θJn(b sin θ)J ′n(b sin θ) dθ =
b2n−1

1F2(n+ 1
2 ;n+ 3

2 , 2n;−b2)
(2n+ 1)(2n− 1)!

−
b2n+1

1F2(n+ 3
2 ;n+ 5

2 , 2n+ 2;−b2)
(2n+ 3)(2n+ 1)!∫ π

0

sin2 θJn(b sin θ)Jn−1(b sin θ) dθ =
2b2n−1

1F2(n+ 1
2 ;n+ 3

2 , 2n;−b2)
(2n+ 1)(2n− 1)!

∫ π

0

sin3 θ[Jn−1(b sin θ]2 dθ =
4nb2n−2

1F2(n− 1
2 ;n+ 3

2 , 2n− 1;−b2)
(2n+ 1)(2n− 1)!

−
4b2n1F2(n+ 1

2 ;n+ 5
2 , 2n;−b2)

(2n+ 3)(2n+ 1)(2n− 1)!
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0

sin θ cos2 θ[Jn(b sin θ)]2 dθ =
2b2n1F2(n+ 1

2 ;n+ 5
2 , 2n+ 1;−b2)

(2n+ 3)(2n+ 1)!
.

A.4.2 Hypergeometric function integrals — second type

Integrals over the angle that lead to the hypergeometric functions of the second
type, 2F3(a1, a2; b1, b2, b3, x), are:∫ π

0

sin θJa(b sin θ)J−a(b sin θ) dθ =
2 sinπa
πa

2F3( 1
2 , 1; 3

2 , 1− a, 1 + a;−b2)

(A.59)∫ π

0

sin2 θJa(b sin θ)J ′−a(b sin θ) dθ =
b sinπa

3πa(a− 1) 2F3( 3
2 , 1; 5

2 , 2− a, 1 + a;−b2)

− sinπa
πb

2F3( 1
2 , 1; 3

2 ,−a, 1 + a;−b2)(A.60)

∫ π

0

sin2 θJa(b sin θ)J1−a(b sin θ) dθ = − 2b sinπa
3πa(a− 1) 2F3( 3

2 , 1; 5
2 , 2−a, 1+a;−b2)

(A.61)∫ π

0

sin2 θJa−1(b sin θ)J−a(b sin θ) dθ =
2 sinπa
πb

2F3( 1
2 , 1; 3

2 , 1− a, a;−b2)

(A.62)∫ π

0

sin3 θJa−1(b sin θ)J1−a(b sin θ) dθ = − 4 sinπa
3π(a− 1) 2F3( 1

2 , 2; 5
2 , 2− a, a;−b2)

(A.63)∫ π

0

sin θ cos2 θJa(b sin θ)J−a(b sin θ) dθ =
2 sinπa

3aπ 2F3( 1
2 , 1; 5

2 , 1−a, 1+a;−b2).

(A.64)

A.5 Vector identities

A.5.1 Products of three vectors

A · (B ×C) = C · (A×B)
= B · (C ×A)
= −A · (C ×B) , etc.

A× (B ×C) = B(A ·C)−C(A ·B) .
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A.5.2 Vector identities with the ∇ operator

∇(φψ) = φ∇ψ + ψ∇φ
∇ · (φA) = φ∇ ·A+A · ∇φ
∇× (φA) = φ∇×A+∇φ×A
∇× (∇φ) = 0
∇ · (∇×A) = 0
∇ · (A×B) = B · (∇×A)−A · (∇×B)
∇× (A×B) = A(∇ ·B)−B(∇ ·A) + (B · ∇)A− (A · ∇)B
∇× (∇×A) = ∇(∇ ·A)−∇2A

∇(A ·B) = (A · ∇)B + (B · ∇)A+A× (∇×B) +B × (∇×A) .



B

COLLISION INTEGRALS

In this appendix, we shall consider collisions and the evaluation of the various
collision integrals in detail. We shall start from first principles and show how
the cross section can be simply expressed for Coulomb interactions and then
we shall go on to consider the integrals.

B.1 Rutherford scattering

Suppose we have two particles colliding, the first of mass m1, charge e1, posi-
tion r1, and the second of mass m2, charge e2, position r2. Then the velocities
of these particles are dr1/dt and dr2/dt and the accelerations d2r1/dt2 and
d2r2/dt2, respectively, and Newton’s law gives

m1
d2

dt2
r1 =

e1e1

|r1 − r2|3
(r1 − r2) = −m2

d2

dt2
r2 . (B.1)

The middle term is just the Coulomb force written in vector notation to indi-
cate that it acts along the line joining the particles. In writing equation (B.1)
we have assumed that, for the short time the particles are in contact, the
Coulomb force between the particles is so much greater than any other force
which may also be acting that the latter can be neglected. The validity of
this assumption we shall examine later.

One result follows immediately from equation (B.1), namely

d2

dt2
(m1r1 −m2r2) = 0 , (B.2)

so that integrating,

d
dt

(m1r1 −m2r2) = constant = m1v1 +m2v2 , (B.3)

and
m1r1 −m2r2 = (m1v1 +m2v2)t+ constant . (B.4)

This tells us that the total momentum is conserved and that the center of
mass of the two particles moves with uniform velocity throughout the collision.

295
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The position of particle 1 relative to particle 2 is

r = r1 − r2 . (B.5)

Eliminating r2, equation (B.1) becomes

m1
d2

dt2
r1 =

e1e2

4πε0r3
r = − d2

dt2
(r1 − r) , (B.6)

or that

(m1 +m2)
d2

dt2
r1 = m2

d2

dt2
r , (B.7)

and

µ
d2

dt2
r =

e1e2

4πε0r3
r , (B.8)

where
µ =

m1m2

m1 +m2
(B.9)

is the reduced mass. The problem has thus been reduced to a single equation
in a single variable, r.
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FIGURE B.1
Collision geometry.

The geometry of the collision is shown in Figure B.1. Initially particle 1
has relative velocity

g = v1 − v2 = w1 −w2 (B.10)

and an asymptotic distance of approach b. Its relative position vector we
suppose makes an angle β with the direction −g, so initially β = 0. Finally,
β = 2θ − χ where χ is the scattering angle we wish to find as a function of
g and b. To begin with, we must find an expression for the left-hand side of
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equation (B.8). To do this, we remember that contributions to the differential
of a vector come from the change of magnitude of the vector and from the
changes of direction. We write

r = rêr

where êr denotes a unit vector in the direction r. Differentiating,

d
dt
r = êr

dr
dt

+ r
d
dt
êr ,

and
d2

dt2
r = êr

d2r

dt2
+ 2r

d
dt
r + r

d2

d2t
êr . (B.11)

Now
d
dt
êr = êβ

dβ
dt

,
d
dt
êβ = −êr

dβ
dt

, (B.12)

where êβ is a unit vector in the direction of increasing β. Hence,

d2

dt2
êr = êβ

d2β

dt2
− êr

(
dβ
dt

)2

, (B.13)

and equation (B.11) becomes

d2

dt2
r = êr

[
d2r

dt2
− r

(
dβ
dt

)2
]

+ êβ
1
r

d
dt

(
r2 dβ

dt

)
. (B.14)

Substituting into equation (B.8) and taking components parallel and per-
pendicular to r gives

d2r

dt2
− r

(
dβ
dt

)2

=
e1e2

4πε0r
, (B.15)

and
d
dt

(
r2 dβ

dt

)
= 0 . (B.16)

Integrating equation (B.16) gives

r2 dβ
dt

= constant =
pβ
µ
, (B.17)

where pβ is the angular momentum. For the initial conditions,

pβ = µbg . (B.18)

Using Equations (B.17) and (B.18) to substitute in equation (B.16) gives

d2r

dt2
− b2g2

r2
=

e1e2

4πε0µr2
, (B.19)
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which can be solved by the substitution

ρ =
1
r
. (B.20)

Then,
dr
dt

=
dβ
dt

dr
dβ

=
dβ
dt

(
− 1
ρ2

dρ
dβ

)
= −bg dρ

dβ
(B.21)

and
d2r

dt2
=

dβ
dt

d
dβ

(
−bg dρ

dβ

)
= −b2g2ρ2 d2ρ

dβ2
. (B.22)

Thus we find equation (B.19) is

d2ρ

dβ2
+ ρ = − e1e2

4πε0µb2g2
, (B.23)

which has the solution

ρ =
1
r

= − e1e2

4πε0µb2g2
+A cos(β − θ) , (B.24)

where A and θ are integration constants to be fixed by initial conditions.
These are, at β = 0,

r →∞ or ρ→ 0 ,

dr
dt

= −g or
dρ
dt

= gρ2 .
(B.25)

These give
A =

e1e2

4πε0µb2g2 cos θ
(B.26)

and

tan θ =
4πε0µbg2

e1e2
. (B.27)

Hence the solution is

1
r

=
e1e2

4πε0µb2g2

[
cos(β − θ)

cos θ
− 1
]
. (B.28)

From equation (B.28), we see that r →∞ when

cos(β − θ) = cos θ ,

or when β = 0 or β = 2θ. The condition β = 0, r → ∞ corresponds to
the initial condition, and β = 2θ, r → ∞ corresponds to the final condition.
Hence, θ is the angle marked in Figure B.1. From the figure, we see that

χ = π − 2θ (B.29)
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so that

cot 1
2χ =

4πε0µbg2

e1e2
. (B.30)

From this we obtain the differential cross section, σ(χ, φ), for scattering into
a unit solid angle about χ and φ, using

σ(χ, φ)dΩ = σ(χ, φ) sinχdχdφ = bdbdφ , (B.31)

so that

σ(χ, φ) =
b

sinχ
∣∣∣∣dχdb

∣∣∣∣ =
(

e1e2

8πε0µg2

)2

(csc 1
2χ)4, (B.32)

which is the Rutherford scattering formula.

B.2 Collision integrals

Now let us consider the evaluation of the various collision integrals we require.
It is convenient to make use of the unit vector êk drawn as shown in Figure
B.1. Clearly,

êk · g = g cos θ = −êk · g′ , (B.33)

where
g′ = v′2 − v′1 = w′2 −w′1 (B.34)

is the relative velocity after the collision. Also,

g′ = g − 2(g · êk)êk
= g − 2g cos θêk . (B.35)

It is also convenient to introduce the dimensionless numbers,

M1 =
m1

m1 +m2
and M2 =

m2

m1 +m2
. (B.36)

The velocity of the center of mass relative to the drift velocity u is

G = M1w1 +M2w2 , (B.37)

and the following equations can be derived:

w1 = G+M2g , w2 = G−M1g ,
w′1 = G+M2g

′ , w′2 = G−M1g
′ ,

(B.38)

w′1 = w1 − 2gM2 cos θêk ,
w′2 = w2 + 2gM1 cos θêk .

(B.39)
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We now define new dimensionless variables x and y by

x ≡ g
(

µ

2kBT

)1/2

and y ≡ G
(
m1 +m2

2kBT

)1/2

. (B.40)

Then the normalized variables become

$1 =
√
M1y +

√
M2x (B.41)

$2 =
√
M2y −

√
M1x (B.42)

$′1 = $1 − 2
√
M2x cos θêk (B.43)

$′2 = $2 + 2
√
M1x cos θêk , (B.44)

and from equation (B.33)
x · êk = x cos θ , (B.45)

so from equation (B.27),

tan θ =
8πε0kBTb
e1e2

x2 . (B.46)

In terms of these variables, we find that

[G1, H2;K1, L2]12 = −
(

2kBT
µ

)1/2 1
π3/2

∫
dxdydφ bdb xe−x

2−y2

×[G1($1) +H2($2)] : [K1($′1) + L2($′2)−K1($1)− L2($2)] . (B.47)

Using this formula, all the integrals for collisions between an electron and an
ion can be worked out. Then the integrals for collisions between like particles
can be obtained by setting the masses equal. We shall give the details of just
one calculation, namely of [$1,$1]12. From equation (B.47) this is (with
G1($1) = K1($1) = $1, and H2($2) = L2($2) = 0)

[$1,$1]12 = −
(

2kBT
µ

)1/2 1
π3/2

∫
dxdydφ bdb xe−x

2−y2
$1 · ($′1 −$1) .

Now from Equations (B.41) and (B.43),

$1 · ($′1 −$1) = −(
√
M1y +

√
M2x)2

√
M2x cos θ · êk .

Now y · êk averages to zero on integrating over y, so using equation (B.45),

[$1,$1]12 = 2
(

2kBT
µ

)1/2

M2
2π
π3/2

∫
dxx3e−x

2
∫
bdb cos2 θ . (B.48)

Using equation (B.46) this last integral is∫ λD

0

bdb cos2 θ =
∫ λD

0

bdb

1 +
(

8πε0kBTx2

e1e2

)2

b2

=
1
2

(
e1e2

8πε0kBT

)2 1
x4

ln

[
1 + λ2

D

(
8πε0kBTx2

e1e2

)2
]
. (B.49)
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This expression diverges if λD tends to infinity but the divergence is only
logarithmic and is therefore very slow. It therefore does not matter very
much what choice we make for λD within reasonable limits.

Because the value we should use for λD is not fixed precisely and because
the answer is insensitive anyway, we might as well replace x2 where it appears
inside the logarithm by its average value which is

〈x2〉 =
∫

dxx3e−x
2∫

dxxe−x2 =
∫

dxx5e−x
2∫

dxx3e−x2 = 2

and hence the right-hand side of equation (B.49) becomes

1
2

(
e1e2

8πε0kBT

)2 1
x4
ψ

where ψ is the logarithmic factor

ψ = ln

[
1 +

(
16πε0kBTλD

e2

)2
]
. (B.50)

The quantity inside the parentheses of equation (B.50) is equivalent to 12ND
where

ND = 4
3πnλ

3
D (B.51)

is the number of particles in a Debye sphere. Using numerical studies of the
integral with large ND without replacing x2 by its mean value of 2 indicates
a better value is to use 1.526 or replace 12ND by 9.16ND, and assuming that
ND is large compared to unity, we may approximate that

ψ = 2 ln Λ , (B.52)

where Λ ' 9ND. This means that equation (B.48) becomes

[$1,$1]12 =
(

2kBT
µ

)1/2

M2
2ψ
π1/2

∫ ∞
0

dx
1
x

e−x
2

=
e4 ln Λ√

2ε0(4πε0kBT )3/2

[
m2

m1(m1 +m2)

]1/2

. (B.53)

Because m2 � m1, this becomes

[$1,$1]12 =
e4 ln Λ

4
√

2m1ε0(πε0kBT )3/2
. (B.54)

Interchanging the masses in equation (B.53) gives

[$2,$2]12 =
m1

m2
[$1,$1]12 . (B.55)
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We can calculate [$1,$2]12 in a similar fashion. By definition,

[$1,$2]12 ≡ −
(

2kBT
µ

)1/2 1
π3

∫
dxdydφ bdb xe−x

2−y2
$1 · ($′2 −$2)

(B.56)
and from Equations (B.43) and (B.44)

$′2 −$2 = 2
√
M1x cos θêk = −

(
m1

m2

)1/2

$′1 −$1 .

Comparing with the formula for [$1,$1]12 we therefore see that

[$1,$2]12 = −
(
m1

m2

)1/2

[$1,$1]12 . (B.57)

From Equations (B.53) and (B.57)

[$1, 0;$1,$2]12 =

[
1−

(
m1

m2

) 1
2
]

e4ψ

2
√

2ε0(4πε0kBT )3/2

[
m2

m1(m1 +m2)

] 1
2

.

We can now get an expression for [$1;$1]1 defined by equation (8.83) or
equation (9.93) in this expression. This gives

[$1;$1]1 = 0 . (B.58)

Similarly,
[$2;$2]2 = 0 . (B.59)

The integrals for a binary system as given by Hirschfelder et al. [50] for
many cases are listed in terms of the following integral forms,

c
(k,`)
i,j =

[
L

3
2
k ($2

i )$i, L
3
2
` ($2

j )$j

]
ij

(B.60)

d
(k,`)
i,j =

[
L

3
2
k ($2

i )$
0
i$i, L

3
2
` ($2

j )$
0
j$j

]
ij

(B.61)

as

c
(0,0)
ij = −8

√
mimj

(mi +mj)
Ω(1,1)
ij (B.62)

c
(0,0)
ii = 8

mj

(mi +mj)
Ω(1,1)
ij (B.63)

c
(0,1)
ij = 8

mi
√
mimj

(mi +mj)2

[
Ω(1,2)
ij − 5

2Ω(1,1)
ij

]
(B.64)

c
(0,1)
ii = −8

m2
j

(mi +mj)2

[
Ω(1,2)
ij − 5

2Ω(1,1)
ij

]
(B.65)
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c
(1,1)
ii = 8

mj

(mi +mj)3

[
5
4 (6m2

i + 5m2
j )Ω

(1,1)
ij

−5m2
jΩ

(1,2)
ij +m2

jΩ
(1,3)
ij + 2mimjΩ

(2,2)
ij

]
(B.66)

c
(1,1)
ij = −8

(mimj)3/2

(mi +mj)3

[
55
4 Ω(1,1)

ij − 5Ω(1,2)
ij + Ω(1,3)

ij − 2Ω(2,2)
ij

]
(B.67)

c
(0,2)
ii = 4

m3
j

(mi +mj)3

[
35
4 Ω(1,1)

ij − 7Ω(1,2)
ij + Ω(1,3)

ij

]
(B.68)

c
(1,2)
ii = 8

m2
j

(mi +mj)4

[
35
16 (12m2

i + 5m2
j )Ω

(1,1)
ij − 21

8 (4m2
i + 5m2

j )Ω
(1,2)
ij

+ 19
4 m

2
jΩ

(1,3)
ij − 1

2m
2
jΩ

(1,4)
ij + 7mimjΩ

(2,2)
ij − 2mimjΩ

(2,3)
ij

]
(B.69)

c
(1,2)
ij = −8

mi(mimj)3/2

(mi +mj)4

[
595
16 Ω(1,1)

ij − 189
8 Ω(1,2)

ij + 19
4 Ω(1,3)

ij − 1
2Ω(1,4)

ij

−7Ω(2,2)
ij + 2Ω(2,3)

ij

]
(B.70)

c
(2,2)
ii = 8

mj

(mi +mj)5

[
35
64 (40m4

i + 168m2
im

2
j + 35m4

i )Ω
(1,1)
ij

− 7
8m

2
j (84m2

i + 35m2
j )Ω

(1,2)
ij + 1

8m
2
j (108m2

i + 133m2
j )Ω

(1,3)
ij

− 7
2m

4
jΩ

(1,4)
ij + 1

4m
4
jΩ

(1,5)
ij + 7

2mimj(4m2
i + 7m2

j )Ω
(2,2)
ij

−14mim
3
jΩ

(2,3)
ij + 2mim

3
jΩ

(2,4)
ij + 2m2

im
2
jΩ

(3,3)
ij

]
(B.71)

c
(2,2)
ij = − (mimj)5/2

(mi +mj)5

[
8505
64 Ω(1,1)

ij − 833
8 Ω(1,2)

ij + 241
8 Ω(1,3)

ij − 7
2Ω(1,4)

ij

+ 1
4Ω(1,5)

ij − 77
2 Ω(2,2)

ij + 14Ω(2,3)
ij − 2Ω(2,4)

ij + 2Ω(3,3)
ij

]
(B.72)

d
(0,0)
ii =

16
3

mj

(mi +mj)2

[
5miΩ

(1,1)
ij + 3

2mjΩ
(2,2)
ij

]
(B.73)

d
(0,0)
ij = −16

3
mimj

(mi +mj)2

[
5Ω(1,1)

ij − 3
2Ω(2,2)

ij

]
(B.74)

where the Ω(`,m)
ij are given by Chapman and Cowling[49] for Coulomb inter-

actions as

Ω(`,r)
ij ≡

√
π

∫ ∞
0

e−g
2
g2r+2φ`12 dg (B.75)

where

φ`ij ≡
(

e2

4πε0

)2
g−3A`(2)

2
√
M1M2m0

(B.76)

with

A`(2) ≡
∫ v01

0

[
1−

(
v2

0 − 1
v2

0 + 1

)`]
v0 dv0 . (B.77)
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Evaluating the first several of the A` integrals, we find

A1(2) = ln(1 + v2
01) (B.78)

A2(2) = 2
[
ln(1 + v2

01)− v2
01

1 + v2
01

]
(B.79)

A3(2) = 3 ln(1 + v2
01)− 6v2

01

1 + v2
01

+
2v2

01(2 + v2
01)

(1 + v2
01)2

(B.80)

A4(2) = 4
[
ln(1 + v2

01)− 3v2
01

1 + v2
01

+
2v2

01(2 + v2
01)

(1 + v2
01)2

−
2v2

01(1 + v2
01 + 2

3v
4
01)

(1 + v2
01)3

]
(B.81)

and if we assume both that v01 � 1 and ln(1 + v2
01)� 1, then

A`(2) ' ` ln(1 + v2
01) . (B.82)

Inserting this result into equation (B.76) and then this into equation (B.75),
we find, identifying the logarithmic term with equation (B.50),

Ω(`,r)
1 ' (r − 1)!`ϕ

4
√

2
(B.83)

Ω(`,r)
ij =

(r − 1)!`
√
m1ϕ

8
√
M1M2m0

' (r − 1)!`ϕ
8

(B.84)

so the first several are, for m2 = mj � m1 = mi,

Ω(1,1)
12 ' ϕ

8
(B.85)

Ω(1,2)
12 ' ϕ

8
(B.86)

Ω(1,3)
12 ' ϕ

4
(B.87)

Ω(1,4)
12 ' 3ϕ

4
(B.88)

Ω(1,5)
12 ' 3ϕ (B.89)

Ω(2,2)
12 ' ϕ

4
(B.90)

Ω(2,3)
12 ' ϕ

2
(B.91)

Ω(2,4)
12 ' 3ϕ

2
(B.92)

Ω(3,3)
12 ' 3ϕ

4
. (B.93)

Some of the integrals for a simple gas, where only a single species is considered,
are given in terms of the expressions

a
(i,j)
k ≡

[
L

3
2
i ($2)$, L

3
2
j ($2)$

]
k

(B.94)
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and
b
(i,j)
k ≡

[
L

5
2
i ($2)$0$, L

5
2
j ($2)$0$

]
k

(B.95)

where k = 1, 2 and

a
(i,j)
2 =

√
M1a

(i,j)
1 (B.96)

b
(i,j)
2 =

√
M1b

(i,j)
1 (B.97)

which were introduced in Chapter 7 as (from Chapman and Cowling[49] equa-
tions 9.6-16 to 9.6-21 for the b(i,j)1 and equations 9.6-8 to 9.6-13 for the a(i,j)

1 )

b
(0,0)
1 = 4Ω(2,2)

1 (B.98)

b
(1,0)
1 = 7Ω(2,2)

1 − 2Ω(2,3)
1 (B.99)

b
(1,1)
1 = 301

12 Ω(2,2)
1 − 7Ω(2,3)

1 + Ω(2,4)
1 (B.100)

b
(2,0)
1 = 63

8 Ω(2,2)
1 − 9

2Ω(2,3)
1 + 1

2Ω(2,4)
1 (B.101)

b
(2,1)
1 = 1365

32 Ω(2,2)
1 − 321

16 Ω(2,3)
1 + 25

8 Ω(2,4)
1 − 1

4Ω(2,5)
1 (B.102)

b
(2,2)
1 = 25137

256 Ω(2,2)
1 − 1755

32 Ω(2,3)
1 + 381

32 Ω(2,4)
1 − 9

8Ω(2,5)
1

+ 1
16Ω(2,6)

1 + 1
2Ω(4,4)

1 (B.103)

a
(0,0)
1 = 0 (B.104)

a
(0,1)
1 = 0 (B.105)

a
(1,1)
1 = 4Ω(2,2)

1 (B.106)

a
(1,2)
1 = 7Ω(2,2)

1 − 2Ω(2,3)
1 (B.107)

a
(2,2)
1 = 77

4 Ω(2,2)
1 − 7Ω(2,3)

1 + Ω(2,4)
1 (B.108)

a
(1,3)
1 = 63

8 Ω(2,2)
1 − 9

2Ω(2,3)
1 + 1

2Ω(2,4)
1 (B.109)

a
(2,3)
1 = 945

32 Ω(2,2)
1 − 261

16 Ω(2,3)
1 + 25

8 Ω(2,4)
1 − 1

4Ω(2,5)
1 (B.110)

a
(3,3)
1 = 14553

256 Ω(2,2)
1 − 1215

32 Ω(2,3)
1 + 313

32 Ω(2,4)
1 − 9

8Ω(2,5)
1

+ 1
16Ω(2,6)

1 + 1
6Ω(4,4)

1 (B.111)

where
Ω(`,r)

1 =
√

2Ω(`,r)
12 . (B.112)

In a similar way all the other integrals we need can be evaluated and the
results are given in the following list. In each case, only the leading terms
in the mass ratio are given so each formula is correct only to order m1/m2

or one part in two thousand. The uncertainty in the cutoff introduces errors
considerably larger than this, so there is no point in including these small
terms.

The list is given in terms of the function

ϕ =
e4ψ

8
√

2m1ε0(πε0kBT )3/2
=

3vT1

2
√
πnλD

ln Λ
Λ

(B.113)
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as

[$1,$1]12 = ϕ (B.114)

[$1,$2]12 = −
√
M1ϕ (B.115)

[$2,$2]12 = M1ϕ (B.116)[
$0

1$1,$
0
1$1

]
12

= 2ϕ (B.117)[
$0

2$2,$
0
2$2

]
12

= 10
3 M1ϕ (B.118)[

$0
1$1,$

0
2$2

]
12

= − 4
3M1ϕ (B.119)[

$1,$1L
3
2
1 ($2

1)
]

12
= 3

2ϕ (B.120)[
$2,$2L

3
2
1 ($2

2)
]

12
= 3

2M
2
1ϕ (B.121)[

$1,$2L
3
2
1 ($2

2)
]

12
= − 3

2M
3/2
1 ϕ (B.122)[

$1L
3
2
1 ($2

1),$2

]
12

= − 3
2

√
M1ϕ (B.123)[

$1L
3
2
1 ($2

1),$1L
3
2
1 ($2

1)
]

12
= 13

4 ϕ (B.124)[
$2L

3
2
1 ($2

2),$2L
3
2
1 ($2

2)
]

12
= 15

2 M1ϕ (B.125)[
$1L

3
2
1 ($2

1),$2L
3
2
1 ($2

2)
]

12
= − 27

4 M
3/2
1 ϕ (B.126)[

$1,$1L
3
2
1 ($2

1)
]

1
= 0 =

[
$2,$2L

3
2
1 ($2

2)
]

2
(B.127)[

$0$,$0$
]
1

=
√

2ϕ (B.128)[
$0$,$0$

]
2

=
√

2M1ϕ (B.129)[
$1L

3
2
1 ($2

1),$1L
3
2
1 ($2

1)
]

1
=
√

2ϕ (B.130)[
$2L

3
2
1 ($2

2),$2L
3
2
1 ($2

2)
]

2
=
√

2M1ϕ . (B.131)

Problem B.1 Evaluate the c(k,`)ij and d
(k,`)
ij collision integrals of equations

(B.114) through (B.126).

Problem B.2 Evaluate the a(i,j)
k and b(i,j)k collision integrals from equations

(B.127) through (B.131).

The integral of equation (B.131) is given by Marshall as
√

2M1ϕ but this
has been corrected by Vaughan-Williams and Haas[59] and the listed result
agrees with Rosenbluth and Kaufmann[60]. Garcia-Colin et al. [61] disagree
with both equation (B.122) and equation (B.123), listing these as −

√
2M1ϕ

and − 3
2M

3/2
1 ϕ respectively, but the results of problem B.1 above agree with

the Marshall results for these integrals.
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It remains to examine the validity of equation (B.1) which assumed that
while the particles were interacting, all forces other than their Coulomb inter-
action could be ignored. This will be valid providing the Debye length, λD,
is smaller than the electron Larmor radius, or

λ2
D =

ε0kBT

n1e2
� 〈v

2〉
ω2
ce

,

or when
B2

2µ0
� 3

2
n1mc

2 .





C

NOTATION AND LIST OF SYMBOLS

C.1 Mathematical notation

1. Vectors are indicated by bold face symbols. Components are indicated
by Greek subscripts, α, β, γ, etc. Thus rα stands for x, y, or z and vα
stands for vx, vy, or vz.

2. Tensors are indicated by capital sans serif symbols. P stands for the
tensor whose components are pαβ .

3. Repeated subscripts are to be summed. Thus the scalar product may
be written a · b = aαbα = axbx + ayby + azbz.

4. The symbol dr represents a volume element such that dr ≡ dxdydz,
and dv represents a volume element in velocity space such that dv ≡
dvxdvydvz. Note the difference between d, representing some quantity,
and d, representing the differential of calculus.

5. The nabla symbol ∇ ≡ x̂ ∂
∂x + ŷ ∂

∂y + ẑ ∂
∂z where x̂ is a unit vector in the

x-direction.

6. The subscripted nabla symbol ∇v ≡ x̂ ∂
∂vx

+ ŷ ∂
∂vy

+ ẑ ∂
∂vz

.

7. The symbol
D
Dt
≡ ∂

∂t
+ u · ∇.

8. δαβ ≡
{

1 if α = β
0 if α 6= β

is the Kronecker δ.
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C.2 List of symbols

Symbol Description
c speed of light.
kB Boltzmann constant.
vti thermal speed for species i, vti ≡

√
2kBTi/mi .

r location of a particle.
v velocity of a particle.
u velocity of a fluid element where u ≡ 〈v〉.
w random velocity, w ≡ v − u .

$ ≡ wi/vti random velocity normalized to thermal speed.
F (r,v, t) the distribution function.
X the force per unit mass acting on the particles.
∆ rate of change due to collisions.
Ψ any property of the particles depending in general.

on their position, velocity, and time.
n the number density of particles.
m the mass of each particle.
ρ the mass density where ρ ≡ nm.

〈Ψ〉 ≡ 1
n

∫
dvΨF the mean or average over the velocity of Ψ.

pαβ the pressure tensor where pαβ ≡ ρ〈wαwβ〉.
p the static where p = nkT .
q the heat flux vector where q ≡ 1

2nm〈w
2w〉.

s always used to stand for the “other particle” in
a collision.

v′, s′ represents the velocities of the particles after
a collision.

G ≡ 1
2 (v + s) represents the center of gravity velocity in

a collision.
g ≡ s− v the relative velocity of particles in a collision.

b the impact parameter or asymptotic distance of
approach in a collision.

χ the scattering angle in a collision.
ε the angle the plane of the collision makes with some

fixed plane.
λD the Debye length given by λD ≡

√
ε0kBT/ne2.

e electronic charge.
S the entropy of the gas.
V the potential from which X is derived such that

X = ∇v.
ds a unit of area whose orientation is described by the

vector ds drawn normal to it.
τ a collision time.
p(t) probability that a particle survives making collisions

for a time greater than t after making a collision.
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Symbol Description
η expansion parameter in the formal theory.
f stands for the Maxwell distribution.

$ = w/vt dimensionless random velocity.
$0$ ≡ $α$β − 1

3$
2δαβ tensor function of random velocities.

am expansion coefficient of A as in (7.89).
bm expansion coefficient of B as in (7.93).
L

(n)
m a Generalized Laguerre polynomial defined

by (7.91). L(n)
m = Smn where Smn is a

Sonine polynomial defined by (7.90).
µ the coefficient of viscosity.
λ the coefficient of thermal conductivity.

G and H any properties of the particles.
[G,H] a “collision integral” defined by (7.104).

[µ]1, [µ]2, [µ]3 . . . denote successive approximations to µ.
ψ the logarithmic cut-off term defined by

(B.50) and (B.52).
Ai a vector making a contribution to ϕi.

A, AIi , AIIi , AIIIi scalar functions of $2
i and B2

defined by (9.30) and (9.46).
ami , aI,mi , aII,mi , aIII,mi expansion coefficients of A, AIi , AIIi , and

AIIIi , respectively in Laguerre polynomials.
E , EIi , EIIi , EIIIi scalar functions of $2

i and B2

defined by (9.31) and (9.49).
emi , eI,mi , eII,mi , eIII,mi expansion coefficients of E , EIi , EIIi , and

EIIIi , respectively in Laguerre polynomials.
Bi a tensor contributing −Bαβi ∇αuβ to ϕi.
Bni scalar functions defined by (9.137).
bm,ni expansion coefficients of Bni in Laguerre

polynomials.
D is a “generalized” electric field given

by (9.60).
D(J ) the “Davison function” of a variational

method with a trial function J .
Dn
i scalar functions defined by (9.144).
E the electric field.

E′ = E + u×B
ei the charge on particle i.
Ei a vector making a contribution −nEi · d1

to ϕi.
fi = ni

π3/2v3
i

e−(v−u)2/v2i the Maxwell distribution for species i.

G(B2), GI(B2), GII(B2) scalar functions of B2 defined by (9.39),
(9.43), and (9.46).

Gi complex scalar function defined by (9.152).
gni expansion coefficients of Gi in Laguerre

polynomials.
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Symbol Description
B the magnetic field.
b a unit vector in the direction of B.
i, j subscripts labeling electrons and ions,

i, j = 1 for electrons, i, j = 2 for ions.
I a symbolic integral operator defined

by (9.139).
J the total electric current, J = Qu+ j.
j the conduction current.

K(B2), KI(B2), KII(B2) scalar functions of B2 defined by (9.50)
and (9.51).

Li a scalar function defined by (9.152).
`ni expansion coefficients of Li in Laguerre

polynomials.
mi mass of particle i. m1 = electron mass,

m2 = ion mass.
M1 ≡ m1

m1+m2
M1 ' m1/m2.

ni the number density of particles i.
n = n1 + n2 the total number density.

pαβ the pressure tensor.
p = nkBT the pressure.

Pi a scalar function defined by (9.152).
pni expansion coefficients of Pi in Laguerre

polynomials.
Q ≡ (n2 − n1)e the charge density.

Qni,αβ tensors defined by (9.141).
sαβ sαβ ≡ 1

2 (∇αuβ +∇βuα)− 1
3∇ · uδαβ .

Tni,αβ tensors defined by (9.136).
$i = wi/vti dimensionless random velocity.

$0
i$i ≡ $αi$βi − 1

3$
2
i δαβ function of random velocities.

γmst tensors defined by (9.164).
∆j rate of change with time due to

collisions with particles j.
∆ =

∑
j ∆j total rate of change with time due to

collisions.
εαβγ +1 if α, β, γ are cyclic.

−1 if α, β, γ are not cyclic.
0 if α, β, γ are not all different.

ξI , ξII , ξIII coefficients giving the contribution to
the heat flux from D.

ϕi the first order correction to Fi
defined by Fi = fi(1 + ϕi).

ϕI , ϕII , ϕIII thermal diffusion coefficients.
ψI , ψII , ψIII coefficients giving the heat flux due

to electric currents.
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Symbol Description
θI , θII , θIII thermal conduction coefficients

(when electric currents are allowed to flow).
λI , λII , λIII thermal conduction coefficients.
λ′
I , λ′II , λ′III “true” thermal conduction coefficients.

(i.e., if thermal diffusion effects were absent.)
σ the differential cross section.

σI , σII , σIII coefficients of electrical conductivity.
ρi mass density of particles i.

ρ = ρ1 + ρ2 total mass density.
µ = 1

3nkBTτi the coefficient of viscosity.
dΩ = dε sin θ dθ element of solid angle in a collision.
ωce = eB/m1 cyclotron frequency for electrons.
ωci = eB/m2 cyclotron frequency for ions.

a(i,j) collision integral for electrons only. See (7.130).
b(i,j) collision integral for electrons only. See (7.121).
c(i,j) collision integral for a binary system. See (B.60).
d(i,j) collision integral for a binary system. See (B.61).
I integral operator. See equation (9.139).





Bibliography

[1] Spitzer Lyman Jr. 1962 Physics of Fully Ionized Gases, 2nd Edition,
(Interscience Publishers, New York)

[2] Bhatnagar P L, Gross E P, and Krook M 1954 Phys. Rev. 94 511

[3] Bernstein I B, Greene J M, and Kruskal M D 1957 Phys. Rev. 108 546

[4] Swanson D G, Gould R W, and Hertel R H 1964 Phys. Fluids 7 269

[5] Swanson D G 2003 Plasma Waves Second Edition (Institute of
Physics: Bristol and Philadelphia)

[6] Alfvén H 1950 Cosmical Electrodynamics (New York: Oxford Uni-
versity Press)

[7] Bogolyubov N N 1946 Problems of a Dynamical Theory in Statis-
tical Physics (State University Press, Moscow)

[8] Born M and Green H S 1949 A General Kinetic Theory of Liquids
(Cambridge University Press, England)

[9] Kirkwood J G 1946 J. Chem. Phys. 14 180; J. Chem. Phys. 15, 72(1947)

[10] Yvon J 1935 La Theorie des Fluides et l’Equation d’Etat (Her-
mann et Cie, Paris)

[11] Dreicer H, 1959 Phys. Rev. 115 238

[12] Rosenbluth M N, MacDonald W M, and Judd D L 1957 Phys. Rev. 107
1

[13] Watson G N 1944 Theory of Bessel Functions, 2nd Edition (Cam-
bridge University Press, London)

[14] Stix T H 1975 Nucl. Fusion 15 737

[15] Kennel C F and Engelmann F 1966 Phys. Fluids 9 2377

[16] Cohen R S, Spitzer L Jr., and Routly P M 1950 Phys Rev. 80 230

[17] Swanson D G 1998 Theory of Mode Conversion and Tunneling in
an Inhomogeneous Plasma (Wiley, New York)

[18] Swanson D G 2002 Phys. Plasma 9 2854

[19] Vlasov A A 1945 J. Phys.(U.S.S.R.) 9 25

315



316 Plasma Kinetic Theory

[20] Fried B D and Conte S D 1961 The Plasma Dispersion Function
(Academic Press, Inc., New York)

[21] Landau L D 1946 J. Phys.(U.S.S.R.) 10 25

[22] Ng C S, Bhattachargee A, and Skiff F 1999 Phys. Rev. Lett. 83 1974

[23] Short R W and Simon A 2002 Phys. Plasmas 8 3245

[24] Rostoker N 1960 Nucl. Fusion 1 101

[25] Hagler M and Swanson D G 1967 Private communication

[26] Montgomery G Joyce and Sugihara R 1968 Plasma Physics 10 681

[27] Cooper G 1969 Phys. Fluids 12 2707

[28] Drummond J E 1958 Phys. Rev. 110 293

[29] Sagdeev R Z and Shafranov V D 1958 Proc. 2nd Int. Conf., (Geneva)
31 118

[30] Rosenbluth M N and Rostoker R 1958 Proc. 2nd Int. Conf., (Geneva)
31 144

[31] Stix T H 1962 The Theory of Plasma Waves (New York: McGraw-
Hill)

[32] Newberger B S 1982 J. Math. Phys. 23 1278; 1983 J. Math. Phys. 24
2250(E)

[33] Bernstein I B 1958 Phys. Rev. 109 10

[34] Stix T H 1958 Phys. Fluids 1 308

[35] Stix T H and Palladino R W 1958 Proc. 2nd Int. Conf., (Geneva) 31
282

[36] Dougherty J P 1964 Phys. Fluids 7 1788

[37] Trubnikov B A 1959 Plasma Physics and the Problem of Con-
trolled Thermonuclear Reactions vol III, ed M A Leontovich (Ox-
ford: Pergamon) 122

[38] Brambilla M 1998 Kinetic Theory of Plasma Waves (Oxford:
Clarendon) 138

[39] Shkarofsky I P 1966 Phys. Fluids 9 561

[40] Swanson D G 2002 Plasma Phys. Control. Fusion 44 1329

[41] Bohm D and Gross E P 1949 Phys. Rev. 75 1851

[42] Stringer T E 1963 Plasma Physics (J. Nucl Energy) C 5 89

[43] Braginskii S I 1965 Reviews of Plasma Physics vol 1, ed M A Leon-
tovich (New York: Consultants Bureau) 205



Bibliography 317

[44] Marshall W 1957 The Kinetic Theory of an Ionized Gas I U.K.A.E.A.
Technical Report 2277

[45] Marshall W 1957 The Kinetic Theory of an Ionized Gas II U.K.A.E.A.
Technical Report 2352

[46] Marshall W 1957 The Kinetic Theory of an Ionized Gas III U.K.A.E.A.
Technical Report 2419

[47] Balescu R 1988 Transport Processes in Plasmas Vol 1 (North-
Holland, Amsterdam)

[48] Kaneko S J andYamao A 1980 J. Phys. Soc. Jpn. 48 2098

[49] Chapman Sydney and Cowling T G 1952 The Mathematical The-
ory of Non-Uniform Gases, 2nd Ed. (Cambridge University Press,
Cambridge)

[50] Hirschfelder J O, Curtiss C F and Bird R B 1954 The Molecular
Theory of Gases and Liquids Chapters VII and VIII (John Wiley
and Sons, Chapman and Hall Ltd., London)

[51] Landshoff R 1951 Phys. Rev. 82, 442

[52] Spitzer L (Jr.) and Harm R 1953 Phys. Rev. 89 977

[53] B. Davison, 1956 Neutron Transport Theory (Oxford Univ. Press,
London)

[54] Hooyman G J, Mazur P, and de Groot S R 1955 Physica XXI 325

[55] Abramowitz M and Stegun I 1964 Handbook of Mathematical Func-
tions (National Bureau of Standards, Washington, D. C.)

[56] Ichimaru S 1973 Basic Principles of Plasma Physics (Benjamin,
Reading, Mass.)

[57] Dnestrovskii Yu N, Kostomarov D P, and Skrydlov N V 1964 Sov. Phys.-
Tech. Phys. 8, 691

[58] Lazzaro E, Ramponi G, and Girruzi G 1982 Phys. Fluids 25, 1220

[59] Vaughan-Williams R W and Haas F A 1961 Phys. Rev. Lett. 6 165

[60] Rosenbluth M N and Kaufmann A N 1958 Phys. Rev. 109, 1

[61] Garcia-Colin L S, Garcia-Perciante A L, and Sandoval-Villalbazo A 2007
Phys. Plasmas 14 012305






	Front cover
	Body
	1: INTRODUCTION
	2: BASIC KINETIC EQUATIONS
	3: THE LENARD-BALESCU EQUATION
	4: THE VLASOV-MAXWELL EQUATIONS
	5: WAVES IN A MAGNETIZED HOTPLASMA
	6: MOMENT EQUATIONS AND FLUID PLASMAS
	7: TRANSPORT IN A NONUNIFORM GAS
	8: TRANSPORT IN A NONUNIFORMBINARY GAS
	9: TRANSPORT WITH A FINITEMAGNETIC FIELD
	A: MATHEMATICAL FUNCTIONS
	B: COLLISION INTEGRALS
	C: NOTATION AND LIST OF SYMBOLS
	Bibliography
	Back cover



