Dedicated to the memory of Paul-André Meyer

## Preface

This volume is the first of two volumes containing the lectures given at the School "Quantum Independent Increment Processes: Structure and Applications to Physics". This school was held at the Alfried Krupp Wissenschafts\}kolleg in Greifswald during the period March $9-22$, 2003. We thank the lecturers for all the hard work they accomplished. Their lectures give an introduction to current research in their domains that is accessible to Ph . D. students. We hope that the two volumes will help to bring researchers from the areas of classical and quantum probability, operator algebras and mathematical physics together and contribute to developing the subject of quantum independent increment processes.

We are greatly indebted to the Volkswagen Foundation for their financial support, without which the school would not have been possible.

Special thanks go to Mrs. Zeidler who helped with the preparation and organisation of the school and who took care of the logistics.

Finally, we would like to thank the students for coming to Greifswald and helping to make the school a success.

## Contents

Lévy Processes in Euclidean Spaces and Groups
David Applebaum ..... 1
1 Introduction ..... 2
2 Lecture 1: Infinite Divisibility and Lévy Processes in Euclidean Space ..... 5
3 Lévy Processes ..... 15
4 Lecture 2: Semigroups Induced by Lévy Processes ..... 25
5 Analytic Diversions ..... 29
6 Generators of Lévy Processes ..... 33
$7 \quad L^{p}$-Markov Semigroups and Lévy Processes ..... 38
8 Lecture 3: Analysis of Jumps ..... 42
9 Lecture 4: Stochastic Integration ..... 55
10 Lecture 5: Lévy Processes in Groups ..... 69
11 Lecture 6: Two Lévy Paths to Quantum Stochastics ..... 84
References ..... 95
Locally compact quantum groups
Johan Kustermans ..... 99
1 Elementary C*-algebra theory ..... 102
2 Locally compact quantum groups in the $\mathrm{C}^{*}$-algebra setting ..... 112
3 Compact quantum groups ..... 115
4 Weight theory on von Neumann algebras ..... 129
5 The definition of a locally compact quantum group ..... 144
6 Examples of locally compact quantum groups ..... 157
7 Appendix : several concepts ..... 172
References ..... 176
Quantum Stochastic Analysis - an Introduction J. Martin Lindsay ..... 181
1 Spaces and Operators ..... 183
2 QS Processes ..... 214
3 QS Integrals ..... 221
4 QS Differential Equations ..... 238
5 QS Cocycles ..... 243
6 QS Dilation ..... 253
References ..... 264
Dilations, Cocycles and Product Systems
B. V. Rajarama Bhat ..... 273
1 Dilation theory basics ..... 273
$2 \quad E_{0}$-semigroups and product systems ..... 277
3 Domination and minimality ..... 282
4 Product systems: Recent developments ..... 286
References ..... 290
Index ..... 293

## Contents of Volume II <br> Structure of Quantum Lévy Processes, Classical Probability and Physics

Random Walks on Finite Quantum GroupsUwe Franz, Rolf Gohm
1 Markov chains and random walks in classical probability
2 Quantum Markov chains
3 Random walks on comodule algebras
4 Random walks on finite quantum groups
5 Extensions
6 Classical versions
7 Asymptotic behavior
A Finite quantum groups
B The eight-dimensional Kac-Paljutkin quantum group
References
Quantum Markov Processes and Applications in Physics
Burkhard Kümmerer
1 Quantum Mechanics
2 Unified Description of Classical and Quantum Systems
3 Towards Markov Processes
4 Scattering for Markov Processes
5 Markov Processes in the Physical Literature
6 An Example on $M_{2}$
7 The Micro-Maser as a Quantum Markov Process
8 Completely Positive Operators
9 Semigroups of Completely Positive Operators and LindbladGenerators
10 Repeated Measurement and its Ergodic Theory
References
Classical and Free Infinite Divisibility and Lévy Processes
Ole E. Barndorff-Nielsen, Steen Thorbjørnsen
1 Introduction

2 Classical Infinite Divisibility
3 Upsilon-mappings
4 Free Infinite Divisibility and Lévy Processes
5 Connections between Free and Classical Infinity Divisibility
6 The Lévy-Itô Decomposition in Free Probability
A Unbounded Operators Affiliated with a $W^{*}$-Probability Space
References

## Lévy Processes on Quantum Groups and Dual Groups <br> Uwe Franz

1 Lévy Processes on Quantum Groups
2 Lévy Processes and Dilations of Completely Positive semigroups
3 The Five Universal Independences
4 Lévy Processes on Dual Groups
References
Index

## List of Contributors

## David Applebaum

Probability and Statistics Dept. University of Sheffield Hicks Building Hounsfield Road Sheffield, S3 7RH, UK
D.Applebaum@sheffield.ac.uk

Ole E. Barndorff-Nielsen
Dept. of Mathematical Sciences University of Aarhus
Ny Munkegade
DK-8000 Århus, Denmark
oebn@imf.au.dk
B. V. Rajarama Bhat

Indian Statistical Institute
Bangalore, India
bhat@isibang.ac.in
Uwe Franz
Universität Greifswald
Friedrich-Ludwig-Jahnstrasse 15 A
D-17487 Greifswald, Germany
franz@uni-greifswald.de

## Rolf Gohm

Universität Greifswald
Friedrich-Ludwig-Jahnstrasse 15 A
D-17487 Greifswald, Germany
gohm@uni-greifswald.de

## Burkhard Kümmerer

Fachbereich Mathematik Technische Universität Darmstadt
Schloßgartenstraße 7
64289 Darmstadt, Germany
kuemmerer@mathematik. tu-darmstadt.de

## Johan Kustermans

KU Leuven
Departement Wiskunde
Celestijnenlaan 200B
3001 Heverlee, Belgium
johan.kustermans@wis.kuleuven.
ac.be

## J. Martin Lindsay

School of Mathematical Sciences
University of Nottingham
University Park
Nottingham, NG7 2RD, UK
martin.lindsay@nottingham.ac. uk

## Steen Thorbjørnsen

Dept. of Mathematics \& Computer
Science
University of Southern Denmark
Campusvej 55
DK-5230 Odense, Denmark
steenth@imada.sdu.dk

## Introduction

Random variables and stochastic processes are used to describe the behaviour of systems in a vast range of areas including statistics, finance, actuarial mathematics and computer science, as well as engineering, biology and physics. Due to an unavoidable lack of information about the state of the system concerned at a given moment in time, it is often impossible to predict these fluctuations with certainty - think of meteorology, for example. The unpredictable behaviour may be due to more fundamental reasons, as is the case in quantum mechanics. Here Heisenberg uncertainty limits the accuracy of simultaneous predictions of so-called complementary observables such as the position and momentum of a particle.

If the random fluctuations do not depend on time or position, then they should be described by stochastic processes which are homogeneous in space and time. In Euclidean space this leads to the important class of stochastic processes called Lévy processes, which have independent and stationary increments ([Lév65]). These processes have been attracting increasing interest over the last decade or so (see [Sko91], [Ber96], [Sat99], [BNMR01] and [App04]).

In quantum mechanics complete knowledge of the state is still insufficient to predict with certainty the outcomes of all possible measurements. Therefore its statistical interpretation has to be an essential part of the theory. Quantum probability starts from von Neumann's formulation of quantum mechanics ([vN96]) and studies quantum theory from a probabilistic point of view. Two key papers in the field are [AFL82] and [HP84].

A typical situation where quantum noise plays a role is in the description of a 'small' quantum system interacting with its 'large' environment. The state of the environment, also called heat bath or reservoir, cannot be measured or controlled completely. However it is reasonable to assume, at least as a first approximation, that it is homogeneous in time and space, and that the influence of the system on the heat bath can be neglected.

In concrete models the heat bath is generally described by a Fock space. The Hilbert space for the joint 'system plus heat bath' is then the tensor product of the Hilbert space representing the system with this Fock space. The
separate time evolutions of the heat bath and system are coupled through their interaction to yield a unitary evolution of the system plus heat bath which is a cocycle with respect to the free evolution of the heat bath. Thus, through interaction (in other words, considered as an open system), the evolution of the system becomes non-unitary. In the Heisenberg picture this is given by a quantum dynamical semigroup, that is a one-parameter semigroup of completely positive maps (rather than *-automorphisms) on the system observables, see Quantum Markov processes and applications to physics, by Burkhard Kümmerer, in volume two of these notes. In the physics literature the dual Schrödinger picture is usually preferred; this is adopted in the influential monograph [Dav76].

Fock spaces arose in quantum field theory and in representation theory as continuous tensor products. The close connection between independent increment processes on the one hand, and current representations and Fock space on the other, was realised in the late sixties and early seventies ([Ara70], [PS72] and [Gui72], see also the survey article [Str00]). The development of a quantum stochastic calculus was a natural sequel to this discovery. This calculus involves the integration of operator 'processes', that is time-indexed families of operators adapted to a Fock-space filtration, with respect to the socalled creation, preservation and annihilation processes. It is modelled on the Itô integral, but in fact may be based on the nonadapted stochastic calculus of Hitsuda and Skorohod, see part three of this volume, Quantum stochastic analysis - an introduction, by Martin Lindsay. The relationship between classical and quantum stochastic calculus is also the subject of the final lecture of part one, Lévy processes in Euclidean spaces and groups, by David Applebaum.

Part four of this volume, Dilations, cocycles and product systems by Rajarama Bhat, concerns the relation between the unitary evolution of the closed system plus heat bath and the quantum dynamical semigroup which is the evolution of the open system itself. It addresses the question of which unitary evolutions correspond to a given quantum dynamical semigroup.

Formally, quantum groups arise from groups in a similar way to how quantum probability arises from classical probability, and to how $C^{*}$-algebra theory is now commonly viewed as noncommutative topology. Namely, one casts the axioms for a group (or probability space, or topological space) in terms of the appropriate class of functions on the group (respectively, probability, or topological space). This yields a commutative algebra with extra structure, and the quantum object is then defined by dropping the commutativity axiom. This procedure has been successfully applied to differential geometry ([Con94]).

For example taking the algebra of representative functions on a group (i.e. those functions which can be written as matrix elements of a finite-dimensional representation of the group), one obtains the axioms of a commutative Hopf algebra ([Swe69]). Dropping commutativity, one arrives at one definition of a Hopf algebra. At least in finite dimension, the Hopf algebra axioms give a satisfactory definition of a (finite) quantum group.

Similarly the essentially bounded measurable functions on a probability space, with functions equal almost everywhere identified, form a commutative von Neumann algebra on which the expectation functional yields a state which is faithful and normal. Conversely, every commutative von Neumann algebra with faithful normal state is isomorphic to such an algebra of (measure equivalence classes of) random variables on a probability space with state given by the expectation functional.

Thus the axioms depend on the choice of functions. For example all functions on a group form a Hopf algebra only if the group is finite. The guiding principle for finding the 'right' set of axioms is that it should yield a rich theory which incorporates a good measure of the classical theory. In the case of quantum probability there is a straightforward choice. A unital *-algebra with a state is called an algebraic noncommutative probability space, and simply a noncommutative probability space when the algebra is a von Neumann algebra and the state is normal. In the latter case the state is often, but not always, assumed to be faithful. In fact recent progress in the understanding of noncommutative stochastic independence has benefitted from a loosening of the axioms to allow noninvolutive algebras, see Lévy processes on quantum groups and dual groups, by Uwe Franz in volume two of these notes.

In what is now known as topological quantum group theory, the search for the 'right' foundations has a long history. Only recently have Kustermans and Vaes obtained a relatively simple set of axioms that is both rich enough to contain all the examples one would want to consider as quantum groups whilst still having a satisfactory duality theory, see part two of this volume, Locally compact quantum groups, by Johan Kustermans.
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## 1 Introduction

"Probability theory has always generated its problems by its contact with other areas. There are very few problems that are generated by its own internal structure. This is partly because, once stripped of everything else, a probability space is essentially the unit interval with Lebesgue measure."
S.R.S.Varadhan, AMS Bulletin January (2003)

One of the most beautiful and fruitful ideas in probability theory is that of infinite divisibility. For a random variable to be infinitely divisible, we require that it can be decomposed as the sum of $n$ independent, identically distributed random variables, for any natural number $n$. Many distributions of importance for both pure and applied probability have been shown to be infinitely divisible and some of the best known in a very long list are the normal law, the Poisson and compound Poisson laws, the $t$-distribution, the $\chi^{2}$ distribution, the log-normal distribution, the stable laws, the normal inverse Gaussian and the hyperbolic distributions. The basic ideas of infinite divisibility chrystallised during the heroic age of classical probability in the 1920s and 1930s - the key result is the beautiful Lévy-Khintchine formula which gives the general form of the characteristic function for an infinitely divisible probability distribution. Another important discovery from this era is that
such distributions are precisely those which arise as limit laws for row sums of asymptotically negligible triangular arrays of independent random variables. Gnedenko and Kolmogorov [40] is a classic text for these results - for a more modern viewpoint, see Jacod and Shiryaev [51].
When we pass from single random variables to stochastic processes, the analogue of infinite divisibility is the requirement that the process has stationary and independent increments. Such processes were first investigated systematically by Paul Lévy (see e.g. Chapter 5 of [56]) and now bear his name in honour of his groundbreaking contributions.
Many important stochastic processes are Lévy processes - these include Brownian motion, Poisson and compound Poisson processes, stable processes and subordinators. Note that any infinitely divisible probability distribution can be embedded as the law of $X(1)$ in some Lévy process $(X(t), t \geq 0)$. A key structural result, which gives great insight into sample path behaviour, is the Lévy-Itô decomposition which asserts that any Lévy process can be decomposed as the sum of four terms - a deterministic (drift) which increases linearly with time, a diffusion term which is controlled by Brownian motion, a compensated sum of small jumps and a (finite) sum of large jumps. In particular, this shows that Lévy processes are a natural subclass of semimartingales with jumps (see e.g. [66], [51]).
Lévy processes are also Markov (in fact Feller) processes and their infinitesimal generators are represented as integral perturbations of a second order elliptic differential operator, in a structure which mirrors the Lévy-Khintchine form. Alternatively, the generator is represented as a pseudo-differential operator with a symbol determined by the Lévy-Khintchine formula. This latter structure is paradigmatic of a wide class of Feller processes, wherein the symbol has the same form but an additional spatial dependence. This is a major theme of Niels Jacob's books ([48, 49, 50]).
The last decade has seen Lévy processes come to the forefront of activity in probability theory and there have been several major developments from both theoretical and applied perspectives. These include fluctuation theory ([19]), codification of the genealogical structure of continuous branching processes ([55]), investigations of turbulence via Burger's equation ([20]), the study of stochastic differential equations with jumps and associated stochastic flows [54], construction of Euclidean random fields [2], properties of linearly viscoelastic materials [23], new examples of times series [24] and a host of applications to option pricing in "incomplete" financial markets (see e.g. [75], chapter 5 of [13], and references therein). In addition, two important monographs have appeared which are devoted to the subject ([19], [74]) and a third is to appear shortly ([13]). Since 1998, conferences to review and discuss new developments have taken place on an annual basis - the proceedings of the first of these are collected in [15].
The first four sections of these notes aim to give an overview of the key structural properties of Lévy processes taking values in Euclidean space, and of the associated stochastic calculus. They are based very closely on parts of

Chapters 1 to 4 of [13], but except in a few vital instances, the detailed proofs have been omitted. Section 1 introduces the concepts of infinite divisibility and Lévy process and presents the vital Lévy-Khintchine formula, section 2 introduces important concepts such as martingale and stopping times and concludes with the celebrated Lévy-Itô decomposition. In section 3, we describe the representations of the generator of the process while section 4 gives an account of stochastic integration, Itô's formula and stochastic differential equations.
The notions of infinite divisibility and Lévy process are sufficiently robust to allow extensive generalisation from the basic theory in Euclidean space. To see the Lévy-Khintchine formula in a Hilbert space setting, consult [64], while the Banach space version is in [59]. Section 5 herein describes group-valued Lévy processes and this can seen as the classical theory which underlines the notion of quantum group valued Lévy process, which is described in the lecture notes of Uwe Franz. We remark that the Lévy process concept also generalises to Riemannian manifolds [7], to hypergroups [21] and indeed to quantum hypergroups [36]. Another interesting generalisation, in the spirit of quantum probability, is the study of infinitely divisible completely positive mappings from a group to the algebra of bounded operators on a Hilbert space (see [32]).
Probability theory on groups describes the joyful interplay of the concepts of chance and symmetry. For Lévy processes, there are three different subcategories of topological groups where a good theory can be developed - the locally compact abelian groups (LCA groups), Lie groups and general locally compact groups. In the LCA case, the ability to define a Fourier transform means that many features of the theory are similar to the Euclidean space case - an account of the Lévy-Khintchine formula can again be found in [64]. The most extensively studied case is that of a Lie group. Mathematically, one of the joys of working on this topic is the interplay of the different techniques from semigroup theory, non-commutative harmonic analysis and stochastic calculus. The first work on this area was an outstanding paper by G.A.Hunt [45] which gave a Lévy-Khintchine style characterisation of the generator. Stochastic calculus techniques were introduced in [33], and more recently, [8]. Many new and interesting results can be found in the forthcoming monograph by Liao [57]. On more general locally compact groups, projective limit techniques arising from the solution of Hilbert's 5th problem enable us to gain insight into the structure of the generator, and this is described in H.Heyer's classic book [43]. More recent progress in this area can be found in [22] and [12].
Section 6 of these notes paves the way for Martin Lindsay's contribution to this volume, by indicating two mechanisms whereby classical processes may be embedded into the quantum formalism. The first approach employs group representations to demonstrate how group-valued Lévy processes induce operator-valued stochastic differential equations whose form is generic for quantum stochastics. Secondly, we give an account of how Lévy processes
may be represented by suitable combinations of creation, conservation and annihilation operators, acting in a suitable Fock space. This beautiful interplay of ideas, which evolved in the 1960s and 1970s out of work on factorisable representations of current groups, reveals the probabilistic origins of quantum stochastic calculus.
Notation: If $T$ is a topological space, $\mathcal{B}(T)$ is the Borel $\sigma$-algebra of all Borel sets in $T . B_{b}(T)$ is the Banach space (with respect to the supremum norm) of all (real valued) bounded Borel measurable functions on $T . C_{b}(T)$ is the Banach sub-space of all bounded continuous functions on $T$.
If $T$ is locally compact, $C_{0}(T)$ is the Banach subspace of all continuous functions on $T$ which vanish at infinity. The linear space $C_{c}(T)$ of continuous functions with compact support is norm-dense in $C_{0}(T)$.

Acknowledgements: I would like to thank the editors,Uwe Franz and Michael Schürmann, for giving me the opportunity to contribute to this volume, and also for the invitation to Greifswald to deliver the lecture course on which these notes are based, and the superb hospitality which was extended to me there. I would also like to thank the participants in the school for a number of observations which have improved the accuracy of these notes. Particular thanks are due to Uwe Franz who read through the whole article with great attention to detail and to Robin Hudson, who made a number of helpful comments about Lecture 6 .
Thanks are also due to Cambridge University Press for granting me permission to include material herein which is taken from [13].

## 2 Lecture 1: Infinite Divisibility and Lévy Processes in Euclidean Space

### 2.1 Some Basic Ideas of Probability

Let $(\Omega, \mathcal{F}, P)$ be a probability space, so that $\Omega$ is a set, $\mathcal{F}$ is a $\sigma$-algebra of subsets of $\Omega$ and $P$ is a probability measure defined on $(\Omega, \mathcal{F})$. Random variables are measurable functions $X: \Omega \rightarrow \mathbb{R}^{d}$. The law of $X$ is $p_{X}$, where for each $A \in \mathcal{B}\left(\mathbb{R}^{d}\right), p_{X}(A)=P(X \in A)$. $\left(X_{n}, n \in \mathbb{N}\right)$ are independent if for all $i_{1}, i_{2}, \ldots i_{r} \in \mathbb{N}, A_{i_{1}}, A_{i_{2}}, \ldots, A_{i_{r}} \in \mathcal{B}\left(\mathbb{R}^{d}\right)$,

$$
\begin{gathered}
P\left(X_{i_{1}} \in A_{1}, X_{i_{2}} \in A_{2}, \ldots, X_{i_{r}} \in A_{r}\right) \\
=P\left(X_{i_{1}} \in A_{1}\right) P\left(X_{i_{2}} \in A_{2}\right) \cdots P\left(X_{i_{r}} \in A_{r}\right) .
\end{gathered}
$$

If $X$ and $Y$ are independent, the law of $X+Y$ is given by convolution

$$
p_{X+Y}=p_{X} * p_{Y}, \text { where } p_{X} * p_{Y}(A)=\int_{\mathbb{R}^{d}} p_{X}(A-y) p_{Y}(d y)
$$

Equivalently $\int_{\mathbb{R}^{d}} f(y) p_{X} * p_{Y}(d y)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x+y) p_{X}(d x) p_{Y}(d y)$, for all $f \in B_{b}\left(\mathbb{R}^{d}\right)$.

Characteristic function of $X$ is $\phi_{X}: \mathbb{R}^{d} \rightarrow \mathbb{C}$, where $\phi_{X}(u)=\int_{\mathbb{R}^{d}} e^{i(u, x)} p_{X}(d x)$.
Exercise 1.1. If $X$ and $Y$ are independent, show that $\phi_{X+Y}(u)=\phi_{X}(u) \phi_{Y}(u)$, for all $u \in \mathbb{R}^{d}$. (Note - the converse is false, e.g. consider $X+X$, where $X$ is Cauchy distributed).

More generally:-
Theorem 2.1 (Kac's theorem). $X_{1}, \ldots, X_{n}$ are independent if and only if

$$
\mathbb{E}\left(\exp \left(i \sum_{j=1}^{n}\left(u_{j}, X_{j}\right)\right)\right)=\phi_{X_{1}}\left(u_{1}\right) \cdots \phi_{X_{n}}\left(u_{n}\right)
$$

for all $u_{1}, \ldots, u_{n} \in \mathbb{R}^{d}$.
The characteristic function of a probability measure $\mu$ on $\mathbb{R}^{d}$ is $\phi_{\mu}(u)=$ $\int_{\mathbb{R}^{d}} e^{i(u, x)} \mu(d x)$. Important properties are:-

1. $\phi_{\mu}(0)=1$.
2. $\phi_{\mu}$ is positive definite i.e. $\sum_{i, j} c_{i} \overline{c_{j}} \phi_{\mu}\left(u_{i}-u_{j}\right) \geq 0$, for all $c_{i} \in \mathbb{C}, u_{i} \in$ $\mathbb{R}^{d}, 1 \leq i, j \leq n, n \in \mathbb{N}$. (Exercise 1.2)
3. $\phi_{\mu}$ is uniformly continuous (Exercise 1.3) - Hint: Look at $\left|\phi_{\mu}(u+h)-\phi_{\mu}(u)\right|$ and use dominated convergence)).
Conversely Bochner's theorem states that if $\phi: \mathbb{R}^{d} \rightarrow \mathbb{C}$ satisfies (1), (2) and is continuous at $u=0$, then it is the characteristic function of some probability measure $\mu$ on $\mathbb{R}^{d}$.
(For a nice functional analytic proof based on spectral theory of self-adjoint operators - see Reed and Simon [67], p.330).
$\psi: \mathbb{R}^{d} \rightarrow \mathbb{C}$ is conditionally positive definite if for all $n \in \mathbb{N}$ and $c_{1}, \ldots, c_{n} \in \mathbb{C}$ for which $\sum_{j=1}^{n} c_{j}=0$ we have

$$
\sum_{j, k=1}^{n} c_{j} \overline{c_{k}} \psi\left(u_{j}-u_{k}\right) \geq 0
$$

for all $u_{1}, \ldots, u_{n} \in \mathbb{R}^{d} . \psi: \mathbb{R}^{d} \rightarrow \mathbb{C}$ will be said to be hermitian if $\overline{\psi(u)}=$ $\psi(-u)$, for all $u \in \mathbb{R}^{d}$.

Theorem 2.2 (Schoenberg correspondence). $\psi: \mathbb{R}^{d} \rightarrow \mathbb{C}$ is hermitian and conditionally positive definite if and only if $e^{t \psi}$ is positive definite for each $t>0$.

Proof. We only give the easy part here. For the full story see Berg and Forst [18], p. 41 or Parthasarathy and Schmidt [63] pp. 1-4.
Suppose that $e^{t \psi}$ is positive definite for all $t>0$. Fix $n \in \mathbb{N}$ and choose $c_{1}, \ldots, c_{n}$ and $u_{1}, \ldots, u_{n}$ as above. We then find that for each $t>0$,

$$
\frac{1}{t} \sum_{j, k=1}^{n} c_{j} \overline{c_{k}}\left(e^{t \psi\left(u_{j}-u_{k}\right)}-1\right) \geq 0
$$

and so

$$
\sum_{j, k=1}^{n} c_{j} \overline{c_{k}} \psi\left(u_{j}-u_{k}\right)=\lim _{t \rightarrow 0} \frac{1}{t} \sum_{j, k=1}^{n} c_{j} \overline{c_{k}}\left(e^{t \psi\left(u_{j}-u_{k}\right)}-1\right) \geq 0
$$

To see the need to be hermitian, define $\tilde{\psi}=\psi+i x$, where $\psi$ is hermitian and conditionally positive definite and $x \in \mathbb{R}, x \neq 0 . \tilde{\psi}$ is clearly conditionally positive definite, but not hermitian and it is then easily verified that $e^{t \tilde{\psi}}$ cannot be positive definite for any $t>0$.
Note the analyst's convention of using $-\psi$ which they call "negative-definite".

### 2.2 Infinite Divisibility

Let $\mu$ be a probability measure on $\mathbb{R}^{d}$. Define $\mu^{*^{n}}=\mu * \cdots * \mu(n$ times). We say that $\mu$ has a convolution $n$th root, if there exists a probability measure $\mu^{\frac{1}{n}}$ for which $\left(\mu^{\frac{1}{n}}\right)^{*^{n}}=\mu$.
$\mu$ is infinitely divisible if it has a convolution $n$th root for all $n \in \mathbb{N}$. In this case $\mu^{\frac{1}{n}}$ is unique.

Theorem 2.3. $\mu$ is infinitely divisible iff for all $n \in \mathbb{N}$, there exists a probability measure $\mu_{n}$ with characteristic function $\phi_{n}$ such that

$$
\phi_{\mu}(u)=\left(\phi_{n}(u)\right)^{n},
$$

for all $u \in \mathbb{R}^{d}$. Moreover $\mu_{n}=\mu^{\frac{1}{n}}$.
Proof. If $\mu$ is infinitely divisible, take $\phi_{n}=\phi_{\mu^{\frac{1}{n}}}$. Conversely, for each $n \in \mathbb{N}$, by Fubini's theorem,

$$
\begin{aligned}
\phi_{\mu}(u) & =\int_{\mathbb{R}^{d}} \cdots \int_{\mathbb{R}^{d}} e^{i\left(u, y_{1}+\cdots+y_{n}\right)} \mu_{n}\left(d y_{1}\right) \cdots \mu_{n}\left(d y_{n}\right) \\
& =\int_{\mathbb{R}^{d}} e^{i(u, y)} \mu_{n}^{*^{n}}(d y)
\end{aligned}
$$

But $\phi_{\mu}(u)=\int_{\mathbb{R}^{d}} e^{i(u, y)} \mu(d y)$ and $\phi$ determines $\mu$ uniquely. Hence $\mu=\mu_{n}^{*^{n}}$. - If $\mu$ and $\nu$ are each infinitely divisible, then so is $\mu * \nu$.

- If $\left(\mu_{n}, n \in \mathbb{N}\right)$ are infinitely divisible and $\mu_{n} \stackrel{w}{\Rightarrow} \mu$, then $\mu$ is infinitely divisible.
[Note: Weak convergence. $\mu_{n} \stackrel{w}{\Rightarrow} \mu$ means

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} f(x) \mu_{n}(d x)=\int_{\mathbb{R}^{d}} f(x) \mu(d x)
$$

for each $f \in C_{b}\left(\mathbb{R}^{d}\right)$. For the even weaker topology of vague convergence, replace $C_{b}\left(\mathbb{R}^{d}\right)$ by $C_{0}\left(\mathbb{R}^{d}\right)$.]
A random variable $X$ is infinitely divisible if its law $p_{X}$ is infinitely divisible, e.g. $X \stackrel{d}{=} Y_{1}^{(n)}+\cdots+Y_{n}^{(n)}$, where $Y_{1}^{(n)}, \ldots, Y_{n}^{(n)}$ are i.i.d., for each $n \in \mathbb{N}$.

## Examples of Infinite Divisibility

In the following, we will demonstrate infinite divisibility of a random variable $X$ by finding i.i.d $Y_{1}^{(n)}, \ldots, Y_{n}^{(n)}$ such that $X \stackrel{d}{=} Y_{1}^{(n)}+\cdots+Y_{n}^{(n)}$, for each $n \in \mathbb{N}$.

## Example 1 - Gaussian Random Variables

Let $X=\left(X_{1}, \ldots, X_{d}\right)$ be a random vector.
We say that it is (non - degenerate) Gaussian if it there exists a vector $m \in \mathbb{R}^{d}$ and a strictly positive-definite symmetric $d \times d$ matrix $A$ such that $X$ has a pdf (probability density function) of the form:-

$$
\begin{equation*}
f(x)=\frac{1}{(2 \pi)^{\frac{d}{2}} \sqrt{\operatorname{det}(A)}} \exp \left(-\frac{1}{2}\left(x-m, A^{-1}(x-m)\right)\right) \tag{2.1}
\end{equation*}
$$

for all $x \in \mathbb{R}^{d}$.
In this case we will write $X \sim N(m, A)$. The vector $m$ is the mean of $X$, so $m=\mathbb{E}(X)$ and $A$ is the covariance matrix so that $A=\mathbb{E}\left((X-m)(X-m)^{T}\right)$. A standard calculation yields

$$
\begin{equation*}
\phi_{X}(u)=e^{i(m, u)-\frac{1}{2}(u, A u)} \tag{2.2}
\end{equation*}
$$

and hence

$$
\left(\phi_{X}(u)\right)^{\frac{1}{n}}=e^{i\left(\frac{m}{n}, u\right)-\frac{1}{2}\left(u, \frac{1}{n} A u\right)}
$$

so we see that $X$ is infinitely divisible with each $Y_{j}^{(n)} \sim N\left(\frac{m}{n}, \frac{1}{n} A\right)$ for each $1 \leq j \leq n$.
We say that X is a standard normal whenever $X \sim N\left(0, \sigma^{2} I\right)$ for some $\sigma>0$.
We say that $X$ is degenerate Gaussian if (2.2) holds with $\operatorname{det}(A)=0$, and these random variables are also infinitely divisible.

## Example 2 - Poisson Random Variables

In this case, we take $d=1$ and consider a random variable $X$ taking values in the set $n \in \mathbb{N} \cup\{0\}$. We say that $X$ is Poisson if there exists $c>0$ for which

$$
P(X=n)=\frac{c^{n}}{n!} e^{-c}
$$

In this case we will write $X \sim \pi(c)$. We have $\mathrm{e}(X)=\operatorname{Var}(X)=c$. It is easy to verify (Exercise 1.4) that

$$
\phi_{X}(u)=\exp \left[c\left(e^{i u}-1\right)\right]
$$

from which we deduce that $X$ is infinitely divisible with each $Y_{j}^{(n)} \sim \pi\left(\frac{c}{n}\right)$, for $1 \leq j \leq n, n \in \mathbb{N}$.

## Example 3-Compound Poisson Random Variables

Let $(Z(n), n \in \mathbb{N})$ be a sequence of i.i.d. random variables taking values in $\mathbb{R}^{d}$ with common law $\mu_{Z}$ and let $N \sim \pi(c)$ be a Poisson random variable which is independent of all the $Z(n)$ 's. The compound Poisson random variable $X$ is defined as follows:-

$$
X=Z(1)+\cdots+Z(N)
$$

Proposition 2.4. For each $u \in \mathbb{R}^{d}$,

$$
\phi_{X}(u)=\exp \left[\int\left(e^{i(u, y)}-1\right) c \mu_{Z}(d y)\right]
$$

Proof. Let $\phi_{Z}$ be the common characteristic function of the $Z_{n}$ 's. By conditioning and using independence we find,

$$
\begin{aligned}
\phi_{X}(u) & =\sum_{n=0}^{\infty} \mathrm{e}\left(e^{i(u, Z(1)+\cdots+Z(N))} \mid N=n\right) P(N=n) \\
& =\sum_{n=0}^{\infty} \mathrm{e}\left(e^{i(u, Z(1))+\cdots+Z(n))}\right) e^{-c} \frac{c^{n}}{n!} \\
& =e^{-c} \sum_{n=0}^{\infty} \frac{\left[c \phi_{Z}(u)\right]^{n}}{n!} \\
& =\exp \left[c\left(\phi_{Z}(u)-1\right)\right],
\end{aligned}
$$

and the result follows on writing $\phi_{Z}(u)=\int e^{i(u, y)} \mu_{Z}(d y)$.
If $X$ is compound Poisson as above, we write $X \sim \pi\left(c, \mu_{Z}\right)$. It is clearly infinitely divisible with each $Y_{j}^{(n)} \sim \pi\left(\frac{c}{n}, \mu_{Z}\right)$, for $1 \leq j \leq n$.

## The Lévy-Khintchine Formula

de Finetti (1920's) suggested that the most general infinitely divisible random variable could be written $X=Y+W$, where $Y$ and $W$ are independent, $Y \sim N(m, A), W \sim \pi\left(c, \mu_{Z}\right)$. Then $\phi_{X}(u)=e^{\eta(u)}$, where

$$
\begin{equation*}
\eta(u)=i(m, u)-\frac{1}{2}(u, A u)+\int_{\mathbb{R}^{d}}\left(e^{i(u, y)}-1\right) c \mu_{Z}(d y) \tag{2.3}
\end{equation*}
$$

This is WRONG! $\nu(\cdot)=c \mu_{Z}(\cdot)$ is a finite measure here. Lévy and Khintchine showed that $\nu$ can be $\sigma$-finite, provided it is what is now called a Lévy measure on $\mathbb{R}^{d}-\{0\}=\left\{x \in \mathbb{R}^{d}, x \neq 0\right\}$, i.e.

$$
\begin{equation*}
\int\left(|y|^{2} \wedge 1\right) \nu(d y)<\infty \tag{2.4}
\end{equation*}
$$

Since $|y|^{2} \wedge \epsilon \leq|y|^{2} \wedge 1$ whenever $0<\epsilon \leq 1$, it follows from (2.4) that

$$
\nu\left((-\epsilon, \epsilon)^{c}\right)<\infty \quad \text { for all } \epsilon>0
$$

Exercise 1.5. Show that every Lévy measure on $\mathbb{R}^{d}-\{0\}$ is $\sigma$-finite.
Exercise 1.6. Deduce that $\nu$ is a Lévy measure if and only if

$$
\begin{equation*}
\int \frac{|y|^{2}}{1+|y|^{2}} \nu(d y)<\infty \tag{2.5}
\end{equation*}
$$

[Hint: Verify the inequalities

$$
\frac{|y|^{2}}{1+|y|^{2}} \leq|y|^{2} \wedge 1 \leq 2 \frac{|y|^{2}}{1+|y|^{2}}
$$

for each $y \in \mathbb{R}^{d}$.]
Here is the fundamental result of this lecture:-
Theorem 2.5 (Lévy-Khintchine). A Borel probability measure $\mu$ on $\mathbb{R}^{d}$ is infinitely divisible if there exists a vector $b \in \mathbb{R}^{d}$, a non-negative symmetric $d \times d$ matrix $A$ and a Lévy measure $\nu$ on $\mathbb{R}^{d}-\{0\}$ such that for all $u \in \mathbb{R}^{d}$,
$\phi_{\mu}(u)=\exp \left[i(b, u)-\frac{1}{2}(u, A u)+\int_{\mathbb{R}^{d}-\{0\}}\left(e^{i(u, y)}-1-i(u, y) \chi_{\hat{B}}(y)\right) \nu(d y)\right]$.
where $\hat{B}=B_{1}(0)=\left\{y \in \mathbb{R}^{d} ;|y|<1\right\}$.
Conversely, any mapping of the form (2.6) is the characteristic function of an infinitely divisible probability measure on $\mathbb{R}^{d}$.

The triple $(b, A, \nu)$ is called the characteristics of the infinitely divisible random variable $X$. Define $\eta=\log \phi_{\mu}$, where we take the principal part of the logarithm. $\eta$ is called the Lévy symbol by me, the characteristic exponent by others.
We're not going to prove this result here. To understand it, it is instructive to let $\left(U_{n}, n \in \mathbb{N}\right)$ be a sequence of Borel sets in $B_{1}(0)$ with $U_{n} \downarrow\{e\}$. Observe that

$$
\eta(u)=\lim _{n \rightarrow \infty} \eta_{n}(u) \quad \text { where each }
$$

$$
\eta_{n}(u)=i\left[\left(m-\int_{U_{n}^{c} \cap \hat{B}} y \nu(d y), u\right)\right]-\frac{1}{2}(u, A u)+\int_{U_{n}^{c}}\left(e^{i(u, y)}-1\right) \nu(d y)
$$

so $\eta$ is in some sense (to be made more precise later) the limit of a sequence of sums of Gaussians and independent compound Poissons. Interesting phenomena appear in the limit as we'll see below. First, we classify Lévy symbols analytically:-

Theorem 2.6. $\eta$ is a Lévy symbol if and only if it is a continuous, hermitian conditionally positive definite function for which $\eta(0)=0$.

Proof. Suppose that $\eta$ is a Lévy symbol - then so is $t \eta$, for each $t>0$. Then there exists a probability measure $\mu(t)$, for each $t \geq 0$ such that $\phi_{\mu(t)}(u)=e^{t \eta(u)}$ for each $u \in \mathbb{R}^{d} . \eta$ is continuous and $\eta(0)=0$. Since $\phi_{\mu}$ is positive definite then $\eta$ is hermitian and conditionally positive definite by the Schoenberg correspondence.
Conversely, suppose that $\eta$ is continuous, hermitian and conditionally positive definite with $\eta(0)=0$. By the Schoenberg correspondence and Bochner's theorem, there exists a probability measure $\mu$ for which $\phi_{\mu}(u)=e^{\eta(u)}$ for each $u \in \mathbb{R}^{d}$. Since, for each $n \in \mathbb{N}, \frac{\eta}{n}$ is another continuous, hermitian conditionally positive definite function which vanishes at the origin, we see that $\mu$ is infinitely divisible and the result follows.

## Stable Laws

This is one of the most important subclasses of infinitely divisible laws. We consider the general central limit problem in dimension $d=1$, so let $\left(Y_{n}, n \in \mathbb{N}\right)$ be a sequence of real valued random variables and consider the rescaled partial sums

$$
S_{n}=\frac{Y_{1}+Y_{2}+\cdots+Y_{n}-b_{n}}{\sigma_{n}}
$$

where $\left(b_{n}, n \in \mathbb{N}\right)$ is an arbitrary sequence of real numbers and $\left(\sigma_{n}, n \in \mathbb{N}\right)$ an arbitrary sequence of positive numbers. We are interested in the case where there exists a random variable $X$ for which

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(S_{n} \leq x\right)=P(X \leq x) \tag{2.7}
\end{equation*}
$$

for all $x \in \mathbb{R}$ i.e. $\left(S_{n}, n \in \mathbb{N}\right)$ converges in distribution to $X$. If each $b_{n}=n m$ and $\sigma_{n}=\sqrt{n} \sigma$ for fixed $m \in R, \sigma>0$ then $X \sim N\left(m, \sigma^{2}\right)$ by the usual Laplace - de-Moivre central limit theorem.
More generally a random variable is said to be stable if it arises as a limit as in (2.7). It is not difficult (see e.g. Gnedenko and Kolmogorov [40]) to show that (2.7) is equivalent to the following:-
There exist real valued sequences $\left(c_{n}, n \in \mathbb{N}\right)$ and $\left(d_{n}, n \in \mathbb{N}\right)$ with each $c_{n}>0$ such that

$$
\begin{equation*}
X_{1}+X_{2}+\cdots+X_{n} \stackrel{d}{=} c_{n} X+d_{n} \tag{2.8}
\end{equation*}
$$

where $X_{1}, \ldots, X_{n}$ are independent copies of $X . X$ is said to be strictly stable if each $d_{n}=0$.
To see that $(2.8) \Rightarrow(2.7)$ take each $Y_{j}=X_{j}, b_{n}=d_{n}$ and $\sigma_{n}=c_{n}$. In fact it can be shown (see Feller [35], p.166) that the only possible choice of $c_{n}$ in
(2.8) is $c_{n}=\sigma n^{\frac{1}{\alpha}}$, where $0<\alpha \leq 2$ and $\sigma>0$. The parameter $\alpha$ plays a key role in the investigation of stable random variables and is called the index of stability.
Note that (2.8) can also be expressed in the equivalent form

$$
\phi_{X}(u)^{n}=e^{i u d_{n}} \phi_{X}\left(c_{n} u\right)
$$

for each $u \in \mathbb{R}$.
It follows immediately from (2.8) that all stable random variables are infinitely divisible and the characteristics in the Lévy-Khintchine formula are given by the following result.

Theorem 2.7. If $X$ is a stable real-valued random variable, then its characteristics must take one of the two following forms.

1. When $\alpha=2, \quad \nu=0$ (so $X \sim N(b, A)$ ).
2. When $\alpha \neq 2, A=0$ and $\nu(d x)=\frac{c_{1}}{x^{1+\alpha}} \chi_{(0, \infty)}(x) d x+\frac{c_{2}}{|x|^{1+\alpha}} \chi_{(-\infty, 0)}(x) d x$, where $c_{1} \geq 0, c_{2} \geq 0$ and $c_{1}+c_{2}>0$.

A proof is given in Sato [74], p. 80 .
A careful transformation of the integrals in the Lévy-Khintchine formula gives a different form for the characteristic function which is often more convenient (see Sato [74], p.86).

Theorem 2.8. A real-valued random variable $X$ is stable if and only if there exists $\sigma>0,-1 \leq \beta \leq 1$ and $\mu \in \mathbb{R}$ such that for all $u \in \mathbb{R}$,
1.

$$
\phi_{X}(u)=\exp \left[i \mu u-\frac{1}{2} \sigma^{2} u^{2}\right] \quad \text { when } \alpha=2
$$

2. 

$$
\phi_{X}(u)=\exp \left[i \mu u-\sigma^{\alpha}|u|^{\alpha}\left(1-i \beta \operatorname{sgn}(u) \tan \left(\frac{\pi \alpha}{2}\right)\right)\right] \quad \text { when } \quad \alpha \neq 1,2
$$

3. 

$$
\phi_{X}(u)=\exp \left[i \mu u-\sigma|u|\left(1+i \beta \frac{2}{\pi} \operatorname{sgn}(u) \log (|u|)\right)\right] \quad \text { when } \quad \alpha=1
$$

It can be shown that $\mathbb{E}\left(X^{2}\right)<\infty$ if and only if $\alpha=2$ (i.e. $X$ is Gaussian) and $\mathbb{E}(|X|)<\infty$ if and only if $1<\alpha \leq 2$.
All stable random variables have densities $f_{X}$, which can in general be expressed in series form (see Feller [35], Chapter 17, section 6). In three important cases, there are closed forms.

## 1. The Normal Distribution

$$
\alpha=2, \quad X \sim N\left(\mu, \sigma^{2}\right)
$$

## 2. The Cauchy Distribution

$$
\alpha=1, \beta=0 \quad f_{X}(x)=\frac{\sigma}{\pi\left[(x-\mu)^{2}+\sigma^{2}\right]}
$$

## 3. The Lévy Distribution

$$
\alpha=\frac{1}{2}, \beta=1 \quad f_{X}(x)=\left(\frac{\sigma}{2 \pi}\right)^{\frac{1}{2}} \frac{1}{(x-\mu)^{\frac{3}{2}}} \exp \left(-\frac{\sigma}{2(x-\mu)}\right), \quad \text { for } x>\mu
$$

Exercise 1.7. (The Cauchy Distribution)
Prove directly that

$$
\int_{-\infty}^{\infty} e^{i u x} \frac{\sigma}{\pi\left[(x-\mu)^{2}+\sigma^{2}\right]} d x=e^{i \mu u-\sigma|u|}
$$

[Hint. One approach is to use the calculus of residues. Alternatively, by integrating from $-\infty$ to 0 and then 0 to $\infty$, separately, deduce that $\int_{-\infty}^{\infty} e^{-i t x} e^{-|x|} d x=\frac{2}{1+t^{2}}$. Now use Fourier inversion.]
Note that if a stable random variable is symmetric then Theorem 2.8 yields

$$
\begin{equation*}
\phi_{X}(u)=\exp \left(-\rho^{\alpha}|u|^{\alpha}\right) \text { for all } 0<\alpha \leq 2 \tag{2.9}
\end{equation*}
$$

where $\rho=\sigma$, when $0<\alpha<2$, and $\rho=\frac{\sigma}{\sqrt{2}}$, when $\alpha=2$, and we will write $X \sim S \alpha S$ in this case.
Although it does not have a closed form density, the symmetric stable distribution with $\alpha=\frac{3}{2}$ is of considerable practical importance. It is called the Holtsmark distribution and its three-dimensional generalisation has been used to model the gravitational field of stars (see Feller [35], p.173).
One of the reasons why stable laws are so important in applications is the nice decay properties of the tails. The case $\alpha=2$ is special in that we have exponential decay, indeed for a standard normal $X$ there is the elementary estimate

$$
P(X>y) \sim \frac{e^{-\frac{1}{2} y^{2}}}{\sqrt{2 \pi} y} \text { as } y \rightarrow \infty
$$

(see Feller [34], Chapter 7, section 1).
When $\alpha \neq 2$ we have the slower polynomial decay as expressed in the following,

$$
\begin{gathered}
\lim _{y \rightarrow \infty} y^{\alpha} P(X>y)=C_{\alpha} \frac{1+\beta}{2} \sigma^{\alpha} \\
\lim _{y \rightarrow \infty} y^{\alpha} P(X<-y)=C_{\alpha} \frac{1-\beta}{2} \sigma^{\alpha}
\end{gathered}
$$

where $C_{\alpha}>1$ (see Samorodnitsky and Taqqu [73], p.16-18 for a proof and an explicit expression for the constant $C_{\alpha}$ ). The relatively slow decay of the
tails for non-Gaussian stable laws makes them ideally suited for modelling a wide range of interesting phenomena, some of which exhibit "long-range dependence".
The generalisation of stability to random vectors is straightforward - just replace $X_{1}, \ldots, X_{n}, X$ and each $d_{n}$ in (2.8) by vectors and the formula in Theorem 2.7 extends directly. Note however that when $\alpha \neq 2$ in the random vector version of Theorem 2.7, the Lévy measure takes the form

$$
\nu(d x)=\frac{c}{|x|^{d+\alpha}} d x
$$

where $c>0$.
The corresponding extension of Theorem 2.8 can be found in e.g. Sato [74], p. 83 .

We can generalise the definition of stable random variables if we weaken the conditions on the random variables $(Y(n), n \in \mathbb{N})$ in the general central limit problem by requiring these to be independent, but no longer necessarily identically distributed. In this case the limiting random variables are called selfdecomposable (or of class L) and they are also infinitely divisible. Alternatively a random variable $X$ is self-decomposable if and only if for each $0<a<1$, there exists a random variable $Y_{a}$ which is independent of $X$ such that

$$
X \stackrel{d}{=} a X+Y_{a} \Leftrightarrow \phi_{X}(u)=\phi_{X}(a u) \phi_{Y_{a}}(u),
$$

for all $u \in \mathbb{R}^{d}$. Self-decomposable distributions are discussed in Sato [74] p.9099 , where it is shown that an infinitely divisible law on $\mathbb{R}$ is self-decomposable if and only if the Lévy measure is of the form:

$$
\nu(d x)=\frac{k(x)}{|x|} d x
$$

where $k$ is decreasing on $(0, \infty)$ and increasing on $(-\infty, 0)$. There has recently been increasing interest in these distributions both from a theoretical and applied perspective.
Other examples of infinitely divisible distributions:-

- gamma distribution ( $\chi^{2}$ is a special case).
- lognormal distribution
- Student $t$ distribution
- Hyperbolic distributions (important in finance !)
- Riemann zeta distribution $\phi_{u}(v)=\frac{\zeta(u+i v)}{\zeta(u+i 0)}$ where $\zeta$ is the Riemann zeta function.
- Relativistic distribution - minus the relativistic free energy

$$
\eta_{m, c}(p)=-\left[\sqrt{m^{2} c^{4}+c^{2}|p|^{2}}-m c^{2}\right] .
$$

( $p$ is momentum, $c$ is velocity of light, $m$ is rest mass).

## 3 Lévy Processes

Let $X=(X(t), t \geq 0)$ be a stochastic process defined on a probability space $(\Omega, \mathcal{F}, P)$. We say that it has independent increments if for each $n \in \mathbb{N}$ and each $0 \leq t_{1}<t_{2}<\cdots<t_{n+1}<\infty$, the random variables $\left(X\left(t_{j+1}\right)-\right.$ $\left.X\left(t_{j}\right), 1 \leq j \leq n\right)$ are independent and it has stationary increments if each $X\left(t_{j+1}\right)-X\left(t_{j}\right) \stackrel{d}{=} X\left(t_{j+1}-t_{j}\right)-X(0)$.
We say that $X$ is a Lévy process if
(L1) Each $X(0)=0$ (a.s),
(L2) $X$ has independent and stationary increments,
(L3) $X$ is stochastically continuous i.e. for all $a>0$ and for all $s \geq 0$,

$$
\lim _{t \rightarrow s} P(|X(t)-X(s)|>a)=0
$$

Note that in the presence of (L1) and (L2), (L3) is equivalent to the condition

$$
\lim _{t \downarrow 0} P(|X(t)|>a)=0
$$

for all $a>0$ (indeed, this follows easily from the fact that $P(|Y|>a)=P(Y \in$ $\left.B_{a}(0)^{c}\right)$, for any $\mathbb{R}^{d}$-valued random variable $Y$ ). Recall that the sample paths of a process are the maps $t \rightarrow X(t)(\omega)$ from $\mathbb{R}^{+}$to $\mathbb{R}^{d}$, for each $\omega \in \Omega$.
We are now going to explore the relationship between Lévy processes and infinite divisibility.

Proposition 3.1. If $X$ is a Lévy process, then $X(t)$ is infinitely divisible for each $t \geq 0$.

Proof. For each $n \in \mathbb{N}$, we can write

$$
X(t)=Y_{1}^{(n)}(t)+\cdots+Y_{n}^{(n)}(t)
$$

where each $Y_{k}^{(n)}(t)=X\left(\frac{k t}{n}\right)-X\left(\frac{(k-1) t}{n}\right)$. The $Y_{k}^{(n)}(t)$ 's are i.i.d. by (L2).
By Proposition 3.1, we can write $\phi_{X(t)}(u)=e^{\eta(t, u)}$ for each $t \geq 0, u \in \mathbb{R}^{d}$, where each $\eta(t,$.$) is a Lévy symbol.$
Exercise 1.6 Show that if $X=(X(t), t \geq 0)$ is stochastically continuous, then the map $t \rightarrow \phi_{X(t)}(u)$ is continuous for each $u \in \mathbb{R}^{d}$.

Theorem 3.2. If $X$ is a Lévy process, then

$$
\phi_{X(t)}(u)=e^{t \eta(u)}
$$

for each $u \in \mathbb{R}^{d}, t \geq 0$, where $\eta$ is the Lévy symbol of $X(1)$.

Proof. Suppose that $X$ is a Lévy process and for each $u \in \mathbb{R}^{d}, t \geq 0$, define $\phi_{u}(t)=\phi_{X(t)}(u)$ then by (L2) we have for all $s \geq 0$,

$$
\begin{aligned}
\phi_{u}(t+s) & =\mathbb{E}\left(e^{i(u, X(t+s))}\right) \\
& =\mathbb{E}\left(e^{i(u, X(t+s)-X(s))} e^{i(u, X(s))}\right) \\
& =\mathbb{E}\left(e^{i(u, X(t+s)-X(s))}\right) \mathbb{E}\left(e^{i(u, X(s))}\right) \\
& =\phi_{u}(t) \phi_{u}(s) \ldots(\mathrm{i})
\end{aligned}
$$

Now $\phi_{u}(0)=1 \ldots$ (ii) by (L1), and the map $t \rightarrow \phi_{u}(t)$ is continuous. However the unique continuous solution to (i) and (ii) is given by $\phi_{u}(t)=e^{t \alpha(u)}$, where $\alpha: \mathbb{R}^{d} \rightarrow \mathbb{C}$. Now by Proposition 3.1, $X(1)$ is infinitely divisible, hence $\alpha$ is a Lévy symbol and the result follows.
We now have the Lévy-Khinchine formula for a Lévy process $X=(X(t), t \geq$ 0 ):-

$$
\begin{gather*}
\mathbb{E}\left(e^{i(u, X(t))}\right)=  \tag{3.1}\\
\exp \left(t\left[i(b, u)-\frac{1}{2}(u, A u)+\int_{\mathbb{R}^{d}-\{0\}}\left(e^{i(u, y)}-1-i(u, y) \chi_{\hat{B}}(y)\right) \nu(d y)\right]\right)
\end{gather*}
$$

for each $t \geq 0, u \in \mathbb{R}^{d}$, where $(b, A, \nu)$ are the characteristics of $X(1)$. We will define the Lévy symbol and the characteristics of a Lévy process $X$ to be those of the random variable $X(1)$. We will sometimes write the former as $\eta_{X}$ when we want to emphasise that it belongs to the process $X$.
Exercise 1.8. Let $X$ be a Lévy process with characteristics $(b, A, \nu)$ show that $-X=(-X(t), t \geq 0)$ is also a Lévy process and has characteristics $(-b, A, \tilde{\nu})$ where $\tilde{\nu}(A)=\nu(-A)$ for each $A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$. Show also that for each $c \in \mathbb{R}$, the process $(X(t)+t c, t \geq 0)$ is a Lévy process and find its characteristics.

Exercise 1.9. Show that if $X$ and $Y$ are stochastically continuous processes then so is their sum $X+Y=(X(t)+Y(t), t \geq 0)$. [Hint: Use the elementary inequality

$$
P(|A+B|>c) \leq P\left(|A|>\frac{c}{2}\right)+P\left(|B|>\frac{c}{2}\right),
$$

where $A$ and $B$ are random vectors and $c>0]$.
Exercise 1.10. Show that the sum of two independent Lévy processes is again a Lévy process (Hint: Use Kac's theorem to establish independent increments).
Let $p_{t}$ be the law of $X(t)$, for each $t \geq 0$. By (L2), we have for all $s, t \geq 0$ that:

$$
p_{t+s}=p_{t} * p_{s} .
$$

By (L3), we have $p_{t} \xrightarrow{w} \delta_{0}$ as $t \rightarrow 0$, i.e. $\lim _{t \rightarrow 0} f(x) p_{t}(d x)=f(0)$. $\left(p_{t}, t \geq 0\right)$ is a weakly continuous convolution semigroup of probability measures on $\mathbb{R}^{d}$. Conversely, given any such semigroup, we can always construct a Lévy process on path space via Kolmogorov's construction.

### 3.1 Examples of Lévy Processes

## Example 1, Brownian Motion and Gaussian Processes

A (standard) Brownian motion in $\mathbb{R}^{d}$ is a Lévy process $B=(B(t), t \geq 0)$ for which
(B1) $\quad B(t) \sim N(0, t I)$ for each $t \geq 0$,
(B2) $\quad B$ has continuous sample paths.
It follows immediately from (B1) that if $B$ is a standard Brownian motion, then its characteristic function is given by

$$
\phi_{B(t)}(u)=\exp \left\{-\frac{1}{2} t|u|^{2}\right\}
$$

for each $u \in \mathbb{R}^{d}, t \geq 0$.
We introduce the marginal processes $B_{i}=\left(B_{i}(t), t \geq 0\right)$ where each $B_{i}(t)$ is the $i$ th component of $B(t)$, then it is not difficult to verify that the $B_{i}$ 's are mutually independent Brownian motions in $\mathbb{R}$. We will call these onedimensional Brownian motions in the sequel.
Brownian motion has been the most intensively studied Lévy process. In the early years of the twentieth century, it was introduced as a model for the physical phenomenon of Brownian motion by Einstein and Smoluchowski and as a description of the dynamical evolution of stock prices by Bachelier. The theory was placed on a rigorous mathematical basis by Norbert Wiener in the 1920's. The first part of Nelson [61] contains a nice historical account of these developments from the physical point of view.
We could try to use the Kolmogorov existence theorem to construct Brownian motion from the following prescription on cylinder sets of the form $I_{t_{1}, \ldots, t_{n}}^{H}=$ $\left\{\omega \in \Omega ; \omega\left(t_{1}\right) \in\left[a_{1}, b_{1}\right], \ldots, \omega\left(t_{n}\right) \in\left[a_{n}, b_{n}\right]\right\}$ where $H=\left[a_{1}, b_{1}\right] \times \cdots\left[a_{n}, b_{n}\right]$ and we have taken $\Omega$ to be the set of all mappings from $\mathbb{R}^{+}$to $\mathbb{R}^{d}$ :

$$
\begin{aligned}
& P\left(I_{t_{1}, \ldots, t_{n}}^{H}\right)=\int_{H} \frac{1}{(2 \pi)^{\frac{n}{2}} \sqrt{t_{1}\left(t_{2}-t_{1}\right) \ldots\left(t_{n}-t_{n-1}\right)}} \\
& \exp \left(-\frac{1}{2}\left(\frac{x_{1}^{2}}{t_{1}}+\frac{\left(x_{2}-x_{1}\right)^{2}}{t_{2}-t_{1}}+\cdots+\frac{\left(x_{n}-x_{n-1}\right)^{2}}{t_{n}-t_{n-1}}\right)\right) d x_{1} \cdots d x_{n}
\end{aligned}
$$

However there is then no guarantee that the paths are continuous. The literature contains a number of ingenious methods for constructing Brownian motion. One of the most delightful of these (originally due to Paley and Wiener) obtains this, in the case $d=1$, as a random Fourier series

$$
B(t)=\frac{\sqrt{2}}{\pi} \sum_{n=0}^{\infty} \frac{\sin \left(\pi t\left(n+\frac{1}{2}\right)\right)}{n+\frac{1}{2}} \xi(n)
$$

for each $t \geq 0$, where $(\xi(n), n \in \mathbb{N})$ is a sequence of i.i.d. $\mathrm{N}(0,1)$ random variables (see Chapter 1 of Knight [52]) for a modern account). A nice construction of Brownian motion from a wavelet point of view can be found in Steele [78], pp. 35-9.

We list a number of useful properties of Brownian motion in the case $d=1$. This is far from exhaustive and for further examples as well as details of the proofs, the reader is advised to consult the literature such as Sato [74], pp.22-28, Revuz and Yor [68], Rogers and Williams [69].

- Brownian motion is locally Hölder continuous with exponent $\alpha$ for every $0<\alpha<\frac{1}{2}$ i.e. for every $T>0, \omega \in \Omega$ there exists $K=K(T, \omega)$ such that

$$
|B(t)(\omega)-B(s)(\omega)| \leq K|t-s|^{\alpha}
$$

for all $0 \leq s<t \leq T$.

- The sample paths $t \rightarrow B(t)(\omega)$ are almost surely nowhere differentiable.
- For any sequence, $\left(t_{n}, n \in \mathbb{N}\right)$ in $\mathbb{R}^{+}$with $t_{n} \uparrow \infty$,

$$
\liminf _{n \rightarrow \infty} B\left(t_{n}\right)=-\infty \quad \text { a.s. } \quad \limsup _{n \rightarrow \infty} B\left(t_{n}\right)=\infty \text { a.s. }
$$

- The law of the iterated logarithm:-

$$
P\left(\limsup _{t \downarrow 0} \frac{B(t)}{\left(2 t \log \left(\log \left(\frac{1}{t}\right)\right)\right)^{\frac{1}{2}}}=1\right)=1 .
$$

Let $A$ be a non-negative symmetric $d \times d$ matrix and let $\sigma$ be a square root of $A$ so that $\sigma$ is a $d \times m$ matrix for which $\sigma \sigma^{T}=A$. Now let $b \in \mathbb{R}^{d}$ and let $B$ be a Brownian motion in $R^{m}$. We construct a process $C=(C(t), t \geq 0)$ in $\mathbb{R}^{d}$ by

$$
\begin{equation*}
C(t)=b t+\sigma B(t) \tag{3.2}
\end{equation*}
$$

then $C$ is a Lévy process with each $C(t) \sim N(t b, t A)$. It is not difficult to verify that $C$ is also a Gaussian process, i.e. all its finite dimensional distributions are Gaussian. It is sometimes called Brownian motion with drift. The Lévy symbol of $C$ is

$$
\eta_{C}(u)=i(b, u)-\frac{1}{2}(u, A u) .
$$

We will see in the next section that a Lévy process has continuous sample paths if and only if it is of the form (3.2).

## Example 2-The Poisson Process

The Poisson process of intensity $\lambda>0$ is a Lévy process $N$ taking values in $\mathbb{N} \cup\{0\}$ wherein each $N(t) \sim \pi(\lambda t)$ so we have

$$
P(N(t)=n)=\frac{(\lambda t)^{n}}{n!} e^{-\lambda t}
$$

for each $n=0,1,2, \ldots$ The Poisson process is widely used in applications and there is a wealth of literature concerning it and its generalisations. We define non-negative random variables ( $T_{n}, \mathbb{N} \cup\{0\}$ ) (usually called waiting times) by $T_{0}=0$ and for $n \in \mathbb{N}$,

$$
T_{n}=\inf \{t \geq 0 ; N(t)=n\},
$$

then it is well known that the $T_{n}$ 's are gamma distributed. Moreover, the inter-arrival times $T_{n}-T_{n-1}$ for $n \in \mathbb{N}$ are i.i.d. and each has exponential distribution with mean $\frac{1}{\lambda}$. The sample paths of $N$ are clearly piecewise constant, on finite intervals, with "jump" discontinuities of size 1 at each of the random times $\left(T_{n}, n \in \mathbb{N}\right)$.
For later work it is useful to introduce the compensated Poisson process $\tilde{N}=$ $(\tilde{N}(t), t \geq 0)$ where each $\tilde{N}(t)=N(t)-\lambda t$. Note that $\mathbb{E}(\tilde{N}(t))=0$ and $\mathbb{E}\left(\tilde{N}(t)^{2}\right)=\lambda t$ for each $t \geq 0$.

## Example 3 - The Compound Poisson Process

Let $(Z(n), n \in \mathbb{N})$ be a sequence of i.i.d. random variables taking values in $\mathbb{R}^{d}$ with common law $\mu_{Z}$ and let $N$ be a Poisson process of intensity $\lambda$ which is independent of all the $Z(n)$ 's. The compound Poisson process $Y$ is defined as follows:-

$$
\begin{equation*}
Y(t)=Z(1)+\ldots+Z(N(t)) \tag{3.3}
\end{equation*}
$$

for each $t \geq 0$, so each $Y(t) \sim \pi\left(\lambda t, \mu_{Z}\right)$.
By Proposition 2.4 we see that $Y$ has Lévy symbol

$$
\eta_{Y}(u)=\left[\int\left(e^{i(u, y)}-1\right) \lambda \mu_{Z}(d y)\right] .
$$

Again the sample paths of $Y$ are piecewise constant, on finite intervals, with "jump discontinuities" at the random times $(T(n), n \in \mathbb{N})$, however this time the size of the jumps is itself random, and the jump at $T(n)$ can be any value in the range of the random variable $Z(n)$.

## Example 4 - Interlacing Processes

Let $C$ be a Gaussian Lévy process as in Example 1 and $Y$ be a compound Poisson process as in Example 3, which is independent of $C$. Define a new process $X$ by

$$
X(t)=C(t)+Y(t)
$$

for all $t \geq 0$, then it is not difficult to verify that $X$ is a Lévy process with Lévy symbol of the form (2.3). Using the notation of Examples 2 and 3, we see that the paths of $X$ have jumps of random size occurring at random times. In fact we have,

$$
\begin{aligned}
X(t) & =C(t) \quad \text { for } 0 \leq t<T_{1}, \\
& =C\left(T_{1}\right)+Z_{1} \quad \text { when } t=T_{1}, \\
& =X\left(T_{1}\right)+C(t)-C\left(T_{1}\right) \quad \text { for } T_{1}<t<T_{2}, \\
& =X\left(T_{2}-\right)+Z_{2} \quad \text { when } t=T_{2},
\end{aligned}
$$

and so on recursively. We call this procedure an interlacing as a continuous path process is "interlaced" with random jumps. From the remarks after Theorem 2.5, it seems reasonable that the most general Lévy process might arise
as the limit of a sequence of such interlacings, and we will investigate this further in the next section.

## Example 5 - Stable Lévy Processes

A stable Lévy process is a Lévy process $X$ in which the Lévy symbol is given by theorem 2.7. So, in particular, each $X(t)$ is a stable random variable. Of particular interest is the rotationally invariant case whose Lévy symbol is given by

$$
\eta(u)=-\sigma^{\alpha}|u|^{\alpha},
$$

where $\alpha$ is the index of stability $(0<\alpha \leq 2)$. One of the reasons why these are important in applications is that they display self-similarity. In general, a stochastic process $Y=(Y(t), t \geq 0)$ is self-similar with Hurst index $H>0$ if the two processes $(Y(a t), t \geq 0)$ and $\left(a^{H} Y(t), t \geq 0\right)$ have the same finitedimensional distributions for all $a \geq 0$. By examining characteristic functions, it is easily verified that a rotationally invariant stable Lévy process is selfsimilar with Hurst index $H=\frac{1}{\alpha}$, so that e.g. Brownian motion is self-similar with $H=\frac{1}{2}$. A nice general account of self-similar processes can be found in Embrechts and Maejima [31]. In particular, it is shown therein that a Lévy process $X$ is self-similar if and only if each $X(t)$ is strictly stable.
Just as with Gaussian processes, we can extend the notion of stability beyond the class of stable Lévy processes. In general then, we say that a stochastic process $X=(X(t), t \geq 0)$ is stable if all its finite-dimensional distributions are stable. For a comprehensive introduction to such processes, see Samorodnitsky and Taqqu [73], Chapter 3.

### 3.2 Subordinators

A subordinator is a one-dimensional Lévy process which is increasing a.s. Such processes can be thought of as a random model of time evolution, since if $T=(T(t), t \geq 0)$ is a subordinator we have
$T(t) \geq 0$ for each $t>0$ a.s. and $T\left(t_{1}\right) \leq T\left(t_{2}\right)$ whenever $t_{1} \leq t_{2}$ a.s.
Now since for $X(t) \sim N(0, A t)$ we have $P(X(t) \geq 0)=P(X(t) \leq 0)=\frac{1}{2}$, it is clear that such a process cannot be a subordinator. More generally we have
Theorem 3.3. If $T$ is a subordinator then its Lévy symbol takes the form

$$
\begin{equation*}
\eta(u)=i b u+\int_{(0, \infty)}\left(e^{i u y}-1\right) \lambda(d y), \tag{3.4}
\end{equation*}
$$

where $b \geq 0$, and the Lévy measure $\lambda$ satisfies the additional requirements

$$
\lambda(-\infty, 0)=0 \quad \text { and } \quad \int_{(0, \infty)}(y \wedge 1) \lambda(d y)<\infty .
$$

Conversely, any mapping from $\mathbb{R}^{d} \rightarrow \mathbb{C}$ of the form (3.4) is the Lévy symbol of a subordinator.

A proof of this can be found in Rogers and Williams [69], pp.78-9.
We call the pair $(b, \lambda)$, the characteristics of the subordinator $T$.
Exercise 1.11. Show that the additional constraint on Lévy measures of subordinators is equivalent to the requirement $\int_{(0, \infty)} \frac{y}{1+y} \lambda(d y)<\infty$.
Now for each $t \geq 0$, the map $u \rightarrow \mathbb{E}\left(e^{i u T(t)}\right)$ can clearly be analytically continued to the region $\{i u, u>0\}$ and we then obtain the following expression for the Laplace transform of the distribution

$$
\mathbb{E}\left(e^{-u T(t)}\right)=e^{-t \psi(u)},
$$

$$
\begin{equation*}
\text { where } \psi(u)=-\eta(i u)=b u+\int_{(0, \infty)}\left(1-e^{-u y}\right) \lambda(d y) \tag{3.5}
\end{equation*}
$$

for each $t, u \geq 0$. We note that this is much more useful for both theoretical and practical application than the characteristic function.
The function $\psi$ is usually called the Laplace exponent of the subordinator.

## Examples

## (1) The Poisson Case

Poisson processes are clearly subordinators. More generally a compound Poisson process will be a subordinator if and only if the $Z(n)$ 's in equation (3.3) are all $\mathbb{R}^{+}$valued.

## (2) $\alpha$-Stable Subordinators

Using straightforward calculus, we find that for $0<\alpha<1, u \geq 0$,

$$
u^{\alpha}=\frac{\alpha}{\Gamma(1-\alpha)} \int_{0}^{\infty}\left(1-e^{-u x}\right) \frac{d x}{x^{1+\alpha}}
$$

Hence by (3.5), Theorem 3.3 and Theorem 2.7, we see that for each $0<\alpha<1$ there exists an $\alpha$-stable subordinator $T$ with Laplace exponent

$$
\psi(u)=u^{\alpha} .
$$

and the characteristics of $T$ are $(0, \lambda)$ where $\lambda(d x)=\frac{\alpha}{\Gamma(1-\alpha)} \frac{d x}{x^{1+\alpha}}$.
Note that when we analytically continue this to obtain the Lévy symbol we obtain the form given in Theorem 2.8(2) with $\mu=0, \beta=1$ and $\sigma^{\alpha}=\cos \left(\frac{\alpha \pi}{2}\right)$.

## (3) The Lévy Subordinator

The $\frac{1}{2}$-stable subordinator has a density given by the Lévy distribution (with $\mu=0$ and $\sigma=\frac{t^{2}}{2}$ )

$$
f_{T(t)}(s)=\left(\frac{t}{2 \sqrt{\pi}}\right) s^{-\frac{3}{2}} e^{-\frac{t^{2}}{4 s}}
$$

for $s \geq 0$. The Lévy subordinator has a nice probabilistic interpretation as a first hitting time for one-dimensional standard Brownian motion $(B(t), t \geq 0)$, more precisely

$$
\begin{equation*}
T(t)=\inf \left\{s>0 ; B(s)=\frac{t}{\sqrt{2}}\right\} . \tag{3.6}
\end{equation*}
$$

Exercise 1.12. Show directly that for each $t \geq 0$,

$$
\mathbb{E}\left(e^{-u T(t)}\right)=\int_{0}^{\infty} e^{-u s} f_{T(t)}(s) d s=e^{-t u^{\frac{1}{2}}}
$$

where $(T(t), t \geq 0)$ is the Lévy subordinator.
Hint: Write $g_{t}(u)=\mathbb{E}\left(e^{-u T(t)}\right)$. Differentiate with respect to $u$ and make the substitution $x=\frac{t^{2}}{4 u s}$ to obtain the differential equation $g_{t}^{\prime}(u)=-\frac{t}{2 \sqrt{u}} g_{t}(u)$. Via the substitution $y=\frac{t}{2 \sqrt{s}}$ we see that $g_{t}(0)=1$ and the result follows (see also Sato [74] p.12).

## (4) Inverse Gaussian Subordinators

We generalise the Lévy subordinator by replacing Brownian motion by the Gaussian process $C=(C(t), t \geq 0)$ where each $C(t)=B(t)+\mu t$ and $\mu \in \mathbb{R}$. The inverse Gaussian subordinator is defined by

$$
T(t)=\inf \{s>0 ; C(s)=\delta t\}
$$

where $\delta>0$ and is so-called since $t \rightarrow T(t)$ is the generalised inverse of a Gaussian process.
Using martingale methods, we can show that for each $t, u>0$,

$$
\begin{equation*}
\mathbb{E}\left(e^{-u T(t)}\right)=e^{-t \delta\left(\sqrt{2 u+\mu^{2}}-\mu\right)}, \tag{3.7}
\end{equation*}
$$

In fact each $T(t)$ has a density:-

$$
\begin{equation*}
f_{T(t)}(s)=\frac{\delta t}{\sqrt{2 \pi}} e^{\delta t \mu} s^{-\frac{3}{2}} \exp \left\{-\frac{1}{2}\left(t^{2} \delta^{2} s^{-1}+\mu^{2} s\right)\right\} \tag{3.8}
\end{equation*}
$$

for each $s, t \geq 0$.
In general any random variable with density $f_{T(1)}$ is called an inverse Gaussian and denoted as $\operatorname{IG}(\delta, \mu)$.

## (5) Gamma Subordinators

Let $(T(t), t \geq 0)$ be a gamma process with parameters $a, b>0$ so that each $T(t)$ has density

$$
f_{T(t)}(x)=\frac{b^{a t}}{\Gamma(a t)} x^{a t-1} e^{-b x},
$$

for $x \geq 0$; then it is easy to verify that for each $u \geq 0$,

$$
\int_{0}^{\infty} e^{-u x} f_{T(t)}(x) d x=\left(1+\frac{u}{b}\right)^{-a t}=\exp \left(-t a \log \left(1+\frac{u}{b}\right)\right) .
$$

From here it is a straightforward exercise in calculus to show that

$$
\int_{0}^{\infty} e^{-u x} f_{T(t)}(x) d x=\int_{0}^{\infty}\left(1-e^{-u x}\right) a x^{-1} e^{-b x} d x
$$

From this we see that $(T(t), t \geq 0)$ is a subordinator with $b=0$ and $\lambda(d x)=a x^{-1} e^{-b x} d x$. Moreover $\psi(u)=a \log \left(1+\frac{u}{b}\right)$ is the associated Bernstein function (see below).

Before we go further into the probabilistic properties of subordinators we'll make a quick diversion into analysis.
Let $f \in C^{\infty}((0, \infty))$ with $f \geq 0$. We say it is completely monotone if $(-1)^{n} f^{(n)} \geq 0$ for all $n \in \mathbb{N}$, and a Bernstein function if $(-1)^{n} f^{(n)} \leq 0$ for all $n \in \mathbb{N}$. We then have the following

Theorem 3.4. 1. $f$ is a Bernstein function if and only if the mapping $x \rightarrow$ $e^{-t f(x)}$ is completely monotone for all $t \geq 0$.
2. $f$ is a Bernstein function if and only if it has the representation

$$
f(x)=a+b x+\int_{0}^{\infty}\left(1-e^{-y x}\right) \lambda(d y)
$$

for all $x>0$ where $a, b \geq 0$ and $\int_{0}^{\infty}(y \wedge 1) \lambda(d y)<\infty$.
3. $g$ is completely monotone if and only if there exists a measure $\mu$ on $[0, \infty)$ for which

$$
g(x)=\int_{0}^{\infty} e^{-x y} \mu(d y)
$$

A proof of this result can be found in Berg and Forst [18], pp.61-72.
To interpret this theorem, first consider the case $a=0$. In this case, if we compare the statement of Theorem 3.4 with equation (3.5), we see that there is a one to one correspondence between Bernstein functions for which $\lim _{x \rightarrow 0} f(x)=0$ and Laplace exponents of subordinators. The Laplace transforms of the laws of subordinators are always completely monotone functions and a subclass of all possible measures $\mu$ appearing in Theorem 3.4 (3) is given by all possible laws $p_{T(t)}$ associated to subordinators. A general Bernstein function with $a>0$ can be given a probabilistic interpretation by means of "killing".
One of the most important probabilistic applications of subordinators is to "time change". Let $X$ be an arbitrary Lévy process and let $T$ be a subordinator defined on the same probability space as $X$ such that $X$ and $T$ are independent. We define a new stochastic process $Z=(Z(t), t \geq 0)$ by the prescription

$$
Z(t)=X(T(t)),
$$

for each $t \geq 0$ so that for each $\omega \in \Omega, Z(t)(\omega)=X(T(t)(\omega))(\omega)$. The key result is then the following.

Theorem 3.5. $Z$ is a Lévy process.
For the proof, see [13], section 1.3.2 or Sato [74], pp.199-200.
Exercise 1.13. Show that for each $A \in \mathcal{B}\left(\mathbb{R}^{d}\right), t \geq 0$,

$$
p_{Z(t)}(A)=\int_{(0, \infty)} p_{X(u)}(A) p_{T(t)}(d u)
$$

We compute the Lévy symbol of the subordinated process $Z$.
Proposition 3.6.

$$
\eta_{Z}=-\psi_{T} \circ\left(-\eta_{X}\right) .
$$

Proof. For each $u \in \mathbb{R}^{d}, t \geq 0$,

$$
\begin{aligned}
\mathbb{E}\left(e^{i \eta_{Z(t)}(u)}\right) & =\mathbb{E}\left(e^{i(u, X(T(t)))}\right) \\
& =\int \mathbb{E}\left(e^{i(u, X(s))}\right) p_{T(t)}(d s) \\
& =\int e^{-s\left(-\eta_{X}(u)\right)} p_{T(t)}(d s) \\
& =\mathbb{E}\left(e^{-\eta_{X}(u) T(t)}\right) \\
& =e^{-t \psi_{T}\left(-\eta_{X}(u)\right)} .
\end{aligned}
$$

Note: The penultimate step in the above proof necessitates analytic continuation of the map $u \rightarrow \mathbb{E}\left(e^{i u T(t)}\right)$ to the region $\operatorname{Ran}\left(\eta_{X}\right)$.

## Example 1: From Brownian Motion to $2 \alpha$-stable Processes

Let $T$ be an $\alpha$-stable subordinator (with $0<\alpha<1$ ) and $X$ be a $d$-dimensional Brownian motion with covariance $A=2 I$, which is independent of $T$. Then for each $s \geq 0, u \in \mathbb{R}^{d}, \psi_{T}(s)=s^{\alpha}$ and $\eta_{X}(u)=-|u|^{2}$, and hence $\eta_{Z}(u)=-|u|^{2 \alpha}$, i.e. $Z$ is a rotationally invariant $2 \alpha$-stable process.

In particular, if $d=1$ and $T$ is the Lévy subordinator, then $Z$ is the Cauchy process, so each $Z(t)$ has a symmetric Cauchy distribution with parameters $\mu=0$ and $\sigma=1$. It is interesting to observe from (3.6) that $Z$ is constructed from two independent standard Brownian motions.

## Example 2: From Brownian Motion to Relativity

Let $T$ be the Lévy subordinator and for each $t \geq 0$ define

$$
f_{c, m}(s ; t)=e^{-m^{2} c^{4} s+m c^{2} t} f_{T(t)}(s)
$$

for each $s \geq 0$ where $m, c>0$.
It is then an easy exercise to deduce that

$$
\int_{0}^{\infty} e^{-u s} f_{c, m}(s ; t) d s=e^{-t\left[\left(u+m^{2} c^{4}\right)^{\frac{1}{2}}-m c^{2}\right]}
$$

Since the map $u \rightarrow-t\left[\left(u+m^{2} c^{4}\right)^{\frac{1}{2}}-m c^{2}\right]$ is a Bernstein function which vanishes at the origin, we deduce that there is a subordinator $T_{c, m}=\left(T_{c, m}(t), t \geq\right.$ $0)$ where each $T_{c, m}(t)$ has density $f_{c, m}(\cdot ; t)$. Now let $B$ be a Brownian motion with covariance $A=2 c^{2} I$ which is independent of $T_{c, m}$, then for the subordinated process, we find

$$
\eta_{Z}(p)=-\left[\left(c^{2} p^{2}+m^{2} c^{4}\right)^{\frac{1}{2}}-m c^{2}\right]
$$

so that $Z$ is a relativistic process.
Another important example, which has been applied to option pricing by Ole Barndorff-Nielsen, is the normal inverse Gaussian process obtained by subordinating Brownian motion with drift by an independent inverse Gaussian subordinator (see [13], section 1.3.2 and references therein).
Question: What is a "quantum subordinator"?

## 4 Lecture 2: Semigroups Induced by Lévy Processes

### 4.1 Conditional Expectation, Filtrations

Recall our probability space $(\Omega, \mathcal{F}, P)$. Let $\mathcal{G}$ be a sub- $\sigma$-algebra of $\mathcal{F}$. If $\mathbb{E}(|X|)<\infty, \mathbb{E}(X \mid \mathcal{G})$ is the associated conditional expectation of $X$ given $\mathcal{G}$. It is a $\mathcal{G}$-measurable random variable.
Some properties:-

- $\mathbb{E}(\mathbb{E}(X \mid \mathcal{G}))=\mathbb{E}(X)$.
- $|\mathbb{E}(X \mid \mathcal{G})| \leq \mathbb{E}(|X| \mid \mathcal{G})$.
- If $Y$ is a $\mathcal{G}$-measurable random variable and $\mathbb{E}(|(X, Y)|)<\infty$, then

$$
\mathbb{E}((X, Y) \mid \mathcal{G})=(\mathbb{E}(X \mid \mathcal{G}), Y) \quad \text { a.s. }
$$

- If $\mathcal{H}$ is a sub- $\sigma$-algebra of $\mathcal{G}$ then

$$
\mathbb{E}(\mathbb{E}(X \mid \mathcal{G}) \mid \mathcal{H})=\mathbb{E}(X \mid \mathcal{H}) \quad \text { a.s. }
$$

- If $X$ is independent of $\mathcal{G}$ then $\mathbb{E}(X \mid \mathcal{G})=\mathbb{E}(X)$ a.s..
- The mapping $\mathbb{E}_{\mathcal{G}}: L^{2}(\Omega, \mathcal{F}, P) \rightarrow L^{2}(\Omega, \mathcal{G}, P)$ defined by $\mathbb{E}_{\mathcal{G}}(X)=$ $\mathbb{E}(X \mid \mathcal{G})$ is an orthogonal projection.

A less-well known result which is very useful in proving Markovianity is:-
Lemma 4.1. Let $\mathcal{G}$ be a sub- $\sigma$-algebra of $\mathcal{F}$. If $X$ and $Y$ are $\mathbb{R}^{d}$-valued random variables such that $X$ is $\mathcal{G}$-measurable and $Y$ is independent of $\mathcal{G}$, then

$$
\mathbb{E}(f(X, Y) \mid \mathcal{G})=G_{f}(X) \quad \text { a.s. }
$$

for all $f \in B_{b}\left(\mathbb{R}^{2 d}\right)$, where $G_{f}(x)=\mathbb{E}(f(x, Y))$, for each $x \in \mathbb{R}^{d}$.

One way of proving this is using approximation by simple functions - see Sato [74] p. 7 .
A filtration is an increasing family $\left(\mathcal{F}_{t}, t \geq 0\right)$ of sub- $\sigma$-algebras of $\mathcal{F}$. A stochastic process $X=(X(t), t \geq 0)$ is adapted to the given filtration if each $X(t)$ is $\mathcal{F}_{t}$-measurable.
e.g. any process is adapted to its natural filtration, $\mathcal{F}_{t}^{X}=\sigma\{X(s) ; 0 \leq s \leq t\}$.

### 4.2 Markov and Feller Processes

An adapted process $X=(X(t), t \geq 0)$ is a Markov process if for all $f \in$ $B_{b}\left(\mathbb{R}^{d}\right), 0 \leq s \leq t<\infty$,

$$
\begin{equation*}
\left.\mathbb{E}\left(f(X(t)) \mid \mathcal{F}_{s}\right)=\mathbb{E}(f(X(t)) \mid X(s)) \quad \text { (a.s. }\right) \tag{4.1}
\end{equation*}
$$

(i.e. "past" and "future" are independent, given the present).

Define a family of operators $\left\{T_{s, t}, 0 \leq s \leq t<\infty\right\}$ on $B_{b}\left(\mathbb{R}^{d}\right)$ by the prescription

$$
\left(T_{s, t} f\right)(x)=\mathbb{E}(f(X(t)) \mid X(s)=x),
$$

for each $f \in B_{b}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$. We recall that $I$ is the identity operator, $I f=f$, for each $f \in B_{b}\left(\mathbb{R}^{d}\right)$.

Theorem 4.2. (a) $T_{s, t}$ is a linear operator on $B_{b}\left(\mathbb{R}^{d}\right)$ for each $0 \leq s \leq t<$ $\infty$.
(b) $T_{s, s}=I$ for each $s \geq 0$.
(c) $T_{r, s} T_{s, t}=T_{r, t}$ whenever $0 \leq r \leq s \leq t<\infty$.
(d) $f \geq 0 \Rightarrow T_{s, t}(f) \geq 0$ for all $0 \leq s \leq t<\infty, f \in B_{b}\left(\mathbb{R}^{d}\right)$.
(e) $T_{s, t}$ is a contraction, i.e. $\left\|T_{s, t}\right\| \leq 1$ for each $0 \leq s \leq t<\infty$.
(f) $T_{t}(1)=1$ for all $t \geq 0$.

Proof. (a), (b), (d) and (f) are obvious. (e) is Exercise 2.1.
For (c), let $f \in B_{b}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$, then for each $0 \leq r \leq s \leq t<\infty$, applying conditioning and the Markov property (4.1) yields,

$$
\begin{aligned}
\left(T_{r, t} f\right)(x) & =\mathbb{E}(f(X(t)) \mid X(r)=x) \\
& =\mathbb{E}\left(\mathbb{E}\left(f(X(t)) \mid \mathcal{F}_{s}\right) \mid X(r)=x\right) \\
& =\mathbb{E}(\mathbb{E}(f(X(t)) \mid X(s)) \mid X(r)=x) \\
& =\mathbb{E}\left(\left(T_{s, t} f\right)(X(s)) \mid X(r)=x\right) \\
& =\left(T_{r, s}\left(T_{s, t} f\right)\right)(x) .
\end{aligned}
$$

Transition probabilities. These are defined as follows:-

$$
p_{s, t}(x, A)=P(X(t) \in A \mid X(s)=x)=\left(T_{s, t} \chi_{A}\right)(x)
$$

for each $x \in \mathbb{R}^{d}, A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$.
By the properties of conditional probability:

$$
\begin{equation*}
\left(T_{s, t} f\right)(x)=\int_{\mathbb{R}^{d}} f(y) p_{s, t}(x, d y) \tag{4.2}
\end{equation*}
$$

We say that a Markov process is normal if for each $A \in \mathcal{B}\left(\mathbb{R}^{d}\right), 0 \leq s \leq t<\infty$, the mappings $x \rightarrow p_{s, t}(x, A)$ are measurable.

Theorem 4.3 (The Chapman Kolmogorov Equations). If $X$ is a normal Markov process, then for each $0 \leq r \leq s \leq t<\infty, x \in \mathbb{R}^{d}, A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
p_{r, t}(x, A)=\int_{\mathbb{R}^{d}} p_{s, t}(y, A) p_{r, s}(x, d y) \tag{4.3}
\end{equation*}
$$

Proof. Note that since $X$ is normal, the mappings $y \rightarrow p_{s, t}(y, A)$ are integrable. Now applying Theorem 4.2 and (4.2), we obtain

$$
\begin{aligned}
p_{r, t}(x, A) & =\left(T_{r, t} \chi_{A}\right)(x) \\
& =\left(T_{r, s}\left(T_{s, t} \chi_{A}\right)\right)(x) \\
& =\int_{\mathbb{R}^{d}}\left(T_{s, t} \chi_{A}\right)(y) p_{r, s}(x, d y) \\
& =\int_{\mathbb{R}^{d}} p_{s, t}(y, A) p_{r, s}(x, d y) .
\end{aligned}
$$

Important fact: Adapted Lévy processes are Markov processes.
To see this, let $X$ be a Lévy process with associated convolution semigroup of laws ( $q_{t}, t \geq 0$ ). Use (L2) and Lemma 4.1 to write

$$
\begin{aligned}
\mathbb{E}\left(f(X(t)) \mid \mathcal{F}_{s}\right) & =\mathbb{E}\left(f(X(s)+X(t)-X(s)) \mid \mathcal{F}_{s}\right) \\
& =\int_{\mathbb{R}^{d}} f(X(s)+y) q_{t-s}(d y)
\end{aligned}
$$

It follows that

$$
\begin{gathered}
\left(T_{s, t} f\right)(x)=\left(T_{0, t-s} f\right)(x)=\int_{\mathbb{R}^{d}} f(x+y) q_{t-s}(d y) . \\
\text { and } p_{s, t}(x, A)=q_{t-s}(A-x)
\end{gathered}
$$

Writing $T_{0, t}=T_{t}$, Theorem 4.2 (b) reduces to the semigroup law $T_{s} T_{t}=T_{s+t}$. For a Lévy process $\left(T_{t} f\right)(x)=\mathbb{E}(f(x+X(t)))$, so Lévy processes induce translation invariant semigroups.

Exercise 2.2 A Markov process is said to have a transition density if for each $x \in \mathbb{R}^{d}, 0 \leq s \leq t<\infty$ there exists a measurable function $y \rightarrow \rho_{s, t}(x, y)$ such that

$$
p_{s, t}(x, A)=\int_{A} \rho_{s, t}(x, y) d y .
$$

Deduce that a Lévy process $X=(X(t), t \geq 0)$ has a transition density if and only if $q_{t}$ has a density $f_{t}$ for each $t \geq 0$, and hence show that

$$
\rho_{s, t}(x, y)=f_{t-s}(y-x),
$$

for each $0 \leq s \leq t<\infty, x, y \in \mathbb{R}^{d}$.
Write down the transition densities for (a) standard Brownian motion, (b) the Cauchy process.

Exercise 2.3 Suppose that the Markov process $X$ has a transition density. Deduce that

$$
\rho_{r, t}(x, z)=\int_{\mathbb{R}^{d}} \rho_{r, s}(x, y) \rho_{s, t}(y, z) d y
$$

for each $0 \leq r \leq s \leq t<\infty, x, y, z \in \mathbb{R}^{d}$.
In general a Markov process is (time)-homogeneous if

$$
T_{s, t}=T_{0, t-s},
$$

for all $0 \leq s \leq t<\infty$ and using (4.2), it is easily verified that this holds if and only if

$$
p_{s, t}(x, A)=p_{0, t-s}(x, A),
$$

for each $0 \leq s \leq t<\infty, x \in \mathbb{R}^{d}, A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$.
A homogeneous Markov process $X$ is said to be a Feller process if

1. $T_{t}: C_{0}\left(\mathbb{R}^{d}\right) \subseteq C_{0}\left(\mathbb{R}^{d}\right)$ for all $t \geq 0$.
2. $\lim _{t \downarrow 0}\left\|T_{t} f-f\right\|=0$ for all $f \in C_{0}\left(\mathbb{R}^{d}\right)$.

In this case, the semigroup associated to $X$ is called a Feller semigroup.
Theorem 4.4. If $X$ is a Feller process, then its transition probabilities are normal.

Proof. See Revuz and Yor [68] page 83.
The class of all Feller processes is far from empty as the following result shows.
Theorem 4.5. Every Lévy process is a Feller process.
Proof. (sketch) Easy use of dominated convergence (Exercise 2.4) shows that each $T_{t}: C_{0}\left(\mathbb{R}^{d}\right) \subseteq C_{0}\left(\mathbb{R}^{d}\right)$.
For the second part:-

$$
\begin{gathered}
\| T_{t} f-f| |=\sup _{x \in \mathbb{R}^{d}}\left|T_{t} f(x)-f(x)\right| \\
\leq \int_{B_{\delta}(0)} \sup _{x \in \mathbb{R}^{d}}|f(x+y)-f(x)| q_{t}(d y)+\int_{B_{\delta}(0)^{c}} \sup _{x \in \mathbb{R}^{d}}|f(x+y)-f(x)| q_{t}(d y)
\end{gathered}
$$

As $t \rightarrow 0$, the first term $\rightarrow 0$ by uniform continuity of $f$, the second term $\leq 2\|f\| q_{t}\left(B_{\delta}(0)^{c}\right) \rightarrow 0$ by stochastic continuity.

## 5 Analytic Diversions

### 5.1 Semigroups and Generators

Let $B$ be a real Banach space and $L(B)$ be the algebra of all bounded linear operators on $B$. A one-parameter semigroup of contractions on $B$ is a family of bounded, linear operators ( $T_{t}, t \geq 0$ ) on $B$ for which

1. $T_{s+t}=T_{s} T_{t}$ for all $s, t \geq 0$.
2. $T_{0}=I$.
3. $\left\|T_{t}\right\| \leq 1$ for all $t \geq 0$.
4. The map $t \rightarrow T_{t}$ from $\mathbb{R}^{+}$to $L(B)$ is strongly continuous at zero, i.e. $\lim _{t \rightarrow 0}\left\|T_{t} \psi-\psi\right\|=0$ for all $\psi \in B$.

From now on we will say that $\left(T_{t}, t \geq 0\right)$ is a semigroup whenever it satisfies the above conditions.

Exercise 2.5 If $\left(T_{t}, t \geq 0\right)$ is a semigroup in a Banach space $B$, show that the map $t \rightarrow T_{t}$ is strongly continuous from $\mathbb{R}^{+}$to $L(B)$, i.e. $\lim _{s \rightarrow t}\left\|T_{t} \psi-T_{s} \psi\right\|=$ 0 for all $t \geq 0, \psi \in B$.
Exercise 2.6 Let $A$ be a bounded operator in a Banach space $B$ and for each $t \geq 0, \psi \in B$, define

$$
T_{t} \psi=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} A^{n} \psi=" e e^{t A} \psi "
$$

Show that $\left(T_{t}, t \geq 0\right)$ is a strongly continuous semigroup of bounded operators in $B$. Show further that $\left(T_{t}, t \geq 0\right)$ is norm continuous, in that $\lim _{t \rightarrow 0} \| T_{t}-$ $I \|=0$.

In general, define

$$
D_{A}=\left\{\psi \in B ; \exists \phi_{\psi} \in B \text { such that } \lim _{t \rightarrow 0}\left\|\frac{T_{t} \psi-\psi}{t}-\phi_{\psi}\right\|=0\right\} .
$$

It is easy to verify that $D_{A}$ is a linear space and we may thus define a linear operator $A$ in $B$ with domain $D_{A}$, by the prescription $A \psi=\phi_{\psi}$, so that for each $\psi \in D_{A}$,

$$
A \psi=\lim _{t \rightarrow 0} \frac{T_{t} \psi-\psi}{t} .
$$

$A$ is called the infinitesimal generator, or sometimes just the generator of the semigroup ( $T_{t}, t \geq 0$ ). A commonly used notation is " $T_{t}=e^{t A "}$. In the case where $\left(T_{t}, t \geq 0\right)$ is the Feller semigroup associated to a Feller process $X=(X(t), t \geq 0)$, we sometimes call $A$ the generator of $X$.
Some facts about generators:-

- $D_{A}$ is dense in $B$.
- $T_{t} D_{A} \subseteq D_{A}$ for each $t \geq 0$.
- $T_{t} A \psi=A T_{t} \psi$ for each $t \geq 0, \psi \in D_{A}$.
- $A$ is closed.
- Define the resolvent set, $\rho(A)=\{\lambda \in \mathbf{C} ; \lambda I-A$ is invertible $\}$, then $(0, \infty) \subseteq \rho(A)$ and for each $\lambda>0$, the resolvent,

$$
R_{\lambda}(A)=(I-A)^{-1}=\int_{0}^{\infty} e^{-\lambda t} T_{t} d t .
$$

A good source for material on semigroups is Davies [29].

### 5.2 The Fourier Transform and Pseudo-differential Operators

Let $f \in L^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$, then its Fourier transform is the mapping $\hat{f} \in L^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$, where

$$
\begin{equation*}
\hat{f}(u)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{-i(u, x)} f(x) d x \tag{5.1}
\end{equation*}
$$

for all $u \in \mathbb{R}^{d}$. If we define $\mathcal{F}(f)=\hat{f}$, then $\mathcal{F}$ is a bounded linear operator on $L^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ which is called the Fourier transformation.
We introduce two important families of linear operators in $L^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$, translations ( $\tau_{x}, x \in \mathbb{R}^{d}$ ) and phase multiplications ( $e_{x}, x \in \mathbb{R}^{d}$ ) by

$$
\left(\tau_{x} f\right)(y)=f(y-x), \quad\left(e_{x} f\right)(y)=e^{i(x, y)} f(y),
$$

for each $f \in L^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right), x, y \in \mathbb{R}^{d}$.
It is easy to show that each of $\tau_{x}$ and $e_{x}$ are isometric isomorphisms of $L^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$. Two key, easily verified properties of the Fourier transform are

$$
\begin{equation*}
\widehat{\tau_{x} f}=e_{-x} \hat{f} \quad \text { and } \quad \widehat{e_{x} f}=\tau_{x} \hat{f}, \tag{5.2}
\end{equation*}
$$

for each $x \in \mathbb{R}^{d}$.
Furthermore, if we define the convolution $f * g$ of $f, g \in L^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ by

$$
(f * g)(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} f(x-y) g(y) d y,
$$

for each $x \in \mathbb{R}^{d}$, then we have $\widehat{(f * g)}=\hat{f} \hat{g}$.
Perhaps the most natural context in which to discuss $\mathcal{F}$ is the Schwartz space of rapidly decreasing functions. These are smooth functions which are such that they, and all their derivatives decay to zero at infinity faster than any negative power of $|x|$. To make this precise, we first need some standard notation for partial differential operators. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ be a multi-index so $\alpha \in(\mathbb{N} \cup\{0\})^{d}$. We define $|\alpha|=\alpha_{1}+\cdots+\alpha_{d}$ and

$$
D^{\alpha}=\frac{1}{i^{|\alpha|}} \frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \cdots \frac{\partial^{\alpha_{d}}}{\partial x_{d}^{\alpha_{d}}} .
$$

Similarly, if $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, then $x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{d}^{\alpha_{d}}$.
Now we define $S$ chwartz space $S\left(\mathbb{R}^{d}, \mathbb{C}\right)$ to be the linear space of all $f \in$ $C^{\infty}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ for which

$$
\sup _{x \in \mathbb{R}^{d}}\left|x^{\beta} D^{\alpha} f(x)\right|<\infty
$$

for all multi-indices $\alpha$ and $\beta$. Note that $C_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{C}\right) \subset S\left(\mathbb{R}^{d}, \mathbb{C}\right)$ and the "Gaussian function" $x \rightarrow e^{-|x|^{2}}$ is in $S\left(\mathbb{R}^{d}, \mathbb{C}\right) . S\left(\mathbb{R}^{d}, \mathbb{C}\right)$ is dense in $C_{0}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ and in $L^{p}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ for all $1 \leq p<\infty$. These statements remain true when $\mathbb{C}$ is replaced by $\mathbb{R}$.
$S\left(\mathbb{R}^{d}, \mathbb{C}\right)$ is a Fréchet space with respect to the family of norms $\left\{\left\|\|\cdot\|_{N}, N \in\right.\right.$ $\mathbb{N} \cup\{0\}\}$ where for each $f \in S\left(\mathbb{R}^{d}, \mathbb{C}\right)$,

$$
\|f\|_{N}=\max _{|\alpha| \leq N} \sup _{x \in \mathbb{R}^{d}}\left(1+|x|^{2}\right)^{N}\left|D^{\alpha} f(x)\right| .
$$

The dual of $S\left(\mathbb{R}^{d}, \mathbb{C}\right)$ with this topology is the space $S^{\prime}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ of tempered distributions.
$\mathcal{F}$ is a continuous bijection of $S\left(\mathbb{R}^{d}, \mathbb{C}\right)$ into itself with a continuous inverse and we have the important

Theorem 5.1 (Fourier inversion). If $f \in S\left(\mathbb{R}^{d}, \mathbb{C}\right)$ then

$$
f(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} \hat{f}(u) e^{i(u, x)} d u .
$$

In the final part of this section, we show how the Fourier transform allows us to build pseudo-differential operators. We begin by examining the Fourier transform of differential operators. More or less everything flows from the following simple fact:

$$
D^{\alpha} e^{i(u, x)}=u^{\alpha} e^{i(u, x)},
$$

for each $x, u \in \mathbb{R}^{d}$ and each multi-index $\alpha$.
Using Fourier inversion and dominated convergence, we then find that

$$
\left(D^{\alpha} f\right)(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} u^{\alpha} \hat{f}(u) e^{i(u, x)} d u
$$

for all $f \in S\left(\mathbb{R}^{d}, \mathbb{C}\right), x \in \mathbb{R}^{d}$.
If $p$ is a polynomial in $u$ of the form $p(u)=\sum_{|\alpha| \leq k} c_{\alpha} u^{\alpha}$ where $k \in \mathbb{N}$ and each $c_{\alpha} \in \mathbb{C}$, we can form the associated differential operator $P(D)=\sum_{|\alpha| \leq k} c_{\alpha} D^{\alpha}$ and by linearity

$$
(P(D) f)(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} p(u) \hat{f}(u) e^{i(u, x)} d u .
$$

The next step is to employ variable coefficients. If each $c_{\alpha} \in C^{\infty}\left(\mathbb{R}^{d}\right)$, for example, we may define $p(x, u)=\sum_{|\alpha| \leq k} c_{\alpha}(x) u^{\alpha}$ and $P(x, D)=\sum_{|\alpha| \leq k} c_{\alpha}(x) D^{\alpha}$. We then find that

$$
(P(x, D) f)(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} p(x, u) \hat{f}(u) e^{i(u, x)} d u
$$

The passage from $D$ to $P(x, D)$ has been rather straightforward, but now we will take a leap into the unknown and abandon formal notions of differentiation. So we replace $p$ by a more general function $\sigma: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{C}$. Informally, we may then define a pseudo-differential operator $\sigma(x, D)$ by the prescription:-

$$
(\sigma(x, D) f)(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} \sigma(x, u) \hat{f}(u) e^{i(u, x)} d u
$$

and $\sigma$ is then called the symbol of this operator. Of course we have been somewhat cavalier here and we should make some further assumptions on the symbol $\sigma$ to ensure that $\sigma(x, D)$ really is a bona fide operator. There are various classes of symbols which may be defined to achieve this. One of the most useful is the Hörmander class $S_{\rho, \delta}^{m}$. This is defined to be the set of all $\sigma \in C^{\infty}\left(\mathbb{R}^{d}\right)$ such that for each multi-index $\alpha$ and $\beta$,

$$
\left|D_{x}^{\alpha} D_{u}^{\beta} \sigma(x, u)\right| \leq C_{\alpha, \beta}\left(1+|u|^{2}\right)^{\frac{1}{2}(m-\rho|\alpha|+\delta|\beta|)}
$$

for each $x, u \in \mathbb{R}^{d}$, where $C_{\alpha, \beta}>0, m \in \mathbb{R}$ and $\rho, \delta \in[0,1]$. In this case $\sigma(x, D): S\left(\mathbb{R}^{d}, \mathbb{C}\right) \rightarrow S\left(\mathbb{R}^{d}, \mathbb{C}\right)$ and extends to an operator $S^{\prime}\left(\mathbb{R}^{d}, \mathbb{C}\right) \rightarrow$ $S^{\prime}\left(\mathbb{R}^{d}, \mathbb{C}\right)$.
For those who hanker after operators in Banach spaces, note the following,

- If $\rho>0$ and $m<-d+\rho(d-1)$, then $\sigma(x, D): L^{p}\left(\mathbb{R}^{d}, \mathbb{C}\right) \rightarrow L^{p}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ for $1 \leq p \leq \infty$.
- If $m=0$ and $0 \leq \delta<\rho \leq 1$, then $\sigma(x, D): L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right) \rightarrow L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)$.

Proofs of these and more general results can be found in Taylor [79]. However, note that this book, like most on the subject, is written from the point of view of partial differential equations, where it is natural for the symbol to be smooth in both variables. For applications to Markov processes, this is too restrictive and we usually impose much weaker requirements on the dependence of $\sigma$ in the $x$-variable (see Jacob [48]).

## 6 Generators of Lévy Processes

The next result is the key theorem of this lecture.
Theorem 6.1. Let $X$ be a Lévy process with Lévy symbol $\eta$ and characteristics $(b, a, \nu)$. Let $\left(T_{t}, t \geq 0\right)$ be the associated Feller semigroup and $A$ be its infinitesimal generator.

1. For each $t \geq 0, f \in S\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$,

$$
\left(T_{t} f\right)(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{i(u, x)} e^{t \eta(u)} \hat{f}(u) d u,
$$

so that $T_{t}$ is a pseudo-differential operator with symbol $e^{t \eta}$.
2. For each $f \in S\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$,

$$
(A f)(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{i(u, x)} \eta(u) \hat{f}(u) d u
$$

so that $A$ is a pseudo-differential operator with symbol $\eta$.
3. For each $f \in S\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$,

$$
\begin{align*}
(A f)(x) & =b^{i} \partial_{i} f(x)+\frac{1}{2} a^{i j} \partial_{i} \partial_{j} f(x)+ \\
& +\int_{\mathbb{R}^{d}-\{0\}}\left[f(x+y)-f(x)-y^{i} \partial_{i} f(x) \chi_{\hat{B}}(y)\right] \nu(d y) \tag{6.1}
\end{align*}
$$

Proof. (Sketch) I'll leave out all the analytic details and just present the "bare bones" of the calculations.

1. We apply Fourier inversion to find for all $t \geq 0, f \in S\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$,

$$
\left(T_{t} f\right)(x)=\mathbb{E}(f(X(t)+x))=(2 \pi)^{-\frac{d}{2}} \mathbb{E}\left[\int_{\mathbb{R}^{d}} e^{i(u, x+X(t))} \hat{f}(u) d u\right] .
$$

Apply Fubini's theorem to obtain

$$
\begin{aligned}
\left(T_{t} f\right)(x) & =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{i(u, x)} \mathbb{E}\left(e^{i(u, X(t))}\right) \hat{f}(u) d u \\
& =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{i(u, x)} e^{t \eta(u)} \hat{f}(u) d u .
\end{aligned}
$$

2. For each $f \in S\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$, we have by the result of (1),

$$
\begin{aligned}
(A f)(x) & =\lim _{t \rightarrow 0} \frac{1}{t}\left(\left(T_{t} f\right)(x)-f(x)\right) \\
& =(2 \pi)^{-\frac{d}{2}} \lim _{t \rightarrow 0} \int_{\mathbb{R}^{d}} e^{i(u, x)} \frac{e^{t \eta(u)}-1}{t} \hat{f}(u) d u .
\end{aligned}
$$

Use dominated convergence to deduce the required result.
3. Applying the Lévy-Khinchine formula to the result of (2), we obtain for each $f \in S\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$,

$$
\begin{aligned}
(A f)(x) & =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{i(x, u)}\left[i(b, u)-\frac{1}{2}(a u, u)+\right. \\
& \left.+\int_{\mathbb{R}^{d}-\{0\}}\left(e^{i(u, y)}-1-i(u, y) \chi_{\hat{B}}(y)\right) \nu(d y)\right] \hat{f}(u) d u .
\end{aligned}
$$

The result now follows immediately from elementary properties of the Fourier transform.

The results of Theorem 6.1 can be written in the convenient shorthand form,

$$
\widehat{T(t) f})(u)=e^{t \eta(u)} \hat{f}(u) \quad \widehat{A f}(u)=\eta(u) \hat{f}(u),
$$

for each $t \geq 0, f \in S\left(\mathbb{R}^{d}\right), u \in \mathbb{R}^{d}$.

## Example 1: Standard Brownian Motion

Let $X$ be a standard Brownian motion in $\mathbb{R}^{d}$. Then $X$ has characteristics $(0, I, 0)$ and so we see from (6.1) that

$$
A=\frac{1}{2} \sum_{i=1}^{d} \partial_{i}^{2}=\frac{1}{2} \triangle,
$$

where $\triangle$ is the usual Laplacian operator.

## Example 2: Brownian Motion with Drift

Let $X$ be a Brownian motion with drift in $\mathbb{R}^{d}$. Then $X$ has characteristics $(b, a, 0)$ and $A$ is a diffusion operator of the form

$$
A=b^{i} \partial_{i}+\frac{1}{2} a^{i j} \partial_{i} \partial_{j},
$$

## Example 3 : The Poisson Process

Let $X$ be a Poisson process with intensity $\lambda>0$. Then $X$ has characteristics $\left(0,0, \lambda \delta_{1}\right)$ and $A$ is a difference operator

$$
(A f)(x)=\lambda(f(x+1)-f(x)),
$$

for all $f \in S\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$. Note that $\|A f\| \leq 2 \lambda\|f\|$, so that $A$ extends to a bounded operator on the whole of $C_{0}\left(\mathbb{R}^{d}\right)$.

## Example 4: The Compound Poisson Process

Exercise 2.7. Verify that

$$
(A f)(x)=\int_{\mathbb{R}^{d}}(f(x+y)-f(x)) \nu(d y),
$$

for all $f \in S\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$, where $\nu$ is a finite measure. $A$ again extends to a bounded operator on the whole of $C_{0}\left(\mathbb{R}^{d}\right)$.

## Example 5: Rotationally Invariant Stable Processes

Let $X$ be a rotationally invariant stable process of index $\alpha$ where $0<\alpha<2$. Its symbol is given by $\eta(u)=-|u|^{\alpha}$ for all $u \in \mathbb{R}^{d}$ ( see section 1.2.5). It is instructive to pretend that $\eta$ is the symbol of a legitimate differential operator, then using the usual correspondence $u_{j} \rightarrow-i \partial_{j}$, for $1 \leq j \leq d$, we would write

$$
\begin{aligned}
A=\eta(D) & =-\left(\sqrt{-\partial_{1}^{2}-\partial_{2}^{2}-\ldots-\partial_{d}^{2}}\right)^{\alpha} \\
& =-(-\Delta)^{\frac{\alpha}{2}}
\end{aligned}
$$

In fact, it is very useful to interpret $\eta(D)$ as a "fractional power of the Laplacian". We will consider fractional powers of more general generators in the next section.

## Example 6: Relativistic Schrödinger Operators

Fix $m, c>0$ and consider the Lévy symbol $-E_{m, c}$ which represents (minus) the free energy of a particle of mass $m$ moving at relativistic speeds (when $d=3$ ),

$$
E_{m, c}(u)=\sqrt{m^{2} c^{4}+c^{2}|u|^{2}}-m c^{2} .
$$

Arguing as above, we make the correspondence $u_{j} \rightarrow-i \partial_{j}$, for $1 \leq j \leq d$. Readers with a background in physics, will recognise that this is precisely the prescription for "quantisation" of the free energy, and the corresponding generator is then given by

$$
A=-\left(\sqrt{m^{2} c^{4}-c^{2} \Delta}-m c^{2}\right) .
$$

$-A$ is called a relativistic Schrödinger operator by physicists. Of course, it is more natural from the point of view of quantum mechanics to consider this as an operator in $L^{2}\left(\mathbb{R}^{d}\right)$ - see later. For more on relativistic Schrödinger operators from both a probabilistic and physical point of view, see Carmona et al. [25], and references therein.
The pseudo-differential operator representation of generators extends to a wide class of Markov processes - the symbols will, in general, be functions of $x$ as well as $u$. They will still have a "Lévy-Khinchine type structure", but the characteristics are no longer constant. Results of this type are due to Courrège, and have been used in recent years by Jacob, Schilling and Hoh to study path properties of Feller processes (see e.g. Jacob [48]).
Note that if $X$ is a Lévy process, we can also give the resolvent a probabilistic interpretation - for each $\lambda>0,\left(R_{\lambda}(A) f\right)(x)=\mathbb{E}(f(x+X(\tau)))$, where $\tau$ is an exponentially distributed "random time", which is independent of the process $X$ and has rate $\frac{1}{\lambda}$. It is not difficult to check that $R_{\lambda}(A)$ is a pseudo-differential operator with symbol $(\lambda-\eta(\cdot))^{-1}$.

### 6.1 Subordination of Semigroups

We now apply some of the ideas developed above to the subordination of semigroups.
In the following, $X$ will always denote a Lévy process in $\mathbb{R}^{d}$ with symbol $\eta_{X}$, Feller semigroup ( $T_{t}^{X}, t \geq 0$ ) and generator $A_{X}$.
Let $S=(S(t), t \geq 0)$ be a subordinator, so that $S$ is an one-dimensional, increasing Lévy process and for each $u, t>0$,

$$
\mathbb{E}\left(e^{-u S(t)}\right)=e^{-t \psi(u)},
$$

where $\psi$ is the Bernstein function given by

$$
\psi(u)=b u+\int_{0}^{\infty}\left(1-e^{-u y}\right) \lambda(d y)
$$

with $b \geq 0$ and $\int_{0}^{\infty}(y \wedge 1) \lambda(d y)<\infty$.
Recall from Theorem 3.5 and Proposition 3.6 that $Z=(Z(t), t \geq 0)$ is again a Lévy process where each $Z(t)=X(T(t))$ and the symbol of $Z$ is $\eta_{Z}=$ $-\psi \circ\left(-\eta_{X}\right)$. We write $\left(T_{t}^{Z}, t \geq 0\right)$ and $A_{Z}$ for the semigroup and generator associated to $Z$, respectively.

Theorem 6.2. 1. For all $t \geq 0, f \in B_{b}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$,

$$
\left(T_{t}^{Z} f\right)(x)=\int_{0}^{\infty}\left(T_{s}^{X} f\right)(x) p_{S(t)}(d s)
$$

2. For all $f \in S\left(\mathbb{R}^{d}\right)$,

$$
A^{Z} f=b A^{X} f+\int_{0}^{\infty}\left(T_{s}^{X} f-f\right) \lambda(d s) .
$$

Proof.

1. By Exercise 1.13, for each $A \in \mathcal{B}\left(\mathbb{R}^{d}\right), p_{Z(t)}(A)=\int_{0}^{\infty} p_{X(s)}(A) p_{S(t)}(d s)$.

Hence for each $t \geq 0, f \in B_{b}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}$, we obtain

$$
\begin{aligned}
\left(T_{t}^{Z} f\right)(x) & =\mathbb{E}(f(Z(t)+x)) \\
& =\int_{\mathbb{R}^{d}} f(x+y) p_{Z(t)}(d y) \\
& =\int_{0}^{\infty}\left(\int_{\mathbb{R}^{d}} f(x+y) p_{X(s)}(d y)\right) p_{S(t)}(d s) \\
& =\int_{0}^{\infty}\left(T_{s}^{X} f\right)(x) p_{S(t)}(d s) .
\end{aligned}
$$

2. 

$$
\eta_{Z}(u)=-\psi \circ\left(-\eta_{X}\right)=b \eta_{X}(u)+\int_{0}^{\infty}\left(e^{s \eta_{X}(u)}-1\right) \lambda(d s) \ldots(\mathrm{i}),
$$

but by Theorem 6.1 (2), we have

$$
\left(A_{Z} f\right)(x)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{i(u, x)} \eta_{Z}(u) \hat{f}(u) d u \ldots(\mathrm{ii})
$$

The required result now follows from substituting (i) into (ii), a straightforward application of Fubini's theorem and a further application of Theorem 6.1 (1) and (2). The details are left as an exercise.

The formula $\eta_{Z}=-\psi \circ\left(-\eta_{X}\right)$ suggests a natural functional calculus wherein we define $A_{Z}=-\psi\left(-A_{X}\right)$ for any Bernstein function $\psi$. As an example, we may generalise the fractional power of the Laplacian, discussed in the last section, to define $\left(-A_{X}\right)^{\alpha}$ for any Lévy process $X$ and any $0<\alpha<1$. To carry this out, we employ the $\alpha$-stable subordinator. This has characteristics $(0, \lambda)$ where $\lambda(d x)=\frac{\alpha}{\Gamma(1-\alpha)} \frac{d x}{x^{1+\alpha}}$. Theorem 6.2 (2) then yields the beautiful formula

$$
\begin{equation*}
-\left(-A_{X}\right)^{\alpha} f=\frac{\alpha}{\Gamma(1-\alpha)} \int_{0}^{\infty}\left(T_{s}^{X} f-f\right) \frac{d s}{s^{1+\alpha}}, \tag{6.2}
\end{equation*}
$$

for all $f \in S\left(\mathbb{R}^{d}\right)$.
Theorem 6.2 has a far-reaching generalisation which we quote without proof:-
Theorem 6.3 (Phillips). Let $\left(T_{t}, t \geq 0\right)$ be a strongly continuous, contraction semigroup of linear operators on a Banach space $B$ with infinitesimal generator $A$ and let $(S(t), t \geq 0)$ be a subordinator with characteristics $(b, \lambda)$.

- The prescription

$$
T_{t}^{S} \phi=\int_{0}^{\infty}\left(T_{s} \phi\right) p_{S(t)}(d s),
$$

for each $t \geq 0, \phi \in B$, defines a strongly continuous, contraction semigroup ( $T_{t}^{S}, t \geq 0$ ) in $B$.

- If $A^{S}$ is the infinitesimal generator of $\left(T_{t}^{S}, t \geq 0\right)$, then $D_{A}$ is a core for $A^{S}$ and for each $\phi \in D_{A}$,

$$
A^{S} \phi=b A \phi+\int_{0}^{\infty}\left(T_{s}^{X} \phi-\phi\right) \lambda(d s)
$$

- If $B=C_{0}\left(\mathbb{R}^{d}\right)$ and $\left(T_{t}, t \geq 0\right)$ is a Feller semigroup, then $\left(T_{t}^{S}, t \geq 0\right)$ is also a Feller semigroup.

For a proof of this result see e.g. Sato [74] p.212-5.
This powerful theorem enables the extension of (6.2) to define fractional powers of arbitrary infinitesimal generators of semigroups.

## $7 L^{p}$-Markov Semigroups and Lévy Processes

We fix $1 \leq p<\infty$ and let $\left(T_{t}, t \geq 0\right)$ be a strongly continuous, contraction semigroup of operators in $L^{p}\left(\mathbb{R}^{d}\right)$. We say that it is sub-Markovian if $f \in$ $L^{p}\left(\mathbb{R}^{d}\right)$ and

$$
0 \leq f \leq 1 \text { (a.e.) } \Rightarrow 0 \leq T_{t} f \leq 1 \text { (a.e.), }
$$

for all $t \geq 0$.
Any semigroup on $L^{p}\left(\mathbb{R}^{d}\right)$ can be restricted to the dense subspace $C_{c}\left(\mathbb{R}^{d}\right)$. If this restriction can then be extended to a semigroup on $B_{b}\left(\mathbb{R}^{d}\right)$ which satisfies $T_{t}(1)=1$ then the semigroup is said to be conservative.
A semigroup which is both sub-Markovian and conservative is said to be $L^{p}$ Markov.

Notes (a) Be mindful that the phrases "strongly continuous" and "contraction" in the above definition are now with respect to the $L^{p}$ norm, given by $\|g\|_{p}=\left(\int_{\mathbb{R}^{d}}|g(x)|^{p} d x\right)^{\frac{1}{p}}$, for each $g \in L^{p}\left(\mathbb{R}^{d}\right)$.
(b) If $\left(T_{t}, t \geq 0\right)$ is sub-Markovian then it is $L^{p}$-positivity preserving in that $f \in L^{p}\left(\mathbb{R}^{d}\right)$ and $f \geq 0$ a.e. $\Rightarrow T_{t} f \geq 0$ a.e. for all $t \geq 0$.
Example Let $X=(X(t), t \geq 0)$ be a Markov process on $\mathbb{R}^{d}$ and define the usual stochastic evolution $\left(T_{t} f\right)(x)=\mathbb{E}(f(X(t)) \mid X(0)=x)$ for each $f \in B_{b}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}, t \geq 0$. Suppose that $\left(T_{t}, t \geq 0\right)$ also yields a strongly continuous, contraction semigroup on $L^{p}\left(\mathbb{R}^{d}\right)$, then it is clearly $L^{p}$-Markov.
Our good friends the Lévy processes provide a natural class for which the conditions of the last example hold, as the next theorem demonstrates.

Theorem 7.1. If $X=(X(t), t \geq 0)$ is a Lévy process, then for each $1 \leq p<$ $\infty$, the prescription $\left(T_{t} f\right)(x)=\mathbb{E}(f(X(t)+x))$ where $f \in L^{p}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}, t \geq$ 0 gives rise to an $L^{p}$-Markov semigroup $\left(T_{t} \geq 0\right)$.

We omit the proof - but we should check that $T_{t}$ is a bona fide operator in $L^{p}$. Let $q_{t}$ be the law of $X(t)$, for each $t \geq 0$. For all $f \in L^{p}\left(\mathbb{R}^{d}\right), t \geq 0$, by Jensen's inequality (or Hölder's inequality if you prefer) and Fubini's theorem, we obtain

$$
\begin{aligned}
\left\|T_{t} f\right\|_{p}^{p} & =\int_{\mathbb{R}^{d}}\left|\int_{\mathbb{R}^{d}} f(x+y) q_{t}(d y)\right|^{p} d x \\
& \leq \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|f(x+y)|^{p} q_{t}(d y) d x \\
& =\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}|f(x+y)|^{p} d x\right) q_{t}(d y) \\
& =\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}|f(x)|^{p} d x\right) q_{t}(d y)=\|\left. f\right|_{p} ^{p}
\end{aligned}
$$

and we have proved that each $T_{t}$ is a contraction in $L^{p}\left(\mathbb{R}^{d}\right)$.
For the case, $p=2$ we can explicitly compute the domain of the infinitesimal generator of a Lévy process. To establish this, let $X$ be a Lévy process with Lévy symbol $\eta$ and let $A$ be the infinitesimal generator of the associated $L^{2}$ Markov semigroup. Define
$\mathcal{H}_{\eta}\left(\mathbb{R}^{d}\right)=\left\{f \in L^{2}\left(\mathbb{R}^{d}\right) ; \int_{\mathbb{R}^{d}}|\eta(u)|^{2}|\hat{f}(u)|^{2} d u<\infty\right\}$.
Theorem 7.2. $D_{A}=\mathcal{H}_{\eta}\left(\mathbb{R}^{d}\right)$.
See [13] or Berg and Forst [18], p.92. for the proof. Readers should note that the proof has also established the pseudo-differential operator representation

$$
A f=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{i(u, x)} \eta(u) \hat{f}(u) d u
$$

for all $f \in \mathcal{H}_{\eta}\left(\mathbb{R}^{d}\right)$.
The space $\mathcal{H}_{\eta}\left(\mathbb{R}^{d}\right)$ is called an anisotropic Sobolev space by Jacob [48]. Note that if we take $X$ to be a standard Brownian motion then $\eta(u)=-\frac{1}{2}|u|^{2}$, for all $u \in \mathbb{R}^{d}$ and

$$
\mathcal{H}_{\eta}\left(\mathbb{R}^{d}\right)=\left\{f \in L^{2}\left(\mathbb{R}^{d}\right) ; \int_{\mathbb{R}^{d}}|u|^{4}|\hat{f}(u)|^{2} d u<\infty\right\} .
$$

This is precisely the Sobolev space, usually denoted $\mathcal{H}_{2}\left(\mathbb{R}^{d}\right)$ which can equivalently be defined as the completion of $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ with respect to the norm

$$
\|f\|_{2}=\left(\int_{\mathbb{R}^{d}}\left(1+|u|^{2}\right)^{2}|\hat{f}(u)|^{2} d u\right)^{\frac{1}{2}}
$$

for each $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$. By Theorem 7.2, $\mathcal{H}_{2}\left(\mathbb{R}^{d}\right)$ is the domain of the Laplacian $\Delta$ acting in $L^{2}\left(\mathbb{R}^{d}\right)$.
Exercise 2.8. Write down the domains of the fractional powers of the Laplacian $(-\Delta)^{\frac{\alpha}{2}}$, where $0<\alpha<2$.

### 7.1 Self-Adjoint Semigroups

We begin with some general considerations.
Let $H$ be a Hilbert space and $\left(T_{t}, t \geq 0\right)$ be a strongly continuous, contraction semigroup in $H$. We say that $\left(T_{t}, t \geq 0\right)$ is self-adjoint if $T_{t}=T_{t}^{*}$, for each $t \geq 0$.

Theorem 7.3. There is a one-to-one correspondence between the generators of self-adjoint semigroups in $H$ and linear operators $A$ in $H$ such that $-A$ is positive, self-adjoint.

See Davies [29] p. 99-100 for a proof.

Theorem 7.4. If $X$ is a Lévy process, then its associated semigroup ( $T_{t}, t \geq$ $0)$ is self-adjoint in $L^{2}\left(\mathbb{R}^{d}\right)$ if and only if $X$ is symmetric.

Proof. We'll prove the easy part of this here. Suppose that $X$ is symmetric, then $q_{t}(A)=q_{t}(-A)$ for each $A \in \mathcal{B}\left(\mathbb{R}^{d}\right), t \geq 0$, where $q_{t}$ is the law of $X(t)$. Then for each $f \in L^{2}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}, t \geq 0$,

$$
\begin{aligned}
\left(T_{t} f\right)(x) & =\mathbb{E}\left(f(x+X(t))=\int_{\mathbb{R}^{d}} f(x+y) q_{t}(d y)\right. \\
& =\int_{\mathbb{R}^{d}} f(x+y) q_{t}(-d y)=\int_{\mathbb{R}^{d}} f(x-y) q_{t}(d y) \\
& =\mathbb{E}(f(x-X(t)) .
\end{aligned}
$$

So for each $f, g \in L^{2}\left(\mathbb{R}^{d}\right), t \geq 0$, using Fubini's theorem, we obtain

$$
\begin{aligned}
<T_{t} f, g> & =\int_{\mathbb{R}^{d}}\left(T_{t} f\right)(x) g(x) d x \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}(f(x-X(t)) g(x) d x \\
& =\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} f(x-y) g(x) d x\right) q_{t}(d y) \\
& =\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} f(x) g(x+y) d x\right) q_{t}(d y) \\
& =<f, T_{t} g>.
\end{aligned}
$$

Corollary 7.5. Let $A$ be the infinitesimal generator of a Lévy process with Lévy symbol $\eta$, then $-A$ is positive, self-adjoint if and only if

$$
\eta(u)=-\frac{1}{2}(u, a u)+\int_{\mathbb{R}^{d}-\{0\}}(\cos (u, y)-1) \nu(d y)
$$

for each $u \in \mathbb{R}^{d}$, where $a$ is a positive definite symmetric matrix and $\nu$ is a symmetric Lévy measure.

Equivalently, we see that $A$ is self-adjoint if and only if $\Im \eta=0$.
In particular, we find that the discussion of this section has yielded a probabilistic proof of the self-adjointness of the following important operators in $L^{2}\left(\mathbb{R}^{d}\right)$.

## Example 1 The Laplacian

In fact, we consider multiples of the Laplacian and let $a=2 \gamma I$ where $\gamma>0$, then for all $u \in \mathbb{R}^{d}$,

$$
\eta(u)=-\gamma|u|^{2} \quad \text { and } \quad A=\gamma \Delta
$$

## Example 2 Fractional Powers of the Laplacian

Let $0<\alpha<2$, and for all $u \in \mathbb{R}^{d}$,

$$
\eta(u)=|u|^{\alpha} \quad \text { and } \quad A=-(-\Delta)^{\frac{\alpha}{2}} .
$$

## Example 3 Relativistic Schrödinger Operators

Let $m, c>0$ and for all $u \in \mathbb{R}^{d}$,

$$
E_{m, c}(u)=\sqrt{m^{2} c^{4}+c^{2}|u|^{2}}-m c^{2} \quad \text { and } \quad A=-\left(\sqrt{m^{2} c^{4}-c^{2} \Delta}-m c^{2}\right) .
$$

Note that in all three of the above examples, the domain of each operator is the non-isotropic Sobolev space of Theorem 7.2.
Examples 1 and 3 are important in quantum mechanics as the observables (modulo a minus sign) which describe the kinetic energy of a particle moving at non-relativistic (for a suitable value of $\gamma$ ) and relativistic speeds, respectively. We emphasise that it is vital that we know that such operators really are self-adjoint (and not just symmetric, say) so that they legitimately satisfy the quantum-mechanical formalism.
Note that, in general, if $A_{X}$ is the self-adjoint generator of a Lévy process and $(S(t), t \geq 0)$ is an independent subordinator then the generator $A_{Z}$ of the subordinated process $Z$ is also self-adjoint. This follows immediately from (i) in the proof of Theorem 6.2 (2).

## Dirichlet Forms

Let $A$ be the self-adjoint generator of a symmetric Lévy process and for each $f, g \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, define

$$
\mathcal{E}(f, g)=-<f, A g\rangle
$$

then $\mathcal{E}$ extends to a symmetric Dirichlet form in $L^{2}\left(\mathbb{R}^{d}\right)$, i.e. a closed symmetric form in $H$ with domain $D$, such that $f \in D \Rightarrow(f \vee 0) \wedge 1 \in D$ and

$$
\begin{equation*}
\mathcal{E}((f \vee 0) \wedge 1) \leq \mathcal{E}(f) \tag{7.1}
\end{equation*}
$$

for all $f \in D$, where we have written $\mathcal{E}(f)=\mathcal{E}(f, f)$. A straightforward calculation (Exercise 2.9) yields

$$
\begin{aligned}
\mathcal{E}(f, g)= & \frac{1}{2} a^{i j} \int_{\mathbb{R}^{d}}\left(\partial_{i} f\right)(x)\left(\partial_{j} g\right)(x) d x \\
& +\frac{1}{2} \int_{\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)-D}(f(x)-f(x+y))(g(x)-g(x+y)) \nu(d y) d x
\end{aligned}
$$

where $D$ is the diagonal, $D=\left\{(x, x), x \in \mathbb{R}^{d}\right\}$. This is the prototype for the Beurling-Deny formula for symmetric Dirichlet forms. Remarkably, (7.1) encodes the Markov property and this has deep consequences (see e.g. Fukushima et. al. [38], Chapter 3 of [13] and references therein).

## 8 Lecture 3: Analysis of Jumps

"As a further precaution, to render any escape impossible, they passed a rope around his neck, ran the two ends between his legs and tied them to his wrists - the device know in prisons as 'the martingale' ".

Victor Hugo "Les Miserables"
Starting with this lecture, we enter the world of modern stochastic analysis. We begin by looking at some key concepts.

### 8.1 Martingales

From now on we will assume that our filtration $\left(\mathcal{F}_{t}, t \geq 0\right)$ satisfies the "usual hypotheses": -

1. (Completeness) $\mathcal{F}_{0}$ contains all sets of $P$-measure zero.
2. (Right continuity) $\mathcal{F}_{t}=\mathcal{F}_{t+}$ where $\mathcal{F}_{t+}=\bigcap_{\epsilon>0} \mathcal{F}_{t+\epsilon}$.

Given a filtration $\left(\mathcal{F}_{t}, t \geq 0\right)$, we can always enlarge it to satisfy the completeness property (1) by the following trick. Let $\mathcal{N}$ denote the collection of all sets of $P$-measure zero in $\mathcal{F}$ and define $\mathcal{G}_{t}=\mathcal{F}_{t} \vee \mathcal{N}$ for each $t \geq 0$, then $\left(\mathcal{G}_{t}, t \geq 0\right)$ is another filtration of $\mathcal{F}$ which we call the augmented filtration. Now let $X$ be an adapted process defined on a filtered probability space which also satisfies the integrability requirement $\mathbb{E}(|X(t)|)<\infty$ for all $t \geq 0$. We say that it is a martingale if for all $0 \leq s<t<\infty$,

$$
\mathbb{E}\left(X(t) \mid \mathcal{F}_{s}\right)=X(s) \quad \text { a.s. }
$$

Note that if $X$ is a martingale, then the map $t \rightarrow \mathbb{E}(X(t))$ is constant. Here's a nice example of a martingale built from a Lévy process.

Proposition 8.1. If $X$ is a Lévy process with Lévy symbol $\eta$, then for each $u \in \mathbb{R}^{d}, M_{u}=\left(M_{u}(t), t \geq 0\right)$ is a complex martingale with respect to $\mathcal{F}^{X}$ where each

$$
M_{u}(t)=e^{i(u, X(t))-t \eta(u)} .
$$

Proof. $\mathbb{E}\left(\left|M_{u}(t)\right|\right)=e^{-t \eta(u)}<\infty$ for each $t \geq 0$.
For each $0 \leq s \leq t$, write $M_{u}(t)=M_{u}(s) e^{i(u, X(t)-X(s))-(t-s) \eta(u)}$; then by (L2) and Theorem 3.2,

$$
\begin{aligned}
\mathbb{E}\left(M_{u}(t) \mid \mathcal{F}_{s}^{X}\right) & =M_{u}(s) \mathbb{E}\left(e^{i(u, X(t-s))}\right) e^{-(t-s) \eta(u)} \\
& =M_{u}(s) \text { as required } .
\end{aligned}
$$

Exercise 3.1 Show that the following processes, whose values at each $t \geq 0$ are given below, are all martingales:-
(i) $C(t)=\sigma B(t)$ where $B(t)$ is a standard Brownian motion, and $\sigma$ is an $r \times d$ matrix.
(ii) $|C(t)|^{2}-\operatorname{tr}(A) t$ where $A=\sigma^{T} \sigma$.
(iii) $\exp \left((u, C(t))-\frac{1}{2}(u, A u)\right)$ where $u \in \mathbb{R}^{d}$.
(iv) $\tilde{N}(t)$ where $\tilde{N}$ is a compensated Poisson process with intensity $\lambda$.
(v) $\tilde{N}(t)^{2}-\lambda t$.
(vi) $\left(\mathbb{E}\left(Y \mid \mathcal{F}_{t}\right), t \geq 0\right)$ where $Y$ is an arbitrary random variable in a filtered probability space for which $\mathbb{E}(|Y|)<\infty$.
Martingales which are of the form (vi) above are called closed. Note that in (i) to (v), the martingales have mean zero. In general, martingales with this latter property are said to be centered. A martingale $M=(M(t), t \geq 0)$ is said to be $L^{2}$, if $\mathbb{E}\left(|M(t)|^{2}\right)<\infty$ for each $t \geq 0$ and is continuous if it has continuous sample paths.
A more wide-ranging concept than the martingale is the following:-
An adapted process $X$ for which $\mathbb{E}(|X(t)|)<\infty$ for all $t \geq 0$ is a submartingale if for all $0 \leq s<t<\infty, 1 \leq i \leq d$,

$$
\mathbb{E}\left(X_{i}(t) \mid \mathcal{F}_{s}\right) \geq X_{i}(s) \quad \text { a.s }
$$

$X$ is called a supermartingale if $-X$ is a submartingale.
By a straightforward application of the conditional form of Jensen's inequality (Exercise 3.2) we see that if $X$ is a real-valued martingale and if $f: \mathbb{R} \rightarrow \mathbb{R}$ is convex with $\mathbb{E}(|f(X(t))|)<\infty$ for all $t \geq 0$, then $f(X)$ is a submartingale. In particular, if each $X(t) \geq 0$ (a.s.) then $\left(X(t)^{p}, t \geq 0\right)$ is a submartingale whenever $1<p<\infty$ and $\mathbb{E}\left(|X(t)|^{p}\right)<\infty$ for all $t \geq 0$.
The following estimate is very useful for sharpening pointwise convergence to uniform convergence on compacta:-

Theorem 8.2 (Doob's Martingale Inequality). If $(X(t), t \geq 0)$ is a positive submartingale, then for any $p>1$,

$$
\mathbb{E}\left(\sup _{0 \leq s \leq t} X(s)^{p}\right) \leq q^{p} \mathbb{E}\left(X(t)^{p}\right)
$$

where $\frac{1}{p}+\frac{1}{q}=1$.
See e.g. Revuz and Yor [68] for a proof.

### 8.2 Càdlàg Paths

A function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{d}$ is càdlàg if it is continue à droite et limité à gauche, i.e. right continuous with left limits. Such a function has only jump discontinuities.
Define $f(t-)=\lim _{s \uparrow t} f(s)$ and $\Delta f(t)=f(t)-f(t-)$. If $f$ is càdlàg, $\{0 \leq t \leq$ $T, \Delta f(t) \neq 0\}$ is at most countable.

Here are some important facts about the paths of martingales and Lévy processes, see e.g. Revuz and Yor [68] for the proofs of the first, Protter [66] or [13] for proofs of the others.

- If $M$ is a martingale, whose filtration satisfies the usual hypotheses, then $M$ has a càdlàg modification.
- Every Lévy process has a càdlàg modification which is itself a Lévy process.
- If $X$ is a Lévy process with càdlàg paths, then its augmented natural filtration is right continuous.

From now on, we will always make the following assumptions:-

- $(\Omega, \mathcal{F}, P)$ will be a fixed probability space equipped with a filtration $\left(\mathcal{F}_{t}, t \geq\right.$ $0)$ which satisfies the usual hypotheses.
- Every Lévy process $X=(X(t), t \geq 0)$ will be assumed to be $\mathcal{F}_{t}$-adapted and have càdlàg sample paths.
- $X(t)-X(s)$ is independent of $\mathcal{F}_{s}$ for all $0 \leq s<t<\infty$.


### 8.3 Stopping Times

A stopping time is a random variable $T: \Omega \rightarrow[0, \infty]$ for which the event $(T \leq t) \in \mathcal{F}_{t}$, for each $t \geq 0$.
Any ordinary deterministic time is clearly a stopping time. A more interesting example which has many important applications is the first hitting time of a process to a set. Let $X$ be an $\mathcal{F}_{t}$-adapted càdlàg process and $A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ then

$$
T_{A}=\inf \{t \geq 0 ; X(t) \in A\} .
$$

e.g. if $A$ is open, $\left\{T_{A} \geq t\right\}=\bigcap_{r \in \mathbb{Q}, r \leq t}\left\{X(r) \in A^{c}\right\} \in \mathcal{F}_{t}$.

If $X$ is an adapted process and $T$ is a stopping time (with respect to the same filtration) then the stopped random variable $X(T)$ is defined by

$$
X(T)(\omega)=X(T(\omega))(\omega)
$$

and the stopped $\sigma$-algebra $\mathcal{F}_{T}$, by

$$
\mathcal{F}_{T}=\left\{A \in \mathcal{F} ; A \cap\{T \leq t\} \in \mathcal{F}_{t}, \forall t \geq 0\right\} .
$$

If $X$ is càdlàg, then $X(T)$ is $\mathcal{F}_{T}$-measurable.
A key application of these concepts is in providing the following "random time" version of the martingale notion

Theorem 8.3 (Doob's Optional Stopping Theorem). If $X$ is a càdlàg martingale and $S$ and $T$ are bounded stopping times for which $S \leq T$ (a.s.), then $X(S)$ and $X(T)$ are both integrable with

$$
\mathbb{E}\left(X(T) \mid \mathcal{F}_{S}\right)=X(S) \quad \text { a.s. }
$$

For a proof, see e.g. Revuz and Yor [68]. An immediate corollary is that

$$
\mathbb{E}(X(T))=\mathbb{E}(X(0)),
$$

for each bounded stopping time $T$.
Exercise 3.3 If $S$ and $T$ are stopping times and $\alpha \geq 1$ show that $S+T, \alpha T, S \wedge T$ and $S \vee T$ are also stopping times.
If $T$ is an unbounded stopping time and one wants to employ Theorem 8.3, a useful trick is to replace $T$ by the bounded stopping times $T \wedge n$ (where $n \in \mathbb{N}$ ) and then take the limit as $n \rightarrow \infty$ to obtain the required result. This procedure is sometimes called localisation.
A local martingale. This is an adapted process $M=(M(t), t \geq 0)$ for which there exists a sequence of stopping times $\tau_{1} \leq \tau_{2} \leq \ldots \leq \tau_{n} \rightarrow \infty$ (a.s.), such that each of the processes $\left(M\left(t \wedge \tau_{n}\right), t \geq 0\right)$ is a martingale. Any martingale is clearly a local martingale.

Here's a nice application of stopping times.
Theorem 8.4. Let $B=(B(t), t \geq 0)$ be a one-dimensional standard Brownian motion and for each $t \geq 0$ define

$$
T(t)=\inf \left\{s>0 ; B(s)=\frac{t}{\sqrt{2}}\right\}
$$

then $T=(T(t), t \geq 0)$ is the Lévy subordinator.
Proof. (cf. Rogers and Williams [69] p.18). Clearly each $T(t)$ is a stopping time. By Exercise 3.1(ii), the process given for each $\theta \in \mathbb{R}$, by $M_{\theta}(t)=$ $\exp \left(\theta B(t)-\frac{1}{2} \theta^{2} t\right)$ is a continuous martingale with respect to the augmented natural filtration for Brownian motion. Now by Theorem 8.3, for each $t \geq$ $0, n \in \mathbb{N}$, we have

$$
1=\mathbb{E}\left(\exp \left\{\theta B(T(t) \wedge n)-\frac{1}{2} \theta^{2}(T(t) \wedge n)\right\}\right)
$$

In this case (see [13]), the limiting argument works and we have,

$$
\begin{aligned}
1 & =\mathbb{E}\left(\exp \left\{\theta B(T(t))-\frac{1}{2} \theta^{2} T(t)\right\}\right) \\
& =e^{\frac{\theta t}{\sqrt{2}}} \mathbb{E} \exp \left\{-\frac{1}{2} \theta^{2} T(t)\right\}
\end{aligned}
$$

On substituting $\theta=\sqrt{2 u}$, we obtain

$$
\mathbb{E}(\exp \{-u T(t)\})=\exp (-t \sqrt{u})
$$

Exercise 3.4 Generalise the proof given above to find the characteristic function for the inverse Gaussian subordinator.

If $X$ is an $\mathcal{F}_{t}$-adapted process and $T$ is a stopping time then we may define a new process $X_{T}=\left(X_{T}(t), t \geq 0\right)$ by the procedure

$$
X_{T}(t)=X(T+t)-X(T),
$$

for each $t \geq 0$. The following result is called the strong Markov property for Lévy processes.

Theorem 8.5 (Strong Markov Property). If $X$ is a Lévy process and $T$ is a stopping time, then on the set $(T<\infty)$

1. $X_{T}$ is again a Lévy process which is independent of $\mathcal{F}_{T}$.
2. For each $t \geq 0, X_{T}(t)$ has the same law as $X(t)$.
3. $X_{T}$ has càdlàg paths and is $\mathcal{F}_{T+t}$-adapted.

See Protter [66] or [13] for the proof.

### 8.4 The Jumps of A Lévy Process - Poisson Random Measures

The jump process $\Delta X=(\Delta X(t), t \geq 0)$ associated to a Lévy process is defined by

$$
\Delta X(t)=X(t)-X(t-),
$$

for each $t \geq 0$.
Theorem 8.6. If $N$ is a Lévy process which is increasing (a.s.) and is such that $(\Delta N(t), t \geq 0)$ takes values in $\{0,1\}$, then $N$ is a Poisson process.

Proof. Define a sequence of stopping times recursively by $T_{0}=0$ and $T_{n}=$ $\left.\inf \left\{t>T_{n-1} ; N\left(t+T_{n-1}\right)-N\left(T_{n-1}\right)\right) \neq 0\right\}$ for each $n \in \mathbb{N}$. It follows from (L2) that the sequence $\left(T_{1}, T_{2}-T_{1}, \ldots, T_{n}-T_{n-1}, \ldots\right)$ is i.i.d.
By (L2) again, we have for each $s, t \geq 0$,

$$
\begin{aligned}
P\left(T_{1}>s+t\right) & =P(N(s)=0, N(t+s)-N(s)=0) \\
& =P\left(T_{1}>s\right) P\left(T_{1}>t\right)
\end{aligned}
$$

From the fact that $N$ is increasing (a.s.), it follows easily that the map $t \rightarrow$ $P\left(T_{1}>t\right)$ is decreasing and by a straightforward application of stochastic continuity (L3) we find that the map $t \rightarrow P\left(T_{1}>t\right)$ is continuous at $t=0$. Hence there exists $\lambda>0$ such that $P\left(T_{1}>t\right)=e^{-\lambda t}$ for each $t \geq 0$. So $T_{1}$ has an exponential distribution with parameter $\lambda$ and

$$
P(N(t)=0)=P\left(T_{1}>t\right)=e^{-\lambda t}
$$

for each $t \geq 0$.
Now assume as an inductive hypothesis that $P(N(t)=n)=e^{-\lambda t} \frac{(\lambda t)^{n}}{n!}$, then

$$
\begin{gathered}
P(N(t)=n+1)=P\left(T_{n+2}>t, T_{n+1} \leq t\right)=P\left(T_{n+2}>t\right)-P\left(T_{n+1}>t\right) . \\
\text { But } T_{n+1}=T_{1}+\left(T_{2}-T_{1}\right)+\cdots+\left(T_{n+1}-T_{n}\right)
\end{gathered}
$$

is the sum of $(n+1)$ i.i.d. exponential random variables, and so has a gamma distribution with density $f_{T_{n+1}}(s)=e^{-\lambda s} \frac{\lambda^{n+1} s^{n}}{n!}$ for $s>0$.
The required result follows on integration.
The following result shows that $\Delta X$ is not a straightforward process to analyse.

Lemma 8.7. If $X$ is a Lévy process, then for fixed $t>0, \Delta X(t)=0$ (a.s.).
Proof. Let $(t(n), n \in \mathbb{N})$ be a sequence in $\mathbb{R}^{+}$with $t(n) \uparrow t$ as $n \rightarrow \infty$, then since $X$ has càdlàg paths, $\lim _{n \rightarrow \infty} X(t(n))=X(t-)$. However, by (L3) the sequence $(X(t(n)), n \in \mathbb{N})$ converges in probability to $X(t)$, and so has a subsequence which converges almost surely to $X(t)$. The result follows by uniqueness of limits.
Much of the analytic difficulty in manipulating Lévy processes arises from the fact that it is possible for them to have

$$
\sum_{0 \leq s \leq t}|\Delta X(s)|=\infty \quad \text { a.s. }
$$

and the way in which these difficulties are overcome exploits the fact that we always have

$$
\sum_{0 \leq s \leq t}|\Delta X(s)|^{2}<\infty \quad \text { a.s. }
$$

We will gain more insight into these ideas as the discussion progresses.
Exercise 3.5 Show that $\sum_{0 \leq s \leq t}|\Delta X(s)|<\infty$ (a.s.) if $X$ is a compound Poisson process.
Rather than exploring $\Delta X$ itself further, we will find it more profitable to count jumps of specified size. More precisely, let $0 \leq t<\infty$ and $A \in \mathcal{B}\left(\mathbb{R}^{d}-\right.$ $\{0\})$. Define

$$
\begin{aligned}
N(t, A) & =\#\{0 \leq s \leq t ; \Delta X(s) \in A\} \\
& =\sum_{0 \leq s \leq t} \chi_{A}(\Delta X(s)) .
\end{aligned}
$$

Note that for each $\omega \in \Omega, t \geq 0$, the set function $A \rightarrow N(t, A)(\omega)$ is a counting measure on $\mathcal{B}\left(\mathbb{R}^{d}-\{0\}\right)$ and hence

$$
\mathbb{E}(N(t, A))=\int N(t, A)(\omega) d P(\omega)
$$

is a Borel measure on $\mathcal{B}\left(\mathbb{R}^{d}-\{0\}\right)$. We write $\mu(\cdot)=\mathbb{E}(N(1, \cdot)$ and call it the intensity measure associated to $X$.
We say that $A \in \mathcal{B}\left(\mathbb{R}^{d}-\{0\}\right)$ is bounded below if $0 \notin \bar{A}$.

Lemma 8.8. If $A$ is bounded below, then $N(t, A)<\infty$ (a.s.) for all $t \geq 0$.
Proof. Define a sequence of stopping times $\left(T_{n}^{A}, n \in \mathbb{N}\right)$ by $T_{1}^{A}=\inf \{t>$ $0 ; \Delta X(t) \in A\}$, and for $n>1, T_{n}^{A}=\inf \left\{t>T_{n-1}^{A} ; \Delta X(t) \in A\right\}$. Since $X$ has càdlàg paths, we have $T_{1}^{A}>0$ (a.s.) and $\lim _{n \rightarrow \infty} T_{n}^{A}=\infty$ (a.s.). Indeed if either of these were not the case, then the set of all jumps in $A$ would have an accumulation point, and this is not possible if $X$ is càdlàg. Hence, for each $t \geq 0$,

$$
N(t, A)=\sum_{n \in \mathbb{N}} \chi_{\left\{T_{n}^{A} \leq t\right\}}<\infty \text { a.s. }
$$

Be aware that if $A$ fails to be bounded below, then Lemma 8.8 may no longer hold, because of the accumulation of large numbers of small jumps.
The following result should at least be plausible, given Theorem 8.6 and Lemma 8.8. See [13] for a proof.

Theorem 8.9. 1. If $A$ is bounded below, then $(N(t, A), t \geq 0)$ is a Poisson process with intensity $\mu(A)$.
2. If $A_{1}, \ldots, A_{m} \in \mathcal{B}\left(\mathbb{R}^{d}-\{0\}\right)$ are disjoint, then the random variables $N\left(t, A_{1}\right), \ldots, N\left(t, A_{m}\right)$ are independent.

It follows immediately that $\mu(A)<\infty$ whenever $A$ is bounded below, hence the measure $\mu$ is $\sigma$-finite.
The main properties of $N$, which we will use extensively in the sequel, are summarised below:-.

1. For each $t>0, \omega \in \Omega, N(t,).(\omega)$ is a counting measure on $\mathcal{B}\left(\mathbb{R}^{d}-\{0\}\right)$.
2. For each $A$ bounded below, $(N(t, A), t \geq 0)$ is a Poisson process with intensity $\mu(A)=\mathbb{E}(N(1, A))$.
3. The compensator $(\tilde{N}(t, A), t \geq 0)$ is a martingale-valued measure where $\tilde{N}(t, A)=N(t, A)-t \mu(A)$, for $A$ bounded below, i.e.
For fixed $A$ bounded below, $(\tilde{N}(t, A), t \geq 0)$ is a martingale.
For fixed $t \geq 0, \omega \in \Omega, \tilde{N}(t, \cdot)(\omega)$ is a $\sigma$-finite measure (almost surely).

### 8.5 Poisson Integration

Let $f$ be a Borel measurable function from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$ and let $A$ be bounded below then for each $t>0, \omega \in \Omega$, we may define the Poisson integral of $f$ as a random finite sum by

$$
\int_{A} f(x) N(t, d x)(\omega)=\sum_{x \in A} f(x) N(t,\{x\})(\omega) .
$$

Note that each $\int_{A} f(x) N(t, d x)$ is an $\mathbb{R}^{d}$-valued random variable and gives rise to a càdlàg stochastic process, as we vary $t$.

Now since $N(t,\{x\}) \neq 0 \Leftrightarrow \Delta X(u)=x$ for at least one $0 \leq u \leq t$, we have

$$
\begin{equation*}
\int_{A} f(x) N(t, d x)=\sum_{0 \leq u \leq t} f(\Delta X(u)) \chi_{A}(\Delta X(u)) \tag{8.1}
\end{equation*}
$$

In the sequel, we will sometimes use $\mu_{A}$ to denote the restriction to $A$ of the measure $\mu$. In the following theorem, Var stands for variance.

Theorem 8.10. Let $A$ be bounded below, then

1. $\left(\int_{A} f(x) N(t, d x), t \geq 0\right)$ is a compound Poisson process, with characteristic function

$$
\mathbb{E}\left(e^{i\left(u, \int_{A} f(x) N(t, d x)\right)}\right)=e^{t \int_{A}\left(e^{i(u, x)}-1\right) \mu_{f}(d x)},
$$

for each $u \in \mathbb{R}^{d}$, where $\mu_{f}=\mu \circ f^{-1}$.
2. If $f \in L^{1}\left(A, \mu_{A}\right)$, then

$$
\mathbb{E}\left(\int_{A} f(x) N(t, d x)\right)=t \int_{A} f(x) \mu(d x) .
$$

3. If $f \in L^{2}\left(A, \mu_{A}\right)$, then

$$
\operatorname{Var}\left(\left|\int_{A} f(x) N(t, d x)\right|\right)=t \int_{A}|f(x)|^{2} \mu(d x) .
$$

Proof. - part of it!

1. For simplicity, we will prove this result in the case where $f \in L^{1}\left(A, \mu_{A}\right)$. The general proof for arbitrary measurable $f$ can be found in Sato [74] p.124. First let $f$ be a simple function and write $f=\sum_{j=1}^{n} c_{j} \chi_{A_{j}}$ where each $c_{j} \in \mathbb{R}^{d}$. We can assume, without loss of generality, that the $A_{j}$ 's are disjoint Borel subsets of $A$. By Theorem 8.9, we find that

$$
\begin{aligned}
\mathbb{E}\left(e^{i\left(u, \int_{A} f(x) N(t, d x)\right)}\right) & =\mathbb{E}\left(e^{i\left(u, \sum_{j=1}^{n} c_{j} N\left(t, A_{j}\right)\right)}\right) \\
& =\prod_{j=1}^{n} \mathbb{E}\left(e^{i\left(u, c_{j} N\left(t, A_{j}\right)\right)}\right) \\
& =\prod_{j=1}^{n} e^{t\left(e^{i\left(u, c_{j}\right)}-1\right) \mu\left(A_{j}\right)} \\
& =e^{t \int_{A}\left(e^{i(u, f(x))}-1\right) \mu(d x)} .
\end{aligned}
$$

Now for an arbitrary $f \in L^{1}\left(A, \mu_{A}\right)$, we can find a sequence of simple functions converging to $f$ in $L^{1}$ and hence a subsequence which converges to $f$ almost surely. Passing to the limit along this subsequence in the above yields the required result, via dominated convergence.
(2) and (3) follow from (1) by differentiation.

It follows from Theorem 8.10 (2) that a Poisson integral will fail to have a finite mean if $f \notin L^{1}(A, \mu)$.
Exercise 3.6 Show that if $\int_{A}|f(x)| \mu(d x)<\infty$ then

$$
\sum_{0 \leq u \leq t}|f(\Delta X(u))| \chi_{A}(\Delta X(u))<\infty
$$

For each $f \in L^{1}\left(A, \mu_{A}\right), t \geq 0$, we define the compensated Poisson integral by

$$
\int_{A} f(x) \tilde{N}(t, d x)=\int_{A} f(x) N(t, d x)-t \int_{A} f(x) \mu(d x)
$$

A straightforward argument, as in Exercise 3.1(iv), shows that $\left(\int_{A} f(x) \tilde{N}(t, d x), t \geq 0\right)$ is a martingale and we will use this fact extensively in the sequel. Note that by Theorem 8.10 (2) and (3), we can easily deduce the following two important facts:

$$
\begin{equation*}
\mathbb{E}\left(e^{i\left(u, \int_{A} f(x) \tilde{N}(t, d x)\right)}\right)=e^{t \int_{A}\left(e^{i(u, x)}-1-i(u, x)\right) \mu_{f}(d x)} \tag{8.2}
\end{equation*}
$$

for each $u \in \mathbb{R}^{d}$, and for $f \in L^{2}\left(A, \mu_{A}\right)$,

$$
\begin{equation*}
\mathbb{E}\left(\left|\int_{A} f(x) \tilde{N}(t, d x)\right|^{2}\right)=t \int_{A}|f(x)|^{2} \mu(d x) \tag{8.3}
\end{equation*}
$$

### 8.6 Processes of Finite Variation

We begin by introducing a useful class of functions. Let $\mathcal{P}=\left\{a=t_{1}<t_{2}<\right.$ $\left.\cdots<t_{n}<t_{n+1}=b\right\}$ be a partition of the interval $[a, b]$ in $\mathbb{R}$, and define its mesh to be $\delta=\max _{1 \leq i \leq n}\left|t_{i+1}-t_{i}\right|$. We define the variation $\operatorname{Var}_{\mathcal{P}}(g)$ of a càdlàg mapping $g:[a, \bar{b}] \rightarrow \mathbb{R}^{d}$ over the partition $\mathcal{P}$ by the prescription

$$
\operatorname{Var}_{\mathcal{P}}(g)=\sum_{i=1}^{n}\left|g\left(t_{i+1}\right)-g\left(t_{i}\right)\right|
$$

If $V(g)=\sup _{\mathcal{P}} \operatorname{Var}_{\mathcal{P}}(g)<\infty$, we say that $g$ has finite variation on $[a, b]$. If $g$ is defined on the whole of $\mathbb{R}\left(\right.$ or $\left.\mathbb{R}^{+}\right)$, it is said to have finite variation if it has finite variation on each compact interval.
It is a trivial observation that every non-decreasing $g$ is of finite variation. Conversely if $g$ is of finite variation, then it can always be written as the difference of two non-decreasing functions (to see this, just write $g=\frac{V(g)+g}{2}-$ $\frac{V(g)-g}{2}$, where $V(g)(t)$ is the variation of $g$ on $\left.[a, t]\right)$.

Functions of finite variation are important in integration, for suppose that we are given a function $g$ which we are proposing as an integrator, then as a minimum we will want to be able to define the Stieltjes integral $\int_{I} f d g$, for all continuous functions $f$ (where $I$ is some finite interval). It is shown on p.40-41 of Protter [66], that a necessary and sufficient condition for obtaining such an integral as a limit of Riemann sums is that $g$ has finite variation.
Exercise 3.7 Show that all the functions of finite variation on $[a, b]$ (or on $\mathbb{R}$ ) form a vector space.
A stochastic process $(X(t), t \geq 0)$ is of finite variation if the paths $(X(t)(\omega)$, $t \geq 0)$ are of finite variation for almost all $\omega \in \Omega$. The following is an important example for us.

## Example Poisson Integrals

Let $N$ be a Poisson random measure with intensity measure $\mu$ and let $f$ : $\mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be Borel measurable. For $A$ bounded below, let $Y=(Y(t), t \geq 0)$ be given by $Y(t)=\int_{A} f(x) N(t, d x)$, then $Y$ is of finite variation on $[0, t]$ for each $t \geq 0$. To see this, we observe that for all partitions $\mathcal{P}$ of $[0, t]$, we have

$$
\begin{equation*}
\operatorname{Var}_{\mathcal{P}}(Y) \leq \sum_{0 \leq s \leq t}|f(\Delta X(s))| \chi_{A}(\Delta X(s))<\infty \quad \text { a.s. } \tag{8.4}
\end{equation*}
$$

where $X(t)=\int_{A} x N(t, d x)$, for each $t \geq 0$.
Exercise 3.8 Let $Y$ be a Poisson integral as above and let $\eta$ be its Lévy symbol. For each $u \in \mathbb{R}^{d}$, consider the martingales $M_{u}=\left(M_{u}(t), t \geq 0\right)$ where each

$$
M_{u}(t)=e^{i(u, Y(t))-t \eta(u)} .
$$

Show that $M_{u}$ is of finite variation. (Hint: Use the mean value theorem.)
Exercise 3.9 Show that every subordinator is of finite variation.
In fact, a necessary and sufficient condition for a Lévy process to be of finite variation is that there is no Brownian part (i.e. $a=0$ in the Lévy-Khinchine formula), and $\int_{|x|<1}|x| \nu(d x)<\infty$, see e.g. Bertoin [19] p.15.

### 8.7 The Lévy-Itô Decomposition

This is the key result of this lecture.
First, note that for $A$ bounded below, for each $t \geq 0$

$$
\int_{A} x N(t, d x)=\sum_{0 \leq u \leq t} \Delta X(u) \chi_{A}(\Delta X(u))
$$

is the sum of all the jumps taking values in the set $A$ up to the time $t$. Since the paths of $X$ are càdlàg, this is clearly a finite random sum. In particular,
$\int_{|x| \geq 1} x N(t, d x)$ is the sum of all jumps of size bigger than one. It is a compound Poisson process, has finite variation but may have no finite moments. Conversely it can be shown that $X(t)-\int_{|x| \geq 1} x N(t, d x)$ is a Lévy process having finite moments to all orders.
Now lets turn our attention to the small jumps. We study compensated integrals, which we know are martingales. Introduce the notation $M(t, A)=$ $\int_{A} x \tilde{N}(t, d x)$, for $t \geq 0$ and $A$ bounded below. For each $m \in \mathbb{N}$, let $B_{m}=\left\{x \in \mathbb{R}^{d}, \frac{1}{m+1}<|x| \leq \frac{1}{m}\right\}$ and for each $n \in \mathbb{N}$, let $A_{n}=\bigcup_{m=1}^{n} B_{m}$. It can be shown that

$$
\int_{|x|<1} x \tilde{N}(t, d x)=L^{2}-\lim _{n \rightarrow \infty} M\left(t, A_{n}\right)
$$

and hence it is a martingale. Moreover, on taking limits in (8.2), we get

$$
\mathbb{E}\left(\exp i\left(u, \int_{|x|<1} x \tilde{N}(t, d x)\right)\right)=e^{t \int_{|x|<1}\left(e^{i(u, x)}-1-i(u, x)\right) \mu(d x)} .
$$

Consider

$$
B_{a}(t)=X(t)-b t-\int_{|x|<1} x \tilde{N}(t, d x)-\int_{|x| \geq 1} x N(t, d x),
$$

where $b=\mathbb{E}\left(X(1)-\int_{|x| \geq 1} x N(1, d x)\right)$. The process $B_{a}$ is a centred martingale with continuous sample paths. With a little more work, we can show that $\operatorname{Cov}\left(B_{a}^{i}(t) B_{a}^{j}(t)\right)=a^{i j} t$. From this and Lévy's celebrated martingale characterisation of Brownian motion (to be proved in the next lecture) we have that $B_{a}$ is a Brownian motion with covariance $a$. Hence we have

## Theorem 8.11 (The Lévy-Itô Decomposition).

If $X$ is a Lévy process, then there exists $b \in \mathbb{R}^{d}$, a Brownian motion $B_{a}$ with covariance matrix a in $\mathbb{R}^{d}$ and an independent Poisson random measure $N$ on $\mathbb{R}^{+} \times\left(\mathbb{R}^{d}-\{0\}\right)$ such that for each $t \geq 0$,

$$
\begin{equation*}
X(t)=b t+B_{a}(t)+\int_{|x|<1} x \tilde{N}(t, d x)+\int_{|x| \geq 1} x N(t, d x) \tag{8.5}
\end{equation*}
$$

Note that the three processes in (8.5) are all independent.
Exercise 3.10 Write down the Lévy-Itô decompositions for the cases where $X$ is (a) $\alpha$-stable, (b) a subordinator, (c) a subordinated process.

Exercise 3.11 Deduce that if $X$ is a Lévy process then for each $t \geq 0$,

$$
\sum_{0 \leq s \leq t}(\Delta X(s))^{2}<\infty
$$

An interesting by-product of the Lévy-Itô decomposition is the Lévy-Khintchine formula, which follows easily by independence in the Lévy-Itô decom-position:-

Corollary 8.12. If $X$ is a Lévy process, then for each $u \in \mathbb{R}^{d}, t \geq 0$,

$$
\begin{gather*}
\mathbb{E}\left(e^{i(u, X(t))}\right)=  \tag{8.6}\\
\exp \left(t\left[i(b, u)-\frac{1}{2}(u, A u)+\int_{\mathbb{R}^{d}-\{0\}}\left(e^{i(u, y)}-1-i(u, y) \chi_{B}(y)\right) \mu(d y)\right]\right) \tag{8.7}
\end{gather*}
$$

so the intensity measure $\mu$ is the Lévy measure for $X$.
The process $\int_{|x|<1} x \tilde{N}(t, d x)$ is the compensated sum of small jumps. The compensation takes care of the analytic complications in the Lévy-Khintchine formula in a probabilistically pleasing way, since it is an $L^{2}$-martingale.
The process $\int_{|x| \geq 1} x N(t, d x)$ describes the "large jumps" - it is a compound Poisson process, but may have no finite moments.
H.Geman, D.Madan and M.Yor [39] have proposed a nice financial interpretation for the jump terms in the Lèvy-Itô decomposition:- where the intensity measure is infinite, the stock price manifests "infinite activity" and this is the mathematical signature of the jitter arising from the interaction of pure supply shocks and pure demand shocks. On the other hand, where the intensity measure is finite, we have "finite activity", and this corresponds to sudden shocks that can cause unexpected movements in the market, such as a terrorist atrocity or a major earthquake.
Semimartingales A stochastic process $X$ is a semimartingale if it is an adapted process such that for each $t \geq 0$,

$$
X(t)=X(0)+M(t)+C(t)
$$

where $M=(M(t), t \geq 0)$ is a local martingale and $C=(C(t), t \geq 0)$ is an adapted process of finite variation. In particular

Every Lévy process is a semimartingale.
To see this, use the Lévy-Itô decomposition to write

$$
\begin{gathered}
M(t)=B_{a}(t)+\int_{|x|<1} x \tilde{N}(t, d x) \text { - a martingale, } \\
C(t)=b t+\int_{|x| \geq 1} x N(t, d x) .
\end{gathered}
$$

### 8.8 The Interlacing Construction

The interlacing technique gives greater insight into the Lévy-Itô decomposition.
Let $Y=(Y(t), t \geq 0)$ be a Lévy process with Lévy measure $\nu$ whose jumps are bounded by 1 so that we have the Lévy-Itô decomposition

$$
Y(t)=b t+B_{a}(t)+\int_{|x|<1} x \tilde{N}(t, d x),
$$

for each $t \geq 0$. For the following construction to be non-trivial we will find it convenient to assume that $Y$ may have jumps of arbitrarily small size, i.e. there exists no $0<a<1$ such that $\nu((-a, a))=0$. Now define a sequence $\left(\epsilon_{n}, n \in \mathbb{N}\right)$ which decreases monotonically to zero by

$$
\epsilon_{n}=\sup \left\{y \geq 0, \int_{0<|x|<y} x^{2} \nu(d x) \leq 8^{-n}\right\}
$$

We define an associated sequence of Lévy processes $Y_{n}=\left(Y_{n}(t), t \geq 0\right)$ wherein the size of each jump is bounded below by $\epsilon_{n}$ and above by 1 as follows:

$$
\begin{aligned}
Y_{n}(t) & =b t+B_{a}(t)+\int_{\epsilon_{n} \leq|x|<1} x \tilde{N}(t, d x) \\
& =C_{n}(t)+\int_{\epsilon_{n} \leq|x|<1} x N(t, d x),
\end{aligned}
$$

where for each $n \in \mathbb{N}, C_{n}$ is the Brownian motion with drift given by

$$
C_{n}(t)=B_{a}(t)+t\left(b-\int_{\epsilon_{n} \leq|x|<1} x \nu(d x)\right),
$$

for each $t \geq 0$.
Now $\int_{\epsilon_{n} \leq|x|<1} x N(t, d x)$ is a compound Poisson process with jumps $\Delta Y(t)$ taking place at times $\left(T_{n}^{m}, m \in \mathbb{N}\right)$. We can thus build the process $Y_{n}$ by interlacing:

$$
\begin{aligned}
Y_{n}(t) & =C_{n}(t) \quad \text { for } 0 \leq t<T_{n}^{1}, \\
& =C_{n}\left(T_{n}^{1}\right)+\Delta Y\left(T_{n}^{1}\right) \quad \text { when } t=T_{n}^{1}, \\
& =Y_{n}\left(T_{n}^{1}\right)+C_{n}(t)-C_{n}\left(T_{n}^{1}\right) \quad \text { for } T_{n}^{1}<t<T_{n}^{2}, \\
& =Y_{n}\left(T_{n}^{2}-\right)+\Delta Y\left(T_{n}^{2}\right) \quad \text { when } t=T_{2},
\end{aligned}
$$

and so on recursively.
Our main result is the following

Theorem 8.13. For each $t \geq 0$,

$$
\lim _{n \rightarrow \infty} Y_{n}(t)=Y(t) \quad \text { a.s. }
$$

and the convergence is uniform on compact intervals of $\mathbb{R}^{+}$.
The proof can be found in [13], section 2.5.2.
Now let $X$ be an arbitrary Lévy process then by the Lévy-Itô decomposition, for each $t \geq 0$

$$
X(t)=Y(t)+\int_{|x| \geq 1} x N(t, d x)
$$

But $\int_{|x| \geq 1} x N(t, d x)$ is a compound Poisson process and so the paths of $X$ can be obtained by a further interlacing with jumps of size bigger than 1 .

## 9 Lecture 4: Stochastic Integration

In this lecture, we give a rather rapid account of classical stochastic integration in a form suitable for application to Lévy processes.
Let $X=M+C$ be a semimartingale. The problem of stochastic integration is to make sense of objects of the form

$$
\int_{0}^{t} F(s) d X(s)=\int_{0}^{t} F(s) d M(s)+\int_{0}^{t} F(s) d C(s)
$$

The second integral can be well-defined using the usual Lebesgue-Stieltjes approach. The first one cannot - indeed if $M$ is a continuous martingale of finite variation, then $M$ is a.s. constant (see Revuz and Yor [68]).
Refer to the martingale part of the Lévy-Itô decomposition (8.11). Define a "martingale-valued measure" by

$$
M(t, E)=B(t) \delta_{0}(E)+\tilde{N}(t, E-\{0\})
$$

for $E \in \mathcal{B}\left(\mathbb{R}^{d}\right)$, where $B=(B(t), t \geq 0)$ is a one-dimensional Brownian motion. The following key properties then hold:-

- $M((s, t], E)=M(t, E)-M(s, E)$ is independent of $\mathcal{F}_{s}$, for $0 \leq s<t<\infty$.
- $\mathbb{E}(M((s, t], E))=0$.
- $\mathbb{E}\left(M((s, t], E)^{2}\right)=\rho((s, t], E)$
where $\rho((s, t], E)=(t-s)\left(\delta_{0}(E)+\nu(E-\{0\})\right)$.
We're going to unify the usual stochastic integral with the Poisson integral, by defining:

$$
\int_{0}^{t} \int_{E} F(s, x) M(d s, d x)=\int_{0}^{t} G(s) d B(s)+\int_{0}^{t} \int_{E-\{0\}} F(s, x) \tilde{N}(d s, d x)
$$

where $G(s)=F(s, 0)$. Of course, we need some conditions on the class of integrands:-
Fix $E \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ and $0<T<\infty$ and let $\mathcal{P}$ denote the smallest $\sigma$-algebra with respect to which all mappings $F:[0, T] \times E \times \Omega \rightarrow \mathbb{R}$ satisfying (1) and (2) below are measurable.

1. For each $0 \leq t \leq T$, the mapping $(x, \omega) \rightarrow F(t, x, \omega)$ is $\mathcal{B}(E) \otimes \mathcal{F}_{t}$ measurable,
2. For each $x \in E, \omega \in \Omega$, the mapping $t \rightarrow F(t, x, \omega)$ is left continuous.

We call $\mathcal{P}$ the predictable $\sigma$-algebra. A $\mathcal{P}$-measurable mapping $G:[0, T] \times E \times$ $\Omega \rightarrow \mathbb{R}$ is then said to be predictable. The definition clearly extends naturally to the case where $[0, T]$ is replaced by $\mathbb{R}^{+}$.
Note that by (1), if $G$ is predictable then the process $t \rightarrow G(t, x, \cdot)$ is adapted, for each $x \in E$. If $G$ satisfies (1) and is left continuous then it is clearly predictable.
Define $\mathcal{H}_{2}(T, E)$ to be the linear space of all equivalence classes of mappings $F:[0, T] \times E \times \Omega \rightarrow \mathbb{R}$ which coincide almost everywhere with respect to $\rho \times P$ and which satisfy the following conditions:

- $F$ is predictable,

$$
\int_{0}^{T} \int_{E} \mathbb{E}\left(|F(t, x)|^{2}\right) \rho(d t, d x)<\infty
$$

It can be shown that $\mathcal{H}_{2}(T, E)$ is a real Hilbert space with respect to the inner product $<F, G>_{T, \rho}=\int_{0}^{T} \int_{E} \mathbb{E}((F(t, x), G(t, x))) \rho(d t, d x)$.
Define $S(T, E)$ to be the linear space of all simple processes in $\mathcal{H}_{2}(T, E)$, where $F$ is simple if for some $m, n \in \mathbb{N}$, there exists $0 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{m+1}=T$ and there exists a family of disjoint Borel subsets $A_{1}, A_{2}, \ldots, A_{n}$ of $E$ with each $\mu\left(A_{i}\right)<\infty$ such that

$$
F=\sum_{j=1}^{m} \sum_{k=1}^{n} F_{k}\left(t_{j}\right) \chi_{\left(t_{j}, t_{j+1}\right]} \chi_{A_{k}},
$$

where each $F_{k}\left(t_{j}\right)$ is a bounded $\mathcal{F}_{t_{j}}$-measurable random variable. Note that $F$ is left continuous and $\mathcal{B}(E) \otimes \mathcal{F}_{t}$ measurable, hence it is predictable. An important fact is that

$$
S(T, E) \text { is dense in } \mathcal{H}_{2}(T, E)
$$

and this is proved in [13] - see also Steele [78] for a very careful treatment of the Brownian case.
One of Itô's greatest achievements was the definition of the stochastic integral $I_{T}(F)$, for $F$ simple, by separating the "past" from the "future" within the Riemann sum:-

$$
\begin{equation*}
I_{T}(F)=\sum_{j=1}^{m} \sum_{k=1}^{n} F_{k}\left(t_{j}\right) M\left(\left(t_{j}, t_{j+1}\right], A_{k}\right) \tag{9.1}
\end{equation*}
$$

Exercise 4.1 Deduce that, if $F, G \in S(T, E)$ and $\alpha, \beta \in \mathbb{R}$, then $\alpha F+\beta G \in$ $S(T, E)$ and

$$
I_{T}(\alpha F+\beta G)=\alpha I_{T}(F)+\beta I_{T}(G)
$$

Lemma 9.1. For each $T \geq 0, F \in S(T, E)$,

$$
\mathbb{E}\left(I_{T}(F)\right)=0, \quad \mathbb{E}\left(I_{T}(F)^{2}\right)=\int_{0}^{T} \int_{E} \mathbb{E}\left(|F(t, x)|^{2}\right) \rho(d t, d x) .
$$

Proof. $\mathbb{E}\left(I_{T}(F)\right)=0$ is a straightforward application of linearity and independence. The second result is quite messy - we lose nothing important by just looking at the Brownian case, with $d=1$. So let $F(t)=\sum_{j=1}^{m} F\left(t_{j}\right) \chi_{\left(t_{j}, t_{j+1}\right]}$, then $I_{T}(F)=\sum_{j=1}^{m} F\left(t_{j}\right)\left(B\left(t_{j+1}\right)-B\left(t_{j}\right)\right)$, and

$$
I_{T}(F)^{2}=\sum_{j=1}^{m} \sum_{p=1}^{m} F\left(t_{j}\right) F\left(t_{p}\right)\left(B\left(t_{j+1}\right)-B\left(t_{j}\right)\right)\left(B\left(t_{p+1}\right)-B\left(t_{p}\right)\right) .
$$

Now fix $j$ and split the second sum into three pieces - corresponding to $p<$ $j, p=j$ and $p>j$. When $p<j, F\left(t_{j}\right) F\left(t_{p}\right)\left(B\left(t_{p+1}\right)-B\left(t_{p}\right)\right) \in \mathcal{F}_{t_{j}}$ which is independent of $B\left(t_{j+1}\right)-B\left(t_{j}\right)$,

$$
\begin{aligned}
& \mathbb{E}\left[F\left(t_{j}\right) F\left(t_{p}\right) F\left(t_{j}\right)\left(B\left(t_{j+1}\right)-B\left(t_{j}\right)\right)\left(B\left(t_{p+1}\right)-B\left(t_{p}\right)\right)\right] \\
= & \mathbb{E}\left[F\left(t_{j}\right) F\left(t_{p}\right) F\left(t_{j}\right)\left(B\left(t_{p+1}\right)-B\left(t_{p}\right)\right)\right] \mathbb{E}\left(B\left(t_{j+1}\right)-B\left(t_{j}\right)\right)=0 .
\end{aligned}
$$

Exactly the same argument works when $p>j$. What remains is the case $p=j$, and by independence again,

$$
\begin{aligned}
\mathbb{E}\left(I_{T}(F)^{2}\right) & =\sum_{j=1}^{m} \mathbb{E}\left(F\left(t_{j}\right)^{2}\right) \mathbb{E}\left(B\left(t_{j+1}\right)-B\left(t_{j}\right)\right)^{2} \\
& =\sum_{j=1}^{m} \mathbb{E}\left(F\left(t_{j}\right)^{2}\right)\left(t_{j+1}-t_{j}\right) .
\end{aligned}
$$

We deduce from Lemma 9.1 and Exercise 4.1, that $I_{T}$ is a linear isometry from $S(T, E)$ into $L^{2}(\Omega, \mathcal{F}, P)$, and hence it extends to an isometric embedding of the whole of $\mathcal{H}_{2}(T, E)$ into $L^{2}(\Omega, \mathcal{F}, P)$. We continue to denote this extension as $I_{T}$ and we call $I_{T}(F)$ the (Itô) stochastic integral of $F \in \mathcal{H}_{2}(T, E)$. When convenient, we will use the Leibniz notation $I_{T}(F)=\int_{0}^{T} \int_{E} F(t, x) M(d t, d x)$. The following theorem summarises some useful properties of the stochastic integral.

Theorem 9.2. If $F, G \in \mathcal{H}_{2}(T, E)$ and $\alpha, \beta \in \mathbb{R}$, then :

1. $I_{T}(\alpha F+\beta G)=\alpha I_{T}(F)+\beta I_{T}(G)$.
2. $\mathbb{E}\left(I_{T}(F)\right)=0, \quad \mathbb{E}\left(I_{T}(F)^{2}\right)=\int_{0}^{T} \int_{E} \mathbb{E}\left(|F(t, x)|^{2}\right) \rho(d t, d x)$.
3. $\left(I_{t}(F), t \geq 0\right)$ is $\mathcal{F}_{t}$-adapted.
4. $\left(I_{t}(F), t \geq 0\right)$ is a square-integrable martingale.

Proof. (1) and (2) are Exercise 4.2
For (3), let $\left(F_{n}, n \in \mathbb{N}\right)$ be a sequence in $S(T, E)$ converging to $F$; then each process $\left(I_{t}\left(F_{n}\right), t \geq 0\right)$ is clearly adapted. Since each $I_{t}\left(F_{n}\right) \rightarrow I_{t}(F)$ in $L^{2}$ as $n \rightarrow \infty$, we can find a subsequence $\left(F_{n_{k}}, n_{k} \in \mathbb{N}\right)$ such that $I_{t}\left(F_{n_{k}}\right) \rightarrow I_{t}(F)$ a.s. as $n_{k} \rightarrow \infty$, and the required result follows.
(4) Let $F \in S(T, E)$ and (without loss of generality) choose $0<s=t_{l}<$ $t_{l+1}<t$. Then it is easy to see that $I_{t}(F)=I_{s}(F)+I_{s, t}(F)$ and hence $\mathbb{E}_{s}\left(I_{t}(F)\right)=I_{s}(F)+\mathbb{E}_{s}\left(I_{s, t}(F)\right)$ by (3). However,

$$
\begin{aligned}
\mathbb{E}_{s}\left(I_{s, t}(F)\right) & =\mathbb{E}_{s}\left(\sum_{j=l+1}^{m} \sum_{k=1}^{n} F_{k}\left(t_{j}\right) M\left(\left(t_{j}, t_{j+1}\right], A_{k}\right)\right) \\
& =\sum_{j=l+1}^{n} \sum_{k=1}^{n} \mathbb{E}_{s}\left(F_{k}\left(t_{j}\right)\right) \mathbb{E}\left(M\left(\left(t_{j}, t_{j+1}\right], A_{k}\right)\right)=0 .
\end{aligned}
$$

The result now follows by the continuity of $\mathbb{E}_{s}$ in $L^{2}$. Indeed, let ( $F_{n}, n \in \mathbb{N}$ ) be a sequence in $S(T, E)$ converging to $F$; then we have

$$
\begin{aligned}
\left\|\mathbb{E}_{s}\left(I_{t}(F)\right)-\mathbb{E}_{s}\left(I_{t}\left(F_{n}\right)\right)\right\|_{2} & \leq\left\|I_{t}(F)-I_{t}\left(F_{n}\right)\right\|_{2} \\
& =\left\|F-F_{n}\right\|_{T, \rho} \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

We can extend the stochastic integral $I_{T}(F)$ to integrands in $\mathcal{P}_{2}(T, E)$. This is the linear space of all equivalence classes of mappings $F:[0, T] \times E \times \Omega \rightarrow \mathbb{R}$ which coincide almost everywhere with respect to $\rho \times P$, and which satisfy the following conditions:

- $F$ is predictable.
- $P\left(\int_{0}^{T} \int_{E}|F(t, x)|^{2} \rho(d t, d x)<\infty\right)=1$.

If $F \in \mathcal{P}_{2}(T, E),\left(I_{t}(F), t \geq 0\right)$ is always a local martingale, but not necessarily a martingale. See [13], section 4.2.2 for details.

## Poisson Stochastic Integrals

Let $A$ be an arbitrary Borel set in $\mathbb{R}^{d}-\{0\}$ which is bounded below, and introduce the compound Poisson process $P=(P(t), t \geq 0)$, where each $P(t)=$ $\int_{A} x N(t, d x)$. Let $K$ be a predictable mapping, then generalising equation (8.1), we define

$$
\begin{equation*}
\int_{0}^{T} \int_{A} K(t, x) N(d t, d x)=\sum_{0 \leq u \leq T} K(u, \Delta P(u)) \chi_{A}(\Delta P(u)), \tag{9.2}
\end{equation*}
$$

as a random finite sum.
In particular, if $H$ satisfies the square-integrability condition given above, we may then define, for each $1 \leq i \leq d$,
$\int_{0}^{T} \int_{A} H^{i}(t, x) \tilde{N}(d t, d x)=\int_{0}^{T} \int_{A} H^{i}(t, x) N(d t, d x)-\int_{0}^{T} \int_{A} H^{i}(t, x) \nu(d x) d t$.
The definition (9.2) can, in principle, be used to define stochastic integrals for a more general class of integrands than we have been considering. For simplicity, let $N=(N(t), t \geq 0)$ be a Poisson process of intensity 1 and let $f: \mathbb{R} \rightarrow \mathbb{R}$, then we may define

$$
\int_{0}^{t} f(N(s)) d N(s)=\sum_{0 \leq s \leq t} f(N(s-)+\Delta N(s)) \Delta N(s)
$$

Exercise 4.3. Show that for each $t \geq 0$,

$$
\int_{0}^{t} N(s) d \tilde{N}(s)-\int_{0}^{t} N(s-) d \tilde{N}(s)=N(t)
$$

Hence deduce that the process whose value at time $t$ is $\int_{0}^{t} N(s) d \tilde{N}(s)$ cannot be a local martingale.
Within any theory of stochastic integration, it is highly desirable that the stochastic integral of a process against a martingale as integrator should at least be a local martingale. The last example illustrates the perils of abandoning the requirement of predictability on our integrands, which ensures that this is the case.

## Lévy-type stochastic integrals

We take $E=\hat{B}-\{0\}$ throughout this subsection. We say that an $\mathbb{R}^{d}$-valued stochastic process $Y=(Y(t), t \geq 0)$ is a Lévy-type stochastic integral if it can be written in the following form for each $1 \leq i \leq d, t \geq 0$,

$$
\begin{align*}
Y^{i}(t) & =Y^{i}(0)+\int_{0}^{t} G^{i}(s) d s+\int_{0}^{t} F_{j}^{i}(s) d B^{j}(s)+\int_{0}^{t} \int_{|x|<1} H^{i}(s, x) \tilde{N}(d s, d x) \\
& +\int_{0}^{t} \int_{|x| \geq 1} K^{i}(s, x) N(d s, d x) \tag{9.3}
\end{align*}
$$

where for each $1 \leq i \leq d, 1 \leq j \leq m, t \geq 0,\left|G^{i}\right|^{\frac{1}{2}}, F_{j}^{i} \in \mathcal{P}_{2}(T), H^{i} \in \mathcal{P}_{2}(T, E)$ and $K$ is predictable. $B$ is an $m$-dimensional standard Brownian motion and
$N$ is an independent Poisson random measure on $\mathbb{R}^{+} \times\left(\mathbb{R}^{d}-\{0\}\right)$ with compensator $\tilde{N}$ and intensity measure $\nu$, which we will assume is a Lévy measure. We will assume that the random variable $Y(0)$ is $\mathcal{F}_{0}$-measurable, and then it is clear that $Y$ is an adapted process.
We can often simplify complicated expressions by employing the notation of stochastic differentials to represent Lévy-type stochastic integrals. We then write (9.3) as

$$
d Y(t)=G(t) d t+F(t) d B(t)+H(t, x) \tilde{N}(d t, d x)+K(t, x) N(d t, d x) .
$$

When we want to particularly emphasise the domains of integration with respect to $x$, we will use an equivalent notation
$d Y(t)=G(t) d t+F(t) d B(t)+\int_{|x|<1} H(t, x) \tilde{N}(d t, d x)+\int_{|x| \geq 1} K(t, x) N(d t, d x)$.
Clearly $Y$ is a semimartingale.
Let $M=(M(t), t \geq 0)$ be an adapted process which is such that $M J \in$ $\mathcal{P}_{2}(t, A)$ whenever $J \in \mathcal{P}_{2}(t, A)$ (where $A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ is arbitrary). For example, it is sufficient to take $M$ to be adapted and left-continuous.
For these processes we can define an adapted process $Z=(Z(t), t \geq 0)$ by the prescription that it has the stochastic differential

$$
\begin{aligned}
d Z(t)= & M(t) G(t) d t+M(t) F(t) d B(t)+M(t) H(t, x) \tilde{N}(d t, d x) \\
& +M(t) K(t, x) N(d t, d x),
\end{aligned}
$$

and we will adopt the natural notation,

$$
d Z(t)=M(t) d Y(t) .
$$

Example (Lévy Stochastic Integrals)
Let $X$ be a Lévy process with characteristics $(b, a, \nu)$ and Lévy-Itô decomposition given by equation (8.5):

$$
X(t)=b t+B_{a}(t)+\int_{|x|<1} x \tilde{N}(t, d x)+\int_{|x| \geq 1} x N(t, d x),
$$

for each $t \geq 0$. Let $L \in \mathcal{P}_{2}(t)$ for all $t \geq 0$ and in (9.3), choose each $F_{j}^{i}=$ $a_{j}^{i} L, H^{i}=K^{i}=x^{i} L$. Then we can construct processes with the stochastic differential

$$
\begin{equation*}
d Y(t)=L(t) d X(t) \tag{9.4}
\end{equation*}
$$

We call $Y$ a Lévy stochastic integral.
In the case where $X$ has finite variation, the Lévy stochastic integral $Y$ can also be constructed as a Lebesgue-Stieltjes integral, and this coincides, up to set of measure zero, with the prescription (9.4).

For many applications of interest, $X$ is $\alpha$-stable - for an alternative approach to stochastic integration in this case, see [71].

Example: The Ornstein Uhlenbeck Process (OU Process)

$$
\begin{equation*}
Y(t)=e^{-\lambda t} Y_{0}+\int_{0}^{t} e^{-\lambda(t-s)} d X(s) \tag{9.5}
\end{equation*}
$$

where $Y_{0}$ is a $\mathcal{F}_{0}$-measurable random variable. The condition $\int_{|x|>1} \log (1+$ $|x|) \nu(d x)<\infty$ is necessary and sufficient for there to be a choice of distribution for $Y_{0}$ such that it is stationary. There are important applications to finance which have recently been developed by Ole Barndorff-Nielsen and Neil Sheppard [16]. Intriguingly, every self-decomposable random variable can be naturally embedded in an OU process whose Lévy measure satisfies the logarithmic moment condition given above [80].

Exercise 4.4 If $X$ is a standard Brownian motion show that each $Y(t)$ is Gaussian with mean $e^{-\lambda t} y_{0}$ and variance $\frac{1}{2 \lambda}\left(1-e^{-2 \lambda t} I\right)$.

When $X$ is a Brownian motion, the OU process is a good model of the physical phenomenon of Brownian motion (see Nelson [61]).

### 9.1 Itô's Formula

We begin with the easy case - Itô's formula for Poisson stochastic integrals of the form

$$
\begin{equation*}
W^{i}(t)=W^{i}(0)+\int_{0}^{t} \int_{A} K^{i}(t, x) N(d t, d x) \tag{9.6}
\end{equation*}
$$

for $1 \leq i \leq d$, where $t \geq 0, A$ is bounded below and each $K^{i}$ is predictable. Itô's formula for such processes takes a particularly simple form.

Lemma 9.3. If $W$ is a Poisson stochastic integral of the form (9.6) then for each $f \in C\left(\mathbb{R}^{d}\right)$, and for each $t \geq 0$, with probability one, we have

$$
f(W(t))-f(W(0))=\int_{0}^{t} \int_{A}[f(W(s-)+K(s, x))-f(W(s-))] N(d s, d x)
$$

Proof. Let $Y(t)=\int_{A} x N(d t, d x)$ and recall that the jump times for $Y$ are defined recursively as $T_{0}^{A}=0$ and for each $n \in \mathbb{N}, T_{n}^{A}=\inf \left\{t>T_{n-1}^{A} ; \Delta Y(t) \in\right.$ $A\}$. We then find that,

$$
\begin{aligned}
& f((W(t))-f(W(0)) \\
= & \sum_{0 \leq s \leq t} f(W(s))-f(W(s-)) \\
= & \sum_{n=1}^{\infty} f\left(W\left(t \wedge T_{n}^{A}\right)\right)-f\left(W\left(t \wedge T_{n-1}^{A}\right)\right) \\
= & \sum_{n=1}^{\infty}\left[f\left(W\left(t \wedge T_{n}^{A}-\right)\right)+K\left(t \wedge T_{n}^{A}, \Delta Y\left(t \wedge T_{n}^{A}\right)\right)-f\left(t \wedge W\left(T_{n}^{A}-\right)\right)\right] \\
= & \int_{0}^{t} \int_{A}[f(W(s-)+K(s, x))-f(W(s-))] N(d s, d x) .
\end{aligned}
$$

The celebrated Itô formula for Brownian motion is probably well-known to you so I'll briefly outline the proof. Let $\left(\mathcal{P}_{n}, n \in \mathbb{N}\right)$ be a sequence of partitions of the form $\mathcal{P}_{n}=\left\{0=t_{0}^{(n)}<t_{1}^{(n)}<\ldots<t_{m(n)}^{(n)}<t_{m(n)+1}^{(n)}=T\right\}$ and suppose that $\lim _{n \rightarrow \infty} \delta\left(\mathcal{P}_{n}\right)=0$, where the mesh, $\delta\left(\mathcal{P}_{n}\right)=\max _{0 \leq j \leq m(n)}\left|t_{j+1}^{(n)}-t_{j}^{(n)}\right|$. As a preliminary - you need the following:-

Lemma 9.4. If $W_{k l} \in \mathcal{H}_{2}(T)$ for each $1 \leq k, l \leq m$, then

$$
\begin{aligned}
L^{2}-\lim _{n \rightarrow \infty} \sum_{j=0}^{n} W_{k l}\left(t_{j}^{(n)}\right) & \left(B^{k}\left(t_{j+1}^{(n)}\right)-B^{k}\left(t_{j}^{(n)}\right)\right)\left(B^{l}\left(t_{j+1}^{(n)}\right)-B^{l}\left(t_{j}^{(n)}\right)\right) \\
& =\sum_{k=1}^{m} \int_{0}^{T} W_{k k}(s) d s
\end{aligned}
$$

The proof is similar to that of Lemma 9.1 - but you will need the Gaussian moment $\mathbb{E}\left(B(t)^{4}\right)=3 t^{2}$ (see e.g. [13], section 4.4.1 for details).
Now let $M$ be a Brownian integral with drift of the form

$$
\begin{equation*}
M^{i}(t)=\int_{0}^{t} F_{j}^{i}(s) d B^{j}(s)+\int_{0}^{t} G^{i}(s) d s \tag{9.7}
\end{equation*}
$$

where each $F_{j}^{i},\left(G^{i}\right)^{\frac{1}{2}} \in \mathcal{P}_{2}(t)$, for all $t \geq 0,1 \leq i \leq d, 1 \leq j \leq m$.
For each $1 \leq i \leq j$, we introduce the quadratic variation process denoted as $\left(\left[M^{i}, M^{j}\right](t), t \geq 0\right)$ by

$$
\left[M^{i}, M^{j}\right](t)=\sum_{k=1}^{m} \int_{0}^{T} F_{k}^{i}(s) F_{k}^{j}(s) d s
$$

We will explore quadratic variation in greater depth in the sequel. The following slick method of proving Itô's formula is based on the proof in Kunita [53], pp.64-5.

## Theorem 9.5 (Itô's Theorem 1).

If $M=(M(t), t \geq 0)$ is a Brownian integral with drift of the form (9.7), then for all $f \in C^{2}\left(\mathbb{R}^{d}\right), t \geq 0$, with probability 1 , we have
$f(M(t))-f(M(0))=\int_{0}^{t} \partial_{i} f(M(s)) d M^{i}(s)+\frac{1}{2} \int_{0}^{t} \partial_{i} \partial_{j} f(M(s)) d\left[M^{i}, M^{j}\right](s)$.
Proof. Let $\left(\mathcal{P}_{n}, n \in \mathbb{N}\right)$ be a sequence of partitions of $[0, t]$ as above. By Taylor's theorem, we have, for each such partition (where we suppress the index $n$ ).

$$
\begin{aligned}
f(M(t))-f(M(0)) & =\sum_{k=0}^{m} f\left(M\left(t_{k+1}\right)\right)-f\left(M\left(t_{k}\right)\right) \\
& =J_{1}(t)+\frac{1}{2} J_{2}(t),
\end{aligned}
$$

where

$$
\begin{gathered}
J_{1}(t)=\sum_{k=0}^{m} \partial_{i} f\left(M\left(t_{k}\right)\right)\left(M^{i}\left(t_{k+1}\right)-M^{i}\left(t_{k}\right)\right) \\
J_{2}(t)=\sum_{k=0}^{m} \partial_{i} \partial_{j} f\left(N_{i j}^{k}\right)\left(M^{i}\left(t_{k+1}\right)-M^{i}\left(t_{k}\right)\right)\left(M^{j}\left(t_{k+1}\right)-M^{j}\left(t_{k}\right)\right),
\end{gathered}
$$

and where the $N_{i j}^{k}$ 's are each $\mathcal{F}\left(t_{k+1}\right)$-adapted $\mathbb{R}^{d}$-valued random variables satisfying $\left|N_{i j}^{k}-M\left(t_{k}\right)\right| \leq\left|M\left(t_{k+1}\right)-M\left(t_{k}\right)\right|$.
We write each $J_{2}(t)=K_{1}(t)+K_{2}(t)$, where

$$
\begin{gathered}
K_{1}(t)=\sum_{k=0}^{m} \partial_{i} \partial_{j} f\left(M\left(t_{k}\right)\right)\left(M^{i}\left(t_{k+1}\right)-M^{i}\left(t_{k}\right)\right)\left(M^{j}\left(t_{k+1}\right)-M^{j}\left(t_{k}\right)\right), \\
K_{2}(t)=\sum_{k=0}^{m}\left[\partial_{i} \partial_{j} f\left(N_{i j}^{k}\right)-\partial_{i} \partial_{j} f\left(M\left(t_{k}\right)\right)\right]\left(M^{i}\left(t_{k+1}\right)-M^{i}\left(t_{k}\right)\right)\left(M^{j}\left(t_{k+1}\right)-M^{j}\left(t_{k}\right)\right) .
\end{gathered}
$$

Now take limits as $n \rightarrow \infty$. It turns out that $K_{2}(t) \rightarrow 0$, in probability and the result follows.

Itô's formula for general Lévy-type stochastic integrals is obtained essentially by combining the Poisson and Brownian results and making sure you take good care of the compensators for small jumps. You should be able to guess the right result. See e.g. [13] or Ikeda and Watanabe [47] for a proof.
To give a precise statement, consider a Lévy-type stochastic integral of the form

$$
\begin{equation*}
d Y(t)=G(t) d t+F(t) d B(t)+H(t, x) \tilde{N}(d t, d x)+K(t, x) N(d t, d x) \tag{9.8}
\end{equation*}
$$

## Theorem 9.6 (Itô's Theorem 2).

If $Y$ is a Lévy-type stochastic integral of the form (9.8), then for each $f \in$ $C^{2}\left(\mathbb{R}^{d}\right), t \geq 0$, with probability 1 , we have

$$
\begin{aligned}
f(Y(t))-f(Y(0)) & =\int_{0}^{t} \partial_{i} f(Y(s-)) d Y_{c}^{i}(s)+\frac{1}{2} \int_{0}^{t} \partial_{i} \partial_{j} f(Y(s-)) d\left[Y_{c}^{i}, Y_{c}^{j}\right](s) \\
& +\int_{0}^{t} \int_{|x| \geq 1}[f(Y(s-)+K(s, x))-f(Y(s-))] N(d s, d x) \\
& +\int_{0}^{t} \int_{|x|<1}[f(Y(s-)+H(s, x))-f(Y(s-))] \tilde{N}(d s, d x) \\
& +\int_{0}^{t} \int_{|x|<1}[f(Y(s-)+H(s, x))-f(Y(s-)) \\
& \left.-H^{i}(s, x) \partial_{i} f(Y(s-))\right] \nu(d x) d s
\end{aligned}
$$

Tedious but straightforward algebra (Exercise 4.6) yields the following form, which is important since it extends to general semimartingales:-

Theorem 9.7 (Itô's Theorem 3). If $Y$ is a Lévy-type stochastic integral of the form (9.8), then for each $f \in C^{2}\left(\mathbb{R}^{d}\right), t \geq 0$, with probability 1 , we have

$$
\begin{aligned}
f(Y(t))-f(Y(0)) & =\int_{0}^{t} \partial_{i} f(Y(s-)) d Y^{i}(s)+\frac{1}{2} \int_{0}^{t} \partial_{i} \partial_{j} f(Y(s-)) d\left[Y_{c}^{i}, Y_{c}^{j}\right](s) \\
& +\sum_{0 \leq s \leq t}\left[f(Y(s))-f(Y(s-))-\Delta Y^{i}(s) \partial_{i} f(Y(s-))\right]
\end{aligned}
$$

Here $Y_{c}$ denotes the continuous part of $Y$ defined by $Y_{c}^{i}(t)=\int_{0}^{t} G^{i}(s) d s+$ $\int_{0}^{t} F_{j}^{i}(s) d B^{j}(s)$.
A current fascinating area of investigation involves extending Itô's formula to fractional Brownian motion, which is not a semimartingale, see e.g. [4].

### 9.2 Quadratic Variation and Itô's Product Formula

We extend the definition of quadratic variation to the more general case of Lévy-type stochastic integrals $Y=(Y(t), t \geq 0)$ of the form (9.8). So for each $t \geq 0$ we define a $d \times d$ matrix-valued adapted process $[Y, Y]=([Y, Y](t), t \geq 0)$ by the following prescription for its $(i, j)$ th entry $(1 \leq i, j \leq d)$,

$$
\begin{equation*}
\left[Y^{i}, Y^{j}\right](t)=\left[Y_{c}^{i}, Y_{c}^{j}\right](t)+\sum_{0 \leq s \leq t} \Delta Y^{i}(s) \Delta Y^{j}(s) \tag{9.9}
\end{equation*}
$$

Each $\left[Y^{i}, Y^{j}\right](t)$ is almost surely finite, and we have

$$
\begin{align*}
{\left[Y^{i}, Y^{j}\right](t) } & =\sum_{k=1}^{m} \int_{0}^{T} F_{k}^{i}(s) F_{k}^{j}(s) d s+\int_{0}^{t} \int_{|x|<1} H^{i}(s, x) H^{j}(s, x) N(d s, d x) \\
& +\int_{0}^{t} \int_{|x| \geq 1} K^{i}(s, x) K^{j}(s, x) N(d s, d x) \tag{9.10}
\end{align*}
$$

so that we clearly have each $\left[Y^{i}, Y^{j}\right](t)=\left[Y^{j}, Y^{i}\right](t)$. Note that the integral over small jumps in this case is always finite (Why ?)
Exercise 4.7 Show that for each $\alpha, \beta \in \mathbb{R}$ and $1 \leq i, j, k \leq d, t \geq 0$,

$$
\left[\alpha Y^{i}+\beta Y^{j}, Y^{k}\right](t)=\alpha\left[Y^{i}, Y^{k}\right](t)+\beta\left[Y^{j}, Y^{k}\right](t)
$$

The importance of $[Y, Y]$ is that it measures the deviation in the stochastic differential of products from the usual Leibniz formula. The following result makes this precise

Theorem 9.8 (Itô's Product Formula). If $Y^{1}$ and $Y^{2}$ are real-valued Lévy-type stochastic integrals of the form (9.8), then for all $t \geq 0$, with probability one, we have that

$$
\begin{aligned}
Y^{1}(t) Y^{2}(t) & =Y^{1}(0) Y^{2}(0)+\int_{0}^{t} Y^{1}(s-) d Y^{2}(s) \\
& +\int_{0}^{t} Y^{2}(s-) d Y^{1}(s)+\left[Y^{1}, Y^{2}\right](t)
\end{aligned}
$$

Proof. We consider $Y^{1}$ and $Y^{2}$ as components of a vector $Y=\left(Y^{1}, Y^{2}\right)$ and we take $f$ in Theorem 9.7 to be the smooth mapping from $\mathbb{R}^{2}$ to $\mathbb{R}$ given by $f\left(x^{1}, x^{2}\right)=x^{1} x^{2}$.
By Theorem 9.7, we then obtain, for each $t \geq 0$, with probability one,

$$
\begin{aligned}
Y^{1}(t) Y^{2}(t) & =Y^{1}(0) Y^{2}(0)+\int_{0}^{t} Y^{1}(s-) d Y^{2}(s) \\
& +\int_{0}^{t} Y^{2}(s-) d Y^{1}(s)+\left[Y_{c}^{1}, Y_{c}^{2}\right](t) \\
& +\sum_{0 \leq s \leq t}\left[Y^{1}(s) Y^{2}(s)-Y^{1}(s-) Y^{2}(s-)\right. \\
& \left.-\left(Y^{1}(s)-Y^{1}(s-)\right) Y^{2}(s-)-\left(Y^{2}(s)-Y^{2}(s-)\right) Y^{1}(s-)\right]
\end{aligned}
$$

from which the required result easily follows.
Exercise 4.8 Extend this result to the case where $Y^{1}$ and $Y^{2}$ are $d$-dimensional.
We can learn much about the way our Itô formulae work by writing the product formula in differential form:-

$$
d\left(Y^{1}(t) Y^{2}(t)\right)=Y^{1}(t-) d Y^{2}(t)+Y^{2}(t-) d Y^{1}(t)+d\left[Y^{1}, Y^{2}\right](t)
$$

By equation (9.10), we see that the term $d\left[Y^{1}, Y^{2}\right](t)$, which is sometimes called an Itô correction, arises as a result of the following formal product relations between differentials:-

$$
d B^{i}(t) d B^{j}(t)=\delta^{i j} d t \quad ; \quad N(d t, d x) N(d t, d y)=N(d t, d x) \delta(x-y),
$$

for $1 \leq i, j \leq m$, with all other products of differentials vanishing and if you have little previous experience of this game, these relations are a very valuable guide to intuition.

For completeness, we will give another characterisation of quadratic variation which is sometimes quite useful. We recall the sequence of partitions ( $\mathcal{P}_{n}, n \in$ $\mathbb{N}$ ), with mesh tending to zero which were introduced earlier.

Theorem 9.9. If $X$ and $Y$ are real-valued Lévy-type stochastic integrals of the form (9.8), then for each $t \geq 0$, with probability one, we have

$$
[X, Y](t)=\lim _{n \rightarrow \infty} \sum_{j=0}^{m_{n}}\left(X\left(t_{j+1}^{(n)}\right)-X\left(t_{j}^{(n)}\right)\right)\left(Y\left(t_{j+1}^{(n)}\right)-Y\left(t_{j}^{(n)}\right)\right),
$$

where the limit is taken in probability.
Proof. By polarisation, it is sufficient to consider the case $X=Y$. Using the identity

$$
(x-y)^{2}=x^{2}-y^{2}-2 y(x-y)
$$

for $x, y \in \mathbb{R}$, we deduce that

$$
\begin{aligned}
\sum_{j=0}^{m_{n}}\left(X\left(t_{j+1}^{(n)}\right)-X\left(t_{j}^{(n)}\right)\right)^{2} & =\sum_{j=0}^{m_{n}} X\left(t_{j+1}^{(n)}\right)^{2}-\sum_{j=0}^{m_{n}} X\left(t_{j}^{(n)}\right)^{2} \\
& -2 \sum_{j=0}^{m_{n}} X\left(t_{j}^{(n)}\right)\left(X\left(t_{j+1}^{(n)}\right)-X\left(t_{j}^{(n)}\right)\right),
\end{aligned}
$$

and the required result follows from Itô's product formula (Theorem 9.8).
Many of the results of this lecture extend from Lévy-type stochastic integrals to arbitrary semimartingales and full details can be found in Jacod-Shiryaev [51] and Protter [66]. In particular, if $F$ is a simple process and $X$ is a semimartingale we can again use Itô's prescription to define

$$
\int_{0}^{t} F(s) d X(s)=\sum F\left(t_{j}\right)\left(X\left(t_{j+1}\right)-X\left(t_{j}\right)\right)
$$

and then pass to the limit to obtain more general stochastic integrals. Itô's formula can be established in the form given in Theorem 9.7 and the quadratic variation of semimartingales defined as the correction term in the corresponding Itô product formula.
Although stochastic calculus for general semimartingales is not the subject of this book, we do require one result - the famous Lévy characterisation of Brownian motion.

Theorem 9.10 (Lévy's characterisation). Let $M=(M(t), t \geq 0)$ be a continuous centered martingale, which is adapted to a given filtration $\left(\mathcal{F}_{t}, t \geq\right.$ 0). If $\left[M_{i}, M_{j}\right](t)=a_{i j} t$ for each $t \geq 0,1 \leq i, j \leq d$ where $a=\left(a_{i j}\right)$ is a positive definite symmetric matrix, then $M$ is an $\mathcal{F}_{t}$-adapted Brownian motion with covariance $a$.

Proof. Fix $u \in \mathbb{R}^{d}$ and define the process $\left(Y_{u}(t), t \geq 0\right)$ by $Y_{u}(t)=e^{i(u, M(t))}$, then by Itô's formula, we obtain

$$
\begin{aligned}
d Y_{u}(t) & =i u^{j} Y_{u}(t) d M_{j}(t)-\frac{1}{2} u^{i} u^{j} Y_{u}(t) d\left[M_{i}, M_{j}\right](t) \\
& =i u^{j} Y_{u}(t) d M_{j}(t)-\frac{1}{2}(u, a u) Y_{u}(t) d t .
\end{aligned}
$$

Upon integrating from $s$ to $t$, we obtain

$$
Y_{u}(t)=Y_{u}(s)+i u^{j} \int_{s}^{t} Y_{u}(\tau) d M_{j}(\tau)-\frac{1}{2}(u, a u) \int_{s}^{t} Y_{u}(\tau) d \tau
$$

Now take conditional expectations of both sides with respect to $\mathcal{F}_{s}$, and use the conditional Fubini Theorem to obtain

$$
\begin{gathered}
\mathbb{E}\left(Y_{u}(t) \mid \mathcal{F}_{s}\right)=Y_{u}(s)-\frac{1}{2}(u, a u) \int_{s}^{t} \mathbb{E}\left(Y_{u}(\tau) \mid \mathcal{F}_{s}\right) d \tau \\
\text { Hence } \mathbb{E}\left(e^{i(u, M(t))} \mid \mathcal{F}_{s}\right)=e^{-\frac{1}{2}(u, a u)(t-s)}
\end{gathered}
$$

Exercise 4.8 Confirm that this is enough to make $M$ a Brownian motion.
Note: A number of interesting propositions which are equivalent to the Lévy characterisation can be found in Kunita [53], p. 67.

### 9.3 Stochastic Differential Equations

Using Picard iteration one can show the existence of a unique solution to

$$
\begin{align*}
d Y(t) & =b(Y(t-)) d t+\sigma(Y(t-)) d B(t)+  \tag{9.11}\\
& +\int_{|x|<c} F(Y(t-), x) \tilde{N}(d t, d x)+\int_{|x| \geq c} G(Y(t-), x) N(d t, d x),
\end{align*}
$$

which is a convenient shorthand for the system of SDE's:-

$$
\begin{align*}
d Y^{i}(t) & =b^{i}(Y(t-)) d t+\sigma_{j}^{i}(Y(t-)) d B^{j}(t)+  \tag{9.12}\\
& +\int_{|x| \leq c} F^{i}(Y(t-), x) \tilde{N}(d t, d x)+\int_{|x|>c} G^{i}(Y(t-), x) N(d t, d x),
\end{align*}
$$

where each $1 \leq i \leq d$. The conditions under which this holds are:-

## (1) Lipschitz Condition

There exists $K_{1}>0$ such that for all $y_{1}, y_{2} \in \mathbb{R}^{d}$,

$$
\begin{align*}
& \left|b\left(y_{1}\right)-b\left(y_{2}\right)\right|^{2}+\left\|a\left(y_{1}, y_{1}\right)-2 a\left(y_{1}, y_{2}\right)+a\left(y_{2}, y_{2}\right)\right\|  \tag{9.13}\\
+ & \int_{|x|<c}\left|F\left(y_{1}, x\right)-F\left(y_{2}, x\right)\right|^{2} \nu(d x) \leq K_{1}\left|y_{1}-y_{2}\right|^{2} .
\end{align*}
$$

## (2) Growth Condition

There exists $K_{2}>0$ such that for all $y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
|b(y)|^{2}+\|a(y, y)\|+\int_{|x|<c}|F(y, x)|^{2} \nu(d x) \leq K_{2}\left(1+|y|^{2}\right) . \tag{9.14}
\end{equation*}
$$

## (3) Big Jumps Condition

$G$ is jointly measurable and $y \rightarrow G(y, x)$ is continuous for all $|x| \geq 1$.
Here, $\|\cdot\|$ is the matrix seminorm $\|a\|=\sum_{i=1}^{d}\left|a_{i}^{i}\right|$, and $a(x, y)=\sigma(x) \sigma(y)^{T}$.
We also impose the standard initial condition $Y(0)=Y_{0}$ (a.s.) for which $Y_{0}$ is independent of $\left(\mathcal{F}_{t}, t>0\right)$. Full details and proofs can be found in section 6.2 of [13].
A special case of considerable interest is

$$
d Y(t)=L(Y(t-)) d X(t) .
$$

You can check that the conditions given above boil down to the single requirement that $L$ be globally Lipshitz, in order to get existence and uniqueness.

## Example:- Stochastic Exponentials

$$
d Y(t)=Y(t-) d X(t)
$$

i.e. $d Y^{i}(t)=Y^{i}(t-) d X^{i}(t)$ for each $1 \leq i \leq d$. This has a unique solution given (in the case $d=1$, with $Y_{0}=1$ (a.s.)) by the stochastic (Doléans-Dade) exponential

$$
Y(t)=\mathcal{E}_{X}(t)=\exp \left\{X(t)-\frac{1}{2}\left[X_{c}, X_{c}\right](t)\right\} \prod_{0 \leq s \leq t}(1+\Delta X(s)) e^{-\Delta X(s)},
$$

for each $t \geq 0$.
Solutions of SDEs are Markov processes and, in the case where there are no jumps, diffusion processes. In general, we obtain a Feller semigroup $\left(T_{t} f\right)(y)=$ $\mathbb{E}(f(Y(t)) \mid Y(0)=y)$ with generator $\mathcal{L}$. We have $C_{0}^{2}\left(\mathbb{R}^{d}\right) \subseteq \operatorname{Dom}(\mathcal{L})$ and

$$
\begin{align*}
(\mathcal{L} f)(y) & =b^{i}(y)\left(\partial_{i} f\right)(y)+\frac{1}{2} a^{i j}(y, y)\left(\partial_{i} \partial_{j} f\right)(y)  \tag{9.15}\\
& +\int_{|x|<c}\left(f(y+F(y, x))-f(y)-F^{i}(y, x)\left(\partial_{i} f\right)(y)\right) \nu(d x) \\
& +\int_{|x| \geq c}(f(y+G(y, x))-f(y)) \nu(d x),
\end{align*}
$$

for each $f \in C_{0}^{2}\left(\mathbb{R}^{d}\right), y \in \mathbb{R}^{d}$.
Sometimes it useful to study solutions of SDE's as two-parameter processes corresponding to a "starting time" $s$ and a "finishing time" $t$. We also consider solutions as functions of the initial condition as well as of chance i.e. each $\Phi_{s, t}: \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}^{d}$.

$$
\begin{align*}
d \Phi_{s, t}(y) & =b\left(\Phi_{s, t-}(y)\right) d t+\sigma\left(\Phi_{s, t-}(y)\right) d B(t)  \tag{9.16}\\
& +\int_{|x|<c} F\left(\Phi_{s, t-}(y), x\right) \tilde{N}(d t, d x)+\int_{|x| \geq c} G\left(\Phi_{s, t-}(y), x\right) N(d t, d x)
\end{align*}
$$

with initial condition $\Phi_{s, s}(y)=y$ (a.s.). These form a stochastic flow i.e.
(i) $\Phi_{r, t}=\Phi_{s, t} \circ \Phi_{r, s}$ (a.s.), for all $0 \leq r<s<t<\infty$,
(ii) $\Phi_{s, s}(y)=y$ (a.s.), for all $s \geq 0, y \in \mathbb{R}^{d}$.

If, in addition, each $\Phi_{s, t}$ is almost surely a homeomorphism ( $C^{k}$-diffeomorphism) of $\mathbb{R}^{d}$, we say that $\Phi$ is a stochastic flow of homeomorphisms $\left(C^{k}\right.$ diffeomorphisms, respectively).
If, in addition to (i) and (ii), we have that
(iii) For each $n \in \mathbb{N}, 0 \leq t_{1}<t_{2}<\cdots<t_{n}<\infty, y \in \mathbb{R}^{d}$, the random variables $\left\{\Phi_{t_{j}, t_{j+1}}(y) ; 1 \leq j \leq n-1\right\}$ are independent.
(iv) The mappings $t \rightarrow \Phi_{s, t}(y)$ are càdlàg, for each $y \in \mathbb{R}^{d}, 0 \leq s<t$,
we say that $\Phi$ is a Lévy flow.
If (iv) can be strengthened from "càdlàg" to "continuous", we say that $\Phi$ is a Brownian flow.

It is not difficult to show that solutions to (9.16) are a Lévy flow. The systematic study of Lévy flows was initiated by Fujiwara and Kunita in the important paper [37]. A review of progress in finding conditions which guarantee the diffeomorphism property is in [13], see also [54].

## 10 Lecture 5: Lévy Processes in Groups

### 10.1 Lévy Processes in Locally Compact Groups - The Basics

Let $G$ be a topological group with identity $e$, so $G$ is a group which is also a topological space in which the composition $G \times G \rightarrow G$, given by $(\sigma, \tau) \rightarrow \sigma \tau$
and the inverse $G \rightarrow G$ given by $\sigma \rightarrow \sigma^{-1}$ are continuous. For each $\sigma \in G$, left translation $l_{\sigma}: G \rightarrow G$ is defined by $l_{\sigma}(\tau)=\sigma \tau$. Each $l_{\sigma}$ is an homeomorphism of $G . r_{\sigma}$ is defined similarly.
We assume throughout that $G$ is Hausdorff and locally compact. Every such group is equipped with a non-zero left-invariant regular Borel measure, called Haar measure $m$, which is unique up to multiplication by a positive constant, so $m(\sigma A)=m(A)$ for all $\sigma \in G, A \in \mathcal{B}(G)$. We often write $m(d \tau)=d \tau$. We may thus equip $G$ with the Banach spaces $L^{p}(G, m)=L^{p}(G)$, for $1 \leq p \leq \infty$. We'll also need $C_{0}(G)$, the Banach space (under the sup norm) of continuous functions $f: G \rightarrow \mathbb{R}$ which vanish at infinity, i.e. given any $\epsilon>0$, there exists a compact $K \subset G$ such that $|f(\sigma)|<\epsilon$, whenever $x \in G-K$. For each $\sigma \in G, f \in C_{0}(G)$, define $L_{\sigma} f=f \circ l_{\sigma}$, then $L_{\sigma}$ is an isometric isomorphism of $C_{0}(G)$ (and also of each $L^{p}(G)$ ). $R_{\sigma} f=f \circ r_{\sigma}$ has similar properties.
Note that if $G$ is compact, then $m$ is always finite and also right-invariant. $\frac{m(\cdot)}{m(G)}$ is then a probability measure on $G$, which is called normalised Haar measure.
Now consider a stochastic process $(Y(t), t \geq 0)$ taking values in $G$. The group structure allows us to construct left increments $Y(s)^{-1} Y(t)$ and right increments $Y(t) Y(s)^{-1}$ of the process $Y$ for $0 \leq s<t<\infty$ and unless the group is abelian there is no reason why these should coincide.
We say that a process $Y$ has stationary and independent left increments if

1. for each $n \in \mathbf{N}$ and $0 \leq t_{1} \ldots \leq t_{n}<\infty$,
the random variables $Y\left(t_{1}\right)^{-1} Y\left(t_{2}\right), \ldots, Y\left(t_{n-1}\right)^{-1} Y\left(t_{n}\right)$ are independent,
2. for each $0 \leq s<t<\infty, Y(s)^{-1} Y(t)$ has the same law as $Y(t-s)$.

Now we can define a left Lévy process in $G$ to be a process $Y$ satisfying the following

1. $Y$ has stationary and independent left increments
2. $Y(0)=e$ (a.s.)
3. $Y$ is (left) stochastically continuous i.e.

$$
\lim _{s \rightarrow t} P\left(Y(s)^{-1} Y(t) \in A\right)=0
$$

for all $A \in \mathcal{B}(G)$ with $e \notin \bar{A}$
We can similarly define a right Lévy process by replacing "left" with "right" in (1) and (3) above.

Exercise 5.1 Deduce that there is a one to one correspondence between left and right Lévy processes in $G$ wherein the right Lévy process corresponding to the left Lévy process $Y$ is $Y^{-1}=\left(Y^{-1}(t), t \geq 0\right)$.
In the light of the above we will drop the left/right distinction and concentrate on left Lévy processes which we will call Lévy processes from now on. Note that when $G=\mathbb{R}^{d}$, then our processes are precisely the usual ones.

What mathematical tools can we use to investigate Lévy processes in Lie groups ? We cannot define a characteristic function in general so Fourier methods are not obviously available (we'll have plenty more to say about this later). What about the semigroup approach ?
Let $\left(p_{t}, t \geq 0\right)$ be the law of the Lévy process $Y$, then it follows from the definition that $\left(p_{t}, t \geq 0\right)$ is a weakly continuous convolution semigroup of probability measures on $G$ where the convolution operation is defined for measures $\mu$ and $\nu$ on $G$ by

$$
(\mu * \nu)(A)=\int_{G} \mu(d \tau) \nu\left(\tau^{-1} A\right)
$$

for each $A \in \mathcal{B}(G)$. So that in particular we have, for all $s, t \geq 0$,

$$
\begin{equation*}
p_{s+t}=p_{s} * p_{t} \quad \text { and } \quad \operatorname{wklim}_{t \downarrow 0} p_{t}=\delta_{e} \tag{10.1}
\end{equation*}
$$

where $\delta_{e}$ is Dirac measure concentrated at $e$. Define a family of linear operators ( $T_{t}, t \geq 0$ ) on $C_{0}(G)$ by the prescription

$$
\begin{equation*}
\left(T_{t} f\right)(\tau)=\mathbb{E}(f(\tau Y(t)))=\int_{G} f(\tau \sigma) p_{t}(d \sigma) \tag{10.2}
\end{equation*}
$$

for each $t \geq 0, f \in C_{0}(G), \tau \in G$.
Exercise 5.2. Show that $\left(T_{t}, t \geq 0\right)$ is a Feller semigroup.
Note that $L_{\tau} T_{t}=T_{t} L_{\tau}$, for all $\tau \in G, t \geq 0$.
We would like to be able to characterise the generator of this semigroup. It will help to look at some sub-categories of "locomp groups" and return to the general case later.

### 10.2 Lévy Processes in LCA Groups

In this section, we assume that $G$ is abelian and write all group operations additively. So $G$ is a LCA group (locally compact, abelian). An excellent reference for all the group theory developed below is Rudin [72].
Let $\widehat{G}$ be the set of all continuous homomorphisms from $G$ into the one-torus $\mathbb{T}=\{z \in \mathbb{C} ;|z|=1\}$. Then $\widehat{G}$ is also a locally compact abelian group called the dual group of $G$. Elements of $\widehat{G}$ are called characters of $G$. We emphasise the duality between $G$ and $\widehat{G}$ by writing $\gamma(\tau)=\langle\gamma, \tau\rangle$, for each $\tau \in G, \gamma \in \widehat{G}$. So we have

$$
\left\langle\gamma, \tau_{1}+\tau_{2}\right\rangle=\left\langle\gamma, \tau_{1}\right\rangle\left\langle\gamma, \tau_{2}\right\rangle, \quad\langle\gamma,-\tau\rangle=\overline{\langle\gamma, \tau\rangle},
$$

for each $\gamma \in \widehat{G}, \tau_{1}, \tau_{2}, \tau \in G$.
Useful facts:

$$
\begin{gathered}
G \text { discrete } \Rightarrow \widehat{G} \text { compact. } \\
\quad G \text { compact } \Rightarrow \widehat{G} \text { discrete. } \\
\text { e.g. } \widehat{\mathbb{R}}=\mathbb{R}, \quad \widehat{\mathbb{T}}=\mathbb{Z}, \quad \widehat{\mathbb{Z}}=\mathbb{T} \text {. }
\end{gathered}
$$

In general, we have Pontryagin duality - $\widehat{\widehat{G}} \cong G$.

## The Lévy-Khintchine Formula

Let $\mu$ be a probability measure on $G$. Define its characteristic function $\phi_{\mu}$ : $\widehat{G} \rightarrow \mathbb{C}$ by

$$
\phi_{\mu}(\gamma)=\int_{G}\langle\gamma, \tau\rangle \mu(d \tau)
$$

Lemma 10.1. Let $\mu_{1}, \mu_{2}$ be probability measures on $G$. For each $\gamma \in G$,

$$
\phi_{\mu_{1} * \mu_{2}}(\gamma)=\phi_{\mu_{1}}(\gamma) \phi_{\mu_{2}}(\gamma)
$$

Proof. By Fubini's theorem,

$$
\begin{aligned}
\phi_{\mu_{1} * \mu_{2}}(\gamma) & =\int_{G}\langle\gamma, \tau\rangle\left(\mu_{1} * \mu_{2}\right)(d \tau) \\
& =\int_{G} \int_{G}\langle\gamma, \tau+\sigma\rangle \mu_{1}(d \tau) \mu_{2}(d \sigma) \\
& =\int_{G} \int_{G}\langle\gamma, \tau\rangle\langle\gamma, \sigma\rangle \mu_{1}(d \tau) \mu_{2}(d \sigma) \\
& =\phi_{\mu_{1}}(\gamma) \phi_{\mu_{2}}(\gamma)
\end{aligned}
$$

Exercise 5.3 Show that $\phi_{\mu}$ is positive definite, i.e. $\sum_{i, j} c_{i} \overline{c_{j}} \phi_{\mu}\left(\gamma_{i}-\gamma_{j}\right) \geq 0$, for all $c_{i} \in \mathbb{C}, \gamma_{i} \in \widehat{G}, 1 \leq i, j \leq n, n \in \mathbb{N}$.
We can now follow much of the path developed in Lecture 1 - there are generalisations of Bochner's theorem, Schoenberg's correspondence, infinite divisibility etc. For details see Chapter IV of Parthasarathy [64]. We will pass straight to Lévy processes $Y=(Y(t), t \geq 0)$.
The main result about these in LCA groups is the generalised Lévy-Khintchine formula, a proof of which can again be found in Parthasarathy [64]. For each $t \geq 0, \gamma \in \widehat{G}$, consider the characteristic function:-

$$
\mathbb{E}(\langle\gamma, Y(t)\rangle)=\int_{G}\langle\gamma, \tau\rangle p_{t}(d \tau)
$$

Theorem 10.2 (Lévy Khinchine formula - LCA case). For each $t \geq$ $0, \gamma \in \widehat{G}$,

$$
\mathbb{E}(\langle\gamma, Y(t)\rangle)=e^{t \eta(\gamma)}
$$

where $\eta: \widehat{G} \rightarrow \mathbb{C}$ is of the form

$$
\eta(\gamma)=i l(\gamma)+q(\gamma)+\int_{G-\{0\}}[\langle\gamma, \tau\rangle-1-i g(\tau, \gamma)] \nu(d \tau), \quad \text { where }
$$

- $l: \widehat{G} \rightarrow \mathbb{R}$ is a continuous homomorphism,
- $q: \widehat{G} \rightarrow \mathbb{R}$ is a continuous non-negative quadratic form, i.e. $q\left(\gamma_{1}+\gamma_{2}\right)+$ $q\left(\gamma_{1}-\gamma_{2}\right)=2 q\left(\gamma_{1}\right)+2 q\left(\gamma_{2}\right)$,
- $\quad \nu$ is a $\sigma$-finite measure on $G-\{0\}$ for which $\nu\left(V^{c}\right)<\infty$, for every neighborhood of the identity $V \in \mathcal{B}(G)$ and $\int_{G-\{0\}}(1-\Re\langle\gamma, \tau\rangle) \nu(d \tau)<\infty$ for all $\gamma \in \widehat{G}$.
- $g: G \times \widehat{G} \rightarrow \mathbb{R}$ is continuous, bounded on compact sets and is subject to other technical conditions which are listed in [64], lemma 5.3.

Note The general theory of infinite divisibility in LCA groups is complicated by the existence of idempotents, i.e. probability measures $\mu$ for which $\mu * \mu=\mu$.
Exercise 5.3 Show that if $G$ is compact, then its normalised Haar measure is idempotent.

If $Y$ is a Lévy process with laws $\left(p_{t}, t \geq 0\right)$, then $p_{t}$ cannot be idempotent and this simplifies matters for us.

## Semigroups and The Fourier Transform

If $f \in L^{1}(G)$, we define its Fourier transform $\widehat{f}$ by

$$
\widehat{f}(\gamma)=\int_{G}\langle\gamma,-\tau\rangle f(\tau) d \tau, \quad \text { for each } \gamma \in \widehat{G}
$$

Then $\widehat{f} \in C_{0}(\widehat{G})$. In fact $L^{1}(G)$ is a commutative Banach algebra under convolution, $\widehat{G}$ is its maximal ideal space and $f \rightarrow \widehat{f}$ is the Gelfand transform. We also have the Plancherel theorem whereby the mapping $f \rightarrow \widehat{f}$ extends from an isometric embedding of $L^{1}(G) \cap L^{2}(G)$ into $L^{2}(\widehat{G})$ to a unitary isomorphism between $L^{2}(G)$ and $L^{2}(\widehat{G})$. If $f \in L^{1}(G) \cap L^{2}(G)$, we can, by taking adjoints, use Fourier inversion to write $f(\tau)=\int_{\widehat{G}}\langle\gamma, \tau\rangle \widehat{f}(\gamma) d \gamma$. Now let $\left(T_{t}, t \geq 0\right)$ be the Feller semigroup of $Y$ acting in $L^{2}(G)$, then we can imitate the argument of Lecture 2 to write, via Fubini's theorem and the Lévy-Khintchine formula :-

$$
\begin{aligned}
\left(T_{t} f\right)(\tau) & =\mathbb{E}(f(\tau+Y(t))) \\
& =\int_{\widehat{G}} \mathbb{E}(\langle\gamma, \tau+Y(t)\rangle) \widehat{f}(\gamma) d \gamma \\
& =\int_{\widehat{G}}\langle\gamma, \tau\rangle \mathbb{E}(\langle\gamma, Y(t)\rangle) \widehat{f}(\gamma) d \gamma \\
& =\int_{\widehat{G}}\langle\gamma, \tau\rangle e^{t \eta(\gamma)} \widehat{f}(\gamma) d \gamma
\end{aligned}
$$

If $\mathcal{A}$ is the infinitesimal generator of $\left(T_{t}, t \geq 0\right)$, then formal differentiation yields the pseudo-differential operator representation:-

$$
(\mathcal{A} f)(\tau)=\int_{\widehat{G}}\langle\gamma, \tau\rangle \eta(\gamma) \widehat{f}(\gamma) d \gamma
$$

In Berg and Forst [18], this argument is made precise and it is shown that this representation holds on the non-isotropic Sobolev space $\operatorname{Dom}(\mathcal{A})=\mathcal{H}_{\eta}(G)=$ $\left\{f \in L^{2}(G) ; \eta \widehat{f} \in L^{2}(\widehat{G})\right\}$. [18] is also a good source for extending other aspects of Lévy processes in Euclidean space to LCA's, such as subordination.

### 10.3 Lévy Processes in Lie Groups

## Background on Lie Groups

If you are new to Lie theory, a nice introduction can be found in the articles by Segal and Carter in [26] and the second half of Simon [77].
A Lie group is a group $G$ which is also a $C^{\infty}$ manifold in which the composition $G \times G \rightarrow G$, given by $(\sigma, \tau) \rightarrow \sigma \tau$ and the inverse $G \rightarrow G$ given by $\sigma \rightarrow \sigma^{-1}$ are $C^{\infty}$.

Examples The Classical Groups - e.g. $G L(n, \mathbb{C}), S L(n, \mathbb{R}), U(n), O(n)$, $\operatorname{SU}(n), S O(n), S p(n), \operatorname{Spin}(n)$ etc.
The Heisenberg Group $\mathbb{H}^{n}$ is $\mathbb{R}^{2 n+1}$ equipped with the composition law

$$
\left(a_{1}, q_{1}, p_{1}\right)\left(a_{2}, q_{2}, p_{2}\right)=\left(a_{1}+a_{2}+\frac{1}{2}\left(p_{1} \cdot q_{2}-q_{1} \cdot p_{2}\right), q_{1}+q_{2}, p_{1}+p_{2}\right)
$$

where each $a_{i} \in \mathbb{R}, q_{i}, p_{i} \in \mathbb{R}^{n}(i=1,2)$.
$O(m, n)$ is the group of linear transformations in $\mathbb{R}^{m+n}$ which leave invariant the pseudo-metric

$$
x_{1}^{2}+\cdots+x_{m}^{2}-x_{m+1}^{2}-\cdots x_{m+n}^{2},
$$

e.g. $O(3,1)$ is the Lorentz group.

If $M$ is any $d$-dimensional $C^{\infty}$-manifold then for each $p \in M, T_{p}(M)$ denotes the tangent space at $p$. It is a $d$-dimensional linear space which consists precisely of all the point derivations at $p$, i.e. $X_{p} \in T_{p}(M)$ if and only if $X_{p}$ is a linear map from $C^{\infty}(M)$ to $\mathbb{R}$ and

$$
X_{p}(f g)=X_{p}(f) g(p)+f(p) X_{p}(g),
$$

for all $f, g \in C^{\infty}(M)$.
In local co-ordinates, each $X_{p}=a_{p}^{i} \partial_{i}$, where $a_{p}^{i} \in \mathbb{R}(1 \leq i \leq d)$. The tangent bundle $T(M)=\bigcup_{p \in M} T_{p}(M)$ inherits a differential structure from $M$ and becomes a $2 d$-dimensional $C^{\infty}$-manifold. $X$ is a smooth vector field if it is a
smooth section of $T(M)$ i.e. $X: M \rightarrow T(M)$ is $C^{\infty}$ and $X(p) \in T_{p}(M)$, for each $p \in M$. In local co-ordinates, $X(p)=a^{i}(p) \partial_{i}$ where each $a^{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is $C^{\infty}$.
If $M$ and $N$ are both $C^{\infty}$ manifolds and $\phi: M \rightarrow N$ is $C^{\infty}$, then we can "linearise" $\phi$ to obtain its differential which is a linear map from $T_{p}(M)$ to $T_{\phi(p)}(N)$. This is defined as follows:- let $X_{p} \in T_{p}(M), f \in C^{\infty}(N)$ - define $Y_{p} \in T_{\phi(p)}(N)$, by

$$
\begin{gathered}
\left(Y_{p} f\right)(\phi(p))=\left(X_{p}(f \circ \phi)\right)(p), \\
\text { then } d \phi\left(X_{p}\right)=Y_{p} .
\end{gathered}
$$

Note that if $\phi$ is bijective then so is $d \phi$.
Let $G$ be a Lie group. Fix $X \in T_{e}(G)$. Define a vector field by $X^{L}(\tau)=d l_{\tau}(X)$. $X^{L}(\cdot)$ is called a left invariant vector field since each $X^{L}(\sigma)=d l_{\sigma \tau^{-1}} X^{L}(\tau)$. Right invariant vector fields $X^{L}$ are defined similarly, using right instead of left translation. The linear space of all left invariant vector fields induces a $d$-dimensional Lie algebra structure onto $\mathrm{g}=T_{e}(G)$. You should think of $\mathbf{g}$ as a "linearisation" of $G$. The fact that $\mathbf{g}$ is a (real) Lie algebra means that $\mathbf{g}$ is a finite-dimensional real vector space equipped with a bilinear map $[\cdot, \cdot]: \mathbf{g} \times \mathbf{g} \rightarrow \mathbf{g}$ for which

1. $[X, Y]=-[Y, X]$
2. (The Jacobi Identity) $[X,[Y, Z]]+[Y,[Z, X]]+[Z,[X, Y]]=0$
for all $X, Y, Z \in \mathbf{g}$.
Examples: $G=S O(n), \mathbf{g}=\operatorname{so}(n)$ - the space of all skew-symmetric $n \times n$ matrices having zero trace.
$G=\mathbb{H}^{n}$. A basis for the Lie algebra of left-invariant vector fields is $\left\{T, L_{1}, \ldots\right.$, $\left.L_{n}, M_{1}, \ldots, M_{n}\right\}$, where for $1 \leq j \leq n$,

$$
T=\frac{\partial}{\partial t}, L_{j}=\frac{\partial}{\partial q_{j}}+\frac{1}{2} p_{j} \frac{\partial}{\partial t}, M_{j}=\frac{\partial}{\partial p_{j}}-\frac{1}{2} q_{j} \frac{\partial}{\partial t}
$$

and we have the commutation relations, for $1 \leq j, k \leq n$,

$$
\left[L_{j}, L_{k}\right]=\left[M_{j}, M_{k}\right]=\left[M_{j}, T\right]=\left[L_{j}, T\right]=0,\left[M_{j}, L_{k}\right]=\delta_{j k} T .
$$

Fix $X \in \mathbf{g}$ and consider the differential equation $\frac{d \psi(t)}{d t}=X(\psi(t))$, with initial condition $\psi(0)=e$. In local co-ordinates, if $X(p)=a^{i}(p) \partial_{i}$, then $\frac{d \psi(t)^{i}}{d t}=a^{i}(\psi(t))(1 \leq i \leq d)$. We write $\psi(t)=\exp (t X)$, then $(\exp (t X), t \in \mathbb{R})$ is a one-parameter subgroup of $G$ i.e.

$$
\exp ((s+t) X)=\exp (s X) \exp (t X), \quad[\exp (t X)]^{-1}=\exp (-t X)
$$

The mapping $\mathbf{g} \rightarrow G$ given by $X \rightarrow \exp (X)$ is called the exponential map. $\exp$ has some nice properties, e.g. we can always find a neighborhood $V$ of 0 in $\mathbf{g}$
which is mapped diffeomorphically by exp to a neighbourhood $N$ of $e$ in $G$. Fix a basis $X_{1}, \ldots, X_{n}$ of $\mathbf{g}$. Smooth functions $x_{1}, \ldots, x_{n}: N \rightarrow \mathbb{R}$ are called canonical co-ordinates for $G$ at $e$ (with respect to $X_{1}, \ldots, X_{n}$ ) if

$$
x_{i}\left(\exp \left(\sum_{i=1}^{n} a^{i} X_{i}\right)\right)=a_{i},
$$

whenever $\sum_{i=1}^{n} a^{i} X_{i} \in V$.
The following formulae can be useful: - for each $X \in \mathbf{g}, f \in C^{\infty}(G), \tau \in G$,

$$
\left(X^{L} f\right)(\tau)=\left.\frac{d}{d a} f(\tau \exp (a X))\right|_{a=0}, \quad\left(X^{R} f\right)(\tau)=\left.\frac{d}{d a} f(\exp (a X) \tau)\right|_{a=0}
$$

If $\mathbf{h}_{1}, \mathbf{h}_{2} \subseteq \mathbf{g}$, define $\left[\mathbf{h}_{1}, \mathbf{h}_{2}\right]=\left\{[X, Y], X \in \mathbf{h}_{1}, Y \in \mathbf{h}_{2}\right\}$. We obtain a decreasing sequence of subsets (in fact these are ideals) of $\mathbf{g},\left(\mathbf{g}_{n}, n \in \mathbb{N}\right)$ by $\mathbf{g}_{1}=[\mathbf{g}, \mathbf{g}]$ and for $n>2, \mathbf{g}_{n}=\left[\mathbf{g}, \mathbf{g}_{n-1}\right]$. We say that $\mathbf{g}$ and $G$ are nilpotent if $\mathbf{g}_{n}=0$ for some $n \in \mathbb{N}$ (and hence for all $m>n$ ), e.g. $\mathbb{H}_{n}$ is nilpotent.

## Hunt's Representation Formula

Now let $Y=(Y(t), t \geq 0)$ be a Lévy process with laws $\left(p_{t}, t \geq 0\right)$ in a Lie group $G$ with Lie algebra $\mathbf{g}$. Let $(T(t), t \geq 0)$ be the associated Feller semigroup acting in $C_{0}(G)$. The starting point for studying Lévy processes in Lie groups is a wonderful formula due to Hunt [45] who effectively generalised (6.1) from Lecture 2 to give a Lévy-Khintchine type decomposition for the infinitesimal generator $\mathcal{A}$ of $Y$. In the sequel, we'll write $\mathcal{D}=\operatorname{Dom}(\mathcal{A})$.
We first fix a basis ( $X_{j}, 1 \leq j \leq n$ ) of $\mathbf{g}$ and define the dense linear manifold $C_{2}^{L}(G)$ by
$C_{2}^{L}(G)=\left\{f \in C_{0}(G) ; X_{i}^{L}(f) \in C_{0}(G), X_{i}^{L} X_{j}^{L}(f) \in C_{0}(G)\right.$ for all $\left.1 \leq i, j \leq n\right\}$.
$C_{2}^{L}(G)$ is a Banach space with respect to the norm

$$
\|f\|_{2, L}=\|f\|+\sum_{i=1}^{n}\left\|X_{i}^{L} f\right\|+\sum_{j, k=1}^{n}\left\|X_{j}^{L} X_{k}^{L} f\right\| .
$$

The space $C_{2}^{R}(G)$ and the norms $\|\cdot\|_{2, R}$ are defined similarly. Note that the smooth functions of compact support $C_{c}^{\infty}(G) \subseteq C_{2}^{L}(G) \cap C_{2}^{R}(G)$.
There exist functions $x_{i} \in C_{c}^{\infty}(G), 1 \leq i \leq n$ so that $\left(x_{1}, \ldots, x_{n}\right)$ are a system of canonical co-ordinates for $G$ at $e$.
Furthermore, there exists a map $h \in \mathcal{D}$ which is such that

1. $h>0$ on $G-\{e\}$,
2. There exists a compact neighborhood of the identity $V$ such that for all $\tau \in V$,

$$
h(\tau)=\sum_{i=1}^{n} x_{i}(\tau)^{2} .
$$

Any such function is called a Hunt function in $G$. A positive measure $\nu$ defined on $\mathcal{B}(G-\{e\})$ is called a Lévy measure whenever

$$
\int_{G-\{e\}} h(\sigma) \nu(d \sigma)<\infty
$$

for some Hunt function $h$.
Hunt's theorem, which is given below is the main result of [45]. The arguments were later simplified for lesser mortals by S.Ramaswami - a student of K.R.Parthasarathy. These were then incorporated into the proof given by Herbert Heyer in his seminal 1977 treatise [43]. A quite slick proof will appear shortly in Liao [57].

Theorem 10.3 (Hunt's theorem). Let $Y$ be a Lévy process in $G$ with infinitesimal generator $\mathcal{A}$ then

1. $C_{2}^{L}(G) \subseteq \operatorname{Dom}(\mathcal{A})$.
2. For each $\tau \in G, f \in C_{2}^{L}(G)$,

$$
\begin{align*}
\mathcal{A} f(\tau)= & b^{i} X_{i}^{L} f(\tau)+a^{i j} X_{i}^{L} X_{j}^{L} f(\tau)  \tag{10.3}\\
& +\int_{G-\{e\}}\left(f(\tau \sigma)-f(\tau)-y^{i}(\sigma) X_{i}^{L} f(\tau)\right) \nu(d \sigma)
\end{align*}
$$

where $b=\left(b^{1}, \ldots b^{n}\right) \in \mathbb{R}^{n}, a=\left(a^{i j}\right)$ is a non-negative-definite, symmetric $n \times n$ real-valued matrix and $\nu$ is a Lévy measure on $G-\{e\}$.
Conversely, any linear operator with a representation as in (10.3) is the restriction to $C_{2}(G)$ of the infinitesimal generator of a unique convolution semigroup of probability measures.

Proof.(Sketch) This is quite long and involved. Of necessity we'll take a crude approach so as to get across the main ideas as to how the first part is obtained. The essence of Hunt's proof resides in a careful analysis of the generating functional

$$
\mathcal{B} f=\lim _{t \rightarrow \infty} \frac{1}{t}\left[\left(T_{t} f\right)(e)-f(e)\right]=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{G}(f(\sigma)-f(e)) p_{t}(d \sigma) .
$$

Note that if $f \in \mathcal{D}$, then $(\mathcal{A} f)(\tau)=\mathcal{B}\left(L_{\tau} f\right)$.
Ramaswami proved the following two useful results. Given any Borel neighborhood $N$ of $e$,

$$
\text { (i) } \sup _{t>0} \frac{p_{t}\left(N^{c}\right)}{t}<\infty \quad \text { (ii) } \quad \sup _{t>0} \frac{1}{t} \int_{N}\left(\sum_{i=1}^{n} x_{i}(\sigma)^{2}\right) p_{t}(d \sigma)<\infty \text {. }
$$

Now $\lim _{t \rightarrow 0} \frac{\left(T_{t} f\right)(\sigma)-f(\sigma)}{t}$ certainly exists uniformly in $\sigma \in G$, for all $f \in$ $C_{2}^{L}(G) \cap \mathcal{D}$. After some argument (and using Ramamswami's lemmas), we have that there exists $C>0$ such that

$$
\left|\frac{\left(T_{t} f\right)(\sigma)-f(\sigma)}{t}\right| \leq C\|f\|_{2, R}
$$

for all $f \in C_{2}^{L}(G)$. Since $C_{2}^{L}(G) \cap \mathcal{D}$ is dense in $C_{2}^{L}(G)$, we conclude that the $\lim _{t \rightarrow 0} \frac{\left(T_{t} f\right)(\sigma)-f(\sigma)}{t}$ exists uniformly in $\sigma \in G$ for all $f \in C_{2}^{L}(G)$. Hence $C_{2}^{L}(G) \subseteq \mathcal{D}$.
Let $f \in C_{2}^{L}$, then $\mathcal{B} f$ exists. For each $\tau \in G$ define,

$$
g(\tau)=f(\tau)-f(e)-\alpha_{i} x^{i}(\tau)-\beta_{i j} x^{i}(\tau) x^{j}(\tau)
$$

where $\alpha_{i}-X_{i}^{L} f(e)$ and $\beta_{i j}=X_{i}^{L} X_{j}^{L} f(e)$. Hence

$$
\mathcal{B}(f)=\lim _{t \rightarrow 0} \frac{1}{t} \int_{G} g(\sigma) p_{t}(d \sigma)+\alpha_{i} \mathcal{B}\left(x^{i}\right)+\beta_{i j} \mathcal{B}\left(x^{i} x^{j}\right) .
$$

After some work, we get

$$
\begin{aligned}
\lim _{t \rightarrow 0} \frac{1}{t} \int_{G} g(\sigma) p_{t}(d \sigma) & =\int_{G-\{e\}} g(\sigma) \nu(d \sigma) \\
& =\int_{G-\{e\}}\left(f(\sigma)-f(e)-x^{i}(\sigma)\left(X_{i}^{L} f\right)(e)\right) \nu(d \sigma) \\
& -\beta_{i j} \int_{G-\{e\}} x^{i}(\sigma) x^{j}(\sigma) \nu(d \sigma) .
\end{aligned}
$$

Now rearrange terms to find (10.3) at $\tau=e$. You can now get the general result on replacing $f$ by $L_{\sigma} f$

## Martingale Representation

More insight into the nature of the paths of Lévy processes in Lie groups can be obtained from the following result, due to Applebaum and Kunita [8].
In the following, we take $\mathcal{F}_{t}=\sigma\{Y(s), 0 \leq s \leq t\}$, for each $t \geq 0$. We will need the Doob-Meyer decomposition for real valued martingales $(M(t), t \geq 0)$ and $(N(t), t \geq 0)$, which asserts that there is a unique predictable process - denoted as $(\langle M(t), N(t)\rangle, t \geq 0)$ which is such that $M(t) N(t)-M(0) N(0)-\langle M(t), N(t)\rangle$ is a local martingale. If $M$ and $N$ are continuous, then $\langle M(t), N(t)\rangle=[M, N](t)$, for each $t \geq 0 .\langle\cdot, \cdot\rangle$ is sometimes called the Meyer angle bracket.

Theorem 10.4. If $Y=(Y(t), t \geq 0)$ is a càdlàg Lévy process in $G$ with infinitesimal generator $\mathcal{A}$ of the form (10.3), then there exists

- an $\mathcal{F}_{t}$-adapted Poisson random measure $N$ on $\mathbb{R}^{+} \times(G-\{e\})$,
- an $n$-dimensional $\mathcal{F}_{t}$-adapted Brownian motion $B=(B(t), t \geq 0)$ with mean zero and covariance $\operatorname{Cov}\left(B_{i}(t), B_{j}(t)\right)=2 t a_{i j}$, for each $t \geq 0$, which is independent of $N$,
such that for each $f \in C_{2}^{L}(G), t \geq 0$,

$$
\begin{aligned}
f(Y(t))= & f(e)+\int_{0}^{t}\left(X_{i}^{L} f\right)(Y(s-)) d B^{i}(s)+\int_{0}^{t}(\mathcal{A} f)(Y(s-)) d s+ \\
& +\int_{0}^{t} \int_{G-\{e\}}[f(Y(s-) \sigma)-f(Y(s-))] \tilde{N}(d s, d \sigma),
\end{aligned}
$$

where $\tilde{N}(d s, d \sigma)=N(d s, d \sigma)-d s \nu(d \sigma)$.
Furthermore, $Y$ is uniquely determined by $B$ and $N$ and

$$
\mathcal{F}_{t}=\sigma\{B(s), N((s, t] \times E) ; 0 \leq s \leq t, E \in \mathcal{B}(G-\{e\})\},
$$

for each $t \geq 0$.
Proof (Sketch). For each $0 \leq s \leq t<\infty, \tau \in G$, we introduce the notation $Y_{s, t}(\tau)=\tau Y(s)^{-1} Y(t)$. Now fix $s \geq 0$. For each $f \in C_{2}(G)^{L}, \tau \in G$, define $M_{s}^{f, \tau}=\left(M_{s, t}^{f, \tau}, t \geq s\right)$ by

$$
M_{s, t}^{f, \tau}=f\left(Y_{s, t}(\tau)\right)-f(e)-\int_{s}^{t} \mathcal{A} f\left(Y_{s, u}(\tau)\right) d u
$$

Then $M_{s}^{f, \tau}$ is a centred $L^{2}$-martingale. We can compute the associated Meyer angle bracket to obtain

$$
\left\langle M_{s, t}^{f, \tau_{1}}, M_{s, t}^{g, \tau_{2}}\right\rangle=\int_{s}^{t} B(f, g)\left(Y_{s, u}\left(\tau_{1}\right), Y_{s, u}\left(\tau_{2}\right)\right) d u
$$

for each $f, g \in C_{2}^{L}(G), \tau_{1}, \tau_{2} \in G$, where $B$ is the "carré de champ". This is defined by polarisation, from

$$
B(f, f)(\rho, \rho)=\left(\mathcal{A} f^{2}\right)(\rho)-2 f(\rho)(\mathcal{A} f)(\rho),
$$

and a calculation then yields,

$$
\begin{aligned}
B(f, g)\left(\rho_{1}, \rho_{2}\right)= & 2 \sum_{i, j=1}^{n} a_{i j}\left(X_{i}^{L} f\right)\left(\rho_{1}\right)\left(X_{j}^{L} g\right)\left(\rho_{2}\right) \\
& +\int_{G-\{e\}}\left(f\left(\rho_{1} \tau\right)-f\left(\rho_{1}\right)\right)\left(g\left(\rho_{2} \tau\right)-g\left(\rho_{2}\right)\right) \nu(d \tau),
\end{aligned}
$$

for each $\rho_{1}, \rho_{2} \in G$. Now let $\mathcal{P}=\left\{0=t_{0}<t_{1}<t_{2}<\cdots\right\}$ be a partition of $\mathbb{R}^{+}$ with mesh $\delta(\mathcal{P})=\max _{n \in \mathbb{N}}\left(t_{n}-t_{n-1}\right)<\infty$. We define a centred $\mathrm{L}^{2}$-martingale $\left(Z_{t}^{\mathcal{P}, f, \tau}, t \geq 0\right)$ by

$$
Z_{t}^{\mathcal{P}, f, \tau}=\sum_{n \in \mathbb{N}} M_{t \wedge t_{n-1}, t \wedge t_{n}}^{f, \tau}
$$

for each $t \geq 0$. Then we obtain another centred $\mathrm{L}^{2}$-martingale $\left(Z_{t}^{f, \tau}, t \geq 0\right)$ by

$$
Z_{t}^{f, \tau}=\mathrm{L}^{2}-\lim _{\delta(\mathcal{P}) \rightarrow 0} Z_{t}^{\mathcal{P}, f, \tau},
$$

for each $t \geq 0$. Moreover, for each $f, g \in C_{2}(G), \tau_{1}, \tau_{2} \in G, t \geq 0$, we have

$$
\left\langle Z_{t}^{f, \tau_{1}}, Z_{t}^{g, \tau_{2}}\right\rangle=t B(f, g)\left(\tau_{1}, \tau_{2}\right) \text { and } M_{s, t}^{f, \tau}=\int_{s}^{t} d Z_{u}^{f, Y_{s, u-}(\tau)}
$$

in the sense of the non-linear stochastic integral of Fujiwara and Kunita [37], lemma 4.2.
For each $t \geq 0$, let $Z_{t}^{f, \tau}=Z_{t}^{(c), f, \tau}+Z_{t}^{(d), f, \tau}$ be the unique decomposition into continuous and discontinuous centred martingales. For each $0 \leq s \leq t<$ $\infty, E \in \mathcal{B}(G-\{e\})$, define

$$
N((s, t], E)=\#\{0 \leq s<u \leq t ; \Delta Y(u) \in E\} .
$$

Then $N$ extends to a Poisson random measure on $\mathbb{R}^{+} \times(G-\{e\})$ with intensity measure $\nu$, and for each $t \geq 0$,

$$
Z_{t}^{(d), f, \tau}=\int_{0}^{t} \int_{G-\{e\}}(f(\tau \sigma)-f(\tau)) \tilde{N}(d s, d \sigma) .
$$

For each $1 \leq i \leq n, t \geq 0$, define $B_{i}(t)=Y_{t}^{(c), x_{i}, e}$. Then for each $1 \leq i, j \leq$ $n,\left\langle B_{i}(t), B_{j}(t)\right\rangle=2 t a_{i j}$. Hence $(B(t), t \geq 0)$ is a $d$-dimensional Brownian motion, by Lévy's characterisation, and for each $t \geq 0$,

$$
Z_{t}^{(c), f, \tau}=\sum_{1 \leq i \leq n} X_{i}^{L} f(\tau) B^{i}(t),
$$

from which the required result follows.
One of the motivations for proving this result was to obtain a class of Lévy flows on manifolds - briefly if there is an action of a Lie group $G$ on a manifold $M$ (i.e. a homomorphism from $G$ into the group $\operatorname{Diff}(M)$ ), then the right increment $X(t) X(s)^{-1}$ is mapped to a stochastic flow of diffeomorphisms acting on $M$.
In the case where $G$ is simply connected and nilpotent, Pap [62] has given a recursive formula for the construction of $Y$. In particular, if $G$ is the Heisenberg group $\mathbb{H}^{n}$, then there exists a Lévy process $\left(A(t), Q_{1}(t), \ldots Q_{n}(t), P_{1}(t), \ldots\right.$, $\left.P_{n}(t)\right)$ on $\mathbb{R}^{2 n+1}$ which is such that for each $t \geq 0$, we have

$$
Y(t)=\left(C_{A, Q, P}(t), Q_{1}(t), \ldots Q_{n}(t), P_{1}(t), \ldots, P_{n}(t)\right) \text { a.s. }
$$

where $C_{A, Q, P}(t)=A(t)+\frac{1}{2} \sum_{j=1}^{n} \int_{0}^{t}\left(P_{j}(s-) d Q_{j}(s)-Q_{j}(s-) d P_{j}(s)\right)$.
For further work on Lévy processes on $\mathbb{H}^{n}$, see [6].

## Examples of Lévy Processes in G

## Example 1: Brownian Motion on a Lie Group

A left-invariant Brownian motion on $G$ is the unique solution of the Stratonovitch SDE

$$
\begin{equation*}
d Y(t)=X_{i}^{L}(Y(t)) \circ d B^{i}(t) \tag{10.4}
\end{equation*}
$$

with $Y(0)=e$ (a.s.) and we have taken $a=\frac{1}{2} I$.
If we write each $X_{i}^{L}(\cdot)=c_{i}^{j}(\cdot) \partial_{i}$, in local co-ordinates, we have for $Y(t)=$ $\left(Y^{1}(t), \ldots, Y^{n}(t)\right)$,

$$
d Y^{j}(t)=c_{i}^{j}(Y(t)) d B^{i}(t)+\frac{1}{2} \sum_{i=1}^{n} \partial_{k}\left(c _ { i } ^ { j } ( Y ( t ) ) \left(c_{i}^{k}(Y(t)) d t\right.\right.
$$

We have $2 \mathcal{A}=\Delta_{G}=\sum_{j=1}^{n}\left(X_{j}^{L}\right)^{2}$ which is a left-invariant Laplacian in $G$. In the case, where $a=c I$, with $c \neq \frac{1}{2}$ we call the solution to (10.4) a $c$-Brownian motion.
As we have defined it above, Brownian motion depends upon the choice of basis $\left(X_{1}^{L}, \ldots, X_{n}^{L}\right)$. If we equip $G$ with a left-invariant Riemannian metric $m$ and require that $\left(X_{1}^{L}, \ldots, X_{n}^{L}\right)$ is orthonormal with respect to the corresponding inner product, then $Y$ is a geometrically intrinsic object and $\Delta_{G}$ is the Laplace-Beltrami operator associated to $(G, m)$.
Brownian motion has been the most intensively studied Lévy process in Lie groups. Recently it has played a key role in the development of analysis and geometry in path groups and loop groups (see e.g. Chapter XI of [60]).

## Example 2: The Compound Poisson Process

Let $\left(\gamma_{n}, n \in \mathbf{N}\right)$ be a sequence of i.i.d random variables taking values in $G$ with common law $\mu$ and let $(N(t), t \geq 0)$ be an independent Poisson process with intensity $\lambda>0$. We define the compound Poisson process in $G$ by

$$
\begin{equation*}
Y(t)=\gamma_{1} \gamma_{2} \ldots \gamma_{N(t)} \tag{10.5}
\end{equation*}
$$

for $t>0$.
Exercise 5.5 Show that in this case the generator is bounded and is given as

$$
\mathcal{A} f(\tau)=\int_{G}(f(\tau \sigma)-f(\tau)) \nu(d \sigma)
$$

for each $f \in C_{0}(G)$ where the Lévy measure $\nu(\cdot)=\lambda \mu(\cdot)$ is finite.

## Example 3: Stable Processes in Nilpotent Lie Groups

A dilation of a Lie group $G$ is a family of automorphisms $\delta=(\delta(r), r>0)$ for which

1. $\delta(r) \delta(s)=\delta(r s)$ for all $r, s>0$
2. The map from $(0, \infty) \rightarrow G$ given by $r \rightarrow \delta(r)(\tau)$ is continuous for all $\tau \in G$
3. $\delta(r)(\tau) \rightarrow e$ as $r \rightarrow 0$, for all $\tau \in G$.

Let $Y$ be a Lévy process in $G$. We say that it is stable with respect to the dilation $\delta$ if

$$
\delta(r) Y(s) \text { has the same law as } Y(r s) \text { for each } r, s>0
$$

Dilations (and hence stable Lévy processes) can only exist on simply connected nilpotent groups. For more on this topic, see the survey article [10] and references therein to works of H.Kunita.

## Example 4: Subordinated Processes

Let $Y=(Y(t), t \geq 0)$ be a Lévy process on $G$ and $T=(T(t), t \geq 0)$ be a subordinator which is independent of $Y$. Just as in the Euclidean case, we can construct a new Lévy process $Z=(Z(t), t \geq 0)$ by the prescription $Z(t)=Y(T(t))$, for each $t \geq 0$. For example, suppose that $Y$ is an $c$-Brownian motion, with $c=1$, and $T$ is an independent $\alpha$-stable subordinator. In this case, we can employ Phillip's theorem (theorem 6.3) to see that the generator of $Z$ is $-\left(-\Delta_{G}\right)^{\alpha}$, on $\operatorname{Dom}\left(\Delta_{G}\right)$. Such processes are called pseudo-stable by Cohen [27].

Lévy processes in Lie groups is a subject which is currently undergoing intense development - see the survey article [10] and the forthcoming book by Liao [57]. The latter contains a lot of interesting material on the asymptotics of Lévy processes on non-compact semi-simple Lie groups, as $t \rightarrow \infty$.
In a recent fascinating paper, Liao [58] has found some classes of Lévy processes on compact Lie groups which have $L^{2}$-densities. The density then has a "non-commutative Fourier series" expansion via the Peter-Weyl theorem. In the special case of $c$-Brownian motion on $S U(2)$, Liao obtains the following beautiful formula for its density $\rho_{t}$ at time $t$ :

$$
\rho_{t}(\theta)=\sum_{n=1}^{\infty} n \exp \left(-\frac{c\left(n^{2}-1\right) t}{32 \pi^{2}}\right) \frac{\sin (2 \pi n \theta)}{\sin (2 \pi \theta)}
$$

where $\theta \in(0,1]$ parameterises the maximal torus $\left\{\operatorname{diag}\left(e^{2 \pi i \theta}, e^{-2 \pi i \theta}\right), \theta \in\right.$ $[0,1)\}$.
Another important theme, originally due to Gangolli in the 1960's, is to study spherically symmetric Lévy processes on semi-simple Lie groups $G$ (i.e. those whose laws are bi-invariant under the action of a fixed compact subgroup $K$.) Using Harish-Chandra's theory of spherical functions, one can do "Fourier analysis" and obtain a Lévy-Khintchine type formula. One of the reasons why this is interesting is that $G / K$ is a Riemannian (globally) symmetric space and all such spaces can be obtained in this way. The Lévy process in $G$ projects to a Lévy process in $G / K$ and this is the prototype for constructions of Lévy processes in more general Riemannian manifolds (see [10], [7]).

### 10.4 Lévy Processes on Locally Compact Groups - Reprise

Now that we know about Lévy processes in Lie groups, we can return to the problem of trying to understand these in general locally compact groups. First, a little more background:-
Let $(I,<)$ be a partially ordered set. Suppose that for every $i \in I$, there exists a locally compact group $G_{i}$, such that for every $i, j \in I$ with $i<j$, there is a continuous open homomorphism $\pi_{i j}: G_{j} \rightarrow G_{i}$, such that $\pi_{i k}=\pi_{i j} \circ \pi_{j k}$, for all $i<j<k$. The projective limit $\lim _{\longleftarrow i \in I} G_{i}$ is the closed subgroup $\left\{\left(x_{i}, i \in I\right) \in \prod_{i \in I} G_{i} ; x_{i}=\pi_{i j}\left(x_{j}\right)\right.$ for all $\left.i, j \in I, i<j\right\}$. In the 1950's, Yamabe proved that every connected locally compact group can be represented as a projective limit of Lie groups.
Let $\left(H_{i}, i \in I\right)$ be a family of compact, normal subgroups of a locally compact group $G$. We say that they form a Lie system if

1. $i<j \Rightarrow H_{j} \subseteq H_{i}$.
2. $\bigcap_{i \in I} H_{i}=\{e\}$.
3. $G / H_{i}$ is a Lie group for all $i \in I$.

A locally compact group $G$ is said to be Lie projective if there exists a Lie system $\left(H_{i}, i \in I\right)$ such that $G=\underset{\longleftrightarrow i \in I}{\lim _{i}} G / H_{i}$. Gluškov proved that in every locally compact group $G$ there exists an open Lie projective subgroup $G_{1}$ which contains the connected component of the identity.
A topological Lie algebra is a (not necessarily finite dimensional) Lie algebra for which the Lie bracket is jointly continuous in the vector topology. Projective limits of Lie algebras were introduced by Lashoff. Suppose that for every $i \in I$, there exists a topological Lie algebra $\mathbf{g}_{i}$, such that for every $i, j \in I$ with $i<j$, there is a continuous open Lie algebra homomorphism $p_{i j}: \mathbf{g}_{j} \rightarrow \mathbf{g}_{i}$, such that $p_{i k}=p_{i j} \circ p_{j k}$, for all $i<j<k$. The projective limit $\lim _{\longleftarrow i \in I} \mathbf{g}_{i}$ is the closed subalgebra
$\left\{\left(X_{i}, i \in I\right) \in \prod_{i \in I} \mathbf{g}_{i} ; X_{i}=p_{i j}\left(X_{j}\right)\right.$ for all $\left.i, j \in I, i<j\right\}$.
The relationship between projective Lie groups and projective Lie algebras is straightforward when $G=\underset{\leftarrow i \in I}{\lim } G_{i}$, with each $G_{i}$ a Lie group. In this case
 $i, j \in I, i<j$. We then call $\mathbf{g}$ the Lie algebra of the locally compact group $G$ and sometimes denote it by $\mathcal{L}(G)$. There is a natural notion of exponential map from $\mathcal{L}(G)$ to $G$ which works as follows. If $X=\left(X_{i}, i \in I\right) \in \mathcal{L}(G)$, then

$$
\exp (X)=\left(\exp \left(X_{i}\right), i \in I\right)
$$

For each $X \in \mathcal{L}(G)$, the map $t \rightarrow \exp (t X)$ is a continuous homomorphism from $\mathbb{R}$ to $G$. We define the left invariant vector field $X^{L}$ associated to $X$ in the obvious way, i.e.

$$
\left(X^{L} f\right)(\sigma)=\lim _{h \rightarrow 0} \frac{f(\sigma \exp (h X))-f(\sigma)}{h}
$$

where $f \in C(G)$ is such that the limit on the right hand side exists for all $\sigma \in G$. If $G$ is an arbitrary locally compact group, we can apply Gluškov's theorem to define the Lie algebra $\mathcal{L}(G)$ of $G$ to be that of $G_{1}$, so that

$$
\mathcal{L}(G)=\lim _{\longleftarrow i \in I} \mathcal{L}\left(G_{1} / H_{i}\right)
$$

For each $i \in I, \pi_{i}$ is the canonical surjection from $G_{1}$ onto $G_{1} / H_{j}$ and $d \pi_{i}$ is then the canonical surjection from $\mathcal{L}(G)$ onto $\mathcal{L}\left(G_{1} / H_{j}\right)$.
We will briefly summarize some recent probabilistic progress. In the late 1980's E.Born (a student of Siebert) showed that the Lie algebra of a locally compact group always has a projective basis - to be more precise, let $S$ be a set for which $I \subseteq S$. A family $\left(X_{i}, i \in S\right)$ in $\mathcal{L}(G)-\{0\}$ is called a projective basis if for each $j \in I$, there is a finite subset $S_{j} \subset S$, such that $\left(d \pi_{j}\left(X_{i}\right), i \in S_{j}\right)$ is a basis for $\mathcal{L}\left(G / H_{j}\right)$ and $d \pi_{j}\left(X_{i}\right)=0$ whenever $i \notin S_{j}$. In [22] he uses this to obtain an explicit generalisation of Hunt's formula (10.3) in the general locally compact case, building on earlier more general results described in Heyer [43]. More recently, Born's formula was applied to establish a generalisation of Theorem 10.4 to this setting [12].

Brownian motion on compact (non-Lie) groups is currently a topic of intense investigation by A.Bendikov and L.Saloffe-Coste at Cornell. They have made a case-study of the infinite torus $\mathbb{T}^{\infty}=\left\{\left(z_{n}, n \in \mathbb{N}\right) ; z_{n} \in \mathbb{T}\right\}$. A fascinating investigation of sample paths can be found in [17]. It will be interesting to see if such nice results can also be obtained for more general Lévy processes.

## 11 Lecture 6: Two Lévy Paths to Quantum Stochastics

### 11.1 Path 1: - Unitary Representations of Lévy Processes in Lie Groups

An important role is played in quantum stochastic calculus by unitary operator-valued processes $(U(t), t \geq 0)$, which satisfy SDEs of the form

$$
d U(t)=U(t) d M(t), \quad U(0)=I
$$

acting in $\mathcal{H}_{0} \otimes \Gamma\left(L^{2}\left(\mathbb{R}^{+}\right), \mathcal{H}_{1}\right)$, where $\mathcal{H}_{1}, \mathcal{H}_{0}$ are complex separable Hilbert spaces and $\Gamma$ is the symmetric Fock functor. Here $(M(t), t \geq 0)$ is a suitable operator-valued semimartingale built from annihilation, creation and conservation processes, as described in Martin Lindsay's lectures. Although not generally considered by probabilists, such equations also arise classically in a natural way. To see one approach to this, we will need to dabble in group representations

## The Non-Commutative Fourier-Stieltjes Transform

Let $G$ be a locally compact group and $\mathcal{H}$ a complex, separable Hilbert space. A unitary representation of $G$ in $\mathcal{H}$ is a strongly continuous homomorphism
$\pi$ from $G$ into $\mathcal{U}(\mathcal{H})$, the group of all unitary operators in $\mathcal{H}$, equipped with the strong operator topology. So we have the following:-

- For each $g \in G, \pi(g)$ is a unitary operator in $\mathcal{H}$.
- For each $g, h \in G, \pi(g h)=\pi(g) \pi(h)$.
- For each $g \in G, \pi(e)=I, \quad \pi\left(g^{-1}\right)=\pi(g)^{*}$.
- For each $\psi \in \mathcal{H}$, the mapping from $G$ to $\mathcal{H}$ given by $g \rightarrow \pi(g) \psi$ is continuous.

A closed subspace $\mathcal{H}_{1}$ of $\mathcal{H}$ is invariant for $\pi$ if $\pi\left(\mathcal{H}_{1}\right) \subseteq \mathcal{H}_{1}$. A representation is irreducible if the only invariant subspaces are $\{0\}$ and $\mathcal{H}$.
Later on we will need the direct sum of representations, so if $\pi_{i}$ are unitary representations of $G$ in $\mathcal{H}_{i}$, for $i=1,2$, then $\pi_{1} \oplus \pi_{2}$ is the unitary representation of $G$ in $\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ for which $\left(\pi_{1} \oplus \pi_{2}\right)\left(\psi_{1}, \psi_{2}\right)=\left(\pi_{1} \psi_{1}, \pi_{2} \psi_{2}\right)$.
Now suppose that we want to try to do Fourier analysis in $G$. If $G$ is abelian, we have seen that we can build Fourier transforms by using the dual group $\hat{G}$. But $\hat{G}$ is precisely the set of all irreducible representations of $G$.
Now take $G$ to be an arbitrary locally compact group, let $\mu$ be a probability measure on $G$ and fix a representation $\pi$ (not necessarily irreducible) of $G$ in some $\mathcal{H}$. Following Heyer [42], we define the non-commutative Fourier-Stieltjes transform of $\mu$ at $\pi$ to be the Bochner integral:-

$$
\widehat{\mu}(\pi) \psi=\int_{G}(\pi(\sigma) \psi) \mu(d \sigma),
$$

where $\psi \in \mathcal{H} . \widehat{\mu}(\pi) \in B(\mathcal{H})$ and is in fact a contraction, since

$$
\begin{aligned}
\|\widehat{\mu}(\pi) \psi\| & =\left\|\int_{G}(\pi(\sigma) \psi) \mu(d \sigma)\right\| \\
& \leq \int_{G}\|\pi(\sigma) \psi\| \mu(d \sigma) \\
& =\int_{G}\|\psi\| \mu(d \sigma)=\|\psi\| .
\end{aligned}
$$

The next result shows that $\widehat{\mu}(\pi)$ is a good generalisation of the characteristic function of a probability measure on abelian $G$.

Theorem 11.1. If $\mu_{1}$ and $\mu_{2}$ are probability measures in $G$, then

$$
\left(\widehat{\mu_{1} * \mu_{2}}\right)(\pi)=\widehat{\mu_{1}}(\pi) \cdot \widehat{\mu_{2}}(\pi) .
$$

Proof For each $\psi \in \mathcal{H}$,

$$
\begin{aligned}
\left(\widehat{\mu_{1} * \mu_{2}}\right)(\pi) \psi & =\int_{G}(\pi(\sigma) \psi)\left(\mu_{1} * \mu_{2}\right)(d \sigma) \\
& =\int_{G} \int_{G}(\pi(\sigma) \psi) \mu_{1}(d \tau) \mu_{2}\left(\tau^{-1} d \sigma\right) \\
& =\int_{G} \int_{G}(\pi(\tau \sigma) \psi) \mu_{1}(d \tau) \mu_{2}(d \sigma) \\
& =\int_{G} \int_{G} \pi(\tau) \pi(\sigma) \psi \mu_{1}(d \tau) \mu_{2}(d \sigma) \\
& =\widehat{\mu_{1}}(\pi) \cdot \widehat{\mu_{2}}(\pi) \psi
\end{aligned}
$$

Exercise 6.1 Define the dual measure $\tilde{\mu}$ to $\mu$ by $\tilde{\mu}(A)=\mu\left(A^{-1}\right)$, for each $A \in \mathcal{B}(G)$. Show that $\widehat{\tilde{\mu}}(\pi)=(\widehat{\mu})(\pi)^{*}$.

Now let $X=(X(t), t \geq 0)$ be a Lévy process in $G$. We follow [11] and define a unitary operator valued process $U=(U(t), t \geq 0)$ by

$$
U^{\pi}(t)=\pi(X(t)) .
$$

We further define $\mathcal{T}_{t}^{\pi}=\mathbb{E}\left(U^{\pi}(t)\right)$, for each $t \geq 0$. If $p_{t}$ is the law of $X(t)$ observe that

$$
\mathcal{T}_{t}^{\pi}=\widehat{p_{t}}(\pi) .
$$

Theorem 11.2. $\left(\mathcal{T}_{t}^{\pi}, t \geq 0\right)$ is a one-parameter semigroup of linear operators acting in $\mathcal{H}$.

Proof By Theorem 11.1,

$$
\mathcal{T}_{t+s}^{\pi}=\widehat{p_{t+s}}(\pi)=\widehat{p_{t} * p_{s}}(\pi)=\widehat{p_{t}}(\pi) \widehat{p_{s}}(\pi)=\mathcal{T}_{t}^{\pi} \mathcal{T}_{s}^{\pi} .
$$

The proof of strong continuity is Exercise 6.2
Exercise 6.3 Define a bounded continuous function $f$ on $G$ by $f(\tau)=$ $\left\langle\psi_{1}, \pi(\tau) \psi_{2}\right\rangle$, where $\psi_{1}, \psi_{2} \in \mathcal{H}$. Deduce that $\left(T_{t} f\right)(e)=\left\langle\psi_{1}, \mathcal{T}_{t}^{\pi} \psi_{2}\right\rangle$.
Question: What can we say about the generator of this semigroup?
First we need some more background on the "infinitesimal structure" of group representations. Let $V^{\omega}=\{\psi \in \mathcal{H}, g \rightarrow \pi(g) \psi$ is analytic $\}$. $V^{\omega}$ is the set of analytic vectors for $\pi$ in $G$. It is a dense linear manifold in $\mathcal{H}$. For each $Y \in \mathbf{g}$, define a linear operator $d \pi(Y)$ on $V^{\omega}$ by

$$
d \pi(Y) \psi=\left.\frac{d}{d a} \pi(\exp (a Y)) \psi\right|_{a=0}
$$

$d \pi(Y)$ is essentially skew-adjoint on $V^{\omega}$. To see that, at least, skew-symmetry holds, let $\psi_{1}, \psi_{2} \in V^{\omega}$, then

$$
\begin{aligned}
\left\langle d \pi(Y) \psi_{1}, \psi_{2}\right\rangle & =\left.\frac{d}{d a}\left\langle\pi(\exp (a Y)) \psi_{1}, \psi_{2}\right\rangle\right|_{a=0} \\
& =\left.\frac{d}{d a}\left\langle\psi_{1}, \pi\left(\exp (a Y)^{-1}\right) \psi_{2}\right\rangle\right|_{a=0} \\
& =\left.\frac{d}{d a}\left\langle\psi_{1}, \pi(\exp (-a Y)) \psi_{2}\right\rangle\right|_{a=0} \\
& =-\left\langle\psi_{1}, d \pi(Y) \psi_{2}\right\rangle
\end{aligned}
$$

In the sequel we will require the following linear operator $L^{\pi}$ in $\mathcal{H}$ :

$$
\begin{align*}
L^{\pi} \psi= & b^{i} d \pi\left(X_{i}\right) \psi+a^{i j} d \pi\left(X_{i}\right) d \pi\left(X_{j}\right) \psi+ \\
& +\int_{G-\{e\}}\left(\pi(\sigma)-I-x^{i}(\sigma) d \pi\left(X_{i}\right)\right) \psi \nu(d \sigma) \tag{11.1}
\end{align*}
$$

where $\psi \in V^{\omega} \subset \operatorname{Dom}\left(L^{\pi}\right)$ (see [11]).
The following result shows that the unitary process satisfies an operatorvalued SDE of the type we encounter in quantum stochastic calculus:-

Theorem 11.3. For each $t \geq 0$ the following operator-valued SDE holds on the domain $\hat{V}^{\omega}$ :

$$
\begin{align*}
U^{\pi}(t) & =I+\int_{0}^{t} U^{\pi}(s-) d \pi\left(X_{i}\right) d B^{i}(s)+\int_{0}^{t} U^{\pi}(s-) L^{\pi} d s  \tag{11.2}\\
& +\int_{0}^{t} \int_{G-\{e\}} U^{\pi}(s-)(\pi(\sigma)-I) \hat{N}(d s, d \sigma)
\end{align*}
$$

Proof Let $\psi_{1}, \psi_{2} \in V^{\omega}$ and consider the map $f: G \rightarrow \mathbb{C}$ defined by

$$
f(\sigma)=<\psi_{1}, \pi(\sigma) \psi_{2}>
$$

Although $f$ is not necessarily in $C_{2}^{L}(G)$, it is bounded and uniformly continuous (for the left uniform structure in $G$ ) and we can still apply Theorem 10.4 to such functions to obtain

$$
\begin{aligned}
<\psi_{1},\left(U^{\pi}(t)-I\right) \psi_{2}> & =\int_{0}^{t} X_{i}^{L}<\psi_{1}, U^{\pi}(s-) \psi_{2}>d B^{i}(s) \\
& +\int_{0}^{t} \mathcal{A}<\psi_{1}, U^{\pi}(s-) \psi_{2}>d s \\
& +\int_{0}^{t} \int_{G-\{e\}}[f(X(s-) \sigma)-f(X(s-))] \hat{N}(d s, d \sigma)
\end{aligned}
$$

The weak form of the required result for $U$ now follows from the fact that for any $\tau \in G, Y \in \mathbf{g}$,

$$
\begin{aligned}
Y^{L}<\psi_{1}, \pi(\tau) \psi_{2}> & =\frac{d}{d a}<\psi_{1}, \pi(\tau) \pi(\exp (a Y)) \psi_{2}>\left.\right|_{a=0} \\
& =<\psi_{1}, \pi(\tau) d \pi(Y) \psi_{2}>
\end{aligned}
$$

and by a similar argument

$$
\begin{aligned}
& \int_{0}^{t} \int_{G-\{e\}}[f(X(s-) \sigma)-f(X(s-))] \tilde{N}(d s, d \sigma) \\
= & \int_{0}^{t} \int_{G-\{e\}}\left\langle\psi_{1},[\pi(X(s-) \sigma)-\pi(X(s-))] \psi_{2}\right\rangle \tilde{N}(d s, d \sigma) \\
= & \int_{0}^{t} \int_{G-\{e\}}\left\langle\psi_{1},\left[U^{\pi}(s-) \pi(\sigma)-U^{\pi}(s-)\right] \psi_{2}\right\rangle \tilde{N}(d s, d \sigma) .
\end{aligned}
$$

You also need Exercise 6.4

$$
\mathcal{A}\left\langle\psi_{1}, \pi(\tau) \psi_{2}\right\rangle=\left\langle\psi_{1}, \pi(\tau) L^{\pi} \psi_{2}\right\rangle
$$

The strong result follows by a density argument, once you've checked that the stochastic integrals yield well-defined linear operators.

Taking expectations in (11.2), we obtain for all $\psi \in V^{\omega}$,

$$
\mathcal{T}_{t}^{\pi} \psi-\psi=\int_{0}^{t} \mathcal{T}_{s}^{\pi} L^{\pi} \psi d s
$$

Hence the action of the infinitesimal generator of $\left(\mathcal{T}_{t}^{\pi}, t \geq 0\right)$ is given by $L^{\pi}$. Formally, we can think of

$$
T_{t}^{\pi}=e^{t L^{\pi}}
$$

as a non-commutative Lévy-Khintchine formula, where we think of $L^{\pi}$ as a "function" of irreducible representations. This insight is made precise by Siebert [76] who effectively showed that the convolution semigroup ( $p_{t}, t \geq 0$ ) is uniquely determined by the actions of $L^{\pi}$ on a suitable domain, for each irreducible representation $\pi$ of $G$.
From now on, we drop the $\pi$ superscript to simplify notation. Following the philosophy of quantum stochastics, we obtain a stochastic process $j=$ $(j(t), t \geq 0)$ taking values in the automorphism group of $B(\mathcal{H})$ if we define

$$
j(t)(a)=U(t) a U(t)^{*},
$$

for all $t \geq 0, a \in B(\mathcal{H})$. To examine this infinitesimally, we need to take care with unbounded operators. Fix a (left) Haar measure on $G$ and consider $L^{1}(G)$ which is a commutative Banach $*$-algebra, with respect to convolution and the involution $\tilde{f}(\tau) \rightarrow \overline{f\left(\tau^{-1}\right)}$ (c.f. Example 5.16 in J. Kustermans' lectures). We define the "non-commutative Fourier transform" of $f \in L^{1}(G)$ by

$$
\pi(f)=\int_{G} \pi(\tau) f(\tau) d \tau
$$

Clearly $\pi(f) \in B(\mathcal{H})$, and in fact $\pi$ is a homomorphism from $L^{1}(G)$ into $B(\mathcal{H})$, and a $*$-homomorphism when $G$ is unimodular- (Exercise 6.5 - prove this).

In fact we will restrict yet further to the $*$-subalgebra $C_{c}^{\infty}(G)$ of $L^{1}(G)$ and work on $\mathcal{B}=\pi\left(C_{c}^{\infty}(G)\right)$, (so that we can differentiate!). We then find that for each $t \geq 0, f \in C_{c}^{\infty}(G)$, the following operator-valued SDE holds on the domain $V^{\omega}$, where $[\cdot, \cdot]$ now denotes the commutator:

$$
\begin{align*}
j(t) \hat{\pi}(f)= & \hat{\pi}(f)+\int_{0}^{t} j(s)(\mathcal{M}(\hat{\pi}(f))) d s+\int_{0}^{t} j(s)\left(\left[d \hat{\pi}\left(X_{i}\right), \hat{\pi}(f)\right]\right) d B^{i}(s) \\
& +\int_{0}^{t} \int_{G-\{e\}} j(s)\left(\hat{\pi}(\sigma) \hat{\pi}(f) \hat{\pi}\left(\sigma^{-1}\right)-\hat{\pi}(f)\right) \hat{N}(d s, d \sigma) . \tag{11.3}
\end{align*}
$$

Here the (unbounded) linear operator $\mathcal{M}$ on $B(\mathcal{H})$ is given by

$$
\begin{aligned}
\mathcal{M}(\pi(f))= & b^{i}\left[d \pi\left(X_{i}\right), \pi(f)\right]+a^{i j}\left[d \pi\left(X_{i}\right),\left[d \pi\left(X_{j}\right), \pi(f)\right]\right]+ \\
& +\int_{G-\{e\}}\left(\pi(\sigma) \pi(f) \pi\left(\sigma^{-1}\right)-\pi(f)-x^{i}(\sigma)\left[d \pi\left(X_{i}\right), \pi(f)\right]\right) \nu(d \sigma) .
\end{aligned}
$$

We have $V^{\omega} \in \operatorname{Dom}\left(\mathcal{M}(\pi(f))\right.$ for each $f \in C_{K}^{\infty}(G)$.
If we define $S(t)(\pi(f))=\mathbb{E}(j(t)(\pi(f))$, then $(S(t), t \geq 0)$ extends to a quantum dynamical semigroup on the von Neumann algebra generated by $\mathcal{B}$. The action of the infinitesimal generator on $\mathcal{B}$ is given by the linear operator $\mathcal{M}$. For full details see [11].
The monograph by Diaconis [28] is an excellent source for other applications of group representations within probability theory.

### 11.2 Lévy Processes in Fock Space

In this last part, we touch on a beautiful area of mathematics which involves the interaction between factorisable representations of current groups, cohomology of groups, infinite divisibility and Fock space. This was developed in the 1960s by H.Araki, R.F.Streater, K.R.Parthasarathy and K.Schmidt and continued through the 1970s and 80s via the work of I.M.Gelf'and, M.J.Graev and A.M.Vershik and also S.Albeverio, R.Høegh-Krohn and their collaborators.
We will only touch on this subject. Our aim is to answer the question -
Can we naturally represent Lévy processes as operator-valued processes in Fock space?

Good references for the general theory are Erven and Falkowski [30] and Guichardet [41], and for the probabilistic developments - Parthasarathy [65] - particularly Chapter II, section 21.

We need some simple ideas from cohomology:-

## Cohomology of Groups

Let $G$ be a Lie group and $M$ a Hausdorff space which is a left $G$-module. For each $n \in \mathbb{N}$, define

$$
C_{n}(G, M)=\{f: \overbrace{G \times \cdots \times G}^{n \text { times }} \rightarrow M, f \text { is continuous }\} .
$$

We also need $C_{0}(G, M)=C_{1}(\{e\}, M)$ which we can just identify with $M$ itself. Elements of $C_{n}(G, M)$ are called $n$ cochains taking values in $M$. The sequence of coboundary operators $\left\{\delta_{n}, n \in \mathbb{N} \cup\{0\}\right\}$, where each $\delta_{n}: C_{n}(G, M) \rightarrow$ $C_{n+1}(G, M)$ is given by

$$
\begin{aligned}
\left(\delta_{n} f\right)\left(\sigma_{1}, \ldots, \sigma_{n+1}\right) & =\sigma_{1} f\left(\sigma_{2}, \ldots, \sigma_{n+1}\right)+\sum_{i=1}^{n}(-1)^{i} f\left(\sigma_{1}, \ldots, \sigma_{i} \sigma_{i+1}, \ldots, \sigma_{n+1}\right) \\
& +(-1)^{n+1} f\left(\sigma_{1}, \ldots, \sigma_{n}\right)
\end{aligned}
$$

for each $f \in C_{n}(G, M), \sigma_{1}, \ldots, \sigma_{n+1} \in G$. A tedious calculation yields, for all $n \in \mathbb{N} \cup\{0\}$,

$$
\delta_{n+1} \circ \delta_{n}=0 \quad \Rightarrow \quad \operatorname{Im}\left(\delta_{n}\right) \subseteq \operatorname{Ker}\left(\delta_{n+1}\right)
$$

Elements of $\operatorname{Ker}\left(\delta_{n}\right)$ are called $n$-cocycles.
Elements of $\operatorname{Im}\left(\delta_{n-1}\right)$ are called $n$-coboundaries. $H^{n}(G, M)=\operatorname{Ker}\left(\delta_{n}\right) / \operatorname{Im}\left(\delta_{n-1}\right)$ is called the $n$th cohomology group of $G$ with coefficients in $M$.

Exercise 6.6 Check that all 1-coboundaries are of the form $\sigma \rightarrow \sigma \psi-\psi$, where $\psi \in M$ is fixed. Check that $f$ is a 1-cocycle if and only if $\sigma_{1} f\left(\sigma_{2}\right)=$ $f\left(\sigma_{1} \sigma_{2}\right)-f\left(\sigma_{1}\right)$ for all $\sigma_{1}, \sigma_{2} \in G$.
If $f$ is a 1-cocycle, show that

1. $f(e)=0$,
2. $\sigma^{-1} f(\sigma)=-f\left(\sigma^{-1}\right)$, for all $\sigma \in G$.

In all the situations we will be interested in, $M$ will be a complex separable Hilbert space $\mathcal{H}$. We will fix a unitary representation $\pi$ of $G$ in $\mathcal{H}$. The left action $G \times \mathcal{H} \rightarrow \mathcal{H}$ is $(g, \psi) \rightarrow \pi(g) \psi$.

Exercise 6.7 Suppose that $U$ is a projective unitary representation of a Lie group $G$ in a Hilbert space $\mathcal{H}$, so that there exists a continuous map $g$ : $G \times G \rightarrow \mathbb{T}$, such that for each $\sigma_{1}, \sigma_{2} \in G, g\left(\sigma_{1}, e\right)=g\left(e, \sigma_{2}\right)=1$ and

$$
U\left(\sigma_{1} \sigma_{2}\right)=g\left(\sigma_{1}, \sigma_{2}\right) U\left(\sigma_{1}\right) U\left(\sigma_{2}\right) .
$$

Write each $g\left(\sigma_{1}, \sigma_{2}\right)=e^{i s\left(\sigma_{1}, \sigma_{2}\right)}$, and show that $s$ is a 2-cocycle where $M=\mathbb{R}$ and $\pi$ is the trivial action on $M=\mathbb{R}$ (i.e. each $\pi(\sigma)=1$ ).

## The Lévy-Khintchine Formula - Fock Style

We need some "basic Focklore" - details of which are covered in Martin Lindsay's notes.

- $\quad \Gamma(h)$ is symmetric Fock space over a complex separable Hilbert space $h$.
- $\{e(f), f \in h\}$ are the total set of exponential vectors in $\Gamma(h)$. The Fock vacuum is $e(0)$.
- The Weyl operators - $\{W(f), f \in h\}$ are unitary in $\Gamma(h)$ - their action on exponential vectors is given by

$$
W(f) e(g)=e^{-\frac{1}{2}\|f\|^{2}-<f, g>} e(f+g),
$$

for each $g \in h$.

- The second quantisation of a unitary operator $V$ in $h$ is $\Gamma(V)$ which is unitary in $\Gamma(h)$. For each $f \in h$,

$$
\Gamma(V) e(f)=e(V f) \quad \Gamma(V) W(f) \Gamma(V)^{-1}=W(V f)
$$

- Let $u, v \in h$ and $T=T^{*}$ have domain $D$ in $h$. We denote the annihilation operator $a(u)$, the creation operator $a^{\dagger}(v)$ and the conservation operator $\lambda(T)$. "By their matrix elements, shall ye know them"-

$$
\begin{gathered}
<e(f), a(u) e(g)>=<u, g>e^{<f, g>}, \quad<e(f), a^{\dagger}(v) e(g)>=<f, v> \\
e^{<f, g>} \\
<e(f), \lambda(T) e(g)>=<f, T g>e^{<f, g>} .
\end{gathered}
$$

Note that in the first two relations, $f$ and $g$ are arbitrary vectors in $h$ - in the third $g \in \operatorname{Dom}(T)$.

The Euclidean group of $h$ is the semidirect product $\mathcal{U}(h) \odot h$ which is $\mathcal{U}(h) \times h$ equipped with the composition law,

$$
\left(V_{1}, f_{1}\right) \odot\left(V_{2}, f_{2}\right)=\left(V_{1} V_{2}, f_{1}+V_{1} f_{2}\right)
$$

Define the extended Weyl operator $W(V, f)=W(f) \Gamma(V)$.
Exercise 6.8 Check that the extended Weyl operators yield a projective unitary representation of $\mathcal{U}(h) \odot h$ in $\Gamma(h)$, i.e.

$$
W\left(V_{1}, f_{1}\right) W\left(V_{2}, f_{2}\right)=e^{-i \Im<f_{1}, V_{1} f_{2}>} W\left(\left(V_{1}, f_{1}\right) \odot\left(V_{2}, f_{2}\right)\right) .
$$

Now let $\pi: G \rightarrow \mathcal{U}(G)$ be a unitary representation of a Lie group $G$ in $h$ and let $\rho$ be a 1-cocycle for $G$ acting on $h$. We will also assume that we can find a continuous map $\beta: G \rightarrow \mathbb{R}$ for which

$$
\beta\left(\sigma_{1} \sigma_{2}\right)-\beta\left(\sigma_{1}\right)-\beta\left(\sigma_{2}\right)=\Im<\rho\left(\sigma_{1}^{-1}\right), \rho\left(\sigma_{2}\right)>,
$$

for all $\sigma_{1}, \sigma_{2} \in G$. We will show that such maps $\beta$ can exist below. Now for each $\sigma \in G$, define the following unitary operator in $\Gamma(h)$ :

$$
\begin{equation*}
U(\sigma)=e^{i \beta(\sigma)} W(\pi(\sigma), \rho(\sigma)) . \tag{11.4}
\end{equation*}
$$

Exercise 6.9 Show that $U: G \rightarrow \mathcal{U}(\Gamma(h))$ is a continuous unitary representation of $G$ in $\Gamma(h)$, so that - in particular each $U\left(\sigma_{1} \sigma_{2}\right)=U\left(\sigma_{1}\right) U\left(\sigma_{2}\right)$.
$U$ is called a type $S$ representation by Guichardet [41].
All of this seems quite abstract and a long way from probability theory. However, the following example (due to K.R.Parthasarathy) will yield some familiar-looking expressions.

Take $G=\mathbb{R}$. We write $h=h_{1} \oplus h_{2}$. Fix two vectors $\psi_{i} \in h_{i}, i=1,2$. We define a unitary representation $\pi^{\prime}=I \oplus \pi$ of $\mathbb{R}$ in $h$. Observe that by Stone's theorem, there exists a self-adjoint operator $T=\int_{\mathbb{R}} \lambda P(d \lambda)$ in $h$ (which may be unbounded), such that for each $y \in \mathbb{R}$,

$$
\begin{equation*}
\pi(y)=e^{i y T}=\int_{\mathbb{R}} e^{i y \lambda} P(d \lambda) \tag{11.5}
\end{equation*}
$$

Now $\rho$ is a 1-cocycle for the action of $\pi^{\prime}$ in $h$, where

$$
\rho(y)=y \psi_{0}+(\pi(y)-I) \psi_{1} .
$$

You can check that we can then take

$$
\beta(y)=m y+\Im<\psi_{1},(\pi(y)-I) \psi_{1}>,
$$

where $m \in \mathbb{R}$ is arbitrary.
From (11.4), we get a continuous one-parameter unitary group $(U(y), y \in \mathbb{R})$ in $\Gamma(h)$. The fun really starts when we compute the vacuum expectation of $U$, i.e.

$$
<e(0), U(y) e(0)>=\exp \left(i \beta(y)-\frac{1}{2}\|\rho(y)\|^{2}\right) .
$$

Easy computations yield

$$
\begin{aligned}
\|\rho(y)\|^{2} & =y^{2}\left\|\psi_{0}\right\|^{2}+\left\|(\pi(y)-I) \psi_{1}\right\|^{2} \\
& =y^{2}\left\|\psi_{0}\right\|^{2}-2 \Re<\psi_{1},(\pi(y)-I) \psi_{1}>.
\end{aligned}
$$

Now combining this with the expression for $\beta$ given above, we obtain

$$
\begin{align*}
& <e(0), U(y) e(0)> \\
= & \exp \left\{i m y-\frac{1}{2} y^{2}\left\|\psi_{0}\right\|^{2}+<\psi_{1},(\pi(y)-I) \psi_{1}>\right\} \\
= & \exp \left(i m y-\frac{1}{2} y^{2}\left\|\psi_{0}\right\|^{2}+\int_{\mathbb{R}}\left(e^{i \lambda y}-1\right) \nu(d \lambda)\right), \tag{11.6}
\end{align*}
$$

where $\nu(d \lambda)=<\psi_{1}, P(d \lambda) \psi_{1}>$. Applying the spectral theorem again, we can write $U(y)=e^{i y X}$ and $<e(0), U(y) e(0)>=\int_{\mathbb{R}} e^{i y x} p(d x)$ where $p$ is a
probability measure on $\mathbb{R}$. Thus we see that (11.6) is a Lévy -Khintchine formula, and $X$ is a realisation of an infinitely divisible random variable, with a finite Lévy measure.
One way of extending these ideas to get the most general form of the Lévy -Khintchine formula, is to set up a partition $\mathbb{R}=\bigcup_{n \in \mathbb{N}} E_{n}$, where each $E_{n} \in$ $\mathcal{B}(\mathbb{R})$ with $E_{0}=\{0\}, E_{1}=[-1,1]^{c}$. Next pick a sequence $\left(\psi_{n}, n \in \mathbb{N}\right)$ in $h$ such that each $P\left(E_{n}\right) \psi_{n}=\psi_{n}$ and $\sum_{n=2}^{\infty}\left\|T \psi_{n}\right\|^{2}<\infty$. (e.g. You could work in $h=L^{2}(\mathbb{R}-\{0\}, \nu)$, where $\nu$ is any Lévy measure. Then take each $E_{n}=\left(-\frac{1}{n-1},-\frac{1}{n}\right) \cup\left(\frac{1}{n}, \frac{1}{n-1}\right), \psi_{n}=\chi_{E_{n}}, T(x)=$ multiplication by $x$.)
Now replace the prescriptions given above for $\rho$ and $\beta$ by

$$
\begin{gathered}
\rho(y)=y \psi_{0}+\sum_{n=1}^{\infty}(\pi(y)-I) \psi_{n} \\
\beta(y)=m y+\Im<\psi_{1},(\pi(y)-I) \psi_{1}>+\sum_{n=2}^{\infty} \Im<\psi_{n},(\pi(y)-I-i y T) \psi_{n}>
\end{gathered}
$$

Exercise 6.10 Check that this really gives you the most general form of the Lévy-Khintchine formula.

Finally, we must bring time back into the picture. Return to the case of a general Lie group $G$. We replace $G$ with the current group $C\left(\mathbb{R}^{+}, G\right)$ of all Borel measurable functions from $\mathbb{R}^{+}$to $G$ which have compact support. This is a group under pointwise operations. Now if $\pi$ is a unitary representation of $G$ in a complex separable Hilbert space, $\mathcal{H}$, then $\tilde{\pi}$ is a unitary representation of $C\left(\mathbb{R}^{+}, G\right)$ in $L^{2}\left(\mathbb{R}^{+}, \mathcal{H}\right)$, where for each $f \in C\left(\mathbb{R}^{+}, G\right), \psi \in L^{2}\left(\mathbb{R}^{+}, \mathcal{H}\right), t \geq 0$, we have

$$
((\tilde{\pi}(f)) \psi)(t)=\pi(f(t)) \psi(t) .
$$

To get a type S representation $\tilde{U}$ of $C\left(\mathbb{R}^{+}, G\right)$, we simply replace $\Gamma(h)$ with $\Gamma\left(L^{2}\left(\mathbb{R}^{+}, h\right)\right)$ and instead of the previous "characteristics" $(\pi, \rho, \beta)$, we employ $(\tilde{\pi}, \tilde{\rho}, \tilde{\beta})$, where for each $f \in C\left(\mathbb{R}^{+}, G\right), t \geq 0$,

$$
(\tilde{\rho}(f))(t)=\rho(f(t)), \quad \tilde{\beta}(f)=\int_{0}^{t} \beta(f(s)) d s
$$

Exercise 6.11. Check that $\tilde{U}$ really is a type S representation.
Note. If we define the expectation functional $\mathcal{E}(f)=<e(0), \tilde{U}(f) e(0)>$, for each $f \in C\left(\mathbb{R}^{+}, G\right)$, then $\mathcal{E}(f g)=\mathcal{E}(f) \mathcal{E}(g)$, whenever $f$ and $g$ have disjoint support, i.e. the representation $\tilde{U}$ is factorisable in the sense of H.Araki [14].
From now on, take $G=\mathbb{R}$. First observe (Exercise 6.12), that if you take $f_{t, y} \in C\left(\mathbb{R}^{+}, \mathbb{R}\right)$ to be of the form $f_{t, y}(s)=\chi_{[0, t)}(s) y$, for fixed $t \geq 0, y \in \mathbb{R}$, then on replacing $U$ with $\tilde{U}$ in (11.6), we obtain the Lévy-Khintchine formula for a Lévy process $(X(t), t \geq 0)$. Now we will find the analogue of the Lévy-Itô decomposition in $\Gamma\left(L^{2}\left(\mathbb{R}^{+}, h\right)\right)$. For simplicity, we work in the case where the

Lévy measure $\nu$ is finite. If we hold $t$ constant and vary $y$, then $\tilde{U}_{t}(y)=\tilde{U}\left(f_{t, y}\right)$ is a continuous one-parameter unitary group and by Stone's theorem, we may write $\tilde{U}_{t}(y)=e^{i y X(t)}$, where $(X(t), t \geq 0)$ is the Fock space realisation of a Lévy process. Choose $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}^{+}, h\right)$ where $f_{2}$ takes values in $\operatorname{Dom}(H)$. We also require that $\psi_{1} \in \operatorname{Dom}(H)$.
Now (Exercise 6.13), compute

$$
<e\left(f_{1}\right), X(t) e\left(f_{2}\right)>=\frac{d}{d y}<e\left(f_{1}\right), \tilde{U}_{t}(y) e\left(f_{2}\right)>\left.\right|_{y=0}
$$

to obtain

$$
\begin{aligned}
X(t) & =m t+i\left(a\left(\chi_{[0, t)} \otimes \psi_{0}\right)-a^{\dagger}\left(\chi_{[0, t)} \otimes \psi_{0}\right)\right) \\
& +a^{\dagger}\left(\chi_{[0, t)} \otimes H \psi_{1}\right)+\lambda\left(\chi_{[0, t)} \otimes H\right)+a\left(\chi_{[0, t)} \otimes H \psi_{1}\right)+t<\psi_{1}, H \psi_{1}>.
\end{aligned}
$$

Comparing with (8.11) - we can identify the drift term as $m t$, the Brownian motion part (in momentum form) as $i\left(a\left(\chi_{[0, t)} \otimes \psi_{0}\right)-a^{\dagger}\left(\chi_{[0, t)} \otimes \psi_{0}\right)\right)$ and the Poisson part as $a^{\dagger}\left(\chi_{[0, t)} \otimes T \psi_{1}\right)+\lambda\left(\chi_{[0, t)} \otimes T\right)+a\left(\chi_{[0, t)} \otimes T \psi_{1}\right)+t<\psi_{1}, H \psi_{1}>$. Making the analogy with (8.11) more precise, we should really write the latter as an integral over jumps - we can do this, at least formally, by utilising the spectral decomposition of $H=\int_{\mathbb{R}} \lambda P(d \lambda)$ so that e.g.

$$
a^{\dagger}\left(\chi_{[0, t)} \otimes H \psi_{1}\right)=\int_{\mathbb{R}} \lambda a^{\dagger}\left(\chi_{[0, t)} \otimes P(d \lambda) \psi_{1}\right) .
$$

More generally, to build a quantum stochastic calculus based on the noise generated by a Poisson random measure - we need to consider quantum stochastic spectral integrals based on $A^{\dagger}\left(d t, P(d \lambda) \psi_{1}\right), A\left(d t, P(d \lambda) \psi_{1}\right)$ and $\Lambda(d t, P(d \lambda))$. For details of this, see [5] and references therein, where you will find full "quantised" generalisations of (11.2) and (11.3).

It would be nice to be able to use Fock space methods to learn more about Lévy processes in Lie groups and this would involve extending the ideas given above to the current group $C\left(\mathbb{R}^{+}, G\right)$. This only seems to work well when there is a natural analogue of the Fourier transform available, e.g. in [9], HarishChandra's spherical transform was used to obtain a Fock space representation for spherically symmetric Lévy processes in non-compact semi-simple Lie groups.
In the case of compact Lie groups whose Lie algebra is also compact (in a certain technical sense), Albeverio and Høegh-Krohn [3] have introduced a non-factorisable representation, called the energy representation which is intimately related to Brownian motion on the group. It would be nice to have some greater insight into this from a Fock space point of view. Some interesting connections between current algebra representations and quantum Lévy processes are explored in [1]. A great deal of information about representations of current and other infinite dimensional groups can be found in the monograph [46], and Fock space certainly plays a major role here.

Current groups of the general type $C(M, G)$, where $M$ is a manifold, are of interest to physics - where $M$ represents space-time and $G$ is a gauge group. If you take $M=S^{1}$ then you get loop groups, which have been intensively studied by mathematicians. The link with probability is through the Brownian bridge and this leads to the wonderful world of logarithmic Sobolev inequalities and spectral gaps (see [44] for a very readable introduction to these concepts).
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## Introduction

These lecture notes are intended as an introduction to the theory of locally compact quantum groups that are studied in the framework of operator algebras, i.e. C*-algebras and von Neumann algebras. The presentation revolves around the definition of a locally compact quantum group as given in [KuV00a] and [KuV03].
Historically the first aim in constructing axiomatizations of 'quantized' locally compact groups was the extension of the Pontryagin duality to non-abelian groups. Because in general the dual of a non-abelian group will not be a group any more, one searched for a larger category which included both groups and group duals. After pioneering work by Tannaka, Krein, Kac and Takesaki, among others, this problem was completely solved independently by M. Enock and J.-M. Schwartz (see [ES92] for a survey) and by Kac and Vainerman ([KaV73], [KaV74]) in the seventies. The object they defined is called a Kac algebra.
In [Wor87b] S. L. Woronowicz constructed a C*-algebra with comultiplication, quantum $S U(2)$, which had so many group-like properties that it was justified to call it a 'quantum group'. But this example did not fit in the category of Kac algebras. So it became clear that the category of Kac algebras was too small to include all quantum groups, and that it should be enlarged.
The first success in this direction was obtained by Woronowicz who succeeded to define the compact quantum groups ([Wor87a],[Wor98]) in a simple way and who proved, most importantly, the existence and uniqueness of a Haar state.
The next success provided us with another approach. In [BS] S. Baaj and G. Skandalis made a study of multiplicative unitaries, which can be considered as an abstract study of the Kac-Takesaki operator of a locally compact group. With an irreducible and regular multiplicative unitary they associate two $\mathrm{C}^{*}$-algebras, which are each others dual, with a comultiplication and a densely defined antipode. In this way they obtain both the compact quantum groups and, in a certain sense, the Kac algebras. At the same time a multitude of different aspects of multiplicative unitaries are investigated in this paper, rendering it an invaluable source of information.
Still one wanted to give a more intrinsic definition of a locally compact quantum group, with a C*-algebra (or von Neumann algebra) with comultiplication as a starting point. An essential idea in this direction was put forward by Kirchberg in [Kir], who proposed to allow the antipode of a Kac algebra to be deformed by a 'scaling group' which should be a one-parameter group of automorphisms of the underlying von Neumann algebra. Then T. Masuda and Y. Nakagami formulated the definition of a Woronowicz algebra in [MN], generalizing Kac algebras by introducing this scaling group. They were able to construct the dual within the same category, and their theory included the known examples, the Kac algebras and the compact quantum groups in a certain sense. However there is an objection to their theory and that is the
complexity of the axioms : a Woronowicz algebra is a quintuple consisting of a von Neumann algebra, a comultiplication, a Haar weight, a unitary antipode and a scaling group, satisfying a lot of relations. For these reasons, this definition was not satisfactory. A C*-algebraic version of this definition is discussed in [MNW].
Finally a relatively simple definition was proposed by Vaes and the author in [KuVO0a] and [KuV03] but is has to be said that a lot of ideas of the work of Kac, Vainerman, Enock, Schwartz, Baaj and Skandalis (and the polar decomposition due to Kirchberg) play an important role in [KuV00a] and [KuV03].
In these lecture notes we will follow [KuV03] in which the definition of a locally compact quantum group is formulated in the framework of von Neumann algebras, because this provides us with the simplest definition. Since the operator algebra theory involved is rather complicated a large part of these lecture notes are devoted to a careful explanation of all the concepts involved. We therefore opted to be precise, rather than to be exhaustive.
The first section gives a quick introduction to the basic theory of $\mathrm{C}^{*}$-algebras. The second section looks at locally compact quantum groups in an effort to motivate the later definitions of quantum groups. The third section discusses compact quantum groups in the $\mathrm{C}^{*}$-algebra framework due to Woronowicz. Here the $\mathrm{C}^{*}$-algebra framework is preferable because of the presence of an existence theorem for the quantum analogue of the Haar measure for compact quantum groups. In the fourth section we introduce the necessary tools from the theory of von Neumann algebras.
The definition of a locally compact quantum group and its main consequences are discussed in the fifth section. Two examples of locally compact quantum groups are studied in the sixth section. In the appendix we collected a number of concepts for the convenience of the reader that is not that well acquainted with the theory of unbounded operators in Hilbert spaces.
In the last part of this introduction we fix some notations and conventions. We want to stress that the notations and conventions used in this text might differ from the ones used in other texts of these lecture notes.
If $X$ is a set we will denote the identity mapping on $X$ by $\iota_{X}$ or even $\iota$ if it is clear which set is under consideration. The domain of a function $f$ is denoted by $D(f)$. Let $Y$ be another set and $S, T$ two functions $S: D(S) \subseteq X \rightarrow Y$ and $T: D(T) \subseteq X \rightarrow Y$. We say that $S \subseteq T$ if and only if $D(S) \subseteq D(T)$ and $S(x)=T(x)$ for all $x \in D(S)$.
The set of all natural numbers, not including 0 , is denoted by $\mathbb{N}$. Also, $\mathbb{N}_{0}=$ $\mathbb{N} \cup\{0\}$. For a vector space $V$ and a subset $U \subseteq V$, the linear span of $U$ in $V$ is denoted by $\langle U\rangle$.
We will always work with complex Hilbert spaces. Let $\mathcal{H}$ be a Hilbert space. The inner product on $\mathcal{H}$ will be denoted by $\langle.,$.$\rangle . In this text, all such inner$ products will be linear in the first and antilinear in the second argument. Notice that this is contrary to most other texts in these lecture notes! A linear operator $T$ in $\mathcal{H}$ is a map $T: D(T) \subseteq \mathcal{H} \rightarrow \mathcal{H}$ for which the domain
$D(T)$ is a linear subspace of $\mathcal{H}$ and the action of $T$ on $D(T)$ is linear. If $D(T)=\mathcal{H}$, we call $T$ a linear operator on $\mathcal{H}$. You can find extra information on linear operators in Hilbert spaces in the appendix.
If $S, T$ are linear operators in $\mathcal{H}$ and $\lambda \in \mathbb{C}$ the linear operators $S+T, \lambda S$ and $S T$ in $\mathcal{H}$ are defined such that $D(S+T)=D(S) \cap D(T), D(\lambda S)=D(S)$, $D(S T)=\{v \in D(T) \mid T(v) \in D(S)\}$ and $(S+T)(v)=S(v)+T(v)$ for all $v \in D(S+T),(\lambda S)(v)=\lambda S(v)$ for all $v \in D(S)$ and $(S T)(v)=S(T(v))$ for all $v \in D(S T)$.
A *-algebra $A$ is an (associative) complex algebra together with an anti-linear map .* : $A \rightarrow A$ satisfying $(a b)^{*}=b^{*} a^{*}$ and $\left(a^{*}\right)^{*}=a$ for all $a, b \in A$. The map .* is called the *-operation (star-operation) of the ${ }^{*}$-algebra. If $A, B$ are *-algebras, we call a map $\pi: A \rightarrow B$ a ${ }^{*}$-homomorphism from $A$ to $B$ if $\pi$ is linear, multiplicative and satisfies $\pi\left(a^{*}\right)=\pi(a)^{*}$ for all $a \in A$.

## 1 Elementary C*-algebra theory

This section serves as a quick introduction to basic C*-algebra theory needed to understand and work with the definition of a locally compact quantum group that we will give later on. There are several good books on the subject available, eg. [Mur], [KR1] and [KR2]. The order in which results are stated does not respect the chronology of the build up of the theory.

Definition 1.1. $A C^{*}$-algebra $A$ is $a^{*}$-algebra equipped with a norm $\|\cdot\|$ for which $A$ is complete and such that (i) $\|a b\| \leq\|a\|\|b\|$ and (ii) $\left\|a^{*} a\right\|=\|a\|^{2}$ for all $a, b \in A$.

It follows from (i) and (ii) that $\left\|a^{*}\right\|=\|a\|$ for all $a \in A$. We do in general not assume that $A$ has a unit element for the multiplication, but if it does have a unit element and $A \neq\{0\}$, we call $A$ unital and denote the unit element by 1. The space of continuous linear functionals on $A$ will be denoted by $A^{*}$.

A $C^{*}$-subalgebra of $A$ is a ${ }^{*}$-subalgebra of $A$ that is closed for the norm topology. By restricting all algebraic operations and the norm to such a C*subalgebra one obtains a new $\mathrm{C}^{*}$-algebra.
If $\mathcal{A}$ is a ${ }^{*}$-algebra and $\|$.$\| is a norm on \mathcal{A}$ satisfying property (i) and (ii) in the definition above, we say that $\|\cdot\|$ is a $C^{*}$-norm on $\mathcal{A}$. Let $A$ denote the Banach space that is the completion of $\mathcal{A}$ with respect to this norm. By extending the product and ${ }^{*}$-operations of $\mathcal{A}$ by continuity to a product and *-operation on $A$, we turn $A$ into a genuine $\mathrm{C}^{*}$-algebra.

Example 1.2. (1) Consider a locally compact Hausdorff space $X$ and let $C_{0}(X)$ be the space of complex valued continuous functions on $X$ that vanish at infinity. By definition, a function $f: X \rightarrow \mathbb{C}$ vanishes at infinity if for every $\varepsilon>0$ there exists a compact subset $K \subseteq X$ so that $|f(x)| \leq \varepsilon$ for all $x \in X \backslash K$.

This set of functions $C_{0}(X)$ is a commutative $\mathrm{C}^{*}$-algebra for the pointwise algebraic operations and the sup-norm: if $f, g \in C_{0}(X)$ and $\lambda \in \mathbb{C}$, then

$$
\begin{array}{ll}
(f+g)(x)=f(x)+g(x), & (\lambda f)(x)=\lambda f(x), \\
(f g)(x)=f(x) g(x), & f^{*}(x)=\overline{f(x)}
\end{array}
$$

for all $x \in X$ and

$$
\|f\|=\sup \{|f(x)| \mid x \in X\} .
$$

Notice that $C_{0}(X)$ has a unit if and only if $X$ is compact, in which case the unit is given by the constant function that takes the value 1 on the whole of $X$.
There is also another natural commutative $\mathrm{C}^{*}$-algebra associated to $X$, namely the space $C_{b}(X)$ of all bounded continuous functions on $X$. One turns $C_{b}(X)$ into a ${ }^{*}$-algebra and defines a norm on $C_{b}(X)$ by the same formulas as above. The resulting *-algebra always has a unit given by the constant function that takes the value 1 on the whole of $X$. Of course, if $X$ is compact, then $C_{0}(X)=C_{b}(X)=C(X)$, the space of all continuous functions on $X$.
(2) Let $\mathcal{H}$ be a Hilbert space. Recall that, in this text, all such inner products will be linear in the first and antilinear in the second argument! The algebra of bounded linear operators on $\mathcal{H}$ will be denoted by $B(\mathcal{H})$. It is a unital C*algebra for the usual operator adjoint and operator norm, i.e. (i) $\left\langle T^{*} v, w\right\rangle=$ $\langle v, T w\rangle$ and (ii) $\|T\|=\sup \{\|T u\| \mid u \in \mathcal{H},\|u\| \leq 1\}$ for all $T \in B(\mathcal{H})$ and $v, w \in \mathcal{H}$.
The algebra $B_{0}(\mathcal{H})$ of compact operators on $\mathcal{H}$ is a $\mathrm{C}^{*}$-subalgebra of $B(\mathcal{H})$, it is even a two-sided ideal inside $B(\mathcal{H})$ (in the literature one also uses the notation $\mathcal{K}(\mathcal{H})$ for $B_{0}(\mathcal{H})$ ). Recall that a linear operator $T$ on $\mathcal{H}$ is called compact if for every bounded subset $D \subseteq \mathcal{H}$, the closure of $T(D)$ is compact. If $v, w \in \mathcal{H}$ we define $\theta_{v, w} \in B_{0}(\mathcal{H})$ by $\theta_{v, w}(u)=\langle u, w\rangle v$ for all $u \in \mathcal{H}$. The linear span of such operators $\theta_{v, w}$ is norm dense in $B_{0}(\mathcal{H})$.
The algebra $B_{0}(\mathcal{H})$ has an identity if and only if the Hilbert space is finitedimensional. In this case, $B_{0}(\mathcal{H})=B(\mathcal{H}) \cong M_{n}(\mathbb{C})$, the *-algebra of $n$ by $n$ complex matrices, where $n$ is the dimension of the Hilbert space $\mathcal{H}$.

Since C*-algebras are *-algebras we can talk about *-homomorphisms and *-isomorphisms between C*-algebras. The next proposition guarantees that these are the natural morphisms between $\mathrm{C}^{*}$-algebras. As a consequence, if $A, B$ are $\mathrm{C}^{*}$-algebras we say that $A \cong B$ if and only if $A$ is ${ }^{*}$-isomorphic to $B$.

Proposition 1.3. Consider two $C^{*}$-algebras $A, B$ and $a^{*}$-homomorphism $\pi: A \rightarrow B$. Then, $\pi$ is contractive, i.e. $\|\pi(x)\| \leq\|x\|$ for all $x \in A$. Moreover, $\pi(A)$ is a $C^{*}$-subalgebra of $B$. If $\pi$ is injective, then $\pi$ is isometric, i.e. $\|\pi(x)\|=\|x\|$ for all $x \in A$.

This implies that if $A$ is a *-algebra, there exists at most one norm on $A$ for which $A$ is $\mathrm{C}^{*}$-algebra (there might be no such norm at all). Notice that the closedness of $\pi(A)$ in $B$ is a non-trivial claim!

Let $\mathcal{H}$ be a Hilbert space. If $B$ is a ${ }^{*}$-subalgebra of $B(\mathcal{H})$, we call $B$ nondegenerate if the subspace $B \mathcal{H}:=\langle b v \mid b \in B, v \in \mathcal{H}\rangle$ is dense in $\mathcal{H}$.
If $A$ is a $C^{*}$-algebra, a *-representation $\pi$ of $A$ on $\mathcal{H}$ is by definition a *homomorphism $\pi: A \rightarrow B(\mathcal{H})$. We call $\pi$ non-degenerate if $\pi(A)$ is nondegenerate in $B(\mathcal{H})$. We call $\pi$ faithful if and only if it is injective.
The next two theorems show that the examples given above are in fact typical examples of $\mathrm{C}^{*}$-algebras.

Theorem 1.4 (Gelfand). Consider a commutative $C^{*}$-algebra A. Then, there exists a locally compact space $X$, unique up to a homeomorphism, such that $A \cong C_{0}(X)$.

Theorem 1.5 (Gelfand-Naimark). Consider a $C^{*}$-algebra A. Then, there exists a Hilbert space $\mathcal{H}$ and an injective non-degenerate *-representation $\pi: A \rightarrow B(\mathcal{H})$.

Remark 1.6. Consider a *-algebra $\mathcal{A}$ and define the map $\|\cdot\|_{*}: \mathcal{A} \rightarrow[0, \infty]$ by $\|a\|_{*}=\sup \left\{\|\theta(a)\| \mid \mathcal{K}\right.$ a Hilbert space, $\theta: \mathcal{A} \rightarrow B(\mathcal{K}) \mathrm{a}^{*}$-homomorphism $\}$
for all $a \in \mathcal{A}$. Suppose that if $a \in \mathcal{A}$, then (1) $\|a\|_{*}<\infty$ and (2) $\|a\|_{*}=0 \Leftrightarrow$ $a=0$. Then $\|\cdot\|_{*}$ is a $\mathrm{C}^{*}$-norm and the completion of $\mathcal{A}$ with respect to $\|\cdot\|_{*}$ is called the enveloping $C^{*}$-algebra of $\mathcal{A}$.

Being a *-algebra we can identify special kinds of elements inside a $\mathrm{C}^{*}$-algebra $A$. Recall the following terminology for $a \in A$.

1. $a$ is self-adjoint $\Leftrightarrow a^{*}=a$.
2. $a$ is normal $\Leftrightarrow a^{*} a=a a^{*}$.
3. $a$ is an (orthogonal) projection $\Leftrightarrow a=a^{*}=a^{2}$.
4. If $A$ is unital, the element $a$ is unitary $\Leftrightarrow a^{*} a=a a^{*}=1$.

In a C*-algebra the notion of positivity is a powerful one and can be stated in several different ways, one of which is the following one:

Definition 1.7. Consider a $C^{*}$-algebra $A$. An element $a \in A$ is called positive $\Leftrightarrow$ there exists $b \in A$ such that $a=b^{*} b$. The set of positive elements of $A$ is denoted by $A^{+}$.

The set of positive elements $A^{+}$is closed in the norm topology, closed under addition and scalar multiplication by positive numbers and $A^{+} \cap\left(-A^{+}\right)=\{0\}$. We define a partial order relation $\leq$ on the real linear space of self-adjoint elements $A_{h}$ of $A$ as follows. If $a, b \in A_{h}$, then $a \leq b \Leftrightarrow b-a \in A^{+}$. In our examples above positivity takes on the familiar form:

Example 1.8. (1) If $X$ is a locally compact Hausdorff space and $f \in C_{0}(X)$, then $f \geq 0 \Leftrightarrow f(x) \geq 0$ for all $x \in X$.
(2) If $\mathcal{H}$ is a Hilbert space and $T \in B(\mathcal{H})$, then $T \geq 0 \Leftrightarrow\langle T v, v\rangle \geq 0$ for all $v \in \mathcal{H}$.

It is important to note that positivity does not depend on the $\mathrm{C}^{*}$-algebra in which the element is being considered: if $B$ is a $\mathrm{C}^{*}$-subalgebra of $A$ and $a \in B$, then $a$ is positive in $A \Leftrightarrow a$ is positive in $B$.
Having a notion of positivity for elements in a C ${ }^{*}$-algebra we can introduce the notion of positivity for linear functionals.

Definition 1.9. If $A$ is a $C^{*}$-algebra, a linear functional $\omega$ on $A$ is called positive if $\omega(x) \geq 0$ for all $x \in A^{+}$. The set of positive linear functionals on $A$ is denoted by $A_{+}^{*}$.

A positive linear functional $\omega$ on $A$ is automatically continuous (and if $A$ is unital, $\|\omega\|=\omega(1))$. A state on $A$ is by definition a positive linear functional on $A$ of norm one. The set $A_{+}^{*}$ is closed for the norm topology and is closed under addition and scalar multiplication by positive numbers. Any continuous linear functional is a linear combination of positive linear functionals.

Example 1.10. (1) Let $X$ be a locally compact Hausdorff space. By the theorem of Riesz we have a bijection from the vector space of regular (necessarily finite) complex measures on $X$ and $C_{0}(X)^{*}$ which associates to every regular complex measure $\mu$ on $X$ the linear functional $\omega_{\mu} \in C_{0}(X)^{*}$ given by $\omega_{\mu}(f)=\int_{X} f d \mu$ for all $f \in C_{0}(X)$. Under this bijection the set of finite positive measures on $X$ corresponds to $C_{0}(X)_{+}^{*}$.
(2) Consider a Hilbert space $\mathcal{H}$. If $v, w \in \mathcal{H}$ we define $\omega_{v, w} \in B(\mathcal{H})^{*}$ by $\omega_{v, w}(x)=\langle x v, w\rangle$ for all $x \in B(\mathcal{H})$. Notice that $\left\|\omega_{v, w}\right\|=\|v\|\|w\|$. The linear functional $\omega_{v, v}$ is positive.

Just as a positive measure defines an $L^{2}$-space, any positive linear functional on a C ${ }^{*}$-algebra has a natural $L^{2}$-space associated to it.

Definition 1.11 (Gelfand-Naimark-Segal). Consider a $C^{*}$-algebra $A$ and a positive linear functional $\omega$ on $A$. A triple $(\mathcal{H}, \pi, \xi)$ is called a cyclic GNSconstruction for $\omega$ if (i) $\mathcal{H}$ is a Hilbert space, (ii) $\pi$ is a ${ }^{*}$-representation of $A$ on $\mathcal{H}$ and (iii) $\xi$ is a vector in $\mathcal{H}$ so that $\omega(a)=\langle\pi(a) \xi, \xi\rangle$ for all $a \in A$ and $\pi(A) \xi$ is dense in $\mathcal{H}$.

Such a GNS-construction always exist (and is not so difficult to construct) and is easily seen to be unique up to a unitary transformation. The representation $\pi$ will be referred to as a $G N S$-representation of $\omega$ and the vector $\xi$ will be referred to as a cyclic vector of the GNS-construction. If $a \in A$ one should think of $\pi(a) \xi$ as the equivalence class corresponding to $a$ in the $L^{2}$-space $\mathcal{H}$.
A powerful tool for $\mathrm{C}^{*}$-algebras is the possibility of 'defining continuous functions of normal elements' in a C*-algebra. We will give a precise statement of this fact in the next proposition but in order to do so we need the notion of
a spectrum of an element in a unital $\mathrm{C}^{*}$-algebra $A$. If $a \in A$, the spectrum $\sigma(a) \subseteq \mathbb{C}$ is defined as

$$
\sigma(a)=\{\lambda \in \mathbb{C} \mid a-\lambda 1 \text { is not invertible in } A\}
$$

The spectrum $\sigma(a)$ is a non-empty compact subset of $\mathbb{C}$ contained in the closed disc of radius $\|a\|$.

Proposition 1.12 (Functional Calculus). Consider a unital $C^{*}$-algebra $A$ and a normal element a in A. There exists a unique unital ${ }^{*}$-homomorphism $\pi: C(\sigma(a)) \rightarrow A$ such that $\pi\left(\iota_{\sigma(a)}\right)=a$. We call $\pi$ the (continuous) functional calculus of $a$. For any continuous function $f \in C(\sigma(a))$ we set $f(a)=\pi(f)$.

Notice that if $p$ is a complex polynomial in two variables, then $p(z, \bar{z})(a)=$ $p\left(a, a^{*}\right)$ by the algebraic properties of $\pi$. By Stone-Weierstrass the polynomial functions $p(z, \bar{z})$ are norm dense in $C(\sigma(a))$. If one combines this with the fact that $\pi$ is continuous, the uniqueness of $\pi$ is obvious.
One can also easily see that if $\sum_{n=0}^{\infty} r_{n} z^{n}$ is a complex power series so that $\sum_{n=0}^{\infty}\left|r_{n}\right|\|a\|^{n}<\infty$ and $f \in C(\sigma(a))$ is defined by $f(z)=\sum_{n=0}^{\infty} r_{n} z^{n}$ for all $z \in \sigma(a)$, then

$$
f(a)=\sum_{n=0}^{\infty} r_{n} a^{n}=\lim _{k \rightarrow \infty} \sum_{n=0}^{k} r_{n} a^{n}
$$

where the last limit is to be understood in the norm-topology. So we get for instance

$$
e^{a}=\sum_{n=0}^{\infty} \frac{a^{n}}{n!} .
$$

Notice that we can only construct this continuous functional calculus for normal elements. If $a$ is any element in a unital Banach algebra, one can also define a functional calculus for complex analytic functions defined on an open subset of $\mathbb{C}$ that contains the spectrum $\sigma(a)$. This functional calculus is called the Riesz functional calculus of $a$. If $a$ is a normal element in a unital C*algebra, the continuous functional calculus of $a$ extends the Riesz functional calculus of $a$. But we will not make any use of the Riesz functional calculus in these notes.
If $B$ is a $\mathrm{C}^{*}$-subalgebra of $A$ so that $B$ contains the unit element of $A$ and $a$ is a normal element of $B$, then $\sigma_{A}(a)=\sigma_{B}(b)$ and the functional calculus of $a$ with respect to $A$ and the functional calculus of $a$ with respect to $B$ agree. If $A$ is not unital, one defines a functional calculus for normal elements by extending $A$ to a unital $\mathrm{C}^{*}$-algebra in which $A$ sits as a closed two sided ideal and using the functional calculus above. There are several ways of extending $A$ to a unital algebra just as there are several ways to compactify a non-compact Hausdorff space. Let us first look at the simplest one that in the commutative case agrees with the one-point compactification.

Definition 1.13. Consider a non-unital $C^{*}$-algebra $A$. The unital $C^{*}$-algebra $\tilde{A}$ is defined as follows. As a vector space, $\tilde{A}=A \oplus \mathbb{C}$. The multiplication, *-operation and norm on $\tilde{A}$ are defined by the formulas

$$
(a, \lambda)(b, \nu)=(a b+\lambda b+\nu a, \lambda \nu), \quad(a, \lambda)^{*}=\left(a^{*}, \bar{\lambda}\right)
$$

and

$$
\|(a, \lambda)\|=\sup \{\|a c+\lambda c\| \mid c \in A,\|c\| \leq 1\}
$$

for all $a, b \in A$ and $\lambda, \nu \in \mathbb{C}$.
Notice that $(0,1)$ is the unit element of $\tilde{A}$. The $\mathrm{C}^{*}$-algebra $A$ is embedded in $\tilde{A}$ via the $\operatorname{map} A \rightarrow \tilde{A}: a \rightarrow(a, 0)$ and as such $A$ is a closed two sided essential ideal of $\tilde{A}$. Notice that these two facts determine the formulae for the product and ${ }^{*}$-operation on $\tilde{A}$. Recall that an ideal $I$ in an algebra $B$ is called essential if for all $b \in B$, we have $(\forall x \in I: x b=0) \Rightarrow b=0$ and $(\forall x \in I: b x=0) \Rightarrow b=0$.
If $A$ is unital one can still define the ${ }^{*}$-algebra $\tilde{A}$ this way but one needs another formula for the norm to obtain a C*-algebra. But we will not make use of this fact.
If $A$ is a non-unital algebra and $a \in A$ one defines the spectrum $\sigma(a)$ of $a$ as $\sigma(a)=\sigma_{\tilde{A}}(a) \subseteq \mathbb{C}$. Notice that $0 \in \sigma(a)$. If $f \in C(\sigma(a))$ and $f(0)=0$ we define the element $f(a) \in A$ as $f(a)=\pi(f)$, where $\pi$ is the functional calculus of $a$ with respect to $\tilde{A}$. The condition $f(0)=0$ guarantees that $f(a)$ belongs to $A$ (as opposed to $\tilde{A} \backslash A$ ).
Among all normal elements the self-adjoint and positive elements can be identified by their spectrum:

Proposition 1.14. Consider a $C^{*}$-algebra $A$ and a normal element $a \in A$. Then

1. $a$ is self-adjoint $\Leftrightarrow \sigma(a) \subseteq \mathbb{R}$,
2. $a$ is positive $\Leftrightarrow \sigma(a) \subseteq \mathbb{R}^{+}$.

The functional calculus is also used to define powers of positive elements.
Definition 1.15. Consider a $C^{*}$-algebra $A$ and $a \in A^{+}$. If $\alpha \in \mathbb{R}^{+}$we define $a^{\alpha}=f(a) \in A^{+}$, where $f \in C(\sigma(a))$ is defined by $f(t)=t^{\alpha}$ for all $t \in \sigma(a)$.

The fact that the functional calculus of $a$ is a ${ }^{*}$-homomorphism implies several familiar formulas for its powers, e.g. $a^{\alpha+\beta}=a^{\alpha} a^{\beta}$ for all $\alpha, \beta \in \mathbb{R}^{+}$. If moreover $A$ is unital and $a$ is invertible, this same method can be used to define any complex power of $a$.
Although a C ${ }^{*}$-algebra does not have to be unital, we can always approximate a unit.

Proposition 1.16. Consider a $C^{*}$-algebra $A$. There exists a net $\left(u_{i}\right)_{i \in I}$ in $A^{+}$such that

1. $\left\|u_{i}\right\| \leq 1$ for all $i \in I$,
2. $u_{i} \leq u_{j}$ if $i, j \in I$ and $i \leq j$,
3. For all $a \in A$, the nets $\left(u_{i} a\right)_{i \in I}$ and $\left(a u_{i}\right)_{i \in I}$ converge to $a$ in the norm topology.

A net $\left(u_{i}\right)_{i \in I}$ in $A$ satisfying conditions (1),(2),(3) of the above proposition is called an approximate unit for $A$. If $A$ is separable (that is, $A$ contains a countable dense subset), then $A$ has an approximate unit that is a sequence.

## Tensor Products of C*-algebras

Let $A, B$ be C ${ }^{*}$-algebras. The algebraic tensor product $A \odot B$ is a *-algebra, where the product and *-operation are determined by $(a \otimes b)(c \otimes d)=(a c) \otimes(b d)$ and $(a \otimes b)^{*}=a^{*} \otimes b^{*}$ for all $a, b, c, d \in A$. We can therefore look at $\mathrm{C}^{*}$-norms on $A \odot B$ (see the comments after Definition 1.1).
There exist in general different $\mathrm{C}^{*}$-norms $\alpha$ on the algebraic tensor product $A \odot B$ and all of them are automatically compatible with the original norms on $A$ and $B$ (that is, $\alpha(a \otimes b)=\|a\|\|b\|$ for all $a \in A, b \in B$ ) but there is a smallest and biggest $\mathrm{C}^{*}$-norm.
Out of all these norms, we will now single out and describe the smallest one. For this purpose, take a faithful ${ }^{*}$-representation $\pi$ of $A$ on a Hilbert space $\mathcal{H}$ and a faithful ${ }^{*}$-representation $\theta$ of $B$ on a Hilbert space $\mathcal{K}$.
Recall that $B(\mathcal{H}) \odot B(\mathcal{K})$ is naturally embedded in $B(\mathcal{H} \otimes \mathcal{K})$ in the following way. Given two elements $x \in B(\mathcal{H}), y \in B(\mathcal{K})$, the element $x \otimes y \in B(\mathcal{H} \otimes \mathcal{K})$ is defined so that $(x \otimes y)(v \otimes w)=(x v) \otimes(y w)$ for all $v \in \mathcal{H}, w \in \mathcal{K}$. Moreover, $\|x \otimes y\|=\|x\|\|y\|$. Therefore we have a faithful ${ }^{*}$-representation $\pi \odot \theta: A \odot B \rightarrow B(\mathcal{H} \otimes \mathcal{K})$ given by $(\pi \odot \theta)(a \otimes b)=\pi(a) \otimes \theta(b)$ for all $a \in A$ and $b \in B$.
The mapping $A \odot B \rightarrow \mathbb{R}^{+}: z \mapsto\|(\pi \odot \theta)(z)\|$ is a $\mathrm{C}^{*}$-norm on $A \odot B$ and the completion of $A \odot B$ with respect to this norm is denoted by $A \otimes B$ (or $A \otimes_{\min } B$ if ones wants to distinguish it from other $\mathrm{C}^{*}$-norms) and called the spatial (or minimal) tensor product of the $\mathrm{C}^{*}$-algebras $A$ and $B$. One can prove that this norm does not depend on the choice of the faithful ${ }^{*}$-representations $\pi$ and $\theta$.

Example 1.17. (1) If $X$ and $Y$ are two locally compact Hausdorff spaces there exists a natural injective *-homomorphism $C_{0}(X) \odot C_{0}(Y) \hookrightarrow C_{0}(X \otimes Y)$ which identifies a simple tensor $f \otimes g$ in the algebraic tensor product $C_{0}(X) \odot C_{0}(Y)$ with a function on $X \times Y$ given by $(f \otimes g)(x, y)=f(x) g(y)$ for all $x \in X$, $y \in Y$. This way the algebraic tensor product $C_{0}(X) \odot C_{0}(Y)$ becomes a dense ${ }^{*}$-subalgebra of $C_{0}(X \times Y)$. As such $C_{0}(X) \odot C_{0}(Y)$ inherits the norm of $C_{0}(X \times Y)$ and this norm is the spatial C*-norm (which is in fact the only $\mathrm{C}^{*}$-norm on $C_{0}(X) \odot C_{0}(Y)$ ). As a consequence, $C_{0}(X) \otimes C_{0}(Y)=C_{0}(X \times Y)$.
(2) Let $\mathcal{H}$ and $\mathcal{K}$ be Hilbert spaces, $A$ a $\mathrm{C}^{*}$-subalgebra of $B(\mathcal{H})$ and $B$ a $\mathrm{C}^{*}$-subalgebra of $B(\mathcal{K})$. As discussed above can $A \odot B$ be considered as a *-subalgebra of $B(\mathcal{H} \otimes \mathcal{K})$ and is $A \otimes B$ nothing else than the norm closure of $A \odot B$ in $B(\mathcal{H} \otimes \mathcal{K})$. In this setting $B_{0}(\mathcal{H}) \otimes B_{0}(\mathcal{K})=B_{0}(\mathcal{H} \otimes \mathcal{K})$ but if $\mathcal{H}$ and $\mathcal{K}$ are infinite dimensional, $B(\mathcal{H}) \otimes B(\mathcal{K}) \nsubseteq B(\mathcal{H} \otimes \mathcal{K})$.

We will need the following results concerning bounded linear functionals.
Proposition 1.18. Let $\omega \in A^{*}$ and $\eta \in B^{*}$. There exists a unique element $\omega \otimes \eta \in(A \otimes B)^{*}$ satisfying $(\omega \otimes \eta)(a \otimes b)=\omega(a) \eta(b)$ for all $a \in A, b \in B$. Moreover, $\|\omega \otimes \eta\|=\|\omega\|\|\eta\|$. If $\omega$ and $\eta$ are positive, then $\omega \otimes \eta$ is positive.

The minimal tensor product enjoys moreover the useful property that the set $\left\{\omega \otimes \eta \mid \omega \in A^{*}, \eta \in B^{*}\right\}$ separates the elements of $A \otimes B$, a property not shared by the other $\mathrm{C}^{*}$-algebraic tensor products of $A$ and $B$.

Proposition 1.19. Let $\omega \in A^{*}$. Then there exists a unique bounded linear mapping $\omega \otimes \iota: A \otimes B \rightarrow B$ such that $(\omega \otimes \iota)(a \otimes b)=\omega(a) b$ for all $a \in$ $A, b \in B$. Such a mapping $\omega \otimes \iota$ is referred to as a slice-map. Moreover, $(\omega \otimes \eta)(x)=\eta((\omega \otimes \iota)(x))$ for all $x \in A \otimes B$ and $\eta \in B^{*}$.

Of course, a similar results holds for mappings of the form $\iota \otimes \omega$.
Proposition 1.20. Consider $C^{*}$-algebras $A_{1}, A_{2}, B_{1}, B_{2}$ and ${ }^{*}$-homomorphisms $\pi: A_{1} \rightarrow A_{2}$ and $\theta: B_{1} \rightarrow B_{2}$. There exists a unique *-homomorphism $\pi \otimes \theta: A_{1} \otimes A_{2} \rightarrow B_{1} \otimes B_{2}$ so that $(\pi \otimes \theta)(a \otimes b)=\pi(a) \otimes \theta(b)$ for all $a \in A_{1}$ and $b \in B_{1}$. If $\pi$ and $\theta$ are injective, then $\pi \otimes \theta$ is injective.

We defined the tensor products between two C*-algebras, but the same principles can be adapted to define the minimal tensor product of any finite number of $\mathrm{C}^{*}$-algebras. Then the obvious associativity results hold and we will use them without further mention. For instance, if $A_{1}, A_{2}, A_{3}$ are $\mathrm{C}^{*}$ algebras, there exists unique isomorphisms of $\mathrm{C}^{*}$-algebras $\pi_{1}:\left(A_{1} \otimes A_{2}\right) \otimes$ $A_{3} \rightarrow A_{1} \otimes A_{2} \otimes A_{3}$ and $\pi_{2}: A_{1} \otimes\left(A_{2} \otimes A_{3}\right) \rightarrow A_{1} \otimes A_{2} \otimes A_{3}$ so that $\pi_{1}\left(\left(a_{1} \otimes a_{2}\right) \otimes a_{3}\right)=a_{1} \otimes a_{2} \otimes a_{3}$ and $\pi_{2}\left(a_{1} \otimes\left(a_{2} \otimes a_{3}\right)\right)=a_{1} \otimes a_{2} \otimes a_{3}$ for all $a_{1} \in A_{1}, a_{2} \in A_{2}$ and $a_{3} \in A_{3}$. For the rest of these lecture notes we will therefore identify $A_{1} \otimes A_{2} \otimes A_{3},\left(A_{1} \otimes A_{2}\right) \otimes A_{3}$ and $A_{1} \otimes\left(A_{2} \otimes A_{3}\right)$.
There also exists a unique ${ }^{*}$-isomorphism $\chi: A_{1} \otimes A_{2} \rightarrow A_{2} \otimes A_{1}$ so that $\chi\left(a_{1} \otimes a_{2}\right)=a_{2} \otimes a_{1}$ for all $a_{1} \in A_{1}$ and $a_{2} \in A_{2}$. We call $\chi$ the flip-map on $A_{1} \otimes A_{2}$.

## The multiplier C*-algebra

If $A$ is a non-unital C*-algebra we saw in Definition 1.13 how one can extend $A$ to a unital algebra. In the next part we introduce another way of extending $A$ that in the commutative case corresponds to the Stone-Čech compactification of a locally compact Hausdorff space.

Definition 1.21. Let $A$ be a $C^{*}$-algebra. $A$ multiplier $x$ of $A$ is a pair $x=$ $(r, \ell)$ of maps $r, \ell: A \rightarrow A$ satisfying $r(a) b=a \ell(b)$ for all $a, b \in A$. The maps $r, \ell$ are automatically linear, bounded and satisfy the module properties

$$
r(a b)=a r(b) \quad \ell(a b)=\ell(a) b
$$

for all $a, b \in A$. We set $a x=r(a)$ and $x a=\ell(a)$ for all $a \in A$. The set of multipliers of $A$ is denoted by $M(A)$.

The boundedness of $l$ and $r$ follows from the Closed Graph Theorem 7.1. The defining relation for the multiplier $x$ is nothing but an associativity-relation $(a x) b=a(x b)$ for all $a, b \in A$. A multiplier $x$ is obviously determined if one knows how elements of $A$ are multiplied to the left and the right of $x$ and this is the way one should think of multipliers (not as pairs of mappings).
The set of multipliers $M(A)$ is made into a $\mathrm{C}^{*}$-algebra by defining the sum and the product in such a way that the following obvious formulas hold. If $x, y \in M(A)$ and $a \in A$,

$$
\begin{array}{rlrl}
(x+y) a & =x a+y a & a(x+y) & =a x+a y \\
(x y) a & =x(y a) & a(x y) & =(a x) y
\end{array}
$$

and similarly for the scalar multiplication. The *-operation is defined such that

$$
x^{*} a=\left(a^{*} x\right)^{*} \quad a x^{*}=\left(x a^{*}\right)^{*}
$$

The norm is given by

$$
\|x\|=\sup \{\|x b\| \mid b \in A,\|b\| \leq 1\}=\sup \{\|b x\| \mid b \in A,\|b\| \leq 1\}
$$

The multiplier algebra $M(A)$ always contains a unit element (the pair consisting of the identity mappings on $A$ ) and if we define for all $c \in A$, the linear maps $L_{c}, R_{c}: A \rightarrow A$ by $L_{c}(a)=c a$ and $R_{c}(a)=a c$ for all $a \in A$, we obtain an injective *-isomorphism $A \rightarrow M(A): c \mapsto\left(L_{c}, R_{c}\right)$. From now on we will identify $A$ with its image in $M(A)$. As such, $A$ is an essential two-sided ideal in $M(A)$. If $A$ is unital, then $M(A)=A$.
In practice we will work with concrete realizations of the multiplier algebra $M(A)$ as follows. Most of the time one can find a natural C*-algebra $B$ so that $A$ is an essential two-sided ideal of $B$ and their exists a unital *-isomorphism $\pi: M(A) \rightarrow B$ such that $\pi\left(L_{a}, R_{a}\right)=a$ for all $a \in A$. In this case we will always identify $M(A)$ with $B$ and work with the explicit $\mathrm{C}^{*}$-algebra $B$ instead of the abstract definition of $M(A)$. Let us give two examples.

Example 1.22. i) If $X$ is a locally compact Hausdorff space then $M\left(C_{0}(X)\right)=$ $C_{b}(X)$.
ii) If $\mathcal{H}$ is a Hilbert space, then $M\left(B_{0}(\mathcal{H})\right)$ equals $B(\mathcal{H})$.

We already mentioned that *-homomorphism are the natural morphisms between C*-algebras but this is not completely accurate. In the next definition we introduce another natural notion of a morphism which is sometimes (like in the context of quantum groups) better suited to the needs of non-unital algebras.

Definition 1.23. Consider two $C^{*}$-algebras $A$ and $B$ and $a^{*}$-homomorphism $\pi: A \rightarrow M(B)$. It is called non-degenerate if $\pi(A) B:=\langle\pi(a) b \mid a \in A, b \in B\rangle$ is dense in $B$.

Notice that for unital $A$ and $B$, the non-degeneracy of $\pi$ is equivalent to $\pi(1)=1$. We need to extend non-degenerate ${ }^{*}$-homomorphisms to the multiplier algebra $M(A)$ :

Proposition 1.24. Consider two $C^{*}$-algebras $A, B$ and a non-degenerate *homomorphism $\pi: A \rightarrow M(B)$. Then there exists a unique ${ }^{*}$-homomorphism $\bar{\pi}: M(A) \rightarrow M(B)$ extending $\pi$. This extension is unital. For all $x \in M(A)$, we set $\pi(x)=\bar{\pi}(x)$.

The extension is determined by

$$
\bar{\pi}(x)(\pi(a) b)=\pi(x a) b \quad \text { and } \quad(b \pi(a)) \bar{\pi}(x)=b \pi(a x)
$$

whenever $a \in A, x \in M(A)$ and $b \in B$. The uniqueness of this extension is a consequence of the non-degeneracy of $\pi$.
The above property makes it possible to compose non-degenerate *-homomorphisms. Simply, if $\pi: A \rightarrow M(B)$ and $\theta: B \rightarrow M(C)$ are non-degenerate *-homomorphisms, we set $\theta \pi=\bar{\theta} \circ \pi$.

Example 1.25. Consider two locally compact Hausdorff spaces $X$ and $Y$. If $j: X \rightarrow Y$ is a continuous map, we can define a ${ }^{*}$-homomorphism $\pi_{j}$ : $C_{0}(Y) \rightarrow C_{b}(X): f \rightarrow f \circ j$. Then $\pi_{j}: C_{0}(Y) \rightarrow M\left(C_{0}(X)\right)$ is non-degenerate and $\pi_{j}(f)=f \circ j$ for all $f \in C_{b}(Y)$. Let $\operatorname{Mor}\left(C_{0}(Y), C_{0}(X)\right)$ be the set of non-degenerate *-homomorphisms from $C_{0}(Y)$ to $M\left(C_{0}(X)\right)$. It is not so hard to prove that the mapping $C(X, Y) \rightarrow \operatorname{Mor}\left(C_{0}(Y), C_{0}(X)\right): j \rightarrow \pi_{j}$ is a bijection. This way we get a contravariant functor from the category of locally compact Hausdorff spaces (with continuous functions as morphisms) to the category of $\mathrm{C}^{*}$-algebras (with non-degenerate ${ }^{*}$-homomorphisms as morphisms).
The ${ }^{*}$-homomorphism $\pi_{j}$ maps $C_{0}(Y)$ into $C_{0}(X)$ if and only if $j$ is proper, i.e. $j^{-1}(K)$ is compact for every compact subset $K \subseteq Y$. Check all the claims above by appealing to Urysohn's lemma. Notice also that $j$ is injective if $\pi_{j}\left(C_{0}(Y)\right) \supseteq C_{0}(X)$.

## 2 Locally compact quantum groups in the $\mathrm{C}^{*}$-algebra setting

Let $G$ be a locally compact group, i.e. $G$ is a group and possesses a locally compact Hausdorff topology for which the mappings $G \times G \rightarrow G:(s, t) \rightarrow s t$ and $G \rightarrow G: s \rightarrow s^{-1}$ are continuous.
By the discussion in the previous section we can associate to $G$ a commutative $\mathrm{C}^{*}$-algebra $A:=C_{0}(G)$. Notice however that we nowhere use the group operation to define this $\mathrm{C}^{*}$-algebra. In order to lift the group operation to the level of the $\mathrm{C}^{*}$-algebra $A$ we mimic the procedure that is followed in the theory of Hopf-algebras to introduce a comultiplication $\Delta: A \rightarrow M(A \otimes A)=C_{b}(G \times G): f \rightarrow \Delta(f)$ by setting $\Delta(f)(s, t)=f(s t)$ for all $f \in A$ and $s, t \in G$. Since it is the adjoint of the continuous map $G \times G \rightarrow G:(s, t) \rightarrow s t$, the *-homomorphism $\Delta$ is non-degenerate, cfr. Example 1.25. This example also gives us a formula for the extension of $\Delta$ to the multiplier algebra.
Using Proposition 1.20 we get a *-homomorphism $\Delta \otimes \iota: C_{0}(G \times G)=A \otimes A \rightarrow$ $C_{b}(G \times G) \otimes C_{b}(G)$. Similar to the discussion in Example 1.17 (1) we get that $C_{b}(G \times G) \otimes C_{b}(G)$ is naturally embedded into $C_{b}(G \times G \times G)=M(A \otimes A \otimes A)$ and that under this embedding, $(\Delta \otimes \iota)(f)(s, t, u)=f(s t, u)$ for all $f \in A \otimes A$ and $s, t, u \in G$. This is immediately seen if $f$ is a simple tensor and is then extended to the whole of $A \otimes A$ by continuity of $\Delta \otimes \iota$. Note that this also implies that $\Delta \otimes \iota$ is non-degenerate.
Similarly we see that $\iota \otimes \Delta: A \otimes A \rightarrow M(A \otimes A \otimes A)$ is given by $(\iota \otimes$ $\Delta)(f)(s, t, u)=f(s, t u)$ for all $s, t, u \in G$.
As a consequence, the associativity of the group operation implies (and is in fact equivalent) to the well known coassociativity formula

$$
\begin{equation*}
(\Delta \otimes \iota) \Delta=(\iota \otimes \Delta) \Delta \tag{2.1}
\end{equation*}
$$

which makes sense because $\iota \otimes \Delta$ and $\Delta \otimes \iota$ are non-degenerate and can be extended to $C_{b}(G \times G)$.
Next one might wonder how the existence of the unit element of $G$ and the existence and continuity of the inverse operation on $G$ can be translated to the level of the pair $(A, \Delta)$. The obvious way is to define the natural counit $\varepsilon: A \rightarrow \mathbb{C}$ and antipode or coinverse $S: A \rightarrow A$ by the formulas

1. $\varepsilon(f)=f(e)$ for all $f \in A$, whence $\varepsilon$ is a non-zero *-homomorphism,
2. $S(f)(s)=f\left(s^{-1}\right)$ for all $f \in A$ and $s \in G$, whence $S$ is a *-automorphism.

The group axioms for the unit and inverse elements are then equivalent to the formulas
$(\varepsilon \otimes \iota) \Delta(f)=(\iota \otimes \varepsilon) \Delta(f)=f$ and $m(S \otimes \iota) \Delta(f)=m(\iota \otimes S) \Delta(f)=\varepsilon(f) 1$
for all $f \in A$. Here, $m: A \otimes A \rightarrow A$ is the non-degenerate *-homomorphism such that $m(a \otimes b)=a b$ for all $a, b \in A$. Or explicitly, $m(f)(s)=f(s, s)$ for all $f \in C_{0}(G \times G)$ and $s \in G$. Notice that Eq. (2.2) makes sense because of the non-degeneracy of the maps involved (see Proposition 1.24).
Thanks to Gelfand's Theorem 1.4 and the covariant functor of Example 1.25 we can easily go the other way around in the following way. Suppose that $(A, \Delta, \varepsilon, S)$ is a quadruple consisting of (1) a commutative C*-algebra $A$, (2) a non-degenerate *-homomorphism $\Delta: A \rightarrow M(A \otimes A)$, (3) a non-zero *homomorphism $\varepsilon: A \rightarrow \mathbb{C}$ and a *-automorphism $S: A \rightarrow A$ satisfying Eqs. (2.1) and (2.2). Then, there exists a locally compact group $G$ so that the quadruple $(A, \Delta, \varepsilon, S)$ is isomorphic to the concrete quadruple constructed from $G$ as explained above.

The basic idea behind the theory of locally compact quantum groups is very simple: is it possible to develop a rich theory if we replace the commutative $\mathrm{C}^{*}$-algebra $A$ by a non-commutative $\mathrm{C}^{*}$-algebra $A$. Luckily for us the answer is no, at least not in this very naive way. Let us indicate some of the problems involved in such a naive generalization.
There will be no problem in generalizing the notion of a comultiplication $\Delta$. This will still be a non-degenerate ${ }^{*}$-homomorphism $\Delta: A \rightarrow M(A \otimes A)$ that is coassociative, i.e. $(\Delta \otimes \iota) \Delta=(\iota \otimes \Delta) \Delta$. Problems arise if we try to generalize the counit and coinverse.
(1) The map $m$ used in the equalities on the right hand side of (2.2) is illdefined in the non-commutative setting. It is still defined on the algebraic tensor product $m: A \odot A \rightarrow A$ by $m(a \otimes b)=a b$ for all $a, b \in A$, but is not continuous and cannot be extended to the completed tensor product $A \otimes A$.
(2) There are examples of (even unital) $\mathrm{C}^{*}$-algebras with a comultiplication that deserve to be considered 'locally compact quantum groups' but for which the corresponding antipode is unbounded (also, in general, it does not preserve the ${ }^{*}$-operation and it is anti-multiplicative). On the plus side, it turns out that this ill-behavior can be controlled very well and the antipode still plays an important role.
(3) The counit can be unbounded. It plays a minor role in the theory of quantum groups but turns out to be useful from time to time.

In short, the behavior of the antipode and the counit seems to be too erratic for them to be part of the definition of a locally compact quantum group but they still have a role to play in the theory.

Exercise 2.1. Consider the Hilbert space $\mathcal{H}=\ell^{2}(\mathbb{N})$ and the $\mathrm{C}^{*}$-algebra $B_{0}(\mathcal{H})$. We saw in Example 1.17 (2) that the minimal tensor product $B_{0}(\mathcal{H}) \otimes$ $B_{0}(\mathcal{H})$ is naturally identified with $B_{0}(\mathcal{H} \otimes \mathcal{H})$ (as a side remark, there is only one $\mathrm{C}^{*}$-norm on $\left.B_{0}(\mathcal{H}) \odot B_{0}(\mathcal{H})\right)$. Consider the linear map $m: B_{0}(\mathcal{H}) \odot$ $B_{0}(\mathcal{H}) \rightarrow B_{0}(\mathcal{H})$ defined by $m(a \otimes b)=a b$ for all $a, b \in B_{0}(\mathcal{H})$. Show that
there exists a sequence $\left(x_{n}\right)_{n=1}^{\infty}$ in $B_{0}(\mathcal{H}) \odot B_{0}(\mathcal{H})$ such that $\left(x_{n}\right)_{n=1}^{\infty} \rightarrow 0$ in the norm topology but for which $\left(\left\|m\left(x_{n}\right)\right\|\right)_{n=1}^{\infty} \rightarrow \infty$.

So we are led to the following vague problem: Consider a $C^{*}$-algebra $A$ and a non-degenerate *-homomorphism $\Delta: A \rightarrow M(A \otimes A)$ such that

$$
(\iota \otimes \Delta) \Delta=(\Delta \otimes \iota) \Delta
$$

What kind of extra conditions does the pair $(A, \Delta)$ have to satisfy in order for it to be called a locally compact quantum group?
These extra axioms have to be chosen in such a way that

1. The axioms are as simple as possible and they should be not 'too' hard to verify in explicit examples.
2. From such a definition of a locally compact quantum group, it should be possible to derive a rich theory that has similarities with the classical theory of locally compact groups but should produce 'quantum' phenomena not seen in the classical case.
3. Certain examples that have been constructed over the years should satisfy these axioms.

The search for the right set of axioms has lasted for about 30 years and a acceptable general definition has been presented in [KuV00a] (more precisely, there are at least two persons who like to think so). The definition in [KuV00a] is formulated in the $\mathrm{C}^{*}$-algebra setting but in these lecture notes we will concentrate on the (equivalent) definition in the von Neumann algebra setting discussed in [KuV03] (see Definition 5.1).
A short discussion of the history and contributions of mathematicians involved has been given in the introduction of these lecture notes. In special cases like the compact and discrete one, there exist simpler sets of axioms and they have in fact been discovered much earlier. These will be discussed in section 3 .
How does one get hold of these extra axioms? The basic idea is, again, pretty simple. In the definition of a locally compact group, one tries to replace the existence of unit element an inverse operation by other equivalent conditions which can be translated to conditions on the level of the associated commutative $\mathrm{C}^{*}$-algebra and successfully survive the transformation to the noncommutative setting.
Let us illustrate this. Consider a locally compact group $G$ and set $A=C_{0}(G)$. Define the continuous mapping

$$
j: G \times G \rightarrow G \times G:(s, t) \mapsto(s t, s) .
$$

Then $j$ is a homeomorphism and $j^{-1}(s, t)=\left(s^{-1} t, s\right)$ for all $s, t \in G$. Hence, we can define a ${ }^{*}$-isomorphism $\pi: A \otimes A \rightarrow A \otimes A$ by $\pi(h)=h \circ j$ for every $h \in A \otimes A$. If $f, g \in A$, then $\pi(f \otimes g)=\Delta(f)(g \otimes 1)$, implying that

1. $\langle\Delta(a)(b \otimes 1) \mid a, b \in A\rangle$ is a dense subspace of $A \otimes A$.
2. The linear map $T: A \odot A \rightarrow A \otimes A$ defined by $T(a \otimes b)=\Delta(a)(b \otimes 1)$ is injective.
Of course, we get similar results involving expressions of the form $\Delta(a)(1 \otimes b)$. Notice that these kind of conditions still make sense if $A$ is non-commutative. Imposing these kind of extra conditions is not sufficient in the general case (it is even not sufficient in the general commutative case) but we will see in the next section that they are sufficient in the compact and discrete case. It turns out that the final general solution will hinge on assuming the existence of generalizations of Haar measures (see Definition 5.1).

## 3 Compact quantum groups

Arguably the most satisfactory set of axioms of a locally compact quantum group can be given in the compact case, i.e. when the underlying C*-algebra has a unit. In this case the existence of the Haar measure can be derived from a simple set of axioms and a generalization of the Peter-Weyl theory (with some modifications) can be developed. The definition and its associated theory are mainly due to S.L. Woronowicz.

### 3.1 The theoretical setting

Let us first take a look at the classical case:
Exercise 3.1. Consider a compact associative semi-group $G$, i.e. G carries a compact Hausdorff topology and the product $G \times G \rightarrow G:(s, t) \rightarrow s t$ is continuous and associative. Set $A=C(G)$ and define the unital *-homomorphism $\Delta: A \rightarrow A \otimes A=C(G \times G)$ by $\Delta(f)(s, t)=f(s t)$ for all $f \in C(G)$ and $s, t \in G$. Assume that the spaces $\langle\Delta(a)(b \otimes 1) \mid a, b \in A\rangle$ and $\langle\Delta(a)(1 \otimes b) \mid a, b \in A\rangle$ are dense in $A \otimes A$. Show that $G$ is a compact group:
(1) Define the continuous map $j: G \times G \rightarrow G \times G:(s, t) \rightarrow(s t, s)$. Then $j$ is injective (why?) so $G$ satisfies the left cancellation property: if $s, t, u \in G$ and $s t=s u$, then $t=u$. Similarly $G$ satisfies the right cancellation property.
(2) Take $s$ in $G$ and define $H$ to be the closure of $\left\{s^{n} \mid n \in \mathbb{N}\right\}$. We call $J$ a closed ideal of $H$ if $J$ is a non-empty closed subset of $H$ such that $g J \subseteq J$ for all $g \in H$. Prove that there is a smallest closed ideal I in $H$. Then $I \subseteq g I$ for all $g \in H$. Conclude that $G$ has a unit element that belongs to $I$. Show also that $s$ has an inverse in $H$.
(3) Show that $G \rightarrow G: s \rightarrow s^{-1}$ is continuous (remember the map $j$ ).

As a consequence the classical case suggests that the following definition might be the correct generalization to the quantum setting.

Definition 3.2. Consider a unital $C^{*}$-algebra $A$ and a unital *-homomorphism $\Delta: A \rightarrow A \otimes A$ such that $(\Delta \otimes \iota) \Delta=(\iota \otimes \Delta) \Delta$ and

$$
\langle\Delta(a)(b \otimes 1) \mid a, b \in A\rangle \quad \text { and } \quad\langle\Delta(a)(1 \otimes b) \mid a, b \in A\rangle
$$

are dense in $A \otimes A$. Then $(A, \Delta)$ is called a compact quantum group.
Of course, the fact that in the commutative case this definition is equivalent to the fact that $(A, \Delta)$ arises from a compact group as described in the previous section is no guarantee that the definition above is the right one. It is only a minimal condition that any definition should satisfy. However, Woronowicz has showed in [Wor87a] and [Wor98] that this is indeed the correct definition by developing the associated theory. In the rest of this section we will give an overview of the most important aspects of this theory. For the rest of this section we fix a compact quantum group $(A, \Delta)$.

## The invariant state

The essential first step in the development of the theory is the proof of the existence of the quantum version of the Haar measure. Let us quickly look at the classical case to find out what kind of object this should be.

Example 3.3. Suppose that $A=C(G)$ where $G$ is a compact group. The Haar measure $\mu$ on $G$ is the unique regular Borel measure on $G$ so that $\mu(G)=1$ and

$$
\int_{G} f(s t) d \mu(s)=\int_{G} f(t s) d \mu(s)=\int_{G} f(s) d s
$$

for all $t \in G$. As in Example 1.10 (1), $\mu$ is translated to the positive linear functional $\varphi: A \rightarrow \mathbb{C}$ given by $\varphi(f)=\int_{G} f(s) d \mu(s)$ for all $f \in C(G)$. Then $(\varphi \otimes \iota)(h)(t)=\int h(s, t) d \mu(s)$ and $(\iota \otimes \varphi)(h)(t)=\int h(t, s) d \mu(s)$ for all $h \in C(G \times G)$ and $t \in G$. This is immediate for elements of the form $h_{1} \otimes h_{2}$, where $h_{1}, h_{2} \in C(G)$ and follows for any element in $C(G \times G)$ by linearity and continuity since $C(G) \odot C(G)$ is dense in $C(G \times G)$. It follows that the invariance of $\mu$ is equivalent to

$$
(\varphi \otimes \iota) \Delta(f)=(\iota \otimes \varphi) \Delta(f)=\varphi(f) 1
$$

for all $f \in C(G)$.
Hence, in the quantum world, the 'quantum Haar measure' takes on the following form.

Theorem 3.4. There exists a unique state $\varphi$ on $A$ so that

$$
(\iota \otimes \varphi) \Delta(a)=(\varphi \otimes \iota) \Delta(a)=\varphi(a) 1
$$

for all $a \in A$. We call $\varphi$ the Haar state of $(A, \Delta)$.

The first proof of the existence of $\varphi$ was given by Woronowicz in [Wor87a] albeit in the case that $A$ is separable. The general case was dealt with by Van Daele in [VD95]. The uniqueness is in fact a triviality. If $\omega \in A^{*}$ and $(\omega \otimes \iota) \Delta(a)=\omega(a) 1$ for all $a \in A$, then

$$
\omega(a)=\varphi((\omega \otimes \iota) \Delta(a))=\omega((\iota \otimes \varphi) \Delta(a))=\varphi(a) \omega(1) .
$$

Unlike in the classical case, the Haar state does not have to be faithful! A positive linear functional $\omega$ on $A$ is called faithful if for $x \in A^{+}$, we have $\omega(x)=0 \Rightarrow x=0$. This can already happen if $(A, \Delta)$ is the universal dual of discrete group (see the first example in the next subsection).

## Corepresentation theory

Another important aspect of group theory is the study of group representations on Hilbert spaces. The representation theory of compact groups works extremely well because of the Peter-Weyl theory. This theory can be generalized to the quantum setting but in order to do so we first need a good notion of a 'strongly continuous unitary quantum group representation'. In order to define these objects, we first need some extra notation.
Let $\mathcal{K}$ be a Hilbert space. The mapping $\Delta \otimes \iota: A \otimes B_{0}(\mathcal{K}) \rightarrow A \otimes A \otimes B_{0}(\mathcal{K})$ is a non-degenerate ${ }^{*}$-homomorphism and as such extends uniquely to a unital *-homomorphism between the multiplier algebras $M\left(A \otimes B_{0}(\mathcal{K})\right) \rightarrow M(A \otimes$ $\left.A \otimes B_{0}(\mathcal{K})\right)$.
We have also non-degenerate *-homomorphisms $\pi_{13}, \pi_{23}: A \otimes B_{0}(\mathcal{K}) \rightarrow A \otimes$ $A \otimes B_{0}(\mathcal{K})$ determined by $\pi_{13}(a \otimes t)=a \otimes 1 \otimes t$ and $\pi_{23}(a \otimes t)=1 \otimes a \otimes t$ for all $a \in A, t \in B_{0}(K)$. The existence of $\pi_{23}$ is obvious and $\pi_{13}=(\chi \otimes \iota) \pi_{23}$, where $\chi: A \otimes A \rightarrow A \otimes A$ is the flip map. These maps also extend to the multiplier algebra and for every $x \in M\left(A \otimes B_{0}(\mathcal{K})\right)$, we define $x_{13}, x_{23} \in$ $M\left(A \otimes A \otimes B_{0}(\mathcal{K})\right)$ as $x_{13}=\pi_{13}(x)$ and $x_{23}=\pi_{23}(x)$.

Definition 3.5. Consider a Hilbert space $\mathcal{K}$. If $U \in M\left(A \otimes B_{0}(\mathcal{K})\right)$ is an invertible element and $(\Delta \otimes \iota)(U)=U_{13} U_{23}$, we call $U$ a corepresentation of $(A, \Delta)$. If $U$ is moreover a unitary element in $M\left(A \otimes B_{0}(\mathcal{K})\right)$, we call $U$ a unitary corepresentation of $(A, \Delta)$.

One uses the terminology 'corepresentation' for these objects to avoid confusion with the familiar notion of *-representations of the $\mathrm{C}^{*}$-algebra $A$.

Example 3.6. Suppose that $A=C(G)$ where $G$ is a compact group and let $\mathcal{K}$ be a Hilbert space . Using the fact that there is only one $\mathrm{C}^{*}$-norm on $A \odot B_{0}(\mathcal{K})$ it is not difficult to check that we can identify the $\mathrm{C}^{*}$-algebra $C(G) \otimes B_{0}(\mathcal{K})$ with the $\mathrm{C}^{*}$-algebra $C\left(G, B_{0}(\mathcal{K})\right)$ of continuous function from $G$ into $B_{0}(\mathcal{K})$ in such a way that for $f \in C(G), x \in B_{0}(\mathcal{K})$ and $s \in G$, we have $(f \otimes x)(s)=f(s) x$. The algebraic operations on $C\left(G, B_{0}(K)\right)$ are defined pointwise (same formulas as in Example 1.2) and the norm is given by $\|g\|=\sup \{\|g(s)\| \mid s \in G\}$ for all $g \in C\left(G, B_{0}(K)\right)$.

Similarly one can look at the $\mathrm{C}^{*}$-algebra $C_{b}^{s}(G, B(\mathcal{K}))$ of all bounded functions from $G$ into $B(\mathcal{K})$ that are continuous with respect to the strong*-topology on $B(\mathcal{K})$ (see the comments after Definition 4.8). Also here, the algebraic operations are defined pointwise and is the norm the sup-norm defined using the same formula as above. Observe that $C_{b}^{s}(G, B(\mathcal{K}))$ contains $C\left(G, B_{0}(\mathcal{K})\right)$ as an essential ideal. Using the fact that $M\left(B_{0}(\mathcal{K})\right)=B(\mathcal{K})$ it is not so hard to show that $M\left(A \otimes B_{0}(\mathcal{K})\right)=C_{b}^{s}(G, B(\mathcal{K}))$.
If $U \in M\left(A \otimes B_{0}(\mathcal{K})\right)$, then $(\Delta \otimes \iota)(U)$ belongs to $M\left(A \otimes A \otimes B_{0}(\mathcal{K})\right)=$ $M\left(C(G \times G) \otimes B_{0}(\mathcal{K})\right)=C_{b}^{s}(G \times G, B(\mathcal{K}))$ and

$$
\begin{equation*}
(\Delta \otimes \iota)(U)(s, t)=U(s t) \tag{*}
\end{equation*}
$$

for all $s, t \in G$. This is immediate if $U$ is an elementary tensor in $A \odot B_{0}(\mathcal{K})$. The equality is then extended by linearity and norm-continuity to any element in $U \in C\left(G, B_{0}(\mathcal{K})\right)$. Since the formula in the right hand side of $\left(^{*}\right)$ clearly defines a unital *-homomorphism from $M\left(A \otimes B_{0}(\mathcal{K})\right)$ into $M\left(A \otimes A \otimes B_{0}(\mathcal{K})\right)$, it follows that the equality $\left({ }^{*}\right)$ holds in general.
Similarly, one proves that $U_{13}(s, t)=U(s)$ and $U_{23}(s, t)=U(t)$ for all $s, t \in G$. As a consequence the multipicativity of $U$ is equivalent with the equality $(\Delta \otimes \iota)(U)=U_{13} U_{23}$.

The theory of corepresentations of compact quantum groups (but the same is true for the theory of corepresentations of general locally compact quantum groups) has straightforward generalizations of notions like intertwiners, invariant subspaces, irreducibility and direct sum of corepresentations.

Definition 3.7. Consider Hilbert spaces $\mathcal{K}, \mathcal{L}$ and corepresentations $U$ of $(A, \Delta)$ on $\mathcal{K}, V$ of $(A, \Delta)$ on $\mathcal{L}$. We call $T$ an intertwiner from $U$ to $V \Leftrightarrow$ $T \in B(\mathcal{K}, \mathcal{L})$ and $(\omega \otimes \iota)(V) T=T(\omega \otimes \iota)(U)$ for all $\omega \in A^{*}$. The set of intertwiners from $U$ to $V$ is denoted by $\operatorname{Mor}(U, V)$. We say that $U$ is equivalent to $V$, notation $U \cong V$, if $\operatorname{Mor}(U, V)$ contains a bijective operator (by the Closed Graph Theorem, such an element is necessarily a homeomorphism). We say that $U$ is unitarily equivalent to $V$ if $\operatorname{Mor}(U, V)$ contains a unitary operator.

If $U$ and $V$ are unitary, then equivalence is the same as unitary equivalence (this follows from the polar decomposition of any bijective intertwiner). The next generalization of a classical result implies that we can restrict our attention most of the time to unitary corepresentations.

Proposition 3.8. Consider a Hilbert space $\mathcal{K}$ and a corepresentation $U$ of $(A, \Delta)$ on $\mathcal{K}$ and define $T=(\varphi \otimes \iota)\left(U^{*} U\right) \in B(\mathcal{K})^{+}$. Then, $T$ in invertible and the operator $V:=\left(1 \otimes T^{\frac{1}{2}}\right) U\left(1 \otimes T^{-\frac{1}{2}}\right)$ is a unitary corepresentation of $(A, \Delta)$ such that $V \cong W$.

Invariant subspaces are also easily defined:

Definition 3.9. Consider a corepresentation $U$ of $(A, \Delta)$ on a Hilbert space $\mathcal{K}$. We call $\mathcal{L}$ an invariant subspace of $U$ if and only if $\mathcal{L}$ is a closed subspace of $\mathcal{K}$ such that $(\omega \otimes \iota)(U) \mathcal{L} \subseteq \mathcal{L}$ for all $\omega \in A^{*}$. We call $U$ irreducible $\Leftrightarrow\{0\}$ and $\mathcal{K}$ are the only invariant subspaces of $U$.

Suppose that $U$ is unitary and $\mathcal{L}$ is an invariant subspace of $U$. Then, the orthogonal complement $\mathcal{L}^{\perp}$ is also invariant with respect to $U$ and we can restrict $U$ to $\mathcal{L}$ in the following way.
If $x \in B_{0}(\mathcal{L})$ we define $\tilde{x} \in B_{0}(\mathcal{K})$ so that $\left.\tilde{x}\right|_{\mathcal{L}}=x$ and $\left.\tilde{x}\right|_{\mathcal{L}^{\perp}}=0$. Thus, we get an injective *-homomorphism $\pi: B_{0}(\mathcal{L}) \rightarrow B_{0}(\mathcal{K}): x \mapsto \tilde{x}$ implying that $\iota_{A} \otimes \pi$ embeds $A \otimes B_{0}(\mathcal{L})$ into $A \otimes B_{0}(\mathcal{K})$. The image of this embedding is in fact nothing else than the closure of the *-algebra $\left\langle a \otimes \tilde{x} \mid a \in A, x \in B_{0}(\mathcal{L})\right\rangle$. Then, there exists a unique unitary corepresentation $U_{\mathcal{L}}$ of $(A, \Delta)$ on $\mathcal{L}$ such that

$$
(\iota \otimes \pi)\left(U_{\mathcal{L}} z\right)=U(\iota \otimes \pi)(z) \quad \text { and } \quad(\iota \otimes \pi)\left(z U_{\mathcal{L}}\right)=(\iota \otimes \pi)(z) U
$$

for all $z \in B_{0}(\mathcal{L})$. If $\mathcal{H}$ is a Hilbert space and $\theta: A \rightarrow B(\mathcal{H})$ is a unital ${ }^{*}$-homomorphism, then $(\theta \otimes \iota)\left(\mathcal{U}_{\mathcal{L}}\right)=(\theta \otimes \iota)(\mathcal{U})\lceil\mathcal{H} \otimes \mathcal{L}$.
Unitary representations of a compact group are finite dimensional, this remains true in the quantum setting:

Proposition 3.10. All irreducible corepresentations of $(A, \Delta)$ are finite dimensional.

Let $\mathcal{K}$ be a finite dimensional Hilbert space. Then $A \odot B(\mathcal{K})$ is complete and $A \otimes B_{0}(\mathcal{K})=A \odot B(\mathcal{K})$ and this $\mathrm{C}^{*}$-algebra is unital. Thus, $M\left(A \otimes B_{0}(\mathcal{K})\right)$ $=A \otimes B(\mathcal{K})$. If we fix an orthonormal basis $\left(e_{i}\right)_{i=1}^{n}$ for $\mathcal{K}$, we get an obvious ${ }^{*}$-isomorphism $\eta: A \otimes B(\mathcal{K}) \rightarrow M_{n}(A)$ given by $\eta(x)_{i j}=\left(\iota \otimes \omega_{e_{i}, e_{j}}\right)(x)$ for all $x \in A \otimes B(\mathcal{K})$ and $i, j \in\{1, \ldots, n\}$. Notice that $x=\sum_{i, j=1}^{n} \eta(x)_{i j} \otimes \theta_{e_{j}, e_{i}}$. If $U \in A \otimes B(\mathcal{K})$, one checks that $(\Delta \otimes \iota)(U)=U_{13} U_{23}$ if and only if $\Delta\left(\eta(U)_{i j}\right)=\sum_{k=1}^{n} \eta(U)_{i k} \otimes \eta(U)_{k j}$ for all $i, j \in\{1, \ldots, n\}$. In this respect one calls a unitary matrix $u \in M_{n}(A)$ satisfying $\Delta\left(u_{i j}\right)=\sum_{k=1}^{n} u_{i k} \otimes u_{k j}$ for all $i, j \in\{1, \ldots, n\}$, a unitary matrix corepresentation of $(A, \Delta)$ of dimension $n$ and is it sometimes customary to translate notions like intertwiners, invariant subspaces, irreducibility and direct sums in terms of matrix corepresentations.

Proposition 3.11 (Schur's Lemma). Consider two irreducible corepresentations $U, V$ of $(A, \Delta)$ on Hilbert spaces $\mathcal{K}, \mathcal{L}$ respectively. Then

1. If $U, V$ are inequivalent, then $\operatorname{Mor}(U, V)=\{0\}$.
2. If $U, V$ are equivalent, there exists a bijective $T \in B(\mathcal{K}, \mathcal{L})$ such that $\operatorname{Mor}(U, V)=\mathbb{C} T$.

Proposition 3.12. Consider a unitary corepresentation $U$ of $(A, \Delta)$ on a Hilbert space $\mathcal{K}$. Then, there exists a family $\left(\mathcal{K}_{i}\right)_{i \in I}$ of mutually orthogonal finite dimensional invariant subspaces of $\mathcal{K}$ such that $\mathcal{K}=\oplus_{i \in I} \mathcal{K}_{i}$ and each $U_{\mathcal{K}_{i}}$ is irreducible.

Consider a family of Hilbert spaces $\left(\mathcal{K}_{i}\right)_{i \in I}$ and define the Hilbert space $\mathcal{K}$ as the direct sum $\mathcal{K}=\oplus_{i \in I} \mathcal{K}_{i}$. Then we have natural embedding

$$
\begin{equation*}
\oplus_{i \in I} A \otimes B_{0}\left(\mathcal{K}_{i}\right) \hookrightarrow A \otimes B_{0}(\mathcal{K}) \tag{*}
\end{equation*}
$$

by a non-degenerate ${ }^{*}$-homomorphism. As a set, $\oplus_{i \in I} A \otimes B_{0}\left(\mathcal{K}_{i}\right)$ is the set of all I-tuples $\left(x_{i}\right)_{i \in I}$ such that $x_{i} \in A \otimes B_{0}\left(\mathcal{K}_{i}\right)$ for all $i \in I$ and $\left(\left\|x_{i}\right\|\right)_{i \in I}$ belongs to $C_{0}(I)$. The algebraic operations are defined componentwise and for $\left(x_{i}\right)_{i \in I}$ in $\oplus_{i \in I} A \otimes B_{0}\left(\mathcal{K}_{i}\right)$, the norm is defined as $\left\|\left(x_{i}\right)_{i \in I}\right\|=\sup _{i \in I}\left\|x_{i}\right\|$. Notice that the space of elements in $\oplus_{i \in I} A \otimes B_{0}\left(\mathcal{K}_{i}\right)$ for which only a finite number of components are non-zero, is dense in $\oplus_{i \in I} A \otimes B_{0}\left(\mathcal{K}_{i}\right)$. If $a \in A$, $i \in I$ and $x \in B_{0}\left(\mathcal{K}_{i}\right)$ then the embedding $\left.{ }^{( }\right)$mentioned above sends $a \otimes x$ onto $a \otimes \tilde{x}$ where $\tilde{x} \in B_{0}(\mathcal{K})$ is defined so that $\left.\tilde{x}\right|_{\mathcal{K}_{i}}=x$ and $\left.\tilde{x}\right|_{\mathcal{K}_{i}^{\perp}}=0$.
Since the embedding $\left(^{*}\right)$ is non-degenerate, it extends canonically to an injective unital *-homomorphism

$$
M\left(\oplus_{i \in I} A \otimes B_{0}\left(\mathcal{K}_{i}\right)\right) \hookrightarrow M\left(A \otimes B_{0}(\mathcal{K})\right)
$$

We have a natural isomorphism

$$
M\left(\oplus_{i \in I} A \otimes B_{0}\left(\mathcal{K}_{i}\right)\right) \cong \prod_{i \in I} M\left(A \otimes B_{0}\left(\mathcal{K}_{i}\right)\right) .
$$

where $\prod_{i \in I} M\left(A \otimes B_{0}\left(\mathcal{K}_{i}\right)\right)$ is the set of $I$-tuples $\left(x_{i}\right)_{i \in I}$ so that $x_{i}$ belongs to $M\left(A \otimes B_{0}\left(\mathcal{K}_{i}\right)\right)$ for all $i \in I$ and $\left(\left\|x_{i}\right\|\right)_{i \in I} \in C_{b}(I)$. Again, the algebraic operations are defined componentwise and the norm is the sup-norm extending the one defined above. Thus, we have a natural embedding

$$
\prod_{i \in I} M\left(A \otimes B_{0}\left(\mathcal{K}_{i}\right)\right) \subseteq M\left(A \otimes B_{0}(\mathcal{K})\right)
$$

So if we have for every $i \in I$ a unitary corepresentation $U_{i}$ of $(A, \Delta)$, we define the direct sum $\oplus_{i \in I} U_{i} \in M\left(A \otimes B_{0}(\mathcal{K})\right)$ as the image of $\left(U_{i}\right)_{i \in I}$ under the above embedding. Then $\oplus_{i \in I} U_{i}$ is a unitary corepresentation of $(A, \Delta)$ on $\oplus_{i \in I} \mathcal{K}_{i}$.
In the notation of proposition 3.12 we have that $\oplus_{i \in I} U_{\mathcal{K}_{i}} \cong U$.

## Peter-Weyl theory

Although we are working within the framework of $\mathrm{C}^{*}$-algebras, compact quantum groups are in essence algebraic structures as we shall explain below. However, the big advantage of the $\mathrm{C}^{*}$-algebraic approach is the automatic existence of the Haar state.
Theorem 3.13. Define $\mathcal{A} \subseteq A$ as the set $\mathcal{A}$ consisting of all elements of the form $(\iota \otimes \omega)(U)$, where $U$ is a corepresentation of $(A, \Delta)$ on a finite dimensional Hilbert space $\mathcal{K}$ and $\omega \in B(\mathcal{K})^{*}$. Then $\mathcal{A}$ is a dense *-subalgebra $\mathcal{A}$ of $A$. For all $a \in \mathcal{A}$, the element $\Delta(a)$ belongs to $\mathcal{A} \odot \mathcal{A}$, the algebraic tensor product of $\mathcal{A}$ with itself. In fact, $\left(\mathcal{A},\left.\Delta\right|_{\mathcal{A}}\right)$ is a Hopf**-algebra and $\varphi$ is faithful on $\mathcal{A}$. We call $\mathcal{A}$ the coefficient ${ }^{*}$-algebra of $A$

We can even be more explicit. Denote the counit of $\left(\mathcal{A},\left.\Delta\right|_{\mathcal{A}}\right)$ by $\varepsilon$ and the antipode of $\left(A,\left.\Delta\right|_{\mathcal{A}}\right)$ by $S$. Note that these linear mappings do not have to be bounded. In any case, $S$ is closable.
Let $\left(u^{\alpha}\right)_{\alpha \in \mathbb{A}}$ be a complete family of mutually inequivalent, irreducible unitary corepresentations of $(A, \Delta)$. Complete means that every irreducible corepresentation of $(A, \Delta)$ is equivalent to one of the corepresentations in $\left(u^{\alpha}\right)_{\alpha \in \mathbb{A}}$. We will assume that there exists $\alpha_{0} \in \mathbb{A}$ so that $u^{\alpha_{0}}=1$, considered as a corepresentation on $\mathbb{C}$.
Let $\alpha \in \mathbb{A}$. Denote the carrier space of $u^{\alpha}$ by $\mathcal{K}_{\alpha}$ and the dimension of $\mathcal{K}_{\alpha}$ by $n_{\alpha}$. Also fix a basis $\left(e_{i}^{\alpha}\right)_{i=1}^{n_{\alpha}}$ for $\mathcal{K}_{i}$ and define for all $i, j \in\left\{1, \ldots, n_{\alpha}\right\}$ the element $u_{i j}^{\alpha}=\left(\iota \otimes \omega_{e_{i}^{\alpha}, e_{j}^{\alpha}}\right)\left(u^{\alpha}\right) \in \mathcal{A}$.
Proposition 3.14. The family $\left(u_{i, j}^{\alpha} \mid \alpha \in \mathbb{A}, i, j=1, \ldots, n_{\alpha}\right)$ is a linear basis for $\mathbb{A}$ and if $\alpha \in \mathbb{A}$ and $i, j \in\left\{1, \ldots, n_{\alpha}\right\}$, then

$$
\begin{aligned}
\Delta\left(u_{i j}^{\alpha}\right) & =\sum_{k=1}^{n_{\alpha}} u_{i k}^{\alpha} \otimes u_{k j}^{\alpha} \\
S\left(u_{i j}^{\alpha}\right) & =\left(u_{j i}^{\alpha}\right)^{*} \\
\varepsilon\left(u_{i j}^{\alpha}\right) & =\delta_{i j} \\
\varphi\left(u_{i j}^{\alpha}\right) & =0 \text { if } \alpha \neq \alpha_{0}
\end{aligned}
$$

Theorem 3.15. For each $\alpha \in \mathbb{A}$ there exists a unique positive invertible matrix $Q^{\alpha} \in M_{n_{\alpha}}(\mathbb{C})$ such that for all $\alpha, \beta \in \mathbb{A}, i, r \in\left\{1, \ldots, n_{\alpha}\right\}$ and $j, s \in\left\{1, \ldots, n_{\beta}\right\}$,

$$
\varphi\left(\left(u_{j, s}^{\beta}\right)^{*} u_{i, r}^{\alpha}\right)=\delta_{\alpha, \beta} \delta_{r, s} Q_{j i}^{\alpha} .
$$

## The left regular corepresentation of a compact quantum group

In order to define the left regular corepresentation of $(A, \Delta)$ we assume that $A$ is a unital $\mathrm{C}^{*}$-subalgebra of $B(\mathcal{H})$ for some Hilbert space $\mathcal{H}$ (which we may because of the Gelfand-Naimark Theorem 1.5). Also fix a cyclic GNSconstruction $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \xi_{\varphi}\right)$ for the Haar state (Definition 1.11).

Proposition 3.16. There exists a unique unitary operator $V \in B\left(\mathcal{H} \otimes \mathcal{H}_{\varphi}\right)$ such that

$$
V^{*}\left(u \otimes \pi_{\varphi}(a) \xi_{\varphi}\right)=\left(\iota \otimes \pi_{\varphi}\right)(\Delta(a))\left(u \otimes \xi_{\varphi}\right)
$$

for all $u \in \mathcal{H}$ and $a \in A$. The operator $V$ belongs to $M\left(A \otimes B_{0}\left(\mathcal{H}_{\varphi}\right)\right)$ and $(\Delta \otimes \iota)(V)=V_{13} V_{23}$. We call $V$ the left regular corepresentation of $(A, \Delta)$.
Notice that the existence of $V$ follows easily from the left invariance of $\varphi$ : if $a, b \in A$ and $u, v \in \mathcal{H}$, then

$$
\begin{gathered}
\left\langle\left(\iota \otimes \pi_{\varphi}\right)(\Delta(a))\left(u \otimes \xi_{\varphi}\right),\left(\iota \otimes \pi_{\varphi}\right)(\Delta(b))\left(v \otimes \xi_{\varphi}\right)\right\rangle=\left(\omega_{u, v} \otimes \varphi\right)\left(\Delta\left(b^{*} a\right)\right) \\
=\langle u, v\rangle \varphi\left(b^{*} a\right)=\left\langle u \otimes \pi_{\varphi}(a) \xi_{\varphi}, v \otimes \pi_{\varphi}(b) \xi_{\varphi}\right\rangle .
\end{gathered}
$$

The fact that $V^{*}\left(\mathcal{H} \otimes \mathcal{H}_{\varphi}\right)=\mathcal{H} \otimes \mathcal{H}_{\varphi}$ follows from the density axioms in the definition of a compact quantum group. Check that

1. $\left(\iota \otimes \omega_{\pi_{\varphi}(a) \xi_{\varphi}, \pi_{\varphi}(b) \xi_{\varphi}}\right)(V)=(\iota \otimes \varphi)\left(\Delta\left(b^{*}\right)(1 \otimes a)\right)$ for all $a, b \in A$,
2. $\left(\iota \otimes \pi_{\varphi}\right) \Delta(x)=V^{*}\left(1 \otimes \pi_{\varphi}(x)\right) V$ for all $x \in A$.

Notice that the first equality implies that $\left\langle\left(\iota \otimes \omega_{v, w}\right)(V) \mid v, w \in \mathcal{H}_{\varphi}\right\rangle$ is dense in $A$.
Each irreducible corepresentation of $(A, \Delta)$ is contained in the left regular corepresentation:

Theorem 3.17. Consider an irreducible unitary corepresentation $U$ of $(A, \Delta)$ on some Hilbert space $\mathcal{K}$. Then, there exists a finite dimensional subspace $\mathcal{L}$ of $\mathcal{H}_{\varphi}$ such that $\mathcal{L}$ is invariant with respect to the left regular corepresentation and $U \cong V_{\mathcal{L}}=V \upharpoonright_{\mathcal{H} \otimes \mathcal{L}}$.

## The dual of a compact quantum group

Consider a compact quantum group $(A, \Delta)$ with Haar state $\varphi$. We denote the coefficient *-algebra of $(A, \Delta)$ by $\mathcal{A}$ and set $\Phi=\Delta \Gamma_{\mathcal{A}}$ so that $(\mathcal{A}, \Phi)$ is a Hopf *-algebra. Let us denote the counit of $(\mathcal{A}, \Phi)$ by $\varepsilon$ and the antipode of $(\mathcal{A}, \Phi)$ by $S$. The algebraic dual $\mathcal{A}^{\prime}$ is a ${ }^{*}$-algebra for the product and ${ }^{*}$-operation defined by

$$
\omega \eta=(\omega \otimes \eta) \Phi \quad \text { and } \quad \omega^{*}(a)=\overline{\omega\left(S(a)^{*}\right)}
$$

for $\omega, \eta \in \mathcal{A}^{\prime}$ and $a \in \mathcal{A}$. The counit $\varepsilon$ is the unit of the algebra $\mathcal{A}^{\prime}$. One can define a 'comultiplication' $\hat{\Phi}: \mathcal{A} \rightarrow(\mathcal{A} \odot \mathcal{A})^{\prime}$ such that $\hat{\Phi}(\omega)(a \otimes b)=\omega(b a)$ for all $\omega \in \mathcal{A}^{\prime}$ and $a, b \in \mathcal{A}$. We have a natural embedding $\mathcal{A}^{\prime} \odot \mathcal{A}^{\prime} \subseteq(\mathcal{A} \odot \mathcal{A})^{\prime}$ but this is not an equality in general since $\mathcal{A}$ is not assumed to be finite dimensional, and there is no way to give a characterization of $(\mathcal{A} \odot \mathcal{A})^{\prime}$ in terms of $\mathcal{A}^{\prime} \odot \mathcal{A}^{\prime}$. This can be solved, how strange this may sound, by looking at a smaller subalgebra of $\mathcal{A}^{\prime}$.
For this purpose we single out the subspace

$$
\hat{\mathcal{A}}:=\{\varphi(a .) \mid a \in \mathcal{A}\} \subseteq \mathcal{A}^{\prime},
$$

where, obviously, $\varphi(a$.$) is the element in \mathcal{A}^{\prime}$ defined by $\varphi(a).(x)=\varphi(a x)$ for all $x \in \mathcal{A}$.
In general $\varphi$ is not a trace so that $\varphi(a$.$) is not always equal to \varphi(. a)$. One can however prove the existence of an algebra automorphism $\sigma: \mathcal{A} \rightarrow \mathcal{A}$ such that $\varphi(a x)=\varphi(x \sigma(a))$ for all $a, x \in \mathcal{A}$. As a consequence,

$$
\hat{\mathcal{A}}=\{\varphi(. a) \mid a \in \mathcal{A}\} .
$$

Take $a, b \in \mathcal{A}$. There exist $p_{1}, \ldots, p_{n}, q_{1}, \ldots, q_{n} \in \mathcal{A}$ for which $a \otimes b=$ $\sum_{i=1}^{n}\left(p_{i} \otimes 1\right) \Phi\left(q_{i}\right)$. Thus, we get for all $x \in \mathcal{A}$,

$$
\begin{aligned}
& (\varphi(a .) \varphi(b .))(x)=(\varphi \otimes \varphi)((a \otimes b) \Phi(x)) \\
& \quad=\sum_{i=1}^{n}(\varphi \otimes \varphi)\left(\left(p_{i} \otimes 1\right) \Phi\left(q_{i} x\right)\right)=\sum_{i=1}^{n} \varphi\left(p_{i}\right) \varphi\left(q_{i} x\right) .
\end{aligned}
$$

It follows that $\varphi(a.) \varphi(b$.$) belongs to \hat{A}$. The uniqueness of the Haar state on $(\mathcal{A}, \Phi)$ implies that $\varphi(S(x))=\varphi(x)$ for all $x \in \mathcal{A}$. As a consequence $\varphi(a .)^{*}=\varphi\left(S(a)^{*}\right.$. ) for all $a \in \mathcal{A}$. It follows that $\hat{\mathcal{A}}$ is a ${ }^{*}$-subalgebra of $\mathcal{A}^{\prime}$. It is important to mention that the unit $\varepsilon$ of $\mathcal{A}^{\prime}$ does not have to belong to $\hat{\mathcal{A}}$ in general.
An analogous calculation as above implies that $\hat{\mathcal{A}}$ is an essential two sided ideal of $\mathcal{A}^{\prime}$. Although $\hat{\mathcal{A}}$ is not a $\mathrm{C}^{*}$-algebra, one can define the multiplier algebra $M(\hat{\mathcal{A}})$ of $\hat{\mathcal{A}}$ in the same way as in Definition 1.21. It is not very hard to show that $\mathcal{A}^{\prime}=M(\hat{\mathcal{A}})$.
The pair $(\mathcal{A} \odot \mathcal{A},(\iota \odot \chi \odot \iota)(\Phi \odot \Phi))$ is a Hopf *-algebra with Haar state $\varphi \otimes \varphi$ (here, $\chi$ is the flip map op $\mathcal{A} \odot \mathcal{A}$ ). It is obvious that $(\mathcal{A} \odot \mathcal{A})=\hat{\mathcal{A}} \odot \hat{\mathcal{A}}$, which by the discussion above implies that $M(\hat{\mathcal{A}} \odot \hat{\mathcal{A}})=(\mathcal{A} \odot \mathcal{A})^{\prime}$. Thus we get a comultiplication $\hat{\Phi}: \hat{\mathcal{A}} \rightarrow M(\hat{\mathcal{A}} \odot \hat{\mathcal{A}})$.
The pair $(\hat{\mathcal{A}}, \hat{\Phi})$ is an example of a multiplier Hopf ${ }^{*}$-algebra as introduced in [VD94]. This means that $\hat{\Phi}$ is coassociative and that the linear mappings $T_{1}, T_{2}: \hat{\mathcal{A}} \odot \hat{\mathcal{A}} \rightarrow M(\hat{\mathcal{A}} \odot \mathcal{A})$ defined by

$$
T_{1}(x \otimes y)=\hat{\Phi}(x)(y \otimes 1) \quad \text { and } \quad T_{2}(x \otimes y)=\hat{\Phi}(x)(1 \otimes y)
$$

for all $x, y \in \hat{\mathcal{A}}$ are bijections from $\hat{\mathcal{A}} \odot \hat{\mathcal{A}}$ to $\hat{\mathcal{A}} \odot \hat{\mathcal{A}}$. The formulas $\hat{S}(\omega)=\omega \circ S^{-1}$ and $\hat{\varepsilon}(\omega)=\omega(1)$ for all $\omega \in \hat{\mathcal{A}}$ define an antipode $\hat{S}$ and counit $\hat{\varepsilon}$ for $(\hat{\mathcal{A}}, \hat{\Phi})$ in the sense of [VD94].
If one defines a linear mapping $\hat{\varphi}: \hat{\mathcal{A}} \rightarrow \mathbb{C}$ by $\hat{\varphi}(\varphi(a))=.\varepsilon(a)$ for all $a \in \mathcal{A}$, we get a left invariant functional on $(\hat{\mathcal{A}}, \hat{\Phi})$ in the sense that

$$
(\iota \odot \hat{\varphi})(\hat{\Phi}(x)(y \otimes 1))=y \hat{\varphi}(x)
$$

for all $x, y \in \hat{\mathcal{A}}$. One can also prove that $\hat{\varphi}\left(x^{*} x\right) \geq 0$ for all $x \in \hat{\mathcal{A}}$. Of course, $\hat{\varphi} \hat{S}$ provides a right invariant functional for $(\hat{\mathcal{A}}, \hat{\varphi})$ that is not always proportional to $\hat{\varphi}$. Since $(\hat{\mathcal{A}}, \hat{\Delta})$ is the dual of a compact quantum group, we consider it to be a discrete quantum group. Also remember that, unlike the classical case, a discrete quantum group does not have to be unimodular.
Since $(\hat{\mathcal{A}}, \hat{\Phi})$ possesses a left invariant functional, the pair fits into the framework of [VD98] which basically investigates an algebraic version of locally compact quantum groups. Since $\hat{\varphi}$ is positive ([VD98] also allows for nonpositive $\hat{\varphi}),(\hat{\mathcal{A}}, \hat{\Phi})$ fits into the framework studied in [Kus02]. This paper shows that multiplier Hopf *-algebras that have positive invariant functionals have the same rich structure as general locally compact groups discussed in these lecture notes. They can however be studied in an algebraic context.
One expects that the dual of a compact quantum group is a 'discrete' quantum group. This is reflected by the following proposition. Notice that if $G$ is a discrete group, $C_{0}(G)=\sum_{g \in G} \mathbb{C}=\sum_{g \in G} M_{1}(\mathbb{C})$.

Proposition 3.18. Let $\left(u^{\alpha}\right)_{\alpha \in \mathbb{A}}$ be a complete family of mutually inequivalent irreducible unitary corepresentations of $(A, \Delta)$ and let $n_{\alpha}$ denote the dimension of $u^{\alpha}$. Then $\hat{\mathcal{A}} \cong \sum_{\alpha \in \mathbb{A}} M_{n_{\alpha}}(\mathbb{C})$.

Here, $\sum_{\alpha \in \mathbb{A}} M_{n_{\alpha}}(\mathbb{C})$ is an algebraic direct sum where we consider only $\mathbb{A}$ tuples with only a finite number of non-zero components. Can you prove this proposition? So it follows that $\hat{\mathcal{A}}$ embeds into the $\mathrm{C}^{*}$-algebra $\oplus_{\alpha \in \mathbb{A}} M_{n_{\alpha}}(\mathbb{C})$. Also note that each element in $\hat{\mathcal{A}}$ extends uniquely to an element in the topological dual $A^{*}$ and as such has a norm as a continuous linear functional. However, this does not define a $\mathrm{C}^{*}$-norm on $\hat{\mathcal{A}}$ !
So we get discrete quantum groups as duals of compact quantum groups and this is the road followed in [PoW]. An intrinsic definition for discrete quantum groups has been introduced in [ER] and [VD96], albeit in an algebraic setting. The $\mathrm{C}^{*}$-algebraic version of the definition in [VD96] goes as follows.

Definition 3.19. Consider a $C^{*}$-algebra $B$ so that there exists a family of natural numbers $\left(n_{i}\right)_{i \in I}$ such that $B \cong \oplus_{i \in I} M_{n_{i}}(\mathbb{C})$. Let $\Delta: B \rightarrow M(B \otimes B)$ be a non-degenerate *-homomorphism such that

1. $(\Delta \otimes \iota) \Delta=(\iota \otimes \Delta) \Delta$.
2. The vector spaces $\Delta(B)(1 \otimes B)$ and $\Delta(B)(B \otimes 1)$ are dense subspaces of $B \otimes B$.
3. The linear mappings $T_{1}: B \odot B \rightarrow B \otimes B$ and $T_{2}: B \odot B \rightarrow B \otimes B$ defined by

$$
T_{1}(x \otimes y)=\Delta(x)(y \otimes 1) \quad \text { and } \quad T_{2}(x \otimes y)=\Delta(x)(1 \otimes y)
$$

for all $x, y \in B$, are injective.
Then, $(B, \Delta)$ is called a discrete quantum group.
In this definition, the $\mathrm{C}^{*}$-algebraic direct sum $\oplus_{i \in I} M_{n_{i}}(\mathbb{C})$ is defined in a similar way as the one introduced after Proposition 3.12.
Notice that we do not assume the existence of Haar measures, these can be constructed but do not have to be the canonical traces on $B$ (which is the case in the classical setting where the Haar measure is just the counting measure). It is also important to note that $T_{1}$ and $T_{2}$ are not continuous in general.

### 3.2 Examples of compact quantum groups

## 'The' dual of a discrete group

Fix a discrete group $G$ and let $K(G)$ be the vector space of complex valued functions on $G$ with finite support. If $s \in G$, we define the function $\delta_{s}$ on $G$ as the one that takes the value 1 in $s$ and that is 0 elsewhere. Of course, $\left(\delta_{s} \mid s \in G\right)$ is a linear basis for $K(G)$. We consider $K(G)$ as the convolution ${ }^{*}$-algebra of $G$. This means that the product $\star$ and ${ }^{*}$-operation.$^{\circ}$ are given by the formulas

1. $(f \star g)(t)=\sum_{s \in G} f(s) g\left(s^{-1} t\right)$,
2. $f^{\circ}(t)=\overline{f\left(t^{-1}\right)}$
for all $f, g \in K(G)$ and $t \in G$. Thus $\delta_{s} \star \delta_{t}=\delta_{s t}$ and $\delta_{s}^{\circ}=\delta_{s^{-1}}$ for all $s, t \in G$. Notice that $K(G)$ is unital with unit element $\delta_{e}$ and that $K(G)$ is commutative if and only if the group $G$ is commutative. If we define the *-homomorphism $\Phi: K(G) \rightarrow K(G) \odot K(G)$ such that $\Phi\left(\delta_{s}\right)=\delta_{s} \odot \delta_{s}$ for all $s \in G$, then $(K(G), \Phi)$ is a Hopf ${ }^{*}$-algebra that is cocommutative, i.e. $\chi \Phi=\Phi$. It possesses an invariant linear functional $h: K(G) \rightarrow \mathbb{C}$ determined by $h\left(\delta_{s}\right)=\delta_{s, e}$ for all $s \in G$.
Define the linear mapping $T: K(G) \odot K(G) \rightarrow K(G) \odot K(G)$ such that $T(f \otimes g)=\Phi(g)(f \otimes 1)$ for all $f, g \in K(G)$. Since $(K(G), \Phi)$ is a Hopf *algebra, $T$ is a bijection. This is not so hard to prove because one can write down an explicit formula for the inverse of $T$ : if $S$ denotes the antipode of $(K(G), \Phi)$, then $T^{-1}(f \otimes g)=\left(S^{-1} \otimes 1\right)(\Phi(g))(f \otimes 1)$ for all $f, g \in K(G)$. It follows that $K(G) \odot K(G)=\langle\Phi(g)(f \otimes 1) \mid f, g \in K(G)\rangle$. In a similar way, $K(G) \odot K(G)=\langle\Phi(g)(1 \otimes g) \mid f, g \in K(G)\rangle$.
There are in general different ways to put a $\mathrm{C}^{*}$-norm on the convolution algebra $K(G)$. Let us discuss the two most natural ones.
(1) Let $\|\cdot\|_{*}$ be the norm introduced in Remark 1.6 with $\mathcal{A}=K(G)$. Consider a Hilbert space $\mathcal{K}$ and a *-representation $\theta: K(G) \rightarrow B(\mathcal{K})$. If $s \in G$, then $\delta_{s}^{\circ} \star \delta_{s}=\delta_{e}$ implies that $\theta\left(\delta_{s}\right)^{*} \theta\left(\delta_{s}\right)=\theta\left(\delta_{e}\right)$ is a projection, thus $\left\|\theta\left(\delta_{s}\right)\right\| \leq 1$. Consequently the triangle inequality implies that $\|\theta(f)\| \leq \sum_{s \in G}|f(s)|$ and thus $\|f\|_{*}<\infty$ for all $f \in K(G)$.
The *-representation of the next paragraph guarantees that that $\|f\|_{*}=0$ $\Leftrightarrow f=0$, so that we can apply remark 1.6 and define the $\mathrm{C}^{*}$-algebra $C^{*}(G)$ as the enveloping $\mathrm{C}^{*}$-algebra of $K(G)$. The $\mathrm{C}^{*}$-algebra $C^{*}(G)$ is coined the group $C^{*}$-algebra of $G$. The definition of the norm $\|\cdot\|_{*}$ implies that the *homomorphism $\Phi: K(G) \rightarrow K(G) \odot K(G) \subseteq C^{*}(G) \otimes C^{*}(G)$ extends to a *-homomorphism $\Delta: C^{*}(G) \rightarrow C^{*}(G) \otimes C^{*}(G)$ and one easily sees that $\left(C^{*}(G), \Delta\right)$ is a compact quantum group.
(2) Let $\ell^{2}(G)$ be the space of square summable functions on $G$ (remember that the Haar measure of $G$ is the counting measure so that $\ell^{2}(G)=L^{2}(G)$ ). Define the linear map $\pi: K(G) \rightarrow B\left(\ell^{2}(G)\right)$ such that $\pi(f) g=f \star g$ for all $f \in K(G)$ and $g \in \ell^{2}(G)$. Note that $\left(\pi\left(\delta_{s}\right) g\right)(t)=g\left(s^{-1} t\right)$ for all $g \in \ell^{2}(G)$ and $s, t \in G$, implying that $\pi\left(\delta_{s}\right)$ is unitary and that $\pi(f)$ indeed defines a bounded operator on $\ell^{2}(G)$. The *-homomorphism is easily seen to be faithful. One defines $C_{r}^{*}(G)$ as the closure of $\pi(K(G))$ in $B\left(\ell^{2}(G)\right), C_{r}^{*}(G)$ is coined the reduced group $C^{*}$-algebra of $G$.
Define the unitary $W \in B\left(\ell^{2}(G \times G)\right)$ by $(W k)(s, t)=k\left(s, s^{-1} t\right)$ for all $k \in \ell^{2}(G \times G)$ and $s, t \in G$. One checks that $(\pi \odot \pi)(\Phi(f))=W(\pi(f) \otimes 1) W^{*}$ for all $f \in K(G)$. So we can define a unital *-homomorphism $\Delta_{r}: C_{r}^{*}(G) \rightarrow$ $C_{r}^{*}(G) \otimes C_{r}^{*}(G)$ such that $\Delta_{r}(x)=W(x \otimes 1) W^{*}$ for all $x \in C_{r}^{*}(G)$. Thus, $\Delta_{r} \pi=(\pi \odot \pi) \Phi$. Again, $\left(C_{r}^{*}(G), \Delta_{r}\right)$ is a compact quantum group and its Haar state $\varphi_{r}$ is given by the vector functional $\varphi_{r}=\omega_{\delta_{e}, \delta_{e}}$.
This Haar state $\varphi_{r}$ is faithful. In order to see this, let us define for every $s \in G$ the unitary operator $R_{s} \in B\left(\ell^{2}(G)\right)$ by $R_{s}(f)(t)=f\left(t s^{-1}\right)$ for all
$f \in \ell^{2}(G)$ and $t \in G$. Then $R_{s} \pi(f)=\pi(f) R_{s}$ for all $f \in K(G)$, implying that $x R_{s}=R_{s} x$ for all $x \in C_{r}^{*}(G)$. So if $x \in C_{r}^{*}(G)$ and $\varphi_{r}\left(x^{*} x\right)=0$, then $x \delta_{e}=0$. Hence, for every $s \in G, 0=R_{s} x \delta_{e}=x R_{s} \delta_{e}=x \delta_{s}$. We conclude that $x=0$.

The definition of the norm $\|\cdot\|_{*}$ implies immediately the existence of a unital surjective *-homomorphism $\pi_{r}: C^{*}(G) \rightarrow C_{r}^{*}(G)$ that extends $\pi$. Thus $\left(\pi_{r} \otimes\right.$ $\left.\pi_{r}\right) \Delta=\Delta_{r} \pi_{r}$. Also, the Haar state $\varphi$ of $\left(C^{*}(G), \Delta\right)$ is given by $\varphi=\varphi_{r} \pi_{r}$ since it extends $h$. As a consequence we see that $\varphi$ is faithful if and only if $\pi_{r}$ is faithful. The faithfulness of $\pi_{r}$ is equivalent to the amenability of $G$ and there are numerous examples of discrete groups that are not amenable, for instance the free group on 2 generators $\mathbb{F}_{2}$.

## Quantum SU(2)

In the framework of locally compact quantum groups, the compact quantum group $S U_{q}(2)$ was introduced by Woronowicz. He also unravelled the corepresentation theory of this quantum group by analyzing the 'quantum Lie algebra' of this quantum group (see [Wor87b] and [Wor87a]).
Recall that $S U(2)$ is the group of unitary complex matrices in $M_{2}(\mathbb{C})$ of determinant 1. Alternatively,

$$
S U(2)=\left\{\left.\left(\begin{array}{cc}
a & -\bar{c} \\
c & \bar{a}
\end{array}\right) \right\rvert\, a, c \in \mathbb{C} \text { s.t. }|a|^{2}+|c|^{2}=1\right\} .
$$

Define the functions $\alpha, \gamma \in C(S U(2))$ by

$$
\alpha\left(\begin{array}{cc}
a & -\bar{c} \\
c & \bar{a}
\end{array}\right)=a \quad \text { and } \quad \gamma\left(\begin{array}{cc}
a & -\bar{c} \\
c & \bar{a}
\end{array}\right)=c
$$

for all $a, c \in \mathbb{C}$ such that $|a|^{2}+|c|^{2}=1$. Define $\mathcal{A}$ as the dense commutative unital *-subalgebra of $C(S U(2))$ generated by $\alpha$ and $\gamma$. Thus, $\alpha$ and $\gamma$ are normal, $\alpha \gamma=\gamma \alpha$ and $\alpha^{*} \alpha+\gamma^{*} \gamma=1$.
Define the ${ }^{*}$-homomorphism $\Phi: \mathcal{A} \rightarrow \mathcal{A} \odot \mathcal{A} \subseteq C(S U(2) \times S U(2))$ by $\Phi(f)(s, t)=f(s t)$ for all $f \in \mathcal{A}$ and $s, t \in S U(2)$. Note that $(\mathcal{A}, \Phi)$ is a Hopf *-algebra such that

$$
\Phi(\alpha)=\alpha \otimes \alpha-\gamma^{*} \otimes \gamma \quad \text { and } \quad \Phi(\gamma)=\gamma \otimes \alpha+\alpha^{*} \otimes \gamma .
$$

Now we are going to deform this Hopf *-algebra $\mathcal{A}$. For this purpose we fix a non-zero number $q \in(-1,1)$.

Define $\mathcal{A}$ as the universal unital *-algebra generated by two elements $\alpha, \gamma$ and relations

$$
\begin{array}{rlrl}
\alpha^{*} \alpha+\gamma^{*} \gamma=1 & \alpha \alpha^{*}+q^{2} \gamma \gamma^{*} & =1 \\
\gamma \gamma^{*}=\gamma^{*} \gamma & q \gamma \alpha=\alpha \gamma & q \gamma^{*} \alpha & =\alpha \gamma^{*} .
\end{array}
$$

The universality property of the *-algebra $\mathcal{A}$ implies the existence of a unique *-homomorphism $\Phi: \mathcal{A} \rightarrow \mathcal{A} \odot \mathcal{A}$ such that

$$
\Phi(\alpha)=\alpha \otimes \alpha-q \gamma^{*} \otimes \gamma \quad \text { and } \quad \Phi(\gamma)=\gamma \otimes \alpha+\alpha^{*} \otimes \gamma
$$

Then, $(\mathcal{A}, \Phi)$ is a Hopf ${ }^{*}$-algebra (one can easily produce a counit and an antipode). Hence, $\mathcal{A} \odot \mathcal{A}=\langle\Phi(a)(b \otimes 1) \mid a, b \in A\rangle=\langle\Phi(a)(b \otimes 1) \mid a, b \in A\rangle$, as explained in the previous example.
But we want to get hold of a C*-algebra. In order to do so we follow the same procedure as in the previous example. Define the Hilbert space $H=$ $\ell^{2}\left(\mathbb{N}_{0}\right) \otimes \ell^{2}(\mathbb{Z})$. Let $\left(e_{n}\right)_{n=0}^{\infty}$ be the standard orthonormal basis of $\ell^{2}\left(\mathbb{N}_{0}\right)$ and let $\left(f_{k}\right)_{k=-\infty}^{\infty}$ be the standard orthonormal basis of $\ell^{2}(\mathbb{Z})$. Set $e_{-1}=0$. Then we can define two bounded linear operators $S$ and $T$ on $H$ such that

$$
S\left(e_{n} \otimes f_{k}\right)=\sqrt{1-q^{2 n}} e_{n-1} \otimes e_{k} \quad \text { and } \quad T\left(e_{n} \otimes f_{k}\right)=q^{n} e_{n} \otimes e_{k+1}
$$

for all $n \in \mathbb{N}_{0}$ and $k \in \mathbb{Z}$. Then, $S$ and $T$ satisfy the same relations as $\alpha$ and $\gamma$ do. Therefore the universality of $\mathcal{A}$ implies the existence of a unique *-representation $\pi: \mathcal{A} \rightarrow B(H)$ such that $\pi(\alpha)=S$ and $\pi(\gamma)=T$.
Note first that the relations above imply easily that $\mathcal{A}$ is the linear span of elements of the form $\alpha^{r}\left(\gamma^{*}\right)^{k} \gamma^{l}$ and $\left(\alpha^{*}\right)^{r^{\prime}}\left(\gamma^{*}\right)^{k^{\prime}} \gamma^{l^{\prime}}$, where $r, r^{\prime}, k, k^{\prime}, l, l^{\prime} \in$ $\mathbb{N}_{0}$. It is a little bit tedious but not too hard to check that the elements $S^{r}\left(T^{*}\right)^{k} T^{l}$ and $\left(S^{*}\right)^{r^{\prime}}\left(T^{*}\right)^{k^{\prime}} T^{l^{\prime}}$, where $r, k, k^{\prime}, l, l^{\prime} \in \mathbb{N}_{0}, r^{\prime} \in \mathbb{N}$, are linearly independent. This implies that $\pi$ is injective and that the elements $\alpha^{r}\left(\gamma^{*}\right)^{k} \gamma^{l}$ and $\left(\alpha^{*}\right)^{r^{\prime}}\left(\gamma^{*}\right)^{k^{\prime}} \gamma^{l^{\prime}}$, where $r, k, k^{\prime}, l, l^{\prime} \in \mathbb{N}_{0}, r^{\prime} \in \mathbb{N}$ form a basis for $\mathcal{A}$.
As before we want to define a $\mathrm{C}^{*}$-algebra using Remark 1.6. If $\mathcal{K}$ is a Hilbert space and $\theta: \mathcal{A} \rightarrow B(\mathcal{K})$ is a unital ${ }^{*}$-homomorphism, then obviously, $\theta(\alpha)^{*} \theta(\alpha)+\theta(\gamma)^{*} \theta(\gamma)=1$ implying that $\|\theta(\alpha)\| \leq 1$ and $\|\theta(\gamma)\| \leq 1$. This implies easily that the number $\|x\|_{*}$ is finite for any $x \in \mathcal{A}$. Note that the injectivity of $\pi$ guarantees that $\|\cdot\|_{*}$ is a norm and not a semi-norm. Therefore we can apply Remark 1.6 and define the $\mathrm{C}^{*}$-algebra $A$ to be the enveloping C*-algebra of $\mathcal{A}$.
By the definition of the norm $\|\cdot\|_{*}$ there exists a unique unital *-homomorphism $\Delta: A \rightarrow A \otimes A$ that extends $\Phi$. The properties of $(\mathcal{A}, \Phi)$ immediately imply that $(A, \Delta)$ is a compact quantum group that we call quantum $S U(2)$ and denote by $S U_{q}(2)=(A, \Delta)$. A formula for the Haar state of $S U_{q}(2)$ can be found in [Wor87a].
There exists a unique ${ }^{*}$-homomorphism $\pi_{r}: A \rightarrow B(H)$ that extends $\pi$. In principle, one could use $\pi_{r}$ to define a reduced version of quantum $S U(2)$ but it can be shown that $\pi_{r}$ is injective.

The irreducible corepresentations of $(A, \Delta)$ have been computed in [Wor87b]. As for $S U(2)$ itself, there exist for every $n \in \mathbb{N}$ a unique (up to unitary equivalence) irreducible unitary corepresentation of $S U_{q}(2)$ of dimension $n$. The coefficient *-algebra of $S U_{q}(2)$ is nothing else but $\mathcal{A}$.

## Universal quantum groups

Proposition 3.20. Let $Q$ be in $M_{n}(\mathbb{C})$ and assume that it is invertible. Let $\mathcal{A}$ be the universal unital ${ }^{*}$-algebra generated by elements $\left\{u_{i j} \mid i, j=1, \ldots, n\right\}$ subject to the following relations

$$
u^{*} u=u u^{*}=1
$$

and

$$
u^{t} Q \bar{u} Q^{-1}=Q \bar{u} Q^{-1} u^{t}=1 .
$$

Here $\bar{u}$ is the matrix $\left(u_{i j}^{*}\right)_{i j}$ and $u^{t}$ is the matrix $\left(u_{j i}\right)_{i j}$. The ${ }^{*}$-algebra $\mathcal{A}$ becomes a Hopf *-algebra with comultiplication $\Phi$ determined by $\Phi\left(u_{i j}\right)=$ $\sum_{k} u_{i k} \otimes u_{k j}$.

Again, one obtains a compact quantum group $(A, \Delta)$ by considering *representations of $A$ over all possible Hilbert spaces as in the previous two examples. Just as in the case of $S U_{q}(2)$, elements of $\mathcal{A}$ are always represented by bounded operators because $u$ is unitary. The quantum group $(A, \Delta)$ is called the universal compact quantum group (see [VDWa]). The reason for using this terminology is that any compact quantum group will be a 'quantum subgroup' of the universal one (for a suitable $Q$ ).
A multitude of properties about universal quantum groups have been proven by T. Banica in [Ban97] (and about related matters in [Ban96]). A description of the corepresentation theory of universal compact quantum groups is given in [Ban97, Thm. 1]. This paper also provides a remarkable characterization of universal compact quantum groups as compact matrix quantum groups for which the character of the universal corepresentation, divided by 2 , is a circular element with respect to the Haar measure.
The free product (following Voiculescu) of two compact quantum groups turns out to be again a compact quantum group, where the Haar measure is the free product of the Haar measures on the original quantum groups, a fact that is explained in [Wan95].

## Tannaka-Krein duality for compact quantum groups

In the case of compact quantum groups one can use the Tannaka-Krein duality (see [Wor88] and [Wan97]) to construct examples. Instead of trying to define a C ${ }^{*}$-algebra and a comultiplication one constructs a well-behaved category of abstract corepresentations. The general Tannaka-Krein duality Theorem for compact quantum groups then guarantees the existence of a unique compact quantum group such that the category of concrete corepresentations of this
quantum group agrees with the constructed category of abstract corepresentations. In [Ros] this method is used to associate compact quantum groups to quantized universal enveloping Lie algebras.

## 4 Weight theory on von Neumann algebras

In the previous section we saw that for compact and discrete quantum groups, the existence of the Haar measure follows from a relatively simple set of axioms. This seems unfortunately not to be true in the general case, the existence of the Haar measure is incorporated in the definition and plays a pivotal role in the development of the theory. In the framework of $\mathrm{C}^{*}$-algebras, the role of measures is played by weights. Weight theory works better for von Neumann algebras which are the proper generalizations of measure spaces. That is one of the reasons why we will shift our attention in this and the following section to von Neumann algebras. Later we will go back to the theory of C*-algebras.
Let us first look at the classical case to motivate the definition of weights in general and Haar weights in the next section. Therefore take a locally compact group $G$ and fix a left Haar measure $\mu$ on $G$. Let $A$ be the commutative C ${ }^{*}$ algebra $C_{0}(G)$.
Just as finite measures on $G$ easily translate to positive linear functionals on $A$, one can easily translate the measure $\mu$ to an object on the level of the C*-algebra $A=C_{0}(G)$ that contains all information about $\mu$. Using $\mu$ (but this is possible for any measure), one defines the map

$$
\varphi_{\mu}: A^{+} \rightarrow[0, \infty]: f \mapsto \varphi_{\mu}(f)=\int_{G} f d \mu
$$

This map satisfies the following properties

1. $\varphi_{\mu}(f+g)=\varphi_{\mu}(f)+\varphi_{\mu}(g)$ for all $f, g \in A^{+}$,
2. $\varphi_{\mu}(\lambda f)=\lambda \varphi_{\mu}(f)$ for all $f \in A^{+}$and $\lambda \in \mathbb{R}^{+}$,
3. $\varphi_{\mu}(f)<\infty$ if $f \in K(G)^{+}$,
4. A special case of the lemma of Fatou: Let $f \in A^{+}$and $\left(f_{i}\right)_{i=1}^{\infty}$ a sequence of functions so that $f$ converges pointwise to $f$. Then, $\varphi_{\mu}(f) \leq$ $\liminf _{i \rightarrow \infty} \varphi_{\mu}\left(f_{i}\right)$.

This will shortly motivate the definition of a weight on a C*-algebra as an analogue of a measure. Remember that $K(G)$ is the *-algebra of all continuous functions on $G$ with compact support.
We will also need to translate the left invariance of $\mu$ to a condition on $\varphi_{\mu}$ but this is not so difficult and is based on the same principle as the one used in the compact case (see Example 3.3). Take a positive linear functional $\omega$ on $A$. The theorem of Riesz guarantees the existence of a regular, finite, positive Borel measure (see [Coh]) $\nu$ on $G$ such that $\omega(f)=\int f d \nu$ for all $f \in A$. Then, the theorem of Fubini and the left invariance of $\mu$ imply for $f \in K(G)^{+}$,

$$
\begin{gathered}
\varphi_{\mu}((\omega \otimes \iota) \Delta(f))=\int(\omega \otimes \iota)(\Delta(f))(s) d \mu(s)=\iint f(t s) d \nu(t) d \mu(s) \\
=\iint f(t s) d \mu(s) d \nu(t)=\iint f(s) d \mu(s) d \nu(t)=\varphi_{\mu}(f) \omega(1)
\end{gathered}
$$

an equation that still makes sense in a general $\mathrm{C}^{*}$-algebra framework.

### 4.1 Weights on $C^{*}$-algebras

Fix a $C^{*}$-algebra $A$. Recall that we denote the set of positive elements in $A$ by $A^{+}$and the set of positive linear functionals on $A$ by $A_{+}^{*}$.
Let us start of by formalizing the notion of a weight on $A$ as motivated by the discussion in the introduction above.

Definition 4.1. Consider a function $\varphi: A^{+} \rightarrow[0, \infty]$ such that

1. $\varphi(a+b)=\varphi(a)+\varphi(b)$ for all $a, b \in A^{+}$,
2. $\varphi(\lambda a)=\lambda \varphi(a)$ for all $a \in A^{+}$and $\lambda \in \mathbb{R}^{+}$,

Then we call $\varphi$ a weight on $A$. We say that $\varphi$ is densely defined if the set $\left\{a \in A^{+} \mid \varphi(a)<\infty\right\}$ is norm dense in $A^{+}$. We call the weight $\varphi$ proper if $\varphi$ is densely defined and $\varphi$ is lower semi-continuous with respect to the norm topology.

We use the convention that $0 \cdot \infty=0$. Note that this implies that $\varphi(0)=0$. Also note that the first condition implies that $\varphi(a) \leq \varphi(b)$ if $a, b \in A^{+}$and $a \leq b$.
In the framework of $C^{*}$-algebras that are not von Neumann algebras (!) one usually works with proper weights. In the case of von Neumann algebras, one strengthens the continuity condition and weakens the density condition by using another topology but we will come to this shortly.
The introduction above explains this definition but there is one striking difference. There is no condition involving the analogue of continuous functions with compact support; the density condition just assumes that there are enough integrable elements. The reason for this is simple: there is no useful analogue for continuous functions with compact support. In fact, this explains to a certain extent the technical difficulties in the theory of locally compact quantum groups.
Let us recall the notion of lower semi-continuity. Let $X$ be a topological space and $f: X \rightarrow[0, \infty]$ a function. The easiest characterization of lower semicontinuity is the following one: $f$ is lower semi-continuous $\Leftrightarrow$ for all $\lambda \in \mathbb{R}^{+}$, the set $\{x \in X \mid f(x) \leq \lambda\}$ is closed in $X$.
But lower semi-continuity can also be characterized in terms of nets: $f$ is lower semi-continuous $\Leftrightarrow$ for all $x \in X$ and every net $\left(x_{i}\right)_{i \in I}$ in $X$ such that $\left(x_{i}\right)_{i \in I} \rightarrow x$, we have $f(x) \leq \liminf _{i \in I} f\left(x_{i}\right)$. This characterization has the advantage that it makes sense locally, in a point.

This also implies that a lower semi-continuous weight $\varphi$ on $A$ satisfies a kind of dominated convergence theorem: if $a \in A^{+}$and $\left(a_{i}\right)_{i \in I}$ is a net in $A^{+}$ such that $\left(a_{i}\right)_{i \in I} \rightarrow a$ for the norm topology and $a_{i} \leq a$ for all $i \in I$, then $\left(\varphi\left(a_{i}\right)\right)_{i \in I} \rightarrow \varphi(a)$.
Let us distinguish some special elements with respect to a weight.
Definition 4.2. Let $\varphi$ be a weight on A. Then we define the following sets:

$$
\begin{aligned}
& \text { 1. } \mathcal{M}_{\varphi}^{+}=\left\{a \in A^{+} \mid \varphi(a)<\infty\right\} \text {, } \\
& \text { 2. } \mathcal{M}_{\varphi}=\text { the linear span of } \mathcal{M}_{\varphi}^{+} \text {in } A \text {, } \\
& \text { 3. } \mathcal{N}_{\varphi}=\left\{a \in A \mid \varphi\left(a^{*} a\right)<\infty\right\} \text {. }
\end{aligned}
$$

The set $\mathcal{M}_{\varphi}^{+}$is a hereditary cone in $A^{+}$(norm dense in $A^{+}$if $\varphi$ is densely defined). One calls it a 'cone' since this set is closed under addition and scalar multiplication with positive elements. One calls it 'hereditary' because if $a \in$ $A^{+}, b \in \mathcal{M}_{\varphi}^{+}$and $a \leq b$, the element $a$ also belongs to $\mathcal{M}_{\varphi}^{+}$.
The set $\mathcal{M}_{\varphi}$ is a ${ }^{*}$-subalgebra of $A$ (norm dense in $A$ if $\varphi$ is densely defined). One can show that $\mathcal{M}_{\varphi}^{+}=\mathcal{M}_{\varphi} \cap A^{+}$and that $\mathcal{M}_{\varphi}=\mathcal{N}_{\varphi}^{*} \mathcal{N}_{\varphi}:=\left\langle b^{*} a\right| a, b \in$ $\left.\mathcal{N}_{\varphi}\right\rangle$. There exists a unique linear map $F: \mathcal{M}_{\varphi} \rightarrow \mathbb{C}$ such that $F(a)=\varphi(a)$ for all $a \in \mathcal{M}_{\varphi}^{+}$. If $x \in \mathcal{M}_{\varphi}$, one defines $\varphi(x):=F(x)$.
The set $\mathcal{N}_{\varphi}$ is a left ideal in $A$ (dense in $A$ if $\varphi$ is densely defined).
Notice that $\mathcal{M}_{\varphi}$ fulfills the role of the set of integrable elements, while $\mathcal{N}_{\varphi}$ fulfills the role of square integrable elements. Concerning $\mathcal{N}_{\varphi}$ it should however be mentioned that our choice to work with $a^{*} a$ instead of $a a^{*}$ is a matter of taste.
Just as for positive linear functionals, one can introduce for any weight a GNS-construction (see Definition 1.11). The main difference lies in the fact that for weights that are not continuous positive linear functionals, the cyclic vector is non-existent.

Definition 4.3. Consider a weight $\varphi$ on $A$ together with a Hilbert space $\mathcal{H}_{\varphi}$, $a^{*}$-homomorphism $\pi_{\varphi}: A \rightarrow \mathcal{H}_{\varphi}$ and a linear map $\Lambda_{\varphi}: \mathcal{N}_{\varphi} \rightarrow \mathcal{H}_{\varphi}$ such that

1. $\Lambda_{\varphi}\left(\mathcal{N}_{\varphi}\right)$ is dense in $\mathcal{H}_{\varphi}$,
2. $\left\langle\Lambda_{\varphi}(a), \Lambda_{\varphi}(b)\right\rangle=\varphi\left(b^{*} a\right)$ for all $a, b \in \mathcal{N}_{\varphi}$,
3. $\pi_{\varphi}(x) \Lambda_{\varphi}(a)=\Lambda_{\varphi}(x a)$ for all $x \in A$ and $x \in \mathcal{N}_{\varphi}$.

Then, we call the triple $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \Lambda_{\varphi}\right)$ a GNS-construction for $\varphi$.
Such a GNS-construction can be easily constructed and is unique up to unitary equivalence. It is clear that $\mathcal{H}_{\varphi}$ is just the analogue of $L^{2}(G, \mu)$ and that $\pi_{\varphi}(x)$ is just the (left) multiplication operator with $x$. The map $\Lambda_{\varphi}$ is used to distinguish between $a$ as an element of $A$ and $a$ as an element of $\mathcal{H}_{\varphi}$.
If $\varphi$ is lower semi-continuous, the ${ }^{*}$-representation $\pi_{\varphi}$ is non-degenerate and the mapping $\Lambda_{\varphi}: \mathcal{N}_{\varphi} \rightarrow \mathcal{H}_{\varphi}$ is closed with respect to the norm topologies on $A$ and $\mathcal{H}_{\varphi}$. The notion of a closed linear map can be found in the appendix.

If $\varphi \in A_{*}^{+}$and $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \xi_{\varphi}\right)$ is a cyclic GNS-construction for $\varphi$ (see Definition 1.11), we get a GNS-construction $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \Lambda_{\varphi}\right)$ for $\varphi$ according to the definition above by defining $\Lambda_{\varphi}: A \rightarrow \mathcal{H}_{\varphi}: a \rightarrow \Lambda_{\varphi}(a)=\pi_{\varphi}(a) \xi_{\varphi}$.
We will be mainly (but not exclusively) be interested in weights that are faithful:

Definition 4.4. We call a weight $\varphi$ on $A$ faithful if for every $a \in A^{+}$, we have $\varphi(a)=0 \Leftrightarrow a=0$.

Note that $\varphi$ is faithful $\Leftrightarrow \Lambda_{\varphi}$ is injective. If $\varphi$ is faithful and densely defined, then $\pi_{\varphi}$ is faithful. The faithfulness of $\varphi_{\mu}$ in the introduction is equivalent to the fact the support of $\mu$ equals $G$.
Loosely speaking, any lower semi-continuous weight can be approximated by positive linear functionals. Let us make this precise:

Proposition 4.5. Let $\varphi$ be a lower semi-continuous weight on A. Define $\mathcal{F}=$ $\left\{\omega \in A_{+}^{*} \mid \omega \leq \varphi\right\}$. Then $\varphi(a)=\sup \{\omega(a) \mid \omega \in \mathcal{F}\}$ for all $a \in A^{+}$.
If $\omega \in A_{+}^{*}$, the inequality $\omega \leq \varphi$ means that $\omega(a) \leq \varphi(a)$ for all $a \in A^{+}$. There exists a stronger form of this property:

Proposition 4.6. Let $\varphi$ be a lower semi-continuous weight on A. Define $\mathcal{G}=$ $\left\{t \omega \mid \omega \in A_{+}^{*}, \omega \leq \varphi, 0<t<1\right\}$. Then $\mathcal{G}$ is upwardly directed and $\varphi(a)=$ $\sup \{\omega(a) \mid \omega \in \mathcal{G}\}=\lim _{\omega \in \mathcal{G}} \omega(a)$ for all $a \in A^{+}$.

The statement that $\mathcal{G}$ is upwardly directed means that for all $\omega, \eta \in \mathcal{G}$ there exists $\theta \in \mathcal{G}$ such that $\omega \leq \theta$ and $\eta \leq \theta$. As a consequence, $\mathcal{G}$ can be used as an index set for a net, as we have done above. Note that by linearity this proposition also implies that $\varphi(a)=\lim _{\omega \in \mathcal{G}} \omega(a)$ for all $a \in \mathcal{M}_{\varphi}$.

Up till now, this discussion concerning weights revolved around concepts that clearly have their roots in the classical framework. One might hope that the notion of (possibly faithful) weights allows for a completely satisfactory noncommutative integration theory. This is indeed the case if one works in the framework of von Neumann algebra's but in the framework of C*-algebra's one needs sometimes to impose extra conditions to get a useful weight theory. In a weakened form these extra conditions are automatically satisfied in the von Neumann algebra framework. To formulate these extra conditions we have to enter into the world of one-parameter groups of *-automorphisms on $C^{*}$-algebras and von Neumann algebras.
But let us look at the simplest non-trivial case. Fix $n \in \mathbb{N}$ and set $A=$ $M_{n}(\mathbb{C})$, the C*-algebra of complex $n$ by $n$ matrices. Define the positive linear functional $\tau: A \rightarrow \mathbb{C}$ as the trace on $A$, i.e. $\tau(x)=\sum_{i=1}^{n} x_{i i}$ for all $x \in A$. Although $A$ is not commutative, any 2 elements from $A$ always commute under $\tau: \tau(x y)=\tau(y x)$ for all $x, y \in A$.
This is not the case for any positive linear functional on $A$, but with the necessary modifications there still is a certain degree of commutation under
the functional. We will make this statement precise in the following. Therefore fix a positive, invertible matrix $\delta$ in $M_{n}(A)$ and define the faithful, positive (why?) functional $\varphi$ of $A$ by $\varphi(x)=\tau(x \delta)$ for all $x \in A$.

Exercise 4.7. Prove that every faithful, positive linear functional on $A$ is of this form.

One easily checks that for $x, y \in A$,

$$
\begin{equation*}
\varphi(x y)=\varphi\left(y\left(\delta x \delta^{-1}\right)\right) \tag{4.1}
\end{equation*}
$$

In Proposition 1.12 we have seen that if $f$ is a complex valued function on the spectrum $\sigma(\delta)$, one defines a new operator $f(\delta)$. Of course, in this case this takes on a more familiar form as explained below. There exists a unitary matrix $u \in A$ and positive numbers $\lambda_{1}, \ldots, \lambda_{n}>0$ such that

$$
\delta=u^{*}\left(\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0 \\
0 & \lambda_{2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n}
\end{array}\right) u
$$

Thus $\sigma(\delta)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ and if we have a function $f:\left\{\lambda_{1}, \ldots, \lambda_{n}\right\} \rightarrow \mathbb{C}$, then

$$
f(\delta)=u^{*}\left(\begin{array}{cccc}
f\left(\lambda_{1}\right) & 0 & \cdots & 0 \\
0 & f\left(\lambda_{2}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & f\left(\lambda_{n}\right)
\end{array}\right) u .
$$

Recall that if $z \in \mathbb{C}$, the complex power $\delta^{z} \in A$ is defined as $\delta^{z}=f(\delta)$ where $f: \sigma(\delta) \rightarrow \mathbb{C}: \lambda \mapsto \lambda^{z}$. Thus, the following properties hold:

1. If $r \in \mathbb{R}$, then $\delta^{r}$ is an invertible, positive operator in $A$ and $\delta^{i r}$ a unitary operator in $A$.
2. For all $y, z \in \mathbb{C}$, we have $\delta^{y+z}=\delta^{y} \delta^{z}$ and $\left(\delta^{z}\right)^{*}=\delta^{\bar{z}}$.

Using $\delta$ we now can define a one-parameter group $\sigma$ of ${ }^{*}$-automorphisms on $A, \sigma: \mathbb{R} \mapsto \operatorname{Aut}(A): t \mapsto \sigma_{t}$ where $\sigma_{t}(x)=\delta^{i t} x \delta^{-i t}$ for all $x \in A$ and $t \in \mathbb{R}$. Note that $\sigma_{s+t}=\sigma_{s} \sigma_{t}$ for all $s, t \in \mathbb{R}$.
It makes perfect sense to extend the definition of $\sigma_{t}$ to complex parameters $z \in \mathbb{C}$ and define an algebra automorphism $\sigma_{z}$ on $A$ by $\sigma_{z}(x):=\delta^{i z} x \delta^{-i z}$ for all $x \in A$. Note that $\sigma_{z}$ is an algebra homomorphism but not always a *-homomorphism. Now,

1. $\sigma_{y+z}=\sigma_{y} \sigma_{z}$ for all $y, z \in \mathbb{C}$,
2. $\sigma_{z}(x)^{*}=\sigma_{\bar{z}}\left(x^{*}\right)$ for all $z \in \mathbb{C}$ and $x \in A$.

Later on we will get into situations where we have been given a one-parameter group $\sigma: \mathbb{R} \rightarrow$ Aut ( $A$ ) which can not be defined in terms of such an operator $\delta$. Therefore we would like to find a characterization of the algebra automorphism $\sigma_{z}$ in terms of the ${ }^{*}$-automorphism $\left(\sigma_{t}\right)_{t \in \mathbb{R}}$ without referring to $\delta$. Here the theory of analytic functions enters the story.
In this context we call a function $f: \mathbb{C} \rightarrow A$ analytic if for every $i, j \in$ $\{1, \ldots, n\}$, the function $\mathbb{C} \rightarrow \mathbb{C}: z \mapsto f(z)_{i j}$ is analytic. For instance, the function $\mathbb{C} \rightarrow A: z \rightarrow \delta^{z}$ is analytic.
The identity theorem for analytic functions from complex analysis implies that $\sigma_{z}$ can be defined in terms of the family $\left(\sigma_{t}\right)_{t \in \mathbb{R}}$ as follows:
Consider $a \in A$. There exists a unique analytic function $f: \mathbb{C} \rightarrow A$ such that $f(t)=\sigma_{t}(a)$ for all $t \in \mathbb{R}$. Moreover, $\sigma_{z}(a)=f(z)$ for all $z \in \mathbb{C}$.
Equation (4.1) can be rewritten as

$$
\begin{equation*}
\varphi(x y)=\varphi\left(y \sigma_{-i}(x)\right) \quad \text { for all } x, y \in A \tag{4.2}
\end{equation*}
$$

and it is also easily checked that

$$
\begin{equation*}
\varphi\left(\sigma_{t}(x)\right)=\varphi(x) \quad \text { for all } x \in A \tag{4.3}
\end{equation*}
$$

One can show that $\sigma: \mathbb{R} \rightarrow \operatorname{Aut}(A)$ is completely determined by these two conditions and $\sigma$ is called the modular automorphism group of $\varphi$.
One should however not be fooled by the lack of complexity above. We are working in a situation that is much simpler than the general case because

1. $\varphi$ is a continuous functional, not an unbounded weight.
2. For every $z \in \mathbb{C} \backslash \mathbb{R}$ the map $\sigma_{z}$ is defined on the whole of $A$ and obviously continuous.
3. Because there exists a faithful trace $\tau$ on $A$, we can write $\varphi$ in terms of such an operator $\delta$.

### 4.2 Von Neumann algebras

An important class of $\mathrm{C}^{*}$-algebras is formed by the class of von Neumann algebras. If $\mathrm{C}^{*}$-algebras are considered to be the quantizations of locally compact Hausdorff spaces, von Neumann algebras are the non-commutative analogues of measure spaces.

Definition 4.8. Let $\mathcal{H}$ be a Hilbert space and $M$ a unital ${ }^{*}$-subalgebra of $B(\mathcal{H})$ that is closed with respect to the weak topology on $B(\mathcal{H})$. Then $M$ is called a von Neumann algebra (on $\mathcal{H}$ ).

Recall that the weak (also called, weak operator), strong and strong* topology on $B(\mathcal{H})$ are determined by the following convergence properties.

Let $\left(T_{i}\right)_{i \in I}$ be a net in $B(\mathcal{H})$ and $T$ an element in $B(H)$. Then
i) $\left(T_{i}\right)_{i \in I}$ converges weakly to $T \Leftrightarrow\left(\left\langle T_{i} \xi, \eta\right\rangle\right)_{i \in I} \rightarrow\langle T \xi, \eta\rangle$ for all $\xi, \eta \in \mathcal{H}$,
ii) $\left(T_{i}\right)_{i \in I}$ converges strongly to $T \Leftrightarrow\left(T_{i} \xi\right)_{i \in I} \rightarrow T \xi$ for all $\xi \in \mathcal{H}$,
iii) $\left(T_{i}\right)_{i \in I}$ converges strongly* to $T \Leftrightarrow\left(T_{i}\right)_{i \in I}$ converges strongly to $T$ and $\left(T_{i}^{*}\right)_{i \in I}$ converges strongly to $T^{*}$.

Example 4.9. i) Consider a $\sigma$-finite measure space $(X, \mathcal{M}, \mu)$. The *-algebra of (equivalence classes of) essentially bounded measurable functions on $X$ is denoted by $L^{\infty}(X)$, the space of (equivalence classes of) square integrable functions on $X$ by $L^{2}(X)$. Let $\pi: L^{\infty}(X) \rightarrow B\left(L^{2}(X)\right)$ denote the ${ }^{*}$ homomorphism that associates to every element in $L^{\infty}(X)$ the natural multiplication operator. Then $\pi\left(L^{\infty}(X)\right)$ is a von Neumann algebra on $L^{2}(X)$ and $\pi$ is an isometry.
ii) If $\mathcal{H}$ is a Hilbert space, $B(\mathcal{H})$ is a von Neumann algebra that is the weak closure of $B_{0}(\mathcal{H})$.

If $\mathcal{H}$ is a Hilbert space and $A \subseteq B(\mathcal{H})$, we define the set $A^{\prime} \subseteq B(\mathcal{H})$ as

$$
A^{\prime}=\{x \in B(\mathcal{H}) \mid \forall y \in A: x y=y x\},
$$

the set $A^{\prime}$ is called the commutant of $A$ in $B(\mathcal{H})$.
In a lot of cases, von Neumann algebras are obtained by taking the weak closure of a non-degenerate *-algebra of bounded operators on some Hilbert space. The bicommutant theorem asserts that this topological closure can be obtained by algebraic means through the use of commutants.

Theorem 4.10. Consider a Hilbert space $\mathcal{H}$ and a non-degenerate*-subalgebra $A$ of $B(\mathcal{H})$. Then the weak closure of $A$ in $B(\mathcal{H})$ equals the bicommutant $A^{\prime \prime}$. In particular, if $A$ is a von Neumann algebra on $\mathcal{H}$, we have that $A^{\prime \prime}=A$.

This theorem and the fact that any element in a C*-algebra can be written as a linear combination of unitary elements of this $\mathrm{C}^{*}$-algebra, leads to the following affiliation relation for von Neumann algebras . Let $M$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}$. A densely defined closed linear operator $T$ on $\mathcal{H}$ is said to be affiliated with $M$ in the von Neumann algebraic sense if $u^{*} T u=T$ for every unitary $u \in M^{\prime}$.
Any von Neumann algebra is obviously a C*-algebra so it carries the norm topology, but in the next paragraph we will describe a topology that is far more relevant to von Neumann algebras.

Definition 4.11. Let $M$ be a von Neumann algebra acting on a Hilbert space $\mathcal{H}$ and $\omega$ a linear functional on $M$ that, on the open unit ball of $M$, is continuous with respect to the weak operator topology. Then we call $\omega$ normal. The space of normal linear functionals on $M$ is called the predual of $M$ and is denoted by $M_{*}$. Note that $M_{*}$ is a closed subspace of $M^{*}$ and, as such, inherits the norm from $M^{*}$.

The cone of positive linear functionals in the predual $M_{*}$ is denoted by $M_{*}^{+}$. For $\xi, \eta \in \mathcal{H}$, we define $\omega_{\xi, \eta} \in B(\mathcal{H})_{*}$ by $\omega_{\xi, \eta}(x)=\langle x \xi, \eta\rangle$ for all $x \in B(\mathcal{H})$. The restriction of $\omega_{\xi, \eta}$ to $M$ will also be denoted by $\omega_{\xi, \eta}$; this restriction obviously belongs to $M_{*}$. Even stronger, the linear span of $\left\{\omega_{\xi, \eta} \mid \xi, \eta \in \mathcal{H}\right\}$ is norm dense in $M_{*}$.
The predual induces one of the preferred topologies on $M$ :
Definition 4.12. Consider a von Neumann algebra M. The $\sigma$-weak topology on $M$ is by definition the initial topology on $M$ induced by the predual $M_{*}$.

Thus, on bounded subsets of $M$ the relative weak topology and relative $\sigma$ weak topology agree. As a Banach space, the von Neumann algebra $M$ can be recovered from its predual in the following way. Let $x \in M$ and define $e_{x} \in\left(M_{*}\right)^{*}$ by $e_{x}(\omega)=\omega(x)$ for all $\omega \in M_{*}$. The mapping

$$
M \rightarrow\left(M_{*}\right)^{*}: x \mapsto e_{x}
$$

is an isometric isomorphism.
In the commutative setting, the predual can be easily described in more familiar terms.

Example 4.13. Let us return to example 4.9 i) and denote the space of (equivalence classes of) integrable functions on $X$ by $L^{1}(X)$. Any element $f \in L^{1}(X)$ defines a linear functional $\omega_{f} \in \pi\left(L^{\infty}(X)\right)_{*}$ by $\omega_{f}(g)=\int f g d \mu$ for all $g \in L^{\infty}(X)$. The mapping $L^{1}(X) \rightarrow \pi\left(L^{\infty}(X)\right)_{*}: f \mapsto \omega_{f}$ is an isometric isomorphism.

In the theory of von Neumann algebras, *-homomorphisms have to satisfy an extra continuity property to be useful. Hence the following definition.

Definition 4.14. Consider von Neumann algebras $M, N$ and a unital *homomorphism $\pi: M \rightarrow N$. We call $\pi$ normal if $\pi$ is $\sigma$-weakly continuous, i.e. if $\omega \pi \in M_{*}$ for every $\omega \in N_{*}$.

Notice that $\pi$ is normal if and only if $\pi$ is weakly continuous on bounded subsets of $M$. If $\pi$ is normal, then $\pi(M)$ is a von Neumann algebra.
There is also another preferred topology on any von Neumann algebra.
Definition 4.15. If $\omega \in M_{*}$ we define semi-norms $p_{\omega}$ and $p_{\omega}^{*}$ by $p_{\omega}(x)=$ $\omega\left(x^{*} x\right)^{\frac{1}{2}}$ and $p_{\omega}(x)=\omega\left(x x^{*}\right)^{\frac{1}{2}}$ for all $x \in M$. The $\sigma$-strong* topology is by definition the locally convex vector topology on $M$ induced by the family of semi-norms $\left\{p_{\omega}, p_{\omega}^{*} \mid \omega \in M_{*}\right\}$.

On bounded subsets of $M$ the relative strong* topology and the relative $\sigma$ strong* agree. In most of the statements involving von Neumann algebras one can replace the $\sigma$-weak topology by the $\sigma$-strong* topology. For instance, if $M$, $N$ are von Neumann algebras and $\pi: M \rightarrow N$ is a unital *-homomorphism,
then $\pi$ is normal $\Leftrightarrow \pi$ is $\sigma$-strongly*-continuous $\Leftrightarrow \pi$ is strongly*-continuous on bounded subsets of $M$. We have moreover for any $\omega \in M^{*}$ that $\omega$ belongs to $M_{*} \Leftrightarrow \omega$ is $\sigma$-strongly* continuous. If $K$ is a convex subset of $M$, then $K$ is $\sigma$-weakly closed if and only if it is $\sigma$-strongly* closed.

Example 4.16. It is about time to introduce some well-known important operator algebras associated to a locally compact group $G$. Let $\mu$ be a left Haar measure $G$. First recall the definition of the convolution *-algebra $L^{1}(G)$. The product $\star$ and ${ }^{*}$-operation.$^{\circ}$ on $L^{1}(G)$ are defined as follows. If $f, g \in L^{1}(G)$, then
(1) $(f \star g)(t)=\int_{G} f(s) g\left(s^{-1} t\right) d \mu(s)$ for almost all $t \in G$,
(2) $f^{\circ}(t)=\delta(t)^{-1} \overline{f\left(t^{-1}\right)}$ for $t \in G$ (here, $\delta$ is the modular function of $G$ ).

Remember that the integral converges for almost all $t \in G$, not necessarily for all $t \in G$. If $f$ and $g$ belong to $K(G)$, the integral is everywhere convergent and $f \star g$ and $f^{\circ}$ belong to $K(G)$. This convolution *-algebra is a Banach *-algebra for the $L^{1}$-norm.
We have a faithful ${ }^{*}$-representation from the convolution algebra $\lambda: L^{1}(G) \rightarrow$ $B\left(L^{2}(G)\right)$ such that

$$
(\lambda(f) g)(t)=\int f(s) g\left(s^{-1} t\right) d \mu(s)
$$

for all $f \in L^{1}(G), g \in L^{2}(G)$ and $t \in G$.
The group von Neumann algebra $\mathcal{L}(G)$ of $G$ is by definition the weak closure of $\lambda\left(L^{1}(G)\right)$ in $B\left(L^{2}(G)\right)$. The reduced group C ${ }^{*}$-algebra $C_{r}^{*}(G)$ is by definition the norm closure of $\lambda\left(L^{1}(G)\right)$ in $B\left(L^{2}(G)\right)$.
Finally we use Example 1.6 with $\mathcal{A}=L^{1}(G)$ to define the group $\mathrm{C}^{*}$-algebra $C^{*}(G)$ as the enveloping $\mathrm{C}^{*}$-algebra of $L^{1}(G)$.

The notion of a tensor product of von Neumann algebras is similar to that of the minimal tensor product of $\mathrm{C}^{*}$-algebras.

Definition 4.17. Let $M, N$ be two von Neumann algebras acting on Hilbert spaces $\mathcal{H}, \mathcal{K}$ respectively. The tensor product of the von Neumann algebras $M$ and $N$ is the von Neumann algebra on $\mathcal{H} \otimes \mathcal{K}$, denoted by $M \bar{\otimes} N$ and defined as the weak operator closure of $M \odot N$ in $B(\mathcal{H} \otimes \mathcal{K})$.

The commutant of such a tensor product is easily described in terms of $M$ and $N$ by the neat (but difficult to prove) formula

$$
(M \bar{\otimes} N)^{\prime}=M^{\prime} \bar{\otimes} N^{\prime} .
$$

Let $\omega \in M_{*}, \eta \in N_{*}$. Then $\omega \bar{\otimes} \eta$ is by definition the unique element in $(M \bar{\otimes} N)_{*}$ extending the algebraic tensor product $\omega \odot \eta$.
Given $x \in M \bar{\otimes} N$, the slice $(\omega \bar{\otimes} \iota)(x) \in N$ is defined so that $\eta((\omega \bar{\otimes} \iota)(x))$ $=(\omega \bar{\otimes} \eta)(x)$ for all $\eta \in N_{*}$. Similarly one defines the slice $(\iota \bar{\otimes} \eta)(x) \in M$.

Consider von Neumann algebras $M_{1}, M_{2}, N_{1}, N_{2}$ and normal unital *-homomorphisms $\pi_{1}: M_{1} \rightarrow N_{1}$ and $\pi_{2}: M_{2} \rightarrow N_{2}$. Then, there exists a unique normal unital *-homomorphism $\pi_{1} \bar{\otimes} \pi_{2}: M_{1} \bar{\otimes} M_{1} \rightarrow N_{1} \bar{\otimes} N_{2}$ such that $\left(\pi_{1} \otimes \pi_{2}\right)\left(x_{1} \otimes x_{2}\right)=\pi_{1}\left(x_{1}\right) \otimes \pi_{2}\left(x_{2}\right)$ for all $x_{1} \in M_{1}$ and $x_{2} \in M_{2}$.
As mentioned in the previous section, the relevant notion of continuity and density for weights on von Neumann algebra are different for the ones used on C*-algebras.

Definition 4.18. Consider a weight $\varphi$ on a von Neumann algebra M. Then

1. We call $\varphi$ semi-finite if $\mathcal{M}_{\varphi}^{+}$is $\sigma$-strongly* dense in $M^{+}$.
2. We call $\varphi$ normal if $\varphi$ is lower semi-continuous with respect to the $\sigma$ strong* topology on $M^{+}$.

There are different equivalent conditions for normality, for instance a weight $\varphi$ on $M$ is normal $\Leftrightarrow$ for every increasing net $\left(x_{i}\right)_{i \in I}$ in $M^{+}$and every $x \in M^{+}$ for which $\left(x_{i}\right)_{i \in I} \rightarrow x$ in the $\sigma$-strong* topology, $\left(\varphi\left(x_{i}\right)\right)_{i \in I} \rightarrow \varphi(x)$.
The expression 'normal semi-finite faithful weight' is in the literature also abbreviated to 'nsf weight'. We will almost exclusively work with nsf weights.

Let $\varphi$ be a nsf weight on a von Neumann algebra $M$ and $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \Lambda_{\varphi}\right)$ is a GNS-construction $\varphi$. Then $\pi_{\varphi}$ is an injective normal *-homomorphism and $\Lambda_{\varphi}$ is closed for the $\sigma$-strong* topology on $M$ and the norm topology on $\mathcal{H}_{\varphi}$. Propositions 4.5 and 4.6 remain true if one changes the definition of $\mathcal{F}$ and $\mathcal{G}$ to include only functionals in $M_{*}^{+}$.

### 4.3 One-parameter groups and their analytic extensions

Let us first formalize the notion of a one-parameter group of *-automorphisms on a *-algebra and the two relevant (to us) continuity properties.

Definition 4.19. Consider $a^{*}$-algebra $A$ and $\sigma: \mathbb{R} \rightarrow \operatorname{Aut}(A)$ a map from $\mathbb{R}$ into the set of *-automorphisms on $A$ such that $\alpha_{s+t}=\alpha_{s} \alpha_{t}$ for all $s, t \in \mathbb{R}$. Then, we call $\alpha$ a one-parameter group of *-automorphisms on $A$.

1. If $A$ is a $C^{*}$-algebra, we say that $\alpha$ is norm continuous $\Leftrightarrow$ for every $a \in A$, the function $\mathbb{R} \rightarrow A: t \rightarrow \alpha_{t}(a)$ is continuous with respect to the norm topology on $A$.
2. If $A$ is a von Neumann algebra, we say that $\alpha$ is strongly continuous $\Leftrightarrow$ for every $a \in A$, the function $\mathbb{R} \rightarrow A: t \rightarrow \alpha_{t}(a)$ is continuous with respect to the strong topology on $A$.

Note that is it enough to check continuity in 0 to conclude continuity everywhere. Remember also that if $A$ is a $\mathrm{C}^{*}$-algebra, then $\left\|\alpha_{t}(a)\right\|=\|a\|$ for all $t \in \mathbb{R}$ and $a \in A$. So if $A$ is a von Neumann algebra, the strong continuity in the above definition is equivalent to the $\sigma$-strong* continuity.

Now fix a von Neumann algebra $M$ acting on a Hilbert space $\mathcal{H}$ and a strongly continuous one-parameter group of *-automorphisms on $M$. In the rest of this section we explain the notion of the analytic extensions of $\sigma$ that generalizes the discussion at the end of subsection 4.1.
We first need the right notion of analyticity but it turns out that a straightforward generalization of the more familiar notion suffices. Therefore consider a Banach space $E, O$ an open subset of $\mathbb{C}$ and a function $f: O \rightarrow E$.
(1) If $z_{0} \in O$, we call $f$ differentiable in $z_{0} \Leftrightarrow$ the limit $\lim _{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}}$ exists in $E$ for the norm topology. If $f$ is differentiable in $z_{0}$, we define $f^{z-z_{0}}\left(z_{0}\right)$ as this limit.
(2) We call $f$ analytic on $O$ if $f$ is differentiable in every point of $O$.

The analyticity of $E$-valued functions can be described in terms of analyticity of ordinary complex valued functions by the following remarkable result:
$f$ is analytic on $O \Leftrightarrow \omega \circ f: O \rightarrow \mathbb{C}$ is analytic on $O$ for every $\omega \in E^{*}$.
The $\Rightarrow$-implication is obvious (and $(\omega \circ f)^{\prime}(z)=\omega\left(f^{\prime}(z)\right)$ for all $z \in O$ ) but the reverse implication needs the Uniform Boundedness Principle (see e.g. [Con]). If $E=M$, we can even replace $E^{*}$ by the predual $M_{*}$ in the above statement.
Using the equivalence above together with Hahn-Banach, one can easily transfer a number of properties that are known for analytic complex valued functions to the world of $E$-valued analytic functions (like infinite differentiability, Cauchy's Theorem, the Identity Theorem and Morera's Theorem; note that only the first and last of these two properties need the non-trivial implication of the equivalence above).

If $z \in \mathbb{C}$ we define the closed horizontal strip $\mathcal{S}(z)$ in the complex plane as

$$
\mathcal{S}(z)=\{y \in \mathbb{C} \mid 0 \leq \operatorname{Im} y \leq \operatorname{Im} z \text { or } \operatorname{Im} z \leq \operatorname{Im} y \leq 0\} .
$$

Definition 4.20. Consider $z \in \mathbb{C}$. Define the mapping $\alpha_{z}: D\left(\alpha_{z}\right) \subseteq M \rightarrow M$ such that the domain $D\left(\alpha_{z}\right)$ of $\alpha_{z}$ consists of all elements $x \in M$ for which there exists a function $f: \mathcal{S}(z) \rightarrow M$ satisfying

1. $f$ is $\sigma$-strongly* continuous and norm bounded on $\mathcal{S}(z)$,
2. $f$ is analytic on the interior $\mathcal{S}(z)^{\circ}$ of $\mathcal{S}(z)$,
3. $f(t)=\alpha_{t}(x)$ for all $t \in \mathbb{R}$.

If $x \in D\left(\alpha_{z}\right)$, the function $f$ described above is unique and we define $\alpha_{z}(x)=$ $f(z)$. We call $\alpha_{z}$ the analytic extension of $\alpha$ in $z$.

The uniqueness of $f$ can be seen by combining the Schwarz' Mirror principle, the Identity Theorem and Hahn-Banach.

Let $x \in M$. One calls $x$ analytic with respect to $\alpha$ if $x \in D\left(\alpha_{z}\right)$ for all $z \in \mathbb{C}$, which is equivalent to the existence of an analytic function $f: \mathbb{C} \rightarrow M$ such that $f(t)=\alpha_{t}(x)$ for all $t \in \mathbb{R}$.
These analytic extensions satisfy the following basic properties for $y, z \in \mathbb{C}$.

1. $D\left(\alpha_{z}\right)$ is a subalgebra of $M$ and $\alpha_{z}: D\left(\alpha_{z}\right) \rightarrow M$ is a homomorphism of algebras.
2. $D\left(\alpha_{z}\right)^{*}=D\left(\alpha_{\bar{z}}\right)$ and $\alpha_{z}(x)^{*}=\alpha_{\bar{z}}\left(x^{*}\right)$ for all $x \in D\left(\alpha_{z}\right)$.
3. $\alpha_{y} \alpha_{t}=\alpha_{t} \alpha_{y}=\alpha_{y+t}$ for all $t \in \mathbb{R}$.
4. $\alpha_{y} \alpha_{z} \subseteq \alpha_{y+z}$ and $D\left(\alpha_{y} \alpha_{z}\right)=D\left(\alpha_{y+z}\right) \cap D\left(\alpha_{z}\right)$. If $y$ and $z$ lie on the same side of the real axis, then $\alpha_{y} \alpha_{z}=\alpha_{y+z}$.
5. If $z \in \mathbb{C}$ and $y \in \mathcal{S}(z)$, then $D\left(\alpha_{z}\right) \subseteq D\left(\alpha_{y}\right)$.
6. $\alpha_{z}$ is injective, $\operatorname{Ran} \alpha_{z}=D\left(\alpha_{-z}\right)$ and $\left(\alpha_{z}\right)^{-1}=\alpha_{-z}$.
7. $\alpha_{z}$ is closed for the $\sigma$-strong* topology. Recall that the notion of closedness is given in the appendix.

Some of the proofs of these properties rely on the Phragmen-Lindelöf Theorem (see [Rud, Thm. 12.8]):

Proposition 4.21 (Phragmen-Lindelöf). Consider a function $f: \mathcal{S}(i) \rightarrow$ $\mathbb{C}$ so that

1. $f$ is continuous and bounded on $\mathcal{S}(i)$,
2. $f$ is analytic on $\mathcal{S}(i)^{\circ}$
and define $M=\sup (\{|f(t)| \mid t \in \mathbb{R}\} \cup\{|f(t+i)| \mid t \in \mathbb{R}\})$. Then $|f(z)| \leq M$ for all $z \in \mathcal{S}(i)$.

It is very easy to construct elements in the domain of $\alpha_{z}$ once we have a good notion of integrating $M$-valued functions because then we can 'smear' elements with respect to $\alpha$ to obtain elements in the domain of $\alpha_{z}$.

Proposition 4.22. Consider $x \in M$ and $n \in \mathbb{N}$. Define $x(n) \in M$ as

$$
x(n)=\frac{n}{\sqrt{\pi}} \int \exp \left(-n^{2} t^{2}\right) \alpha_{t}(x) d t
$$

Then $x(n)$ is analytic with respect to $\alpha$ and

$$
\alpha_{z}(x(n))=\frac{n}{\sqrt{\pi}} \int \exp \left(-n^{2}(t-z)^{2}\right) \alpha_{t}(x) d t
$$

for all $z \in \mathbb{C}$. If $x \in D\left(\alpha_{z}\right)$, then $\alpha_{z}(x(n))=\left(\alpha_{z}(x)\right)(n)$.
The appendix discusses a notion of integration of vector-valued functions that will suffice for our purposes. The integrals above can be understood in the $\sigma$-weak sense, i.e. $\omega(x(n))=\frac{n}{\sqrt{\pi}} \int \exp \left(-n^{2} t^{2}\right) \omega\left(\alpha_{t}(x)\right) d t$ for all
$\omega \in M_{*}$. These equalities also hold in the strong sense, i.e. $x(n) v=$ $\frac{n}{\sqrt{\pi}} \int \exp \left(-n^{2} t^{2}\right) \alpha_{t}(x) v d t$ for all $v \in \mathcal{H}$.
This proposition also implies that $\left\langle a(n) \mid a \in D\left(\alpha_{z}\right), n \in \mathbb{N}\right\rangle$ is a core for $\alpha_{z}$ (see the appendix for the notion of a core).
The definition of the analytic extensions (and the statement of its main properties) is given with respect to the $\sigma$-strong* topology. But we can everywhere replace the $\sigma$-strong* topology by the $\sigma$-weak topology and still obtain the same analytic extension.
The process of smearing elements with respect to a one-parameter group of *-automorphisms (or with respect to a finite number of commuting oneparameter groups of automorphisms via a multiple integral) is one of the most useful techniques to create well-behaved elements in the theory of locally compact quantum groups.
By definition, $\alpha_{i}$ is determined by the family of *-automorphisms $\left(\alpha_{t}\right)_{t \in \mathbb{R}}$. But also the converse is true. In the statement of the next proposition we could have used any number, different from 0 , on the imaginary axis.

Proposition 4.23. Consider two strongly continuous one-parameter groups of ${ }^{*}$-automorphisms $\alpha, \beta$ on $M$. Then, $\alpha=\beta \Leftrightarrow \alpha_{i}=\beta_{i}$.

If we work with a $\mathrm{C}^{*}$-algebra $A$ and a norm continuous one-parameter group $\alpha$ of *-automorphisms on $A$, then the analytic extension $\alpha_{z}$ is defined in the same way as above but one replaces the $\sigma$-strong* topology by the norm topology.

### 4.4 The KMS-properties of normal semi-finite faithful weights on von Neumann algebras

## Tomita-Takesaki Theory

Consider a von Neumann algebra $M$ and a nsf weight $\varphi$ on $M$. The next theorem contains one of the most important results of the theory of von Neumann algebras and which follows from the celebrated Tomita-Takesaki theory. Since 2002 a modern and comprehensive account of this theory can be found in [Tak02a]. It is important to mention that there does not exist a C ${ }^{*}$-algebraic version of the theorem below.

Theorem 4.24. There exists a unique strongly continuous one-parameter group $\sigma$ of *-automorphisms on $M$ so that $\varphi \sigma_{t}=\varphi$ for all $t \in \mathbb{R}$ and so that for all $x, y \in \mathcal{N}_{\varphi} \cap \mathcal{N}_{\varphi}^{*}$ there is a bounded continuous complex function $f$ on the strip $\{z \in \mathbb{C} \mid 0 \leq \operatorname{Im} z \leq 1\}$, analytic on the interior of this strip, and satisfying

$$
f(t)=\varphi\left(\sigma_{t}(x) y\right) \quad \text { and } \quad f(t+i)=\varphi\left(y \sigma_{t}(x)\right)
$$

for all $t \in \mathbb{R}$. We call $\sigma$ the modular automorphism group for $\varphi$ and one uses the notation $\sigma^{\varphi}=\sigma$.

The properties in the statement of the above theorem are referred as the KMS-properties of the weight $\varphi$ (KMS stands for Kubo, Martin, Schwinger). This theorem implies the next useful results for nsf weights.

Proposition 4.25. i) Consider $a \in D\left(\sigma_{-i}\right)$ and $x \in \mathcal{M}_{\varphi}$. Then $a x$ and $x \sigma_{-i}(a)$ belong to $\mathcal{M}_{\varphi}$ and $\varphi(a x)=\varphi\left(x \sigma_{-i}(a)\right)$.
ii) Let $a \in D\left(\sigma_{\frac{i}{2}}\right)$. Then $\varphi\left(a^{*} a\right)=\varphi\left(\sigma_{\frac{i}{2}}(a) \sigma_{\frac{i}{2}}(a)^{*}\right)$.

On the level of a GNS space $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \Lambda_{\varphi}\right)$ of $\varphi$, the following operators are of great importance. The notion of a positive operator can be found in Definition 7.3.

Definition 4.26. i) There exists a unique injective positive operator $\nabla$ on $\mathcal{H}_{\varphi}$ such that $\nabla^{i t} \Lambda_{\varphi}(a)=\Lambda_{\varphi}\left(\sigma_{t}^{\varphi}(a)\right)$ for all $a \in \mathcal{N}_{\varphi}$. We call $\nabla$ the modular operator of $\varphi$ and use the notation $\nabla_{\varphi}=\nabla$.
ii) There exists a unique anti-unitary operator $J$ on $\mathcal{H}_{\varphi}$ such that $J \Lambda_{\varphi}(a)=$ $\Lambda_{\varphi}\left(\sigma_{\frac{i}{2}}^{\varphi}(a)^{*}\right)$ for all $a \in \mathcal{N}_{\varphi} \cap D\left(\sigma_{\frac{i}{2}}^{\varphi}\right)$. We call $J$ the modular conjugation of $\varphi$ and use the notation $J_{\varphi}=J$.

The operator $\nabla_{\varphi}$ induces $\sigma^{\varphi}$ in the GNS-space, $J_{\varphi}$ induces an anti-*-isomorphism from $\pi_{\varphi}(A)$ to the commutant $\pi_{\varphi}(A)^{\prime}$ :

1. $\pi_{\varphi}\left(\sigma_{t}^{\varphi}(x)\right)=\nabla_{\varphi}^{i t} \pi_{\varphi}(x) \nabla_{\varphi}^{-i t}$ for all $t \in \mathbb{R}, x \in M$.
2. $J_{\varphi} \pi_{\varphi}(M) J_{\varphi}=\pi_{\varphi}(M)^{\prime}$

Let us also mention the following result. If $x \in \mathcal{N}_{\varphi}$ and $a \in D\left(\sigma_{\frac{i}{2}}^{\varphi}\right)$, then $x a \in \mathcal{N}_{\varphi}$ and

$$
\Lambda_{\varphi}(x a)=J_{\varphi} \pi_{\varphi}\left(\sigma_{\frac{i}{2}}^{\varphi}(a)\right)^{*} J_{\varphi} \Lambda_{\varphi}(x)
$$

It should be said that in reality the theory is build up the other way around. Starting from a nsf weight, one introduces the closure $T$ of the map $\Lambda_{\varphi}\left(\mathcal{N}_{\varphi} \cap \mathcal{N}_{\varphi}^{*}\right) \mapsto \Lambda_{\varphi}\left(\mathcal{N}_{\varphi} \cap \mathcal{N}_{\varphi}^{*}\right): \Lambda_{\varphi}(x) \rightarrow \Lambda_{\varphi}\left(x^{*}\right)$. Next, one defines the anti-unitary $J$ and the injective positive self-adjoint operator $\nabla$ by taking the polar decomposition $T=J \nabla^{\frac{1}{2}}$ of $T$. One uses $\nabla$ to define the modular automorphism group $\sigma$ of $\varphi$ and proves all the properties mentioned above (including theorem 4.24) by using the theory of left Hilbert algebras and the associated Tomita-Takesaki theory.
In this case there is also another characterization of the analytic extensions $\sigma_{z}^{\varphi}$ for $z \in \mathbb{C}$. Let $x \in M$.

1. If $x \in D\left(\sigma_{z}^{\varphi}\right)$, then $\pi_{\varphi}(x) \nabla_{\varphi}^{i z} \subseteq \nabla_{\varphi}^{i z} \pi_{\varphi}\left(\sigma_{z}^{\varphi}(x)\right)$.
2. If $x \in M$, then $x$ belongs to $D\left(\sigma_{z}^{\varphi}\right)$ if and only if there exists $y \in M$ such that $\pi_{\varphi}(x) \nabla_{\varphi}^{i z} \subseteq \nabla_{\varphi}^{i z} \pi_{\varphi}(y)$.

## The Radon-Nikodym derivative

Consider a von Neumann algebra $M$ on a Hilbert space $\mathcal{H}$ and a nsf weight $\varphi$ on $M$ with GNS-construction $(H, \pi, \Lambda)$ and modular automorphism group $\sigma$. We will also consider an injective positive operator $\delta$ in $\mathcal{H}$ (see Definition 7.3) affiliated with $M$ so that there exists a positive number $\lambda>0$ satisfying $\sigma_{t}(\delta)=\lambda^{t} \delta$ for all $t \in \mathbb{R}$.
The fact that $\delta$ is affiliated to $M$ is equivalent to the fact that $\delta^{i t} \in M$ for all $t \in \mathbb{R}$.
It is natural to look for a precise definition of the weight that is formally equal to $\varphi\left(\delta^{\frac{1}{2}} \cdot \delta^{\frac{1}{2}}\right)$. If $\lambda \neq 1$, the method of defining this weight in [PT] is not applicable anymore.
Instead we will work with a reverse GNS-construction. Define $L$ as the left ideal of element $x \in M$ so that $x \delta^{\frac{1}{2}}$ is bounded. If $x \in L$, we define $x \cdot \delta^{\frac{1}{2}} \in M$ as the unique continuous linear extension of $x \delta^{\frac{1}{2}}$.
Now, define the subspace $N_{0}$ of $M$ as

$$
N_{0}=\left\{x \in L \left\lvert\, x \cdot \delta^{\frac{1}{2}} \in \mathcal{N}_{\varphi}\right.\right\}
$$

Then $N_{0}$ is a $\sigma$-strongly* dense left ideal of $M$ and the mapping $N_{0} \rightarrow H$ : $x \mapsto \Lambda\left(x \cdot \delta^{\frac{1}{2}}\right)$ is closable with respect to the $\sigma$-strong* topology on $M$ and the norm topology on $H$. We define $\Lambda_{\delta}$ to be the closure of this mapping and its domain by $N$. Then $N$ is a $\sigma$-strongly* dense left ideal of $M$ and $\Lambda_{\delta}(x y)=\pi(x) \Lambda_{\delta}(y)$ for all $x \in A, y \in N$.
Define the strongly continuous one-parameter group $\sigma^{\prime}$ of ${ }^{*}$-automorphisms on $M$ by $\sigma_{t}^{\prime}(x)=\delta^{i t} \sigma_{t}(x) \delta^{-i t}$ for $t \in \mathbb{R}$ and $x \in A$. Then,

Proposition 4.27. There exists a unique nsf weight $\varphi_{\delta}$ on $M$ so that $\mathcal{N}_{\varphi_{\delta}}=$ $N$ and $\varphi_{\delta}\left(y^{*} x\right)=\left\langle\Lambda_{\delta}(x), \Lambda_{\delta}(y)\right\rangle$ for all $x, y \in \mathcal{N}_{\varphi_{\delta}}$. Furthermore, $\sigma^{\prime}$ is the modular automorphism group of $\varphi_{\delta}$.

Now, we stumble on another aspect of weight theory that works much better in the von Neumann algebraic approach than in the $\mathrm{C}^{*}$-algebraic approach; we have an analogue of the Radon-Nikodym theorem:

Theorem 4.28. Consider another nsf weight $\psi$ on $M$ with modular automorphism groups $\sigma^{\prime}$. Consider also a number $\lambda>0$. Then the following statements are equivalent.

1. $\varphi \sigma_{t}^{\prime}=\lambda^{t} \varphi$ for all $t \in \mathbb{R}$.
2. $\psi \sigma_{t}=\lambda^{-t} \psi$ for all $t \in \mathbb{R}$.
3. There exists an injective positive operator $\delta$ in $\mathcal{H}$ affiliated with $M$ such that $\sigma_{t}(\delta)=\lambda^{t} \delta$ for $t \in \mathbb{R}$ and $\psi=\varphi_{\delta}$.

If these conditions hold, we call $\delta$ the Radon-Nikodym derivative of $\psi$ with respect to $\varphi$.

The proof of this result can be found in [Va01b]. In fact, this paper deals with the generalization of this theorem to the case were the modular automorphism groups merely commute. In the general case (where they do not necessarily commute), all the information about the relation between $\varphi$ and $\psi$ is encoded in the Connes cocycle. We will not go further into these matters because we do not need them in these notes.

## 5 The definition of a locally compact quantum group

At this stage we have gathered the necessary information from the general theory of von Neumann algebras to state the general definition of a locally compact quantum group and discuss its main consequences. Since we work most of the time in the framework of von Neumann algebras we will denote the tensor product between von Neumann algebras, normal *-homomorphism and functionals in the predual by $\otimes$ (and not by $\bar{\otimes}$ ). Proofs of all the results in this section can be found in [KuV00a] and [KuV03].

### 5.1 The definition and its basic consequences

Definition 5.1. Consider a von Neumann algebra $M$ and a unital normal *-homomorphism $\Delta: M \rightarrow M \otimes M$ such that
(a) $(\Delta \otimes \iota) \Delta=(\iota \otimes \Delta) \Delta$
(b) There exists two nsf weights $\varphi, \psi$ on $M$ such that

1. $\varphi((\omega \otimes \iota) \Delta(x))=\varphi(x) \omega(1)$ for all $x \in \mathcal{M}_{\varphi}^{+}$and $\omega \in M_{*}^{+}$,
2. $\psi((\iota \otimes \omega) \Delta(x))=\psi(x) \omega(1)$ for all $x \in \mathcal{M}_{\psi}^{+}$and $\omega \in M_{*}^{+}$.

Then $(M, \Delta)$ is called a locally compact quantum group (in the von Neumann algebraic setting).

We call $\Delta$ the comultiplication of $(M, \Delta)$. A weight $\varphi$ as describe above is called a left Haar weight on $(M, \Delta)$, property (1) is called the left invariance of $\varphi$. A weight $\psi$ as described above is called a right Haar weight on $(M, \Delta)$, property (2) is called the right invariance of $\psi$. It can be proven

1. $\varphi((\omega \otimes \iota) \Delta(x))=\varphi(x) \omega(1)$
2. $\psi((\iota \otimes \omega) \Delta(x))=\psi(x) \omega(1)$
for all $x \in M^{+}$and $\omega \in M_{*}^{+}$. Although this is a nice generalization of the invariance properties, it is not very important to develop most of the basic theory. It is however vital in developing certain applications of quantum groups.

It might seem strange to call $(M, \Delta)$ a locally compact quantum group because von Neumann algebras are generalizations of measure spaces. We will however show later on that there is a natural $\mathrm{C}^{*}$-algebra sitting inside $M$.

For the rest of this section we fix a locally compact quantum group $(M, \Delta)$ and a left Haar weight $\varphi$ on $M$. At this point we do not fix a right Haar weight because we will shortly produce a natural one. As before, the order of the statements of results does not agree with the chronological order the theory is built up.
Left invariant weights (but also right ones) are unique up to a constant:
Theorem 5.2. Consider a semi-finite normal weight $\eta$ on $M$. If $\eta((\omega \otimes \iota) \Delta(x))=\eta(x) \omega(1)$ for all $x \in \mathcal{M}_{\eta}^{+}$and $\omega \in M_{*}^{+}$, there exists $\lambda \geq 0$ such that $\eta=\lambda \varphi$.

Note that we do not assume faithfulness of the weight $\eta$ involved.
Remark 5.3. Let us take a look at the classical situation of a locally compact $\sigma$-compact group $G$. Because we want to work with von Neumann algebras, we use (with some abuse of language) the von Neumann algebra $L^{\infty}(G)$ of (equivalence classes) of essentially bounded measurable functions on $G$ (instead of $\left.C_{0}(G)\right)$ and use the natural identification $L^{\infty}(G) \otimes L^{\infty}(G)=L^{\infty}(G \times G)$ to define the normal *-homomorphism $\Delta_{G}: L^{\infty}(G) \rightarrow L^{\infty}(G) \times L^{\infty}(G)$ by $\Delta_{G}(f)(s, t)=f(s t)$ for $f \in L^{\infty}(G)$ and $s, t \in G$. Thus, $\left(L^{\infty}(G), \Delta_{G}\right)$ is a locally compact quantum group.
Take a left Haar measure $\mu$ on $G$ and define the left Haar weight $\varphi_{G}$ on $L^{\infty}(G)$ by $\varphi_{G}(f)=\int_{G} f d \mu$ for all $f \in L^{\infty}(G)^{+}$. In this case $\mathcal{N}_{\varphi_{G}}=L^{2}(G) \cap L^{\infty}(G)$ and we define a map $\Lambda_{G}: \mathcal{N}_{\varphi_{G}} \rightarrow L^{2}(G)$ by $\Lambda_{G}(f)=f$ for all $f \in L^{2}(G) \cap$ $L^{\infty}(G)$. Thus, $\left(L^{2}(G), \pi_{G}, \Lambda_{G}\right)$ is a GNS-construction for $\varphi_{G}$.
In order to further develop the theory of quantum groups, it is important to introduce the antipode of the quantum group as a quantum analogue of the inverse operation on a group. As explained in section 2 the classical way of defining the antipode is not possible so we have to find an alternative way to do so.
Let $S_{G}$ be the antipode on $L^{\infty}(G)$, i.e. $S_{G}(f)(s)=f\left(s^{-1}\right)$ for $f \in L^{\infty}(G)$ and $s \in G$. Consider the linear map $\iota \odot \varphi_{G}: K(G) \odot K(G) \subseteq K(G \times G) \rightarrow K(G)$. If $f \in K(G) \odot K(G)$, it is clear that $\left(\iota \odot \varphi_{G}\right)(f)(s)=\int f(s, t) d \mu(t)$ for all $s \in G$. Therefore, let us denote by $\iota \otimes \varphi_{G}$ the extension of $\iota \odot \varphi_{G}$ to $K(G \times G)$ that integrates out the second variable.
Choose $g, h \in K(G)$. The left invariance of $\mu$ implies for $s \in G$,

$$
\begin{aligned}
& S_{G}\left(\left(\iota \otimes \varphi_{G}\right)\left(\Delta_{G}(f)(1 \otimes g)\right)\right)(s)=\left(\iota \otimes \varphi_{G}\right)\left(\Delta_{G}(f)(1 \otimes g)\right)\left(s^{-1}\right) \\
& =\int_{G}\left(\Delta_{G}(f)(1 \otimes g)\right)\left(s^{-1}, t\right) d \mu(t)=\int_{G} f\left(s^{-1} t\right) g(t) d \mu(t) \\
& =\int_{G} f(t) g(s t) d \mu(t)=\left(\iota \otimes \varphi_{G}\right)\left((1 \otimes f) \Delta_{G}(g)\right)(s) .
\end{aligned}
$$

Thus, $S_{G}\left(\left(\iota \otimes \varphi_{G}\right)\left(\Delta_{G}(f)(1 \otimes g)\right)\right)=\left(\iota \otimes \varphi_{G}\right)\left((1 \otimes f) \Delta_{G}(g)\right)$ which provides us with a formula for the antipode $S_{G}$ that only uses $\varphi_{G}$ and $\Delta_{G}$.

Let us now return to our general quantum group $(M, \Delta)$. The above formula in the classical case suggests a definition for the antipode in the general case but necessitates the definition of $\iota \otimes \varphi$ as an extension of $\iota \odot \varphi: M \odot \mathcal{M}_{\varphi} \rightarrow M$ in our general framework. First define the set

$$
\mathcal{M}_{\iota \otimes \varphi}^{+}=\left\{x \in(M \otimes M)^{+} \mid \forall \omega \in M_{+}^{*}:(\omega \otimes \iota)(x) \in \mathcal{M}_{\varphi}^{+}\right\} .
$$

Then $\mathcal{M}_{\iota \otimes \varphi}^{+}$is a hereditary cone in $(M \otimes M)^{+}$and one can show (and it is not very difficult) the existence of a unique map $\iota \otimes \varphi: \mathcal{M}_{\iota \otimes \varphi}^{+} \rightarrow M^{+}$such that

$$
\omega((\iota \otimes \varphi)(x))=\varphi((\omega \otimes \iota)(x))
$$

for all $x \in \mathcal{M}_{\iota \otimes \varphi}^{+}$and $\omega \in M_{*}^{+}$. This map is linear.
Define the ${ }^{*}$-subalgebra $\mathcal{M}_{\iota \otimes \varphi}$ of $M \otimes M$ as the linear span of $\mathcal{M}_{\iota \otimes \varphi}^{+}$. Since $\mathcal{M}_{\iota \otimes \varphi}^{+}$is a hereditary cone, $\mathcal{M}_{\iota \otimes \varphi}^{+}=\mathcal{M}_{\iota \otimes \varphi} \cap(M \otimes M)^{+}$. There exists a unique linear map $F: \mathcal{M}_{\iota \otimes \varphi} \rightarrow M$ so that $(\iota \otimes \varphi)(a)=F(a)$ for all $a \in \mathcal{M}_{\iota \otimes \varphi}^{+}$. We set $(\iota \otimes \varphi)(x)=F(x)$ for all $x \in \mathcal{M}_{\iota \otimes \varphi}$. Notice that $M \odot \mathcal{M}_{\varphi} \subseteq \mathcal{M}_{\iota \otimes \varphi}$ and $(\iota \otimes \varphi)(x \otimes y)=x \varphi(y)$ for all $x \in M$ and $y \in \mathcal{M}_{\varphi}$.
One also defines the left ideal $\mathcal{N}_{\iota \otimes \varphi}$ in $M \otimes M$ as the set of all elements $x \in M \otimes M$ for which $x^{*} x \in \mathcal{M}_{\iota \otimes \varphi}^{+}$. As for weights, $\mathcal{M}_{\iota \otimes \varphi}=\mathcal{N}_{\iota \otimes \varphi}^{*} \mathcal{N}_{\iota \otimes \varphi}^{*}$ (linear span!). Note that $M \odot \mathcal{N}_{\varphi} \subseteq \mathcal{N}_{\iota \otimes \varphi}$.
The above discussion is valid for any normal weight on $M$.
If $a, b \in \mathcal{N}_{\varphi}$, the left invariance of $\varphi$ implies immediately that $\Delta(a)$ and $\Delta(b)$ belong to $\mathcal{N}_{\iota \otimes \varphi}$ and thus, that $\left(1 \otimes b^{*}\right) \Delta(a)$ and $\Delta(b)^{*}(1 \otimes a)$ belong to $\mathcal{M}_{\iota \otimes \varphi}$ so that we can apply $\iota \otimes \varphi$ to these elements. Therefore the following vital theorem in the theory of quantum groups makes sense.

Theorem 5.4. There exists a unique $\sigma$-strongly* closed, linear operator $S: D(S) \subseteq M \rightarrow M$ such that the linear space

$$
\left\langle(\iota \otimes \varphi)\left(\Delta\left(b^{*}\right)(1 \otimes a)\right) \mid a, b \in \mathcal{N}_{\varphi}\right\rangle
$$

is a core for $S$ with respect to the $\sigma$-strong* topology and

$$
S\left((\iota \otimes \varphi)\left(\Delta\left(b^{*}\right)(1 \otimes a)\right)\right)=(\iota \otimes \varphi)\left(\left(1 \otimes b^{*}\right) \Delta(a)\right)
$$

for all $a, b \in \mathcal{N}_{\varphi}$. We call $S$ the antipode of $(M, \Delta)$. Moreover, the domain and image of $S$ are $\sigma$-strongly* dense in $M$.

The linear operator $S$ is unbounded in general. The domain $D(S)$ is a subalgebra of $M$ and $S$ is an injective algebra anti-homomorphism, i.e. $S(x y)=S(y) S(x)$ for all $x, y \in D(S)$. If $x \in D(S)$, then $S(x)^{*} \in D(S)$ and $S\left(S(x)^{*}\right)^{*}=x$. Consequently, $D(S)^{*}=D\left(S^{-1}\right)$ and $S(x)^{*}=S^{-1}\left(x^{*}\right)$ for
all $x \in D(S)$. It may happen that $S \neq S^{-1}$, as is the case in the example of $S U_{q}(2)$ discussed in section 3.
Just as for densely defined, closed, linear operators in Hilbert spaces, we can produce a polar decomposition of the antipode (this idea is due to Kirchberg, see [Kir]). As a matter of fact, the polar decomposition of $S$ is obtained through the polar decomposition of the relevant Hilbert space operator.

Proposition 5.5. There exists a unique *-anti-automorphism $R: M \rightarrow M$ and a unique strongly continuous one parameter group of *-automorphisms $\tau: \mathbb{R} \rightarrow \operatorname{Aut}(M)$ so that

$$
S=R \tau_{-\frac{i}{2}}, \quad R^{2}=\iota \quad \text { and } \quad \tau_{t} R=R \tau_{t} \text { for all } t \in \mathbb{R}
$$

We call $R$ the unitary antipode and $\tau$ the scaling group of $(M, \Delta)$. Note that $S^{2}=\tau_{-i}$.

Let us denote the modular automorphism group of $\varphi$ by $\sigma$. Then the following important commutation relations involving the comultiplication $\Delta$ and $\tau, \sigma$ and $R$ hold.

Proposition 5.6. If $t \in \mathbb{R}$,

1. $\Delta \tau_{t}=\left(\tau_{t} \otimes \tau_{t}\right) \Delta$
2. $\Delta \sigma_{t}=\left(\tau_{t} \otimes \sigma_{t}\right) \Delta$
3. $\Delta R=\chi(R \otimes R) \Delta$.

Here $\chi: M \otimes M \rightarrow M \otimes M$ is the flip ${ }^{*}$-automorphism. The last equality of this proposition justifies the following definition.

Definition 5.7. We define the right Haar weight $\psi$ on $(M, \Delta)$ by $\psi=\varphi R$.
If one looks at this definition one might wonder why we needed the existence of the right Haar weight as a condition in the definition of a locally compact quantum group. In reality the existence of the right Haar weight is used in the proof of the existence of the antipode and its polar decomposition (but also in the proof of the unitarity of $W$ introduced in Definition 5.12).
Denote the modular automorphism group of $\psi$ by $\sigma^{\prime}$. Thus, $\sigma_{t}^{\prime}=R \sigma_{-t} R$ for all $t \in \mathbb{R}$. All the one-parameter groups $\sigma, \sigma^{\prime}$ and $\tau$ mutually commute, e.g. $\sigma_{s} \tau_{t}=\tau_{t} \sigma_{s}$ for all $s, t \in \mathbb{R}$. Let us extend the list of commutation relations.

Proposition 5.8. If $t \in \mathbb{R}$, then

$$
\begin{aligned}
& \text { 1. } \Delta \sigma_{t}^{\prime}=\left(\sigma_{t}^{\prime} \otimes \tau_{-t}\right) \Delta \\
& \text { 2. } \Delta \tau_{t}=\left(\sigma_{t} \otimes \sigma_{-t}^{\prime}\right) \Delta
\end{aligned}
$$

By definition of a modular automorphism, $\varphi \sigma_{t}=\varphi$ and $\psi \sigma_{t}^{\prime}=\psi$ for all $t \in \mathbb{R}$. The next result deals with the remaining invariance properties.

Proposition 5.9. There exists a unique number $\nu>0$ so that for all $t \in \mathbb{R}$ and $x \in M^{+}$,

$$
\begin{array}{ll}
\varphi\left(\tau_{t}(x)\right)=\nu^{-t} \varphi(x) & \varphi\left(\sigma_{t}^{\prime}(x)\right)=\nu^{t} \varphi(x) \\
\psi\left(\tau_{t}(x)\right)=\nu^{-t} \psi(x) & \psi\left(\sigma_{t}(x)\right)=\nu^{-t} \psi(x) .
\end{array}
$$

We call $\nu$ de scaling constant of $(M, \Delta)$.
It has taken a long time, but recently the examples of the $a z+b$ and $a x+b$ quantum group (see [WZ] and [VD01]) have shown that it can happen that $\nu \neq 1$ (but not in the case of compact and discrete quantum groups).
In the classical case, the modular function connects the left and right Haar measure. Also this result has an analogue in the quantum world. Let us denote the Hilbert space on which $M$ acts by $\mathcal{H}$.

Proposition 5.10. There exists a unique injective positive operator $\delta$ in $\mathcal{H}$ such that $\delta$ is affiliated to $M$ and

```
1. \(\sigma_{t}(\delta)=\nu^{t} \delta\) for all \(t \in \mathbb{R}\),
2. \(\psi=\varphi_{\delta}\).
```

We call $\delta$ the modular element of $(M, \Delta)$.
Recall that the definition of $\psi_{\delta}$ is given in Proposition 4.27; formally, $\psi_{\delta}=$ $\psi\left(\delta^{\frac{1}{2}} \cdot \delta^{\frac{1}{2}}\right)$. In the classical case, the modular function is a group homomorphism. Also this property has its generalization.

Proposition 5.11. If $t \in \mathbb{R}$, then $\Delta\left(\delta^{i t}\right)=\delta^{i t} \otimes \delta^{i t}$.
In the last part of this section we introduce the multiplicative unitary of the quantum group. Although we introduce it at the end of this section that explains the basic theory derived from the definition, the multiplicative unitary is in reality constructed in the beginning of the build up of the theory.
In order to define the multiplicative unitary we need the tensor product weight $\varphi \otimes \varphi$ on $M \otimes M$. Set $\mathcal{F}=\left\{\omega \in M_{*}^{+} \mid \forall x \in M: \omega(x) \leq \varphi(x)\right\}$. We define the normal weight $\varphi \otimes \varphi$ on $M \otimes M$ by

$$
(\varphi \otimes \varphi)(x)=\sup _{\omega, \eta \in \mathcal{F}}(\omega \otimes \eta)(x)
$$

for all $x \in(M \otimes M)^{+}$. It follows from the von Neumann algebraic versions of Propositions 4.5 and 4.6 that this is indeed a weight, that $\mathcal{M}_{\varphi} \odot \mathcal{M}_{\varphi} \subseteq \mathcal{M}_{\varphi \otimes \varphi}$ and that $(\varphi \otimes \varphi)(a \otimes b)=\varphi(a) \varphi(b)$ for all $a, b \in \mathcal{M}_{\varphi}$. One can show hat $\varphi \otimes \varphi$ is a nsf weight on $M \otimes M$.
Take a GNS-construction $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \Lambda_{\varphi}\right)$ for $\varphi$. There exists a natural GNSconstruction for $\varphi \otimes \varphi$ that we describe in the following. One can show that the linear map

$$
\Lambda_{\varphi} \odot \Lambda_{\varphi}: \mathcal{N}_{\varphi} \odot \mathcal{N}_{\varphi} \rightarrow \mathcal{H}_{\varphi} \otimes \mathcal{H}_{\varphi}
$$

is closable with respect to the $\sigma$-strong* topology on $M \otimes M$ and the norm topology on $\mathcal{H}_{\varphi} \otimes \mathcal{H}_{\varphi}$. Denote its closure with respect to this topologies by $\Lambda_{\varphi} \otimes \Lambda_{\varphi}$. Then, $\left(\mathcal{H}_{\varphi} \otimes \mathcal{H}_{\varphi}, \pi_{\varphi} \otimes \pi_{\varphi}, \Lambda_{\varphi} \otimes \Lambda_{\varphi}\right)$ turns out to be a GNS-construction for $\varphi \otimes \varphi$. This tensor product construction can be performed for any two nsf weights on any two von Neumann algebras.
The left invariance of $\varphi$ implies that for $a, b, c, d \in \mathcal{N}_{\varphi}$, the elements $\Delta(b)(a \otimes 1)$ and $\Delta(d)(c \otimes 1)$ belong to $D\left(\mathcal{N}_{\varphi \otimes \varphi}\right)$ and

$$
\begin{gathered}
\left\langle\left(\Lambda_{\varphi} \otimes \Lambda_{\varphi}\right)(\Delta(b)(a \otimes 1)),\left(\Lambda_{\varphi} \otimes \Lambda_{\varphi}\right)(\Delta(d)(c \otimes 1))\right\rangle \\
=\left\langle\Lambda_{\varphi}(a) \otimes \Lambda_{\varphi}(b), \Lambda_{\varphi}(c) \otimes \Lambda_{\varphi}(d)\right\rangle
\end{gathered}
$$

This justifies the following definition
Definition 5.12. There exists a unique bounded linear operator $W$ on $\mathcal{H}_{\varphi} \otimes$ $\mathcal{H}_{\varphi}$ such that

$$
W^{*}\left(\Lambda_{\varphi}(a) \otimes \Lambda_{\varphi}(b)\right)=\left(\Lambda_{\varphi} \otimes \Lambda_{\varphi}\right)(\Delta(b)(a \otimes 1))
$$

for all $a, b \in \mathcal{N}_{\varphi}$. The operator $W^{*}$ is isometric.
The first important step in the build up of the theory is the proof of the next proposition (that requires the existence of a right Haar weight!)

Proposition 5.13. The operator $W$ is a unitary operator on $\mathcal{H}_{\varphi} \otimes \mathcal{H}_{\varphi}$.
Remark 5.14. Let $(A, \Delta)$ be a compact quantum group so that $A$ is a unital $\mathrm{C}^{*}$-subalgebra of $B(\mathcal{H})$ for some Hilbert space $\mathcal{H}$. Let $h$ be the Haar state of $(A, \Delta)$ with cyclic GNS-construction $\left(\mathcal{H}_{h}, \pi_{h}, \xi_{h}\right)$.
Define $M$ as the weak closure of $\pi_{h}(A)$ in $B\left(\mathcal{H}_{h}\right)$, so $M$ is a von Neumann algebra acting on $\mathcal{H}_{h}$. Let $V \in M\left(A \otimes B_{0}\left(\mathcal{H}_{h}\right)\right)$ be the left regular corepresentation of $(A, \Delta)$ introduced in Proposition 3.16 and consider the unitary $\left(\pi_{h} \otimes \iota\right)(V) \in B\left(\mathcal{H}_{h} \otimes \mathcal{H}_{h}\right)$. The remarks after Proposition 3.16 imply that

$$
\left(\pi_{h} \otimes \pi_{h}\right) \Delta(a)=\left(\pi_{h} \otimes \iota\right)(V)^{*}\left(1 \otimes \pi_{h}(a)\right)\left(\pi_{h} \otimes \iota\right)(V)
$$

for all $a \in A$. Thus, if we define a normal *-homomorphism $\Delta: M \rightarrow M \otimes M$ by

$$
\Delta(x)=\left(\pi_{h} \otimes \iota\right)(V)^{*}(1 \otimes x)\left(\pi_{h} \otimes \iota\right)(V)
$$

for all $x \in M$, we get $\Delta \pi_{h}=\left(\pi_{h} \otimes \pi_{h}\right) \Delta$.
Define the state $\varphi \in M_{*}$ as $\varphi=\omega_{\xi_{h}, \xi_{h}}$, implying that $\varphi \pi_{h}=h$. Then, $(M, \Delta)$ is a locally compact quantum group in the sense of Definition 5.1 and $\varphi$ is a left and right Haar weight on $(M, \Delta)$ (the proof of the faithfulness of $\varphi$ is non-trivial).
If we define a GNS-construction $\left(\mathcal{H}_{h}, \iota, \Lambda_{\varphi}\right)$ for $\varphi$ by $\Lambda_{\varphi}(x)=x \xi_{h}$ for all $x \in M$, we see that $\left(\pi_{h} \otimes \iota\right)(V)=W$ in this case.

### 5.2 The dual quantum group

In this subsection we still work with the locally compact quantum group $(M, \Delta)$ and the notations of the previous section but we assume that the GNS-construction $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \Lambda_{\varphi}\right)$ is chosen such that $\pi_{\varphi}=\iota$ (if this is not the case, we can always work with $\pi_{\varphi}(M)$ instead of $\left.M\right)$. The unitary operator introduced in Definition 5.12 plays a central role in the theory and is called the multiplicative unitary of $(M, \Delta)$. We say that it is 'multiplicative' since $W$ satisfies the Pentagonal equation

$$
W_{12} W_{13} W_{23}=W_{23} W_{12},
$$

which follows from the coassociativity of $\Delta$. Here we use the leg-numbering notation explained in the appendix.
This unitary contains all the information of the quantum group $(M, \Delta)$. To be more precise,

1. $M$ is the $\sigma$-strong* closure of the algebra $\left\{(\iota \otimes \omega)(W) \mid \omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}\right\}$,
2. $\Delta(x)=W^{*}(1 \otimes x) W$ for all $x \in M$.

Exercise 5.15. Use the Pentagonal equation to verify that the vector space $\left\{(\iota \otimes \omega)(W) \mid \omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}\right\}$ is indeed an algebra. Also prove the last claim involving the comultiplication.

If $a, b \in \mathcal{N}_{\varphi}$, it is easy to check (do so!) that

$$
\left(\iota \otimes \omega_{\Lambda_{\varphi}(a), \Lambda_{\varphi}(b)}\right)\left(W^{*}\right)=(\iota \otimes \varphi)\left(\left(1 \otimes b^{*}\right) \Delta(a)\right)
$$

and

$$
\left(\iota \otimes \omega_{\Lambda_{\varphi}(a), \Lambda_{\varphi}(b)}\right)(W)=(\iota \otimes \varphi)\left(\Delta\left(b^{*}\right)(1 \otimes a)\right)
$$

Comparing this with Theorem 5.4 one sees that this implies that for all $\omega \in$ $B\left(\mathcal{H}_{\varphi}\right)_{*}$ the element $(\iota \otimes \omega)(W)$ belongs to $D(S)$ and $S((\iota \otimes \omega)(W))=$ $(\iota \otimes \omega)\left(W^{*}\right)$. Prove this.

Remark 5.16. The multiplicative unitary $W$ is also used to define the dual quantum group. To motivate this definition we look first at the classical case. Thus, we suppose that $M=L^{\infty}(G)$ where $G$ is a locally compact $\sigma$-compact group with left Haar measure $\mu$. Recall the definition of the group von Neumann algebra $\mathcal{L}(G)$ of $G$ in Example 4.16.
In this case Definition 5.12 implies that $W_{G}:=W \in B\left(L^{2}(G \times G)\right)$ is given by

$$
\left(W_{G}^{*} f\right)(s, t)=f(s, s t) \quad \text { and } \quad\left(W_{G} f\right)(s, t)=f\left(s, s^{-1} t\right)
$$

for all $f \in L^{2}(G \times G), s, t \in G$. Note that in this case the unitarity of $W_{G}$ follows easily.
If $f_{1}, f_{2} \in L^{2}(G)$, we have for $g \in L^{2}(G)$ and $s \in G$,

$$
\begin{equation*}
\left(\left(\omega_{f_{1}, f_{2}} \otimes \iota\right)\left(W_{G}\right) g\right)(s)=\int \overline{f_{2}(s)} f_{1}(s) g\left(s^{-1} t\right) d \mu(t)=\left(\lambda\left(\bar{f}_{2} f_{1}\right) g\right)(s) \tag{5.1}
\end{equation*}
$$

implying that $\left\{(\omega \otimes \iota)\left(W_{G}\right) \mid \omega \in B\left(L^{2}(G)\right)_{*}\right\}=\lambda\left(L^{1}(G)\right)$.
This discussion motivates the use of the von Neumann algebra in the next theorem. In this theorem $\Sigma$ denotes the flip operator on $\mathcal{H}_{\varphi} \otimes \mathcal{H}_{\varphi}$.

Theorem 5.17. Define $\hat{M}$ as the $\sigma$-strong* closure of the subalgebra $\left\{(\omega \otimes \iota)(W) \mid \omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}\right\}$ in $B\left(\mathcal{H}_{\varphi}\right)$. Then $\hat{M}$ is a von Neumann subalgebra of $B\left(\mathcal{H}_{\varphi}\right)$ and there exists a unique normal, injective ${ }^{*}$-homomorphism $\hat{\Delta}: \hat{M} \rightarrow \hat{M} \otimes \hat{M}$ so that $\hat{\Delta}(x)=\Sigma W(x \otimes 1) W^{*} \Sigma$ for all $x \in \hat{M}$. Then, $(\hat{M}, \hat{\Delta})$ is a locally compact quantum group that is called the Pontryagin dual of $(M, \Delta)$.

There are authors that leave the flip $\Sigma$ out of the definition of $\hat{\Delta}$. We leave it in so that the dual weight defined in proposition 5.22 is a left and not a right Haar weight on $(\hat{M}, \hat{\Delta})$ is.
Proposition 5.18. The multiplicative unitary $W$ belongs to $M \otimes \hat{M}$ and

$$
(\Delta \otimes \iota)(W)=W_{13} W_{23} \quad \text { and } \quad(\iota \otimes \hat{\Delta})(W)=W_{13} W_{12}
$$

The two equalities are direct consequences of the Pentagonal equation. In the rest of this section we identify the basic structural elements of $(\hat{M}, \hat{\Delta})$.
Recall that the predual $M_{*}$ is the ' $L^{1}$-space' of $M$. It is a Banach space and we can turn it into a Banach algebra by the following (usual) product $\omega \eta=(\omega \otimes \eta) \Delta$ for all $\omega, \eta \in M_{*}$. The co-associativity of the comultiplication implies the associativity of this product on $M_{*}$.
Define the linear map $\lambda: M_{*} \rightarrow \hat{M}: \omega \rightarrow(\omega \otimes \iota)(W)$. One easily checks that $\lambda$ is an injective algebra homomorphism.

Lemma 5.19. Consider $x \in \mathcal{N}_{\varphi}$ and $\omega \in M_{*}$. Then $(\omega \otimes \iota) \Delta(x) \in \mathcal{N}_{\varphi}$ and

$$
(\omega \otimes \iota)\left(W^{*}\right) \Lambda_{\varphi}(x)=\Lambda_{\varphi}((\omega \otimes \iota) \Delta(x))
$$

Exercise 5.20. Prove this lemma. If $v \in \mathcal{H}_{\varphi}$, we define the bounded linear mapping $\theta_{v}: \mathbb{C} \rightarrow \mathcal{H}_{\varphi}: \lambda \mapsto \lambda v$. Then $\omega_{v, w}(x)=\theta_{w}^{*} x \theta_{v}$ for all $x \in B\left(\mathcal{H}_{\varphi}\right)$ en $v, w \in \mathcal{H}_{\varphi}$. Check

$$
\left(\omega_{v, w} \otimes \iota\right)(y)^{*}\left(\omega_{v, w} \otimes \iota\right)(y) \leq\|w\|^{2}\left(\omega_{v, v} \otimes \iota\right)\left(y^{*} y\right)
$$

for all $y \in B\left(\mathcal{H}_{\varphi} \otimes \mathcal{H}_{\varphi}\right)$. Check that if $a \in \mathcal{N}_{\varphi}$, the element $\left(\omega_{v, w} \otimes \iota\right) \Delta(a)$ belongs to $\mathcal{N}_{\varphi}$. At the same time, estimate the norm $\left\|\Lambda_{\varphi}\left(\left(\omega_{v, w} \otimes \iota\right) \Delta(a)\right)\right\|$. Check Eq. (5.19) if $\omega=\omega_{\Lambda_{\varphi}(c), \Lambda_{\varphi}(d)}$, where $c, d \in \mathcal{N}_{\varphi}$. Extend it to any element of $M_{*}$ by appealing to the closedness of $\Lambda_{\varphi}$.

In the next part we construct the left Haar weight on $(\hat{M}, \hat{\Delta})$. Define

$$
\mathcal{I}=\left\{\omega \in M_{*} \mid \exists v \in \mathcal{H}_{\varphi}, \forall x \in \mathcal{N}_{\varphi}: \omega\left(x^{*}\right)=\left\langle v, \Lambda_{\varphi}(x)\right\rangle\right\} .
$$

We define the linear map $\xi: \mathcal{I} \rightarrow \mathcal{H}_{\varphi}$ as follows. For $\omega \in \mathcal{I}$, the vector $v$ described above is unique and we set $\xi(\omega):=v$.

Exercise 5.21. Prove the following facts.

1. The mapping $\mathcal{I} \rightarrow \mathcal{H}_{\varphi}: \omega \mapsto \xi(\omega)$ is linear and closed with respect to the norm topologies on $M_{*}$ and $\mathcal{H}_{\varphi}$.
2. If $\omega \in \mathcal{I}$ and $\eta \in M_{*}$, then $\eta \omega \in \mathcal{I}$. What is $\xi(\eta \omega)$ ?
3. Consider $a \in \mathcal{N}_{\varphi}$ and $b \in \mathcal{N}_{\varphi} \cap D\left(\sigma_{\frac{i}{2}}\right)$. Then $\omega_{\Lambda_{\varphi}(a), \Lambda_{\varphi}(b)} \in \mathcal{I}$. What is $\xi\left(\omega_{\Lambda_{\varphi}(a), \Lambda_{\varphi}(b)}\right)$ ? Recall the results of subsection 4.4.

Notice that the last property implies that $\mathcal{I}$ is dense in $M_{*}$ and $\xi(\mathcal{I})$ is dense in $\mathcal{H}_{\varphi}$ (both for the norm topology). So we see that $\left(\mathcal{H}_{\varphi}, \lambda, \xi\right)$ satisfies properties similar to that of a GNS-construction of a weight but remember that $M_{*}$ is not a C*-algebra. However, we have the following

Proposition 5.22. The linear map $\lambda(\mathcal{I}) \subseteq \hat{M} \rightarrow \mathcal{H}_{\varphi}: \lambda(\omega) \mapsto \xi(\omega)$ is closable with respect to the $\sigma$-strong* topology on $\hat{M}$ and the norm topology on $\mathcal{H}_{\varphi}$. Denote the closure of this map by $\hat{\Lambda}_{\varphi}: D\left(\hat{\Lambda}_{\varphi}\right) \subseteq \hat{M} \rightarrow \mathcal{H}_{\varphi}$. There exists a unique nsf weight $\hat{\varphi}$ on $\hat{M}$ such that $\left(\mathcal{H}_{\varphi}, \iota, \hat{\Lambda}_{\varphi}\right)$ is a GNS-construction for $\hat{\varphi}$. We call $\hat{\varphi}$ the dual weight of $\varphi$.

We will denote the modular automorphism group of $\hat{\varphi}$ by $\hat{\sigma}$. At the level of $\lambda(\mathcal{I})$ we can easily write down a formula for $\hat{\sigma}$ : if $t \in \mathbb{R}$ and $\omega \in M_{*}$, then $\hat{\sigma}_{t}(\lambda(\omega))=\lambda\left(\omega^{\prime}\right)$ where $\omega^{\prime} \in M_{*}$ is defined by $\omega^{\prime}(x)=\omega\left(\delta^{-i t} \tau_{-t}(x)\right)$ for all $x \in M$ and $t \in \mathbb{R}$.

Proposition 5.23. The nsf weight $\hat{\varphi}$ is a left Haar weight of $(\hat{M}, \hat{\Delta})$.
The unitary antipode of $(\hat{M}, \hat{\Delta})$ is denoted by $\hat{R}$, the scaling group of $(\hat{M}, \hat{\Delta})$ by $\hat{\tau}$. These operators are related to $R$ and $\tau$ as follows.

1. $\hat{R}(\lambda(\omega))=\lambda(\omega R)$,
2. $\hat{\tau}_{t}(\lambda(\omega))=\lambda\left(\omega \tau_{-t}\right)$ for all $t \in \mathbb{R}$,
where $\omega \in M_{*}$. Moreover, $\nu^{-1}$ is the scaling constant of $(\hat{M}, \hat{\Delta})$. The minus sign in (2) is a direct consequence of the presence of the flip operator in the definition of $\hat{\Delta}$.

Exercise 5.24. Let us calculate the multiplicative unitary of ( $\hat{M}, \hat{\Delta}$ ):

1. Consider $\omega \in \mathcal{I}$ and $x \in M$. Show that $\omega(. x) \in \mathcal{I}$ and calculate $\xi(\omega(. x))$.
2. Let $\omega \in \mathcal{I}$ and $\mu \in M_{*}$. Calculate $(\mu \otimes \iota) \hat{\Delta}(\lambda(\omega))$ and conclude from (1) that $(\mu \otimes \iota) \hat{\Delta}(\lambda(\omega))$ belongs to $\lambda(\mathcal{I})$. Write down $\hat{\Lambda}_{\varphi}((\mu \otimes \iota) \hat{\Delta}(\lambda(\omega)))$.
3. Convert these equalities into equalities on the level of $\mathcal{N}_{\hat{\varphi}}$ and $\mu \in \hat{M}^{*}$. Go back to lemma 5.19 to write down the multiplicative unitary of $(\hat{M}, \hat{\Delta})$.

Once we know the multiplicative unitary of ( $\hat{M}, \hat{\Delta}$ ), it is just a bookkeeping exercise to generalize the famous Pontryagin Biduality Theorem. Have a go at it! In the formulation of this biduality result, $(\hat{\hat{M}}, \hat{\hat{\Delta}})$ denotes the Pontryagin dual of $(\hat{M}, \hat{\Delta})$, etc. The uniqueness of Haar weights up to a constant comes in handy to conclude that $\mathcal{N}_{\varphi}=\mathcal{N}_{\hat{\varphi}}$.

Theorem 5.25. We have that $(\hat{\hat{M}}, \hat{\Delta})=(M, \Delta)$. Moreover, $\hat{\hat{\Lambda}}_{\varphi}=\Lambda_{\varphi}$, whence $\hat{\hat{\varphi}}=\varphi$.

We have seen that for a locally compact group $G$, the convolution algebra $L^{1}(G)$ possesses a *-operation, but we did not mention this in connection with $M_{*}$. In general, the unboundedness of $S$, implies that there is no *-operation defined on the whole of $M_{*}$. For this purpose one introduces a dense subalgebra $M_{*}^{\sharp}$ of $M_{*}$ as:

$$
M_{*}^{\sharp}=\left\{\omega \in M_{*} \mid \exists \theta \in M_{*}: \bar{\omega} S \subseteq \theta\right\} .
$$

Here, $\bar{\omega} \in M_{*}$ is defined by $\bar{\omega}(x)=\overline{\omega\left(x^{*}\right)}$ for all $x \in M$. For $\omega \in M_{*}^{\sharp}$ the element $\theta$ described above is unique and we set $\omega^{*}:=\theta$.
With this *-operation, $M_{*}^{\sharp}$ becomes a ${ }^{*}$-algebra. Note that $M_{*}^{\sharp}=\left\{\omega \in M_{*} \mid\right.$ $\left.\exists \theta \in M_{*}: \omega \tau_{\frac{i}{2}} \subseteq \theta\right\}$. This should convince you that $M_{*}^{\sharp}$ is indeed dense in $M_{*}$ for the norm topology. Also check that $\lambda\left(\omega^{*}\right)=\lambda(\omega)^{*}$ for all $\omega \in M_{*}^{\sharp}$.

### 5.3 Quantum groups on the Hilbert space level

A lot of the theory of quantum groups is played out on the level of the Hilbert space $\mathcal{H}_{\varphi}$. In this section we collect some basic formulas. We still work with the locally compact group $(M, \Delta)$ and notations of the previous subsections.
Denote the modular operator of $\varphi$ by $\nabla$ and the modular conjugation of $\varphi$ by $J$. Moreover, denote the modular operator of $\hat{\varphi}$ by $\hat{\nabla}$ and the modular conjugation of $\hat{\varphi}$ by $\hat{J}$ (with respect to the GNS-construction $\left(\mathcal{H}_{\varphi}, \iota, \hat{\Lambda}_{\varphi}\right)$ ). Then the following formulas hold for $x \in M, y \in \hat{M}$ and $t \in \mathbb{R}$.

1. $\tau_{t}(x)=\hat{\nabla}^{i t} x \hat{\nabla}^{-i t}$ and $\hat{\tau}_{t}(y)=\nabla^{i t} y \nabla^{-i t}$,
2. $R(x)=\hat{J} x^{*} \hat{J}$ and $\hat{R}(y)=J y^{*} J$,
3. $(\hat{J} \otimes J) W(\hat{J} \otimes J)=W^{*}$ and $\left(\hat{\nabla}^{i t} \otimes \nabla^{i t}\right) W\left(\hat{\nabla}^{-i t} \otimes \nabla^{-i t}\right)=W$.

We also have the right Haar weight $\psi=\varphi R$ with a GNS-construction $\left(\mathcal{H}_{\varphi}, \iota, \Lambda_{\psi}\right)$ defined by $\Lambda_{\psi}=\left(\Lambda_{\varphi}\right)_{\delta}$. See the comments before Proposition 4.27, formally $\Lambda_{\psi}(a)=\Lambda_{\varphi}\left(a \delta^{\frac{1}{2}}\right)$. Then, the modular conjugation of $\psi$ with respect to $\left(\mathcal{H}_{\varphi}, \iota, \Lambda_{\psi}\right)$ is given by $\nu^{\frac{i}{4}} J$.
But it is also possible to connect $\Lambda_{\varphi}$ and $\Lambda_{\psi}$ via $R$ and $\hat{J}$ : if $x \in \mathcal{N}_{\psi}$, then $R(x)^{*} \in \mathcal{N}_{\varphi}$ and $\Lambda_{\psi}(x)=\hat{J} \Lambda_{\varphi}\left(R(x)^{*}\right)$. This implies that $\hat{J} J=\nu^{\frac{i}{4}} J \hat{J}$.
There is still another important injective positive operator in $\mathcal{H}_{\varphi}$ that we will introduce now. Because $\varphi \tau_{t}=\nu^{-t} \varphi$ for all $t \in \mathbb{R}$, there exists a unique injective, positive operator $P$ in $\mathcal{H}_{\varphi}$ such that $P^{i t} \Lambda_{\varphi}(x)=\nu^{\frac{t}{2}} \Lambda_{\varphi}\left(\tau_{t}(x)\right)$ for all $x \in \mathcal{N}_{\varphi}$ and $t \in \mathbb{R}$ (here we use Proposition 5.9). One can show that $P^{i t} \hat{\Lambda}_{\varphi}(y)=\nu^{-\frac{t}{2}} \hat{\Lambda}_{\varphi}\left(\hat{\tau}_{t}(y)\right)$ for all $y \in \mathcal{N}_{\hat{\varphi}}$ and $t \in \mathbb{R}$. Then,

1. $\tau_{t}(x)=P^{i t} x P^{-i t}$ and $\hat{\tau}_{t}(y)=P^{i t} y P^{-i t}$ for $t \in \mathbb{R}, x \in M$ and $y \in \hat{M}$.
2. $W\left(P^{i t} \otimes P^{i t}\right)=\left(P^{i t} \otimes P^{i t}\right) W$.

### 5.4 The $C^{*}$-algebra version of a locally compact quantum group

In order to define the $\mathrm{C}^{*}$-algebra version of a quantum group we need some extra information concerning multiplier algebras and tensor products. We always use the minimal tensor product between $\mathrm{C}^{*}$-algebras and denote it by $\otimes_{\min }$. The tensor products between von Neumann algebras will still be denoted by $\otimes$.
If $\mathcal{H}$ is a Hilbert space and $B$ a non-degenerate $\mathrm{C}^{*}$-subalgebra of the $B(\mathcal{H})$, the multiplier algebra $M(B)$ is easily described as a unital $\mathrm{C}^{*}$-subalgebra of $B(\mathcal{H})$ as follows:

$$
M(B)=\{x \in B(\mathcal{H}) \mid \forall b \in B: x b \in B \text { and } b x \in B\}
$$

Given C*-algebra $B_{1}, B_{2}$ there exists a natural injective *-homomorphism

$$
\theta: M\left(B_{1}\right) \otimes_{\min } M\left(B_{2}\right) \hookrightarrow M\left(B_{1} \otimes_{\min } B_{2}\right)
$$

such that
$\left(b_{1} \otimes b_{2}\right) \theta\left(x_{1} \otimes x_{2}\right)=\left(b_{1} x_{1}\right) \otimes\left(b_{2} x_{2}\right)$ and $\theta\left(x_{1} \otimes x_{2}\right)\left(b_{1} \otimes b_{2}\right)=\left(x_{1} b_{1}\right) \otimes\left(x_{2} b_{2}\right)$
for $x_{1} \in M\left(B_{1}\right), x_{2} \in M\left(B_{2}\right)$ and $b_{1} \in B_{1}, b_{2} \in B_{2}$. It is important to mention that the injectivity statement is true because we work with the minimal tensor product. From now on we will use $\theta$ to consider $M\left(B_{1}\right) \otimes_{\text {min }} M\left(B_{2}\right)$ as a sub-C*-algebra of $M\left(B_{1} \otimes_{\min } B_{2}\right)$. This also applies to the minimal C*-tensor product of more $\mathrm{C}^{*}$-algebras.
Let us now return to the theory of locally compact quantum groups proper and focus onto our locally compact quantum group $(M, \Delta)$ of subsection 5.1. We will still use the notations gathered in the previous three subsections. Using the multiplicative unitary it is easy to associate a $\mathrm{C}^{*}$-algebra to the von Neumann algebraic quantum group $(M, \Delta)$.

Theorem 5.26. We define $A_{r}$ as the norm closure of the subalgebra $\left\{(\iota \otimes \omega)(W) \mid \omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}\right\}$ in $B\left(\mathcal{H}_{\varphi}\right)$ and $\Delta_{r}$ as the restriction of $\Delta$ to $A_{r}$. Then $A_{r}$ is a non-degenerate $C^{*}$-subalgebra of $B\left(\mathcal{H}_{\varphi}\right)$ and

1. $\Delta_{r}$ is a non-degenerate *-homomorphism from $A_{r}$ to $M\left(A_{r} \otimes_{\min } A_{r}\right)$
2. $\left(\Delta_{r} \otimes_{\min } \iota\right) \Delta_{r}=\left(\iota \otimes_{\min } \Delta_{r}\right) \Delta_{r}$
3. The linear spaces $\left\langle\Delta_{r}(a)(b \otimes 1) \mid a, b \in A_{r}\right\rangle$ and $\left\langle\Delta_{r}(a)(1 \otimes b) \mid a, b \in A_{r}\right\rangle$ are norm dense subspaces of $A_{r} \otimes_{\min } A_{r}$.

We call the pair $\left(A_{r}, \Delta_{r}\right)$ the reduced $C^{*}$-algebraic quantum group associated to $(M, \Delta)$. Note that $A_{r}$ is $\sigma$-strongly* dense in $M$.

Already the statement that $A_{r}$ is a $\mathrm{C}^{*}$-algebra is not immediate since the Pentagonal equation only guarantees that the linear space $\mathcal{B}:=\{(\iota \otimes \omega)(W) \mid$ $\left.\omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}\right\}$ is a subalgebra of $B\left(\mathcal{H}_{\varphi}\right)$, not necessarily a ${ }^{*}$-subalgebra. If we set $\mathcal{A}=\mathcal{B} \cap \mathcal{B}^{*}$, we obtain a dense ${ }^{*}$-subalgebra of $A_{r}$. On can show that $\mathcal{A}:=\left\{(\iota \otimes \omega)(W) \mid \omega \in \hat{M}_{*}^{\sharp}\right\}$. Notice that $\mathcal{B}$ is isomorphic (as an algebra) to $\hat{M}_{*}$ and that $\mathcal{A}$ is ${ }^{*}$-isomorphic to $\hat{M}_{*}^{\sharp}$.

All objects that we associated to $(M, \Delta)$ in the previous section induce corresponding objects on the $\mathrm{C}^{*}$-algebra $A_{r}$ by restriction. We set $\varphi_{r}=\varphi \upharpoonright_{A_{r}^{+}}$and $\psi_{r}=\psi \upharpoonright_{A_{r}^{+}}$and obtain this way faithful densely defined lower semi-continuous weights on $A_{r}$ (the fact that these weights are densely defined needs a (simple) argument!). Moreover, these weights satisfy similar invariance conditions and KMS conditions as the nsf weights $\varphi, \psi$.
Once again you have to be a little bit careful with these kind of considerations. You have to prove something. Define the map $\sigma^{r}: \mathbb{R} \rightarrow \operatorname{End}\left(A_{r}, M\right): t \rightarrow$ $\sigma_{t}^{r}:=\sigma_{t} \upharpoonright_{A_{r}}$. Then $\sigma^{r}$ is a norm continuous one-parameter group of ${ }^{*}$ automorphisms on $\mathbf{A}_{\mathbf{r}}$. The analytic continuations of $\sigma^{r}$ and $\sigma$ are then related in the following way (for $\sigma$ we use Definition 4.20 and for $\sigma^{r}$ we use the variation of this definition discussed at the end of subsection 4.3). Let $z \in \mathbb{C}$, then $D\left(\sigma_{z}^{r}\right)=\left\{a \in A_{r} \cap D\left(\sigma_{z}\right) \mid \sigma_{z}^{r}(a) \in A_{r}\right\}$ and $\sigma_{z}^{r}$ is the restriction of $\sigma^{z}$ to $D\left(\sigma_{z}^{r}\right)$.
This same principle applies in fact to the other one-parameter groups $\sigma^{\prime}$ and $\tau^{\prime}$. The unitary antipode $R$ of $(M, \Delta)$ can just be restricted to $A_{r}$ and one obtains a *-automorphism on $A_{r}$.
The remaining object that we have not discussed yet is the modular element $\delta$ of $(M, \Delta)$. Classically, the modular function of a locally compact group $G$ is continuous and as such is somehow 'affiliated' to the $\mathrm{C}^{*}$-algebra $C_{0}(G)$. There exists an affiliation relation for $\mathrm{C}^{*}$-algebras (see [Baa80], [BJ], [Lan] and [Wor91b]) that is different from the affiliation relation for von Neumann algebras discussed in subsection 4.2 but we will not give a precise definition. Loosely speaking, an element is affiliated to a $\mathrm{C}^{*}$-algebra $B$ if it is a 'well behaved (possibly unbounded) multiplier' of $B$ and such an element can be looked upon as the quantum analogue of a (possibly unbounded) continuous
function. If $B=C_{0}(X)$, where $X$ is a locally compact Hausdorff space, the set of elements affiliated to $B$ equals $C(X)$.
In this case $\delta$ is 'affiliated' to $A_{r}$ because $\delta^{i t} \in M\left(A_{r}\right)$ for all $t \in \mathbb{R}$. One looks upon $\delta$ as an 'unbounded multiplier' of $A_{r}$ by associating to $\delta$ the linear densely defined mapping $\delta_{r}: D\left(\delta_{r}\right) \subseteq A_{r} \rightarrow A_{r}$ such that $D\left(\delta_{r}\right)=\left\{a \in A_{r} \mid\right.$ $\left.\delta a \in A_{r}\right\}$ and $\delta_{r}(a)=\delta a$ for all $a \in D\left(\delta_{r}\right)$.
It is possible to give a definition for reduced locally compact quantum groups in the $\mathrm{C}^{*}$-algebra setting (as was done in [KuV00a]) by requiring the properties in the statement of the above theorem to hold together with the existence of well-behaved faithful left and right Haar weights. Notice that such a definition contains density conditions whereas this is not the case for the von Neumann algebraic version we use in these lecture notes!
By taking a GNS-construction of the left Haar weight and defining the von Neumann algebra as the weak closure of the image of the C*-algebra under the GNS-representation and extending the comultiplication to this von Neumann algebra, one obtains again a von Neumann algebraic quantum group (this generalizes the discussion in Remark 5.14). This procedure and the one discussed above provide us with a bijective correspondence between reduced $\mathrm{C}^{*}$-algebraic quantum groups and von Neumann algebraic quantum groups.
There is also another $\mathrm{C}^{*}$-algebra associated to $(M, \Delta)$ that in some cases is different from $A_{r}$. Recall that we have the *-algebra $\mathcal{A}$ defined above and we can hope to apply Remark 1.6 once more. If $a \in \mathcal{A}$ then $\|a\|_{*}<\infty$ because $\mathcal{A}$ is a Banach ${ }^{*}$-algebra under the ${ }^{*}$-isomorphism $\mathcal{A} \cong \hat{M}_{*}^{\sharp}$. The norm $\|\cdot\|^{*}$ on $\hat{M}_{*}^{\sharp}$ is given by $\|\omega\|^{*}=\max \left\{\|\omega\|,\left\|\omega^{*}\right\|\right\}$ for all $\omega \in \hat{M}_{*}^{\sharp}$ where $\|\cdot\|$ denotes the ordinary norm on $\hat{M}_{*} \subseteq \hat{M}^{*}$.
The identity representation ensures that $\|\cdot\|_{*}$ is a norm and not merely a seminorm. Therefore we can define the $\mathrm{C}^{*}$-algebra $A_{u}$ as the enveloping C*-algebra of $\mathcal{A}$. Note that their exists a unique surjective ${ }^{*}$-homomorphism $\pi: A_{u} \rightarrow A_{r}$ so that $\pi(x)=x$ for all $x \in \mathcal{A}$.
It is possible to define on $A_{u}$ a canonical comultiplication $\Delta_{u}: A_{u} \rightarrow$ $M\left(A_{u} \otimes_{\min } A_{u}\right)$ so that $(\pi \otimes \pi) \Delta_{u}=\Delta_{r} \pi$. One can also define Haar weights $\varphi_{u}:=\varphi_{r} \pi$ and $\psi_{u}:=\psi_{r} \pi$, modular groups for these Haar weights, a scaling group, a unitary antipode and a modular element on $A_{u}$. We call $\left(A_{u}, \Delta_{u}\right)$ the universal $C^{*}$-algebraic quantum group associated to $(M, \Delta)$. This universal $\mathrm{C}^{*}$-algebraic quantum group has the same rich structure as $(M, \Delta)$ and $\left(A_{r}, \Delta_{r}\right)$ but the Haar weights do not have to be faithful (equivalently, $\pi$ does not have to be faithful). There does however exist a counit $\varepsilon_{u}: A_{u} \rightarrow \mathbb{C}$ that is a (continuous!) *-homomorphism determined by $\varepsilon_{u}((\iota \otimes \omega)(W))=\omega(1)$ for all $\omega \in M_{*}^{\sharp}\left({ }^{*}\right)$ and satisfies the familiar formula

$$
\left(\iota \otimes \varepsilon_{u}\right) \Delta_{u}=\left(\varepsilon_{u} \otimes \iota\right) \Delta_{u}=\iota
$$

Such a counit does not have to exist on $A_{r}$. It always can be defined on $\mathcal{B}$ by the formula ${ }^{(*)}$ above but is not always continuous.

Remark 5.27. In the classical case the above discussion takes on a more familiar form. So let $G$ be a locally compact $\sigma$-compact group $G$ and use the notation of remark 5.16. The Pontryagin dual of the quantum group $\left(L^{\infty}(G), \Delta\right)$ is the quantum group $(\mathcal{L}(G), \hat{\Delta})$ where $\hat{\Delta}(x)=\Sigma W_{G}(x \otimes 1) W_{G}^{*} \Sigma$ for all $x \in \mathcal{L}(G)$. For the quantum group $(\mathcal{L}(G), \hat{\Delta})$, we have $\mathcal{A}=\lambda\left(L^{1}(G)\right)$. Thus, the $\mathrm{C}^{*}$-algebra underlying the reduced $\mathrm{C}^{*}$-algebraic quantum group associated to $(\mathcal{L}(G), \hat{\Delta})$ is the reduced group $\mathrm{C}^{*}$-algebra $C_{r}^{*}(G)$. The $\mathrm{C}^{*}$-algebra underlying the universal $\mathrm{C}^{*}$-algebraic quantum group associated to $(\mathcal{L}(G), \hat{\Delta})$ is the group $\mathrm{C}^{*}$-algebra $C^{*}(G)$.

## 6 Examples of locally compact quantum groups

Just as the development of the general definition took quite a while, the construction of examples of especially non-compact quantum groups has also been a slow process. But the list of examples is getting quite respectable by now. There are more or less two kinds of methods to construct quantum groups at this moment.

## Method 1

In the first method we start from a classical group $G$ consisting of matrices and follow this recipe.

1. Look at the Hopf ${ }^{*}$-algebra $\mathcal{A}$ of polynomial functions on the group $G$ and find some natural generators and relations for $\mathcal{A}$.
2. Deform the relations by some complex number $q$, consider the Hopf *algebra $\mathcal{A}_{q}$ generated by generators and these deformed relations and try to define a comultiplication $\Phi: \mathcal{A}_{q} \rightarrow \mathcal{A}_{q} \odot \mathcal{A}_{q}$ such that $\left(\mathcal{A}_{q}, \Phi\right)$ is a Hopf *-algebra.
3. Represent the deformed generators of $\mathcal{A}_{q}$ by (possibly) unbounded closed operators on a Hilbert space $\mathcal{H}$.
4. Define $M$ as the von Neumann algebra on $\mathcal{H}$ generated by these represented generators. Device a method to define a comultiplication $\Delta: M \rightarrow$ $M \otimes M$ that agrees with $\Phi$ on the generators. The most difficult aspect of constructing the quantum group this way lies in (1) finding a formula for the comultiplication and (2) proving its coassociativity.
5. Define left and right Haar weights and prove their invariance. In comparison with the construction of the comultiplication, this is not that complicated in concrete examples.
Let us list examples constructed this way:
6. Quantum $E(2):$ [Wor91a], [Wor91b], [VDWo], [Baa95], [Baa92].
7. Quantum $a x+b$ and Quantum $a z+b$ : [WZ], [Wor01], [VD01]. These are the first examples of a quantum group where the scaling constant is not equal to 1 .
8. Quantum $\widetilde{S U}(1,1)$ : $[\mathrm{KK}]$

## 4. Quantum $G L(2, \mathbb{C}):[\mathrm{PuW}]$

We will discuss the example of Quantum $\widetilde{S U}(1,1)$ in the next subsection.

## Method 2

Device a general theoretical construction procedure to generate quantum groups using certain fairly general mathematical structures (like locally compact groups, or quantum groups) as ingredients.

1. The crossed product construction of a group with a quantum group, and generalizations thereof where the group is replaced by a quantum group 'acting' on another quantum group.
2. Bicrossed product constructions.

For these kind of constructions we refer to [BS], [BV], [VV]. The advantage of this method lies in the fact that one generates a multitude of examples by varying the ingredients but sometimes these methods preserve too much of the properties of the original ingredients one starts from. Up till now these construction procedures have not generated an example of a quantum group with a non-trivial scaling constant, whereas the first method has produced such an example. However, the second procedure above has generated examples to disprove some important conjectures (see [BSV]).
Let us also mention that the quantum Lorentz group is constructed in [PoW] as a double crossed product of the compact quantum group $S U_{q}(2)$ and its discrete Pontryagin dual.

### 6.1 Quantum $\widetilde{S U}(1,1)$

The quantum group that we present in this subsection is an example constructed following method 1 described above. Recall that $S U(1,1)$ is the Lie group

$$
S U(1,1)=\left\{X \in S L(2, \mathbb{C}) \mid X^{*} U X=U\right\}, \quad \text { where } U=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

The equality $X^{*} U X=U$ is equivalent to saying that $X$ is invariant under the canonical Lorentzian inner product on $\mathbb{C} \oplus \mathbb{C}$. Woronowicz has shown in [Wor91b] that $S U(1,1)$ can not be deformed into a locally compact quantum group (the problems lie in the coassociativity of the comultiplication on the operator algebra level). In order to resolve the problems surrounding quantum $S U(1,1)$, Korogodskii proposed in [Kor] to construct the quantum version of an extension $\widetilde{S U}(1,1)$ of $S U(1,1)$. To be more precise,

$$
\widetilde{S U}(1,1)=\left\{X \in S L(2, \mathbb{C}) \mid X^{*} U X=U \text { or } X^{*} U X=-U\right\} .
$$

Woronowicz studied the construction of a locally compact quantum group version of quantum $\widetilde{S U}(1,1)$ (without the Haar weight) in [Wor00] but a gap
remained in the proof of the coassociativity of the comultiplication. Using the theory of $q$-hypergeometric functions quantum $\widetilde{S U}(1,1)$ was introduced as a full blown locally compact quantum group in [KK].

## The Hopf *-algebra underlying quantum $\widetilde{\operatorname{SU}}(\mathbf{1}, 1)$

In [Kor], Korogodskii implicitly suggested the use of the following Hopf *algebra. The Hopf *-algebra itself was explicitly introduced by Woronowicz in [Wor00].
Throughout this discussion, we fix a number $0<q<1$. In this subsection we will introduce a quantum group that is a deformation, depending on the deformation parameter $q$, of $\widetilde{S U}(1,1)$. We will refer to this still to be defined quantum group as $\widetilde{S U}_{q}(1,1)$ or quantum $\widetilde{S U}(1,1)$.
Define $\mathcal{A}$ to be the unital universal *-algebra generated by elements $\alpha_{0}, \gamma_{0}$ and $e_{0}$ and relations

$$
\begin{array}{ll}
\alpha_{0}^{\dagger} \alpha_{0}-\gamma_{0}^{\dagger} \gamma_{0}=e_{0} & \alpha_{0} \alpha_{0}^{\dagger}-q^{2} \gamma_{0}^{\dagger} \gamma_{0}=e_{0} \\
\gamma_{0}^{\dagger} \gamma_{0}=\gamma_{0} \gamma_{0}^{\dagger} & e_{0}^{\dagger}=e_{0} \\
\alpha_{0} \gamma_{0}=q \gamma_{0} \alpha_{0} & e_{0}^{2}=1 \\
\alpha_{0} \gamma_{0}^{\dagger}=q \gamma_{0}^{\dagger} \alpha_{0} & \\
\alpha_{0} e_{0}=e_{0} \alpha_{0} & \\
\gamma_{0} e_{0}=e_{0} \gamma_{0}, &
\end{array}
$$

where ${ }^{\dagger}$ denotes the ${ }^{*}$-operation on $\mathcal{A}$. By universality of $\mathcal{A}$, there exists a unique unital ${ }^{*}$-homomorphism $\Delta_{0}: \mathcal{A} \rightarrow \mathcal{A} \odot \mathcal{A}$ such that

$$
\begin{align*}
\Delta_{0}\left(\alpha_{0}\right) & =\alpha_{0} \otimes \alpha_{0}+q\left(e_{0} \gamma_{0}^{\dagger}\right) \otimes \gamma_{0} \\
\Delta_{0}\left(\gamma_{0}\right) & =\gamma_{0} \otimes \alpha_{0}+\left(e_{0} \alpha_{0}^{\dagger}\right) \otimes \gamma_{0}  \tag{6.1}\\
\Delta_{0}\left(e_{0}\right) & =e_{0} \otimes e_{0} .
\end{align*}
$$

The pair $\left(\mathcal{A}, \Delta_{0}\right)$ turns out to be a Hopf ${ }^{*}$-algebra with counit $\varepsilon_{0}$ and antipode $S_{0}$ determined by

$$
\begin{array}{ll}
S_{0}\left(\alpha_{0}\right)=e_{0} \alpha_{0}^{\dagger} & \varepsilon_{0}\left(\alpha_{0}\right)=1 \\
S_{0}\left(\alpha_{0}^{\dagger}\right)=e_{0} \alpha_{0} & \varepsilon_{0}\left(\gamma_{0}\right)=0 \\
S_{0}\left(\gamma_{0}\right)=-q \gamma_{0} & \varepsilon_{0}\left(e_{0}\right)=1 \\
S_{0}\left(\gamma_{0}^{\dagger}\right)=-\frac{1}{q} \gamma_{0}^{\dagger} & \\
S_{0}\left(e_{0}\right)=e_{0} . &
\end{array}
$$

One obtains the Hopf *-algebra of quantum $\operatorname{SU}(1,1)$ by taking $e_{0}=1$ in the above considerations, but this is only a side remark.
If one takes $q=1$ in the above description, one gets the Hopf *-algebra of polynomial functions on $\widetilde{S U}(1,1)$ as explained below. A simple calculation reveals that

$$
\widetilde{S U}(1,1)=\left\{\left.\left(\begin{array}{cc}
a & c \\
\epsilon \bar{c} \epsilon \bar{a}
\end{array}\right) \right\rvert\, a, b \in \mathbb{C}, \epsilon \in\{-1,1\} \text { s.t. }|a|^{2}-|c|^{2}=\epsilon\right\}
$$

The elements $\alpha_{0}, \gamma_{0}$ and $e_{0}$ can then be realized as the complex valued functions on $\widetilde{S U}(1,1)$ given by

$$
\alpha_{0}\left(\begin{array}{cc}
a & c \\
\epsilon \bar{c} \epsilon \bar{a}
\end{array}\right)=a, \quad \gamma_{0}\left(\begin{array}{cc}
a & c \\
\epsilon \bar{c} \epsilon \bar{a}
\end{array}\right)=c, \quad e_{0}\left(\begin{array}{cc}
a & c \\
\epsilon \bar{c} \epsilon \bar{a}
\end{array}\right)=\epsilon
$$

and $\mathcal{A}$ is the unital *-algebra of complex valued functions on $\widetilde{S U}(1,1)$ generated by $\alpha_{0}, \gamma_{0}$ and $e_{0}$.

Let us now go back to the case $0<q<1$. As mentioned in the beginning of this section we want to represent this Hopf *-algebra $\mathcal{A}$ by possibly unbounded operators in some Hilbert space in order to produce a locally compact quantum group in the sense of Definition 5.1. Korogodskii classified the well-behaved irreducible representations of $\mathcal{A}$ in [Kor, Prop. 2.4]. Roughly speaking, our representation of $\mathcal{A}$ is obtained by gluing together these irreducible representations. The representation we use here is a slight variation of the one introduced by Woronowicz in [Wor00]. For this purpose we define

$$
I_{q}=\left\{-q^{k} \mid k \in \mathbb{N}\right\} \cup\left\{q^{k} \mid k \in \mathbb{Z}\right\}
$$

Let $\mathbb{T}$ denote the group of complex numbers of modulus 1 . We will consider the counting measure on $I_{q}$ and the normalized Haar measure on $\mathbb{T}$. Our *-representation of $\mathcal{A}$ will act in the Hilbert space $\mathcal{H}$ defined by

$$
\mathcal{H}=L^{2}(\mathbb{T}) \otimes L^{2}\left(I_{q}\right)
$$

In these discussions we will denote for any set $J$ the space of complex functions on $J$ by $\mathcal{F}(J)$ whereas the space of complex functions on $J$ with finite support will be denoted by $\mathcal{K}(J)$.
If $p \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$, we define $\delta_{p} \in \mathcal{F}\left(I_{q}\right)$ such that $\delta_{p}(x)=\delta_{x, p}$ for all $x \in I_{q}$ (note that $\delta_{p}=0$ if $p \notin I_{q}$ ). The family ( $\delta_{p} \mid p \in I_{q}$ ) is the natural orthonormal basis of $L^{2}\left(I_{q}\right)$. We let $\zeta$ denote the identity function on $\mathbb{T}$. Recall the natural orthonormal basis $\left(\zeta^{m} \mid m \in \mathbb{Z}\right)$ for $L^{2}(\mathbb{T})$.
Instead of looking at the algebra $\mathcal{A}$ as the abstract algebra generated by generators and relations we will use an explicit realization of this algebra as linear operators on the dense subspace $E$ of $\mathcal{H}$ defined by $E=\left\langle\zeta^{m} \otimes \delta_{x}\right| m \in$ $\left.\mathbb{Z}, x \in I_{q}\right\rangle \subseteq \mathcal{H}$. Of course, $E$ inherits the inner product from $\mathcal{H}$. Let $\mathcal{L}^{+}(E)$ denote the ${ }^{*}$-algebra of adjointable operators on $E$ (see [Sch, Prop. 2.1.8]), i.e.

$$
\mathcal{L}^{+}(E)=\left\{T \in \operatorname{End}(E) \mid \exists T^{\dagger} \in \operatorname{End}(E), \forall v, w \in E:\langle T v, w\rangle=\left\langle v, T^{\dagger} w\right\rangle\right\}
$$

so $\dagger$ denotes the ${ }^{*}$-operation in $\mathcal{L}^{+}(E)$. Here, $\operatorname{End}(E)$ is the space of linear operators on $E$.

If $T \in \mathcal{L}^{+}(E), T^{\dagger} \subseteq T^{*}$ where $T^{*}$ is the usual adjoint of $T$ as an operator in the Hilbert space $\mathcal{H}$. Since $T^{*}$ has dense domain, it follows that $T$ is a closable operator in $\mathcal{H}$.
Define linear operators $\alpha_{0}, \gamma_{0}, e_{0}$ in $\mathcal{L}^{+}(E)$ such that

$$
\begin{aligned}
\alpha_{0}\left(\zeta^{m} \otimes \delta_{p}\right) & =\sqrt{\operatorname{sgn}(p)+p^{-2}} \zeta^{m} \otimes \delta_{q p} \\
\gamma_{0}\left(\zeta^{m} \otimes \delta_{p}\right) & =p^{-1} \zeta^{m+1} \otimes \delta_{p} \\
e_{0}\left(\zeta^{m} \otimes \delta_{p}\right) & =\operatorname{sgn}(p) \zeta^{m} \otimes \delta_{p}
\end{aligned}
$$

for all $p \in I_{q}, m \in \mathbb{Z}$.
Then $\mathcal{A}$ is the ${ }^{*}$-subalgebra of $\mathcal{L}^{+}(E)$ generated by $\alpha_{0}, \gamma_{0}$ and $e_{0}$. Since $\mathcal{L}^{+}(E) \odot \mathcal{L}^{+}(E)$ is canonically embedded in $\mathcal{L}^{+}(E \odot E)$, we obtain $\mathcal{A} \odot \mathcal{A}$ as a ${ }^{*}$-subalgebra of $\mathcal{L}^{+}(E \odot E)$. As such, $\Delta_{0}\left(\alpha_{0}\right), \Delta_{0}\left(\gamma_{0}\right)$ and $\Delta_{0}\left(e_{0}\right)$ defined in Eqs. (6.1) belong to $\mathcal{L}^{+}(E \odot E)$.

## The von Neumann algebra underlying quantum $\widetilde{\operatorname{SU}}(\mathbf{1}, \mathbf{1})$

In this subsection we introduce the von Neumann algebra acting on $\mathcal{H}$ that underlies the von Neumann algebraic version of the quantum group $\widetilde{S U}_{q}(1,1)$. In order to get into the framework of operator algebras, we need to introduce the topological versions of the algebraic objects $\alpha_{0}, \gamma_{0}$ and $e_{0}$ as possibly unbounded operators in the Hilbert space $\mathcal{H}$. So let $\alpha$ denote the closure of $\alpha_{0}, \gamma$ the closure of $\gamma_{0}$ and $e$ the closure of $e_{0}$, all as linear operators in $\mathcal{H}$. So $e$ is a bounded linear operator on $\mathcal{H}$, whereas $\alpha$ and $\gamma$ are unbounded, closed, densely defined linear operators in $\mathcal{H}$. Note that $\alpha^{*}$ is the closure of $\alpha_{0}^{\dagger}$ and that $\gamma^{*}$ is the closure of $\gamma_{0}^{\dagger}$. Note also that $\gamma$ is normal.
Define a reflection operator $T$ on $\mathcal{F}\left(\mathbb{T} \times I_{q}\right)$ such that for $f \in \mathcal{F}\left(\mathbb{T} \times I_{q}\right), \lambda \in \mathbb{T}$ and $x \in I_{q}$, we have that $(T f)(\lambda, x)=f(\lambda,-x)$ if $-x \in I_{q}$ and $(T f)(\lambda, x)=0$ if $-x \notin I_{q}$. If $t \in I_{q}$ and $g \in \mathcal{F}(\mathbb{T})$, then $T_{p}\left(g \otimes \delta_{t}\right)=g \otimes \delta_{-t}$, thus, $T\left(g \otimes \delta_{t}\right)=0$ if $-t \notin I_{q}$.
Define the self-adjoint partial isometry $u \in B(\mathcal{H})$ as the one that is induced by $T$.
Let us recall the following natural terminology. If $T_{1}, \ldots, T_{n}$ are closed, densely defined linear operators in $\mathcal{H}$, the von Neumann algebra $N$ on $\mathcal{H}$ generated by $T_{1}, \ldots, T_{n}$ is the one such that

$$
N^{\prime}=\left\{x \in B(\mathcal{H}) \mid x T_{i} \subseteq T_{i} x \text { and } x T_{i}^{*} \subseteq T_{i}^{*} x \text { for } i=1, \ldots, n\right\}
$$

Almost by definition, $N$ is the smallest von Neumann algebra acting on $\mathcal{H}$ so that $T_{1}, \ldots, T_{n}$ are affiliated with $M$ in the von Neumann algebraic sense.
It is now very tempting to define the von Neumann algebra underlying quantum $\widetilde{S U}_{q}(1,1)$ as the von Neumann algebra on $\mathcal{H}$ generated by $\alpha, \gamma$ and $e$. However, for reasons that will become clear later (see the comments after Proposition 6.6), the underlying von Neumann algebra will be the one generated by $\alpha, \gamma, e$ and $u$ (the necessity of the element $u$ was first observed by Woronowicz in [Wor00]).

Proposition 6.1. We define $M$ to be the von Neumann algebra on $\mathcal{H}$ generated by $\alpha$, $\gamma$, e and $u$. Then $M=L^{\infty}(\mathbb{T}) \otimes B\left(L^{2}\left(I_{q}\right)\right)$.

The following picture of $M$ turns out to be the most useful one. For every $p, t \in I_{q}$ and $m \in \mathbb{Z}$ we define $\Phi(m, p, t) \in B(\mathcal{H})$ so that for $x \in I_{q}$ and $r \in \mathbb{Z}$,

$$
\Phi(m, p, t)\left(\zeta^{r} \otimes \delta_{x}\right)=\delta_{x, t} \zeta^{m+r} \otimes \delta_{p}
$$

Define $M^{\circ}=\left\langle\Phi(m, p, t) \mid m \in \mathbb{Z}, p, t \in I_{q}\right\rangle$. Using the above equation, it is obvious that $\left(\Phi(m, p, t) \mid m \in \mathbb{Z}, p, t \in I_{q}\right)$ is a linear basis of $M^{\circ}$.
The multiplication and *-operation are easily expressed in terms of these basis elements:

$$
\begin{aligned}
\Phi\left(m_{1}, p_{1}, t_{1}\right) \Phi\left(m_{2}, p_{2}, t_{2}\right) & =\delta_{p_{2}, t_{1}} \Phi\left(m_{1}+m_{2}, p_{1}, t_{2}\right) \\
\Phi(m, p, t)^{*} & =\Phi(-m, t, p)
\end{aligned}
$$

for all $m, m_{1}, m_{2} \in \mathbb{Z}, p, p_{1}, p_{2}, t, t_{1}, t_{2} \in I_{q}$. So we see that $M^{\circ}$ is a $\sigma$-strongly* dense sub*-algebra of $M$.

## A special function

The construction of quantum $\widetilde{S U}(1,1)$ and the study of its Pontryagin dual hinges on the theory of $q$-hypergeometric functions. Let us therefore fix the necessary notation and terminology involved.
Fix a number $0<u<1$. Let $a \in \mathbb{C}$. If $k \in \mathbb{N}_{0} \cup\{\infty\}$, the $q$-shifted factorial $(a ; u)_{k} \in \mathbb{C}$ is defined as $(a ; u)_{k}=\prod_{i=0}^{k-1}\left(1-u^{i} a\right)$, so $(a ; u)_{0}=1$.
If $a, b, z \in \mathbb{C}$, we define

$$
\Psi\left(\begin{array}{l}
a  \tag{6.2}\\
b
\end{array} ; u, z\right)=\sum_{n=0}^{\infty} \frac{(a ; u)_{n}\left(b u^{n} ; u\right)_{\infty}}{(u ; u)_{n}}(-1)^{n} u^{\frac{1}{2} n(n-1)} z^{n} .
$$

This function is analytic in $a, b$ and $c$. If you are familiar with $q$-hypergeometric functions note that if $b \notin u^{-\mathbb{N}_{0}}$, then $\Psi\left(\begin{array}{l}a \\ b\end{array} ; u, z\right)=(b ; u)_{\infty} \varphi_{1}\left(\begin{array}{l}a \\ b\end{array} ; u, z\right)$. See [GR] for an extensive treatment on $q$-hypergeometric functions.

## The comultiplication on quantum $\widetilde{\operatorname{SU}}(\mathbf{1}, \mathbf{1})$

In this subsection we introduce the comultiplication of $\widetilde{S U}_{q}(1,1)$. In the first part we start with a motivation for the formulas appearing in Definition 6.2. Although the discussion is not really needed in the build up of $\widetilde{S U}_{q}(1,1)$, it is important and clarifying to know how we arrived at the formulas in Definition 6.2.
Our purpose is to define a comultiplication $\Delta: M \rightarrow M \otimes M$. Assume for the moment that this has already been done. It is natural to require $\Delta$ to be closely related to the comultiplication $\Delta_{0}$ on $\mathcal{A}$ as defined in Eqs. (6.1). The least that we expect is $\Delta_{0}\left(T_{0}\right) \subseteq \Delta(T)$ and $\Delta_{0}\left(T_{0}^{\dagger}\right) \subseteq \Delta(T)^{*}$ for $T=\alpha, \gamma, e$. In
the rest of this discussion we will focus on the inclusion $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right) \subseteq \Delta\left(\gamma^{*} \gamma\right)$, where $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right) \in \mathcal{L}^{+}(E \odot E)$.
Because $\gamma^{*} \gamma$ is self-adjoint, the element $\Delta\left(\gamma^{*} \gamma\right)$ would also be self-adjoint. So the hunt is on for self-adjoint extensions of the explicit operator $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$. Unlike in the case of quantum $E(2)$ (see [Wor91b]), the operator $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$ is not essentially self-adjoint. But it was already known in [Kor] that $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$ has self-adjoint extensions (this follows easily because the operator in (6.3) commutes with complex conjugation, implying that the deficiency spaces are isomorphic).
Although $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$ has a self-adjoint extension, it is not unique. We have to make a choice for this self-adjoint extension, but we cannot extract the information necessary to make this choice from $\alpha, \gamma$ and $e$ alone. This is why we do not work with the von Neumann algebra $M^{\triangleright}$ that is generated by $\alpha$, $\gamma$ and $e$ alone but with $M$ which has the above extra extension information contained in the element $u$. These kind of considerations were already present in [WZ] and were also introduced in [Wor00] for quantum $\widetilde{S U}(1,1)$. In [KK], this principle is only lurking in the background but it is treated in a fundamental and rigorous way in [Wor00]. In order to deal with this, Woronowicz develops a nice theory of balanced extensions of operators that is comparable to the theory of self-adjoint extensions of symmetric operators.
Now we get into slightly more detail in our discussion about the extension of $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$. But first we introduce the following auxiliary function

$$
\kappa: \mathbb{R} \rightarrow \mathbb{R}: x \mapsto \kappa(x)=\operatorname{sgn}(x) x^{2}
$$

Define a linear map $L: \mathcal{F}\left(\mathbb{T} \times I_{q} \times \mathbb{T} \times I_{q}\right) \rightarrow \mathcal{F}\left(\mathbb{T} \times I_{q} \times \mathbb{T} \times I_{q}\right)$ such that

$$
\begin{aligned}
& (L f)(\lambda, x, \mu, y)= \\
& {\left[x^{-2}\left(\operatorname{sgn}(y)+y^{-2}\right)+\left(\operatorname{sgn}(x)+q^{2} x^{-2}\right) y^{-2}\right] f(\lambda, x, \mu, y)} \\
& +\operatorname{sgn}(x) q^{-1} \bar{\lambda} \mu x^{-1} y^{-1} \sqrt{\left(\operatorname{sgn}(x)+x^{-2}\right)\left(\operatorname{sgn}(y)+y^{-2}\right)} f(\lambda, q x, \mu, q y) \\
& +\operatorname{sgn}(x) q \lambda \bar{\mu} x^{-1} y^{-1} \sqrt{\left(\operatorname{sgn}(x)+q^{2} x^{-2}\right)\left(\operatorname{sgn}(y)+q^{2} y^{-2}\right)} f\left(\lambda, q^{-1} x, \mu, q^{-1} y\right)
\end{aligned}
$$

for all $\lambda, \mu \in \mathbb{T}$ and $x, y \in I_{q}$. A straightforward calculation shows that $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right) f=L(f)$ for all $f \in E \odot E$. From this, it is a standard exercise to check that $f \in D\left(\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)^{*}\right)$ and $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)^{*} f=L(f)$ if $f \in \mathcal{L}^{2}\left(\mathbb{T} \times I_{q} \times \mathbb{T} \times I_{q}\right)$ and $L(f) \in \mathcal{L}^{2}\left(\mathbb{T} \times I_{q} \times \mathbb{T} \times I_{q}\right)$ (without any difficulty, one can even show that $D\left(\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)^{*}\right)$ consists precisely of such elements $\left.f\right)$.
If $\theta \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$, we define $\ell_{\theta}^{\prime}=\left\{(\lambda, x, \mu, y) \in \mathbb{T} \times I_{q} \times \mathbb{T} \times I_{q} \mid y=\theta x\right\}$ and consider $L^{2}\left(\ell_{\theta}^{\prime}\right)$ naturally embedded in $L^{2}\left(\mathbb{T} \times I_{q} \times \mathbb{T} \times I_{q}\right)$. It follows easily from the above discussion that $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)^{*}$ leaves $L^{2}\left(\ell_{\theta}^{\prime}\right)$ invariant. Thus, if $T$ is a self-adjoint extension of $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$, the obvious inclusion $T \subseteq \Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)^{*}$ implies that $T$ also leaves $L^{2}\left(\ell_{\theta}^{\prime}\right)$ invariant.

Therefore we construct a self-adjoint extension $T$ of $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$ by choosing a self-adjoint extension $T_{\theta}$ of the restriction of $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$ to $L^{2}\left(\ell_{\theta}^{\prime}\right)$ for every $\theta \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$ and setting $T=\oplus_{\theta \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}} T_{\theta}$.
Fix $\theta \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$. Define $J_{\theta}=\left\{z \in I_{q^{2}} \mid \kappa(\theta) z \in I_{q^{2}}\right\}$ which is a $q^{2}$-interval around 0 (bounded or unbounded towards $\infty$ ). On $J_{\theta}$ we define a measure $\nu_{\theta}$ such that $\nu_{\theta}(\{x\})=|x|$ for all $x \in J_{\theta}$.
Define the linear operator $L_{\theta}: \mathcal{F}\left(J_{\theta}\right) \rightarrow \mathcal{F}\left(J_{\theta}\right)$ such that

$$
\begin{align*}
\theta^{2} x^{2}\left(L_{\theta} f\right)(x)= & -\sqrt{(1+x)(1+\kappa(\theta) x)} f\left(q^{2} x\right) \\
& -q^{2} \sqrt{\left(1+q^{-2} x\right)\left(1+q^{-2} \kappa(\theta) x\right)} f\left(q^{-2} x\right) \\
& +\left[(1+\kappa(\theta) x)+q^{2}\left(1+q^{-2} x\right)\right] f(x) \tag{6.3}
\end{align*}
$$

for all $f \in \mathcal{F}\left(J_{\theta}\right)$ and $x \in J_{\theta}$.
Then, an easy verification reveals that $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right) \upharpoonright_{\mathcal{K}\left(\ell_{\theta}^{\prime}\right)}$ is unitarily equivalent to $1 \odot L_{\theta} \upharpoonright_{\mathcal{K}\left(J_{\theta}\right)}$. So our problem is reduced to finding self-adjoint extensions of $L_{\theta} \upharpoonright_{\mathcal{K}\left(J_{\theta}\right)}$. This operator $L_{\theta} \upharpoonright_{\mathcal{K}\left(J_{\theta}\right)}$ is a second order $q$-difference operator for which eigenfunctions in terms of $q$-hypergeometric functions are known.
We can use a reasoning similar to the one in [ES03, Sec. 2] to get hold of the self-adjoint extensions of $L_{\theta} \upharpoonright_{\mathcal{K}\left(J_{\theta}\right)}$ : Let $\beta \in \mathbb{T}$. Then we define a linear operator $L_{\theta}^{\beta}: D\left(L_{\theta}^{\beta}\right) \subseteq L^{2}\left(J_{\theta}, \nu_{\theta}\right) \rightarrow L^{2}\left(J_{\theta}, \nu_{\theta}\right)$ such that $D\left(L_{\theta}^{\beta}\right)$ consists of all $f \in L^{2}\left(J_{\theta}, \nu_{\theta}\right)$ for which

$$
L_{\theta}(f) \in L^{2}\left(J_{\theta}, \nu_{\theta}\right), \quad f(0+)=\beta f(0-) \text { and } \quad\left(D_{q} f\right)(0+)=\beta\left(D_{q} f\right)(0-)
$$

and $L_{\theta}^{\beta}$ is the restriction of $L_{\theta}$ to $D\left(L_{\theta}^{\beta}\right)$. Here, $D_{q}$ denotes the Jackson derivative, that is, $\left(D_{q} f\right)(x)=(f(q x)-f(x)) /(q-1) x$ for $x \in J_{\theta}$. Also, $f(0+)=\beta f(0-)$ is an abbreviated form of saying that the limits $\lim _{x \uparrow 0} f(x)$ and $\lim _{x \downarrow 0} f(x)$ exist and $\lim _{x \downarrow 0} f(x)=\beta \lim _{x \uparrow 0} f(x)$.
Then $L_{\theta}^{\beta}$ is a self-adjoint extension of $L_{\theta} \upharpoonright_{\mathcal{K}\left(J_{\theta}\right)}$.
It is tempting to use the extension $L_{\theta}^{1}$ to construct our final self-adjoint extension for $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$ (although there is no apparent reason for this choice). However, in order to obtain a coassociative comultiplication, it turns out that we have to use the extension $L_{\theta}^{\operatorname{sgn}(\theta)}$ to construct our final self-adjoint extension. This is reflected in the fact that the expression $s(x, y)$ appears in the formula for $a_{p}$ in Definition 6.2.
This all would be only a minor achievement if we could not go any further. But the results and techniques used in the theory of $q$-hypergeometric functions will even allow us to find an explicit orthonormal basis consisting of eigenvectors of $L_{\theta}^{\operatorname{sgn}(\theta)}$. These eigenvectors are, up to a unitary transformation, obtained by restricting the functions $a_{p}$ in Definition 6.2 to $\ell_{\theta}$, which is introduced after this definition. The special case $\theta=1$ was already known to Korogodskii (see [Kor, Prop. A.1]).

In order to compress the formulas even further, we introduce three extra auxiliary functions.
(1) $\chi:-q^{\mathbb{Z}} \cup q^{\mathbb{Z}} \rightarrow \mathbb{Z}$ such that $\chi(x)=\log _{q}(|x|)$ for all $x \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$,
(2) $\nu:-q^{\mathbb{Z}} \cup q^{\mathbb{Z}} \rightarrow \mathbb{R}^{+}$such that $\nu(t)=q^{\frac{1}{2}(\chi(t)-1)(\chi(t)-2)}$ for all $t \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$.
(3) the function $s: \mathbb{R}_{0} \times \mathbb{R}_{0} \rightarrow\{-1,1\}$ defined as

$$
s(x, y)=\left\{\begin{array}{lc}
-1 & \text { if } x>0 \text { and } y<0 \\
1 & \text { if } x<0 \text { or } y>0
\end{array}\right.
$$

We will also use the normalization constant $c_{q}=\left(\sqrt{2} q\left(q^{2},-q^{2} ; q^{2}\right)_{\infty}\right)^{-1}$. Recall the special function introduced in Eq. (6.2).

Definition 6.2. If $p \in I_{q}$, we define a function $a_{p}: I_{q} \times I_{q} \rightarrow \mathbb{R}$ such that for all $x, y \in I_{q}$, the value $a_{p}(x, y)$ is given by

$$
\begin{aligned}
& c_{q} s(x, y)(-1)^{\chi(p)}(-\operatorname{sgn}(y))^{\chi(x)}|y| \nu(p y / x) \\
& \quad \times \sqrt{\frac{\left(-\kappa(p),-\kappa(y) ; q^{2}\right)_{\infty}}{\left(-\kappa(x) ; q^{2}\right)_{\infty}}} \Psi\left(\begin{array}{c}
-q^{2} / \kappa(y) \\
q^{2} \kappa(x / y)
\end{array} q^{2}, q^{2} \kappa(x / p)\right)
\end{aligned}
$$

if $\operatorname{sgn}(x y)=\operatorname{sgn}(p)$ and $a_{p}(x, y)=0$ if $\operatorname{sgn}(x y) \neq \operatorname{sgn}(p)$.
The extra vital information that we need is contained in the following proposition (see [ASC] and [CKK]). For $\theta \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$ we define $\ell_{\theta}=\{(x, y) \in$ $\left.I_{q} \times I_{q} \mid y=\theta x\right\}$.

Proposition 6.3. Consider $\theta \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$. Then the family ( $a_{p}\left|{ }_{\ell_{\theta}}\right| p \in$ $I_{q}$ such that $\left.\operatorname{sgn}(p)=\operatorname{sgn}(\theta)\right)$ is an orthonormal basis for $\ell^{2}\left(\ell_{\theta}\right)$.

This proposition is used to define the comultiplication on $M$. It is also essential to the proof of the left invariance of the Haar weight.
Let us also mention the nice symmetry in $a_{p}(x, y)$ with respect to interchanging $x, y$ and $p$ :

Proposition 6.4. If $x, y, p \in I_{q}$, then

$$
\begin{aligned}
& a_{p}(x, y)=(-1)^{\chi(y p)} \operatorname{sgn}(x)^{\chi(x)}|y / p| a_{y}(x, p) \\
& a_{p}(x, y)=\operatorname{sgn}(p)^{\chi(p)} \operatorname{sgn}(x)^{\chi(x)} \operatorname{sgn}(y)^{\chi(y)} a_{p}(y, x) \\
& a_{p}(x, y)=(-1)^{\chi(x p)} \operatorname{sgn}(y)^{\chi(y)}|x / p| a_{x}(p, y) .
\end{aligned}
$$

Now we produce the eigenvectors of our self-adjoint extension of $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$ (see the remarks after Proposition 6.7). We will use these eigenvectors to define a unitary operator that will induce the comultiplication. The dependence of $\digamma_{r, s, m, p}$ on $r, s$ and $p$ is chosen in such a way that Proposition 6.7 is true.

Definition 6.5. Consider $r, s \in \mathbb{Z}, m \in \mathbb{Z}$ and $p \in I_{q}$. We define the element $\digamma_{r, s, m, p} \in \mathcal{H} \otimes \mathcal{H}$ such that

$$
\digamma_{r, s, m, p}(\lambda, x, \mu, y)=\left\{\begin{array}{cl}
a_{p}(x, y) \lambda^{r+\chi(y / p)} \mu^{s-\chi(x / p)} & \text { if } y=\operatorname{sgn}(p) q^{m} x \\
0 & \text { otherwise }
\end{array}\right.
$$

for all $x, y \in I_{q}$ and $\lambda, \mu \in \mathbb{T}$.
Now we are ready to introduce the comultiplication of quantum $\widetilde{S U}_{q}(1,1)$.
Proposition 6.6. Define the unitary transformation $V: \mathcal{H} \otimes \mathcal{H} \rightarrow L^{2}(\mathbb{T}) \otimes$ $L^{2}(\mathbb{T}) \otimes \mathcal{H}$ such that $V\left(\digamma_{r, s, m, p}\right)=\zeta^{r} \otimes \zeta^{s} \otimes \zeta^{m} \otimes \delta_{p}$ for all $r, s \in \mathbb{Z}, m \in \mathbb{Z}$ and $p \in I_{q}$. Then there exists a unique injective normal ${ }^{*}$-homomorphism $\Delta: M \rightarrow M \otimes M$ such that $\Delta(a)=V^{*}\left(1_{L^{2}(\mathbb{T})} \otimes 1_{L^{2}(\mathbb{T})} \otimes a\right) V$ for all $a \in M$.

The requirement that $\Delta(M) \subseteq M \otimes M$ is the primary reason for introducing the extra generator $u$. We cannot work with the von Neumann algebra $M^{\diamond}$ that is generated by $\alpha, \gamma$ and $e$ alone, because $\Delta\left(M^{\diamond}\right) \nsubseteq M^{\diamond} \otimes M^{\diamond}$.
This definition of $\Delta$ and the operators $\alpha$ and $\gamma$ imply easily that the space $\left\langle\digamma_{r, s, m, p} \mid r, s \in \mathbb{Z}, m \in \mathbb{Z}, p \in I_{q}\right\rangle$ is a core for $\Delta(\alpha), \Delta(\gamma)$ and

$$
\begin{align*}
& \Delta(\alpha) \digamma_{r, s, m, p}=\sqrt{\operatorname{sgn}(p)+p^{-2}} \digamma_{r, s, m, p q}  \tag{6.4}\\
& \Delta(\gamma) \digamma_{r, s, m, p}=p^{-1} \digamma_{r, s, m+1, p} .
\end{align*}
$$

for $r, s \in \mathbb{Z}, m \in \mathbb{Z}$ and $p \in I_{q}$.
Recall the linear operators $\Delta_{0}\left(\alpha_{0}\right), \Delta_{0}\left(\gamma_{0}\right)$ acting on $E \odot E$ (Eqs. (6.1)). Also recall the distinction between * and $\dagger$. The next proposition shows that $\Delta$ and $\Delta_{0}$ are related in a natural way.

Proposition 6.7. The following inclusions hold: $\Delta_{0}\left(\alpha_{0}\right) \subseteq \Delta(\alpha), \Delta_{0}\left(\alpha_{0}\right)^{\dagger} \subseteq$ $\Delta(\alpha)^{*}, \Delta_{0}\left(\gamma_{0}\right) \subseteq \Delta(\gamma)$ and $\Delta_{0}\left(\gamma_{0}\right)^{\dagger} \subseteq \Delta(\gamma)^{*}$. Moreover $\Delta(e)=e \otimes e$.

This proposition implies also that $\Delta\left(\gamma^{*} \gamma\right)$ is an extension of $\Delta_{0}\left(\gamma_{0}^{\dagger} \gamma_{0}\right)$. We also know that $\left\langle\digamma_{r, s, m, p} \mid r, s \in \mathbb{Z}, m \in \mathbb{Z}, p \in I_{q}\right\rangle$ is a core for $\Delta\left(\gamma^{*} \gamma\right)$ and $\Delta\left(\gamma^{*} \gamma\right) \digamma_{r, s, m, p}=p^{-2} \digamma_{r, s, m, p}$ for $r, s, m \in \mathbb{Z}, p \in I_{q}$. Using this information one can indeed show that $\left.\Delta\left(\gamma^{*} \gamma\right)\right|_{L^{2}\left(\ell_{\theta}^{\prime}\right)}$ is unitarily equivalent to $1 \otimes L_{\theta}^{\operatorname{sgn}(\theta)}$ for all $\theta \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$, but we will not make any use of this fact in these notes.

## Quantum $\widetilde{\mathrm{SU}}(\mathbf{1}, \mathbf{1})$ as a locally compact quantum group.

Now we can state the main result of [KK]. Verifying the coassociativity of $\Delta$ as in Definition 5.1 turns out to be the most difficult property to check. Producing the Haar weight is not that difficult (and goes back to [ES01]) but proving its invariance requires some work.

Theorem 6.8. The pair $(M, \Delta)$ is a unimodular locally compact quantum group.

We define $\widetilde{S U}_{q}(1,1)=(M, \Delta)$ and refer to $\widetilde{S U}_{q}(1,1)$ as quantum $\widetilde{S U}(1,1)$.
Let us give an explicit formula for the Haar weight. Since $M=L^{\infty}(\mathbb{T}) \otimes$ $B\left(L^{2}\left(I_{q}\right)\right)$ we can consider the trace $\operatorname{Tr}$ on $M$ given by $\operatorname{Tr}=\operatorname{Tr}_{L^{\infty}(\mathbb{T})} \otimes$ $\operatorname{Tr}_{B\left(L^{2}\left(I_{q}\right)\right)}$, where $\operatorname{Tr}_{L^{\infty}(\mathbb{T})}$ and $\operatorname{Tr}_{B\left(L^{2}\left(I_{q}\right)\right)}$ are the canonical traces on $L^{\infty}(\mathbb{T})$ and $B\left(L^{2}\left(I_{q}\right)\right)$ which we choose to be normalized in such a way that $\operatorname{Tr}_{L^{\infty}(\mathbb{T})}(1)$ $=1$ and $\operatorname{Tr}_{B\left(L^{2}\left(I_{q}\right)\right)}(P)=1$ for every rank one projection $P$ in $B\left(L^{2}\left(I_{q}\right)\right)$. Next we introduce a GNS-construction for the trace Tr. Define

$$
\mathcal{H}_{\varphi}=\mathcal{H} \otimes L^{2}\left(I_{q}\right)=L^{2}(\mathbb{T}) \otimes L^{2}\left(I_{q}\right) \otimes L^{2}\left(I_{q}\right) .
$$

If $m \in \mathbb{Z}$ and $p, t \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$, we set $f_{m, p, t}=\zeta^{m} \otimes \delta_{p} \otimes \delta_{t} \in \mathcal{H}_{\varphi}$ if $p, t \in I_{q}$ and $f_{m, p, t}=0$ otherwise. Now define
(1) a linear map $\Lambda_{\operatorname{Tr}}: \mathcal{N}_{\operatorname{Tr}} \rightarrow \mathcal{H}_{\varphi}$ such that $\Lambda_{\operatorname{Tr}}(a)=\sum_{p \in I_{q}}\left(a \otimes 1_{L^{2}\left(I_{q}\right)}\right) f_{0, p, p}$ for $a \in \mathcal{N}_{\mathrm{Tr}}$.
(2) a unital ${ }^{*}$-homomorphism $\pi_{\varphi}: M \rightarrow B\left(\mathcal{H}_{\varphi}\right)$ such that $\pi_{\varphi}(a)=a \otimes 1_{L^{2}\left(I_{q}\right)}$ for all $a \in M$.

Then $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \Lambda_{\mathrm{Tr}}\right)$ is a GNS-construction for $\operatorname{Tr}$.
Now we are ready to define the weight that will turn out to be left- and right invariant with respect to $\Delta$. Use the remarks before Proposition 4.27 to define a linear map $\Lambda_{\varphi}=\left(\Lambda_{\operatorname{Tr}}\right)_{\gamma^{*} \gamma}: D\left(\Lambda_{\varphi}\right) \subseteq M \rightarrow \mathcal{H}_{\varphi}$.

Definition 6.9. We define the faithful normal semi-finite weight $\varphi$ on $M$ as $\varphi=\operatorname{Tr}_{\gamma^{*} \gamma}$. By definition, $\left(\mathcal{H}_{\varphi}, \pi_{\varphi}, \Lambda_{\varphi}\right)$ is a GNS-construction for $\varphi$.

So, on a formal level, $\varphi(x)=\operatorname{Tr}\left(x \gamma^{*} \gamma\right)$ and $\Lambda_{\varphi}(x)=\Lambda_{\operatorname{Tr}}(x|\gamma|)$. So we already know that the modular automorphism group $\sigma^{\varphi}$ of $\varphi$ is such that $\sigma_{s}^{\varphi}(x)=$ $|\gamma|^{2 i s} x|\gamma|^{-2 i s}$ for all $x \in M$ and $s \in \mathbb{R}$.
As for any locally compact quantum group we can consider the polar decomposition $S=R \tau_{-\frac{i}{2}}$ of the antipode $S$ of $(M, \Delta)$. Thus, $R$ is an anti-*-automorphism of $M$ and $\tau$ is a strongly continuous one parameter group of *-automorphisms on $M$ so that $R$ and $\tau$ commute. In this example, the following formulas hold:

$$
\begin{aligned}
S(\Phi(m, p, t)) & =\operatorname{sgn}(p)^{\chi(p)} \operatorname{sgn}(t)^{\chi(t)}(-1)^{m} q^{m} \Phi(m, t, p) \\
R(\Phi(m, p, t)) & =\operatorname{sgn}(p)^{\chi(p)} \operatorname{sgn}(t)^{\chi(t)}(-1)^{m} \Phi(m, t, p) \\
\tau_{s}(\Phi(m, p, t)) & =q^{2 m i s} \Phi(m, p, t) \\
\sigma_{s}^{\varphi}(\Phi(m, p, t)) & =\left|p^{-1} t\right|^{2 i s} \Phi(m, p, t)
\end{aligned}
$$

for all $m \in \mathbb{Z}, p, t \in I_{q}$ and $s \in \mathbb{R}$.
To any locally compact quantum group one can associate a multiplicative unitary through the left invariance of the left Haar weight. In this example
(and this happens also in other examples) we go the other way around. First we use the orthogonality relations involving the functions $a_{p}$ (see Proposition 6.3) to produce a partial isometry.

Proposition 6.10. There exists a unique surjective partial isometry $W$ on $\mathcal{H}_{\varphi} \otimes \mathcal{H}_{\varphi}$ such that

$$
\begin{aligned}
& W^{*}\left(f_{m_{1}, p_{1}, t_{1}} \otimes f_{m_{2}, p_{2}, t_{2}}\right) \\
& =\sum_{y, z \in I_{q}}\left|t_{2} / y\right| a_{t_{2}}\left(p_{1}, y\right) a_{p_{2}}\left(z, \operatorname{sgn}\left(p_{2} t_{2}\right)\left(y z / p_{1}\right) q^{m_{2}}\right) \\
& \quad \times f_{m_{1}+m_{2}-\chi\left(p_{1} p_{2} / t_{2} z\right), z, t_{1}} \otimes f_{\chi\left(p_{1} p_{2} / t_{2} z\right), \operatorname{sgn}\left(p_{2} t_{2}\right)\left(y z / p_{1}\right) q^{m_{2}, y}}
\end{aligned}
$$

for all $m_{1}, m_{2} \in \mathbb{Z}$ and $p_{1}, p_{2}, t_{1}, t_{2} \in I_{q}$.
In a next step one connects this partial isometry with the weight $\varphi$ by showing that $\left(\omega \pi_{\varphi} \otimes \iota\right) \Delta(a) \in \mathcal{N}_{\varphi}$ and $\Lambda_{\varphi}\left(\left(\omega \pi_{\varphi} \otimes \iota\right) \Delta(a)\right)=(\omega \otimes \iota)\left(W^{*}\right) \Lambda_{\varphi}(a)$ for all $\omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}$ and $a \in \mathcal{N}_{\varphi}$. In turn, this is used to prove the left invariance of $\varphi$ so that $(M, \Delta)$ is indeed a locally compact quantum group and $W$ is the multiplicative unitary naturally associated to $(M, \Delta)$ :

$$
W^{*}\left(\Lambda_{\varphi}(x) \otimes \Lambda_{\varphi}(y)\right)=\left(\Lambda_{\varphi} \otimes \Lambda_{\varphi}\right)(\Delta(y)(x \otimes 1))
$$

for all $x, y \in \mathcal{N}_{\varphi}$. In fact, this formula was used in $[\mathrm{KK}]$ to obtain the defining formula for $W$ in Proposition 6.10.
From the general theory of locally compact quantum groups we know that all of the information concerning $(M, \Delta)$ is contained in $W$ in the following way:
(1) $\pi_{\varphi}(M)$ is the $\sigma$-strong* closure of $\left\{(\iota \otimes \omega)\left(W^{*}\right) \mid \omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}\right\}$, in $B\left(\mathcal{H}_{\varphi}\right)$.
(2) $\left(\pi_{\varphi} \otimes \pi_{\varphi}\right) \Delta(x)=W^{*}\left(1 \otimes \pi_{\varphi}(x)\right) W$ for all $x \in M$.

As a matter of fact, if $m \in \mathbb{Z}$ and $p, t \in I_{q}$, a concrete element $\omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}$ can be produced so that $\Phi(m, p, t)=(\iota \otimes \omega)\left(W^{*}\right)$.
Recall that one associates a $\mathrm{C}^{*}$-algebraic quantum group $\left(A_{r}, \Delta_{r}\right)$ to $(M, \Delta)$ by requiring that $\pi_{\varphi}\left(A_{r}\right)$ is the norm closure of the algebra
$\left\{(\iota \otimes \omega)\left(W^{*}\right) \mid \omega \in B\left(\mathcal{H}_{\varphi}\right)_{*}\right\}$ and simply restricting the comultiplication $\Delta$ from $M$ to $A_{r}$.
In order to describe the $\mathrm{C}^{*}$-algebra $A_{r}$ in this specific case, we will use the following notation. For $f \in C\left(\mathbb{T} \times I_{q}\right)$ and $x \in I_{q}$ we define $f_{x} \in C(\mathbb{T})$ so that $f_{x}(\lambda)=f(\lambda, x)$ for all $\lambda \in \mathbb{T}$.
For $f \in C_{b}\left(\mathbb{T} \times I_{q}\right)$, the operator $M_{f} \in B(\mathcal{H})$ is by definition the left multiplication operator by $f$ on $L^{2}\left(\mathbb{T} \otimes I_{q}\right)$.
Consider $p \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}$. We define a translation operator $T_{p}$ on $\mathcal{F}\left(\mathbb{T} \times I_{q}\right)$ such that for $f \in \mathcal{F}\left(\mathbb{T} \times I_{q}\right), \lambda \in \mathbb{T}$ and $x \in I_{q}$, we have that $\left(T_{p} f\right)(\lambda, x)=f(\lambda, p x)$ if $p x \in I_{q}$ and $\left(T_{p} f\right)(\lambda, x)=f(\lambda, p x)=0$ if $p x \notin I_{q}$. If $p, t \in I_{q}$ and $g \in \mathcal{F}(\mathbb{T})$, then $T_{p}\left(g \otimes \delta_{t}\right)=g \otimes \delta_{p^{-1} t}$, thus, $T_{p}\left(g \otimes \delta_{t}\right)=0$ if $p^{-1} t \notin I_{q}$. We let $\rho_{p}$ denote the partial isometry in $B(\mathcal{H})$ induced by $T_{p}$.

Proposition 6.11. Denote by $\mathcal{C}$ the $C^{*}$-algebra of all functions $f \in C\left(\mathbb{T} \times I_{q}\right)$ such that (1) $f_{x}$ converges uniformly to 0 as $x \rightarrow 0$ and (2) $f_{x}$ converges uniformly to a constant function as $x \rightarrow \infty$. Then, $A_{r}$ is the norm closed linear span, in $B(\mathcal{H})$, of the set $\left\{\rho_{p} M_{f} \mid f \in \mathcal{C}, p \in-q^{\mathbb{Z}} \cup q^{\mathbb{Z}}\right\}$.

If $p, t \in I_{q}$ and $m \in \mathbb{Z}$, then $\Phi(m, p, t)=\rho_{p^{-1} t} M_{\zeta^{m} \otimes \delta_{t}} \in A_{r}$. Thus, each operator $\Phi(m, p, t)$ belongs to $A_{r}$ but the $\mathrm{C}^{*}$-algebra $A_{r}$ is not generated by these operators!

### 6.2 The bicrossed product of groups

The quantum groups that we present in this subsection are examples generated by construction method 2 and we follow [VV], [BSV] and [BS].

Definition 6.12. Consider a $\sigma$-compact locally compact group $G$ and two closed subgroups $G_{1}, G_{2}$ of $G$ so that $G_{1} \cap G_{2}=\{e\}$ and such that $G_{1} G_{2}$ has complement of (Haar) measure 0. Then $G_{1}, G_{2}$ is called a matched pair of locally compact groups in $G$.

For the next part of this section we fix a matched pair of locally compact groups $G_{1}, G_{2}$ inside a $\sigma$-compact locally compact group $G$.
Note that $G_{1} G_{2}$ is measurable as the countable union of compact sets. Since $G_{2} G_{1}=\left(G_{1} G_{2}\right)^{-1}$, the set $G_{2} G_{1}$ is also measurable and has complement of measure 0 .
Define the injective continuous map $\theta: G_{1} \times G_{2} \rightarrow G_{1} G_{2}:\left(g_{1}, g_{2}\right) \rightarrow g_{1} g_{2}$. Since for all compact subsets $K_{1} \subseteq G_{1}$ and $K_{2} \subseteq G_{2}$ the restriction of $\theta \upharpoonright_{K_{1} \times K_{2}}$ is a homeomorphism from $K_{1} \times K_{2} \rightarrow K_{1} K_{2}$, it follows that $\theta$ is a bi-measurable isomorphism from $G_{1} \times G_{2}$ to $G_{1} G_{2}$.
If we define the injective continuous map $\rho: G_{1} \times G_{2} \rightarrow G_{1} G_{2}:\left(g_{1}, g_{2}\right) \rightarrow$ $g_{2} g_{1}$, we also get a bi-measurable isomorphism from $G_{1} \times G_{2}$ to $G_{2} G_{1}$.
This matched pair of groups defines a partial action $\alpha$ of $G_{1}$ on $G_{2}$ and a partial action $\beta$ of $G_{2}$ on $G_{1}$ as follows. Let $\mathcal{O}$ be the measurable set in $G_{1} \times G_{2}$ defined by

$$
\mathcal{O}=\left\{\left(g_{1}, g_{2}\right) \in G_{1} \times G_{2} \mid g_{1} g_{2} \in G_{2} G_{1}\right\}=\theta^{-1}\left(G_{2} G_{1}\right)
$$

and

$$
\mathcal{O}^{\prime}=\left\{\left(g_{1}, g_{2}\right) \in G_{1} \times G_{2} \mid g_{2} g_{1} \in G_{1} G_{2}\right\}=\rho^{-1}\left(G_{1} G_{2}\right) .
$$

If $\left(g_{1}, g_{2}\right) \in \mathcal{O}$ we define $\alpha_{g_{1}}\left(g_{2}\right) \in G_{2}$ and $\beta_{g_{2}}\left(g_{1}\right) \in G_{1}$ in such a way that $g_{1} g_{2}=\alpha_{g_{1}}\left(g_{2}\right) \beta_{g_{2}}\left(g_{1}\right)$. So we get a bi-measurable isomorphism $\rho^{-1} \theta: \mathcal{O} \rightarrow$ $\mathcal{O}^{\prime}:\left(g_{1}, g_{2}\right) \rightarrow\left(\beta_{g_{2}}\left(g_{1}\right), \alpha_{g_{1}}\left(g_{2}\right)\right)$
These are partial actions in the following way.
Lemma 6.13. 1. Consider $\left(g_{1}, g_{2}\right) \in \mathcal{O}$. Then the following holds.

- Let $h_{1} \in G_{1}$. Then $\left(h_{1} g_{1}, g_{2}\right) \in \mathcal{O} \Leftrightarrow\left(h_{1}, \alpha_{g_{1}}\left(g_{2}\right)\right) \in \mathcal{O}$ and in this case

$$
\alpha_{h_{1} g_{1}}\left(g_{2}\right)=\alpha_{h_{1}}\left(\alpha_{g_{1}}\left(g_{2}\right)\right) \quad \text { and } \quad \beta_{g_{2}}\left(h_{1} g_{1}\right)=\beta_{\alpha_{g_{1}}\left(g_{2}\right)}\left(h_{1}\right) \beta_{g_{2}}\left(g_{1}\right) .
$$

- Let $h_{2} \in G_{2}$. Then $\left(g_{1}, h_{2} g_{2}\right) \in \mathcal{O} \Leftrightarrow\left(\beta_{g_{2}}\left(g_{1}\right), h_{2}\right) \in \mathcal{O}$ and in this case

$$
\beta_{h_{2} g_{2}}\left(g_{1}\right)=\beta_{h_{2}}\left(\beta_{h_{1}}\left(g_{1}\right)\right) \quad \text { and } \quad \alpha_{g_{1}}\left(h_{2} g_{2}\right)=\alpha_{\beta_{g_{2}}\left(g_{1}\right)}\left(h_{2}\right) \alpha_{g_{1}}\left(g_{2}\right) .
$$

2. Consider $g_{1} \in G_{1}$ and $g_{2} \in G_{2}$. Then $\left(g_{1}, e\right)$ and $\left(e, g_{2}\right)$ belong to $\mathcal{O}$ and

$$
\alpha_{g_{1}}(e)=e, \quad \alpha_{e}\left(g_{2}\right)=g_{2}, \quad \beta_{g_{2}}(e) \quad \text { and } \quad \beta_{e}\left(g_{1}\right)=g_{1} .
$$

Check the above lemma. Since these actions are not everywhere defined it is important to know that the sets on which they are defined are big enough. This will follow from the next result. The modular functions of $G, G_{1}$ and $G_{2}$ will be denoted by $\delta, \delta_{1}$ and $\delta_{2}$ respectively.

Lemma 6.14. The left Haar measures on $G, G_{1}$ and $G_{2}$ can be normalized in such a way that for all positive Borel functions $f: G \rightarrow \mathbb{R}^{+}$,

$$
\begin{aligned}
\int_{G} f(g) d g & =\int_{G_{2}} \int_{G_{1}} f\left(g_{1} g_{2}\right) \delta\left(g_{2}\right) d g_{1} d g_{2} \\
& =\int_{G_{2}} \int_{G_{1}} f\left(g_{2} g_{1}\right) \delta_{1}\left(g_{1}^{-1}\right) \delta_{2}\left(g_{2}^{-1}\right) d g_{1} d g_{2}
\end{aligned}
$$

Exercise 6.15. Prove this lemma. Use the formula in the left hand side of this equation to define an integral on $K\left(G_{1} \times G_{2}\right)$ and show that it is left invariant. This makes it possible to get the first integral to be equal to the last one. Deduce the remaining equality from this equality.

The above result guarantees that $\mathcal{O}$ and $\mathcal{O}^{\prime}$ have complement of measure 0 and that $\rho^{-1} \theta: \mathcal{O} \rightarrow \mathcal{O}^{\prime}$ is a measure isomorphism, i.e. if $A$ is a measurable subset of $\mathcal{O}$, then $A$ has measure 0 if and only if $\left(\rho^{-1} \theta\right)(A)$ has measure 0 . As a consequence, we get an isomorphism of von Neumann algebras

$$
\tau: L^{\infty}\left(G_{1}\right) \otimes L^{\infty}\left(G_{2}\right) \rightarrow L^{\infty}\left(G_{1}\right) \otimes L^{\infty}\left(G_{2}\right): F \mapsto \tau(F)=F \circ\left(\rho^{-1} \theta\right) .
$$

Thus, $\tau(F)\left(g_{1}, g_{2}\right)=F\left(\beta_{g_{2}}\left(g_{1}\right), \alpha_{g_{1}}\left(g_{2}\right)\right)$ for $F \in L^{\infty}\left(G_{1} \times G_{2}\right)$ and $\left(g_{1}, g_{2}\right) \in$ $\mathcal{O}$.
Define injective normal *-homomorphisms $\alpha^{\prime}: L^{\infty}\left(G_{2}\right) \rightarrow L^{\infty}\left(G_{1}\right) \otimes L^{\infty}\left(G_{2}\right)$ and $\beta^{\prime}: L^{\infty}\left(G_{1}\right) \rightarrow L^{\infty}\left(G_{1}\right) \otimes L^{\infty}\left(G_{2}\right)$ by

$$
\alpha^{\prime}(f)=\tau(1 \otimes f) \quad \text { and } \quad \beta^{\prime}(g)=\tau(g \otimes 1)
$$

for all $f \in L^{\infty}\left(G_{2}\right)$ and $g \in L^{\infty}\left(G_{1}\right)$. Lemma 6.13 implies that $\alpha^{\prime}$ and $\beta^{\prime}$ are coactions with respect to $L^{\infty}\left(G_{1}\right)$ and $L^{\infty}\left(G_{2}\right)$, respectively:

$$
\left(\iota \otimes \alpha^{\prime}\right) \alpha^{\prime}=\left(\Delta_{G_{1}} \otimes \iota\right) \alpha^{\prime} \quad \text { and } \quad\left(\beta^{\prime} \otimes \iota\right) \beta^{\prime}=\left(\iota \otimes \Delta_{G_{2}}^{\circ}\right) \beta^{\prime}
$$

where $\Delta_{G_{2}}^{\circ}=\chi \Delta_{G_{2}}$ is the opposite comultiplication. In this respect we define the von Neumann algebras $M$ and $\hat{M}$ on $L^{2}\left(G_{1} \times G_{2}\right)$ as the following crossed products
$M=\left(\alpha^{\prime}\left(L^{\infty}\left(G_{2}\right)\right) \cup\left(\mathcal{L}\left(G_{1}\right) \otimes 1\right)\right)^{\prime \prime} \quad$ and $\quad \hat{M}=\left(\beta^{\prime}\left(L^{\infty}\left(G_{2}\right)\right) \cup\left(1 \otimes \mathcal{L}\left(G_{2}\right)\right)^{\prime \prime}\right.$.
Let $W_{G_{1}}, W_{G_{2}}$ be the canonical multiplicative unitaries associated to $G_{1}$ and $G_{2}$ respectively. Define unitaries $\hat{W}$ and $W$ on $L^{\infty}\left(G_{1}\right) \otimes L^{\infty}\left(G_{2}\right) \otimes L^{\infty}\left(G_{1}\right) \otimes$ $L^{\infty}\left(G_{2}\right)$ such that $W=\Sigma \hat{W}^{*} \Sigma$ and

$$
\hat{W}=\left(\beta^{\prime} \otimes \iota \otimes \iota\right)\left(W_{G_{1}} \otimes 1\right)\left(\iota \otimes \iota \otimes \alpha^{\prime}\right)\left(1 \otimes \Sigma W_{G_{2}}^{*} \Sigma\right) .
$$

These unitaries can be used to define normal ${ }^{*}$-homomorphisms $\Delta: M \rightarrow$ $M \otimes M$ and $\hat{\Delta}: \hat{M} \rightarrow \hat{M} \otimes \hat{M}$ by

$$
\Delta(x)=W^{*}(1 \otimes x) W \quad \text { and } \quad \hat{\Delta}(y)=\hat{W}(y \otimes 1) \hat{W}^{*}
$$

for all $x \in M$ and $y \in \hat{M}$.
Theorem 6.16. Both $(M, \Delta)$ and $(\hat{M}, \hat{\Delta})$ are locally compact quantum groups that are each others Pontryagin dual. We call $(M, \Delta)$ the bicrossed product of $G_{1}$ and $G_{2}$.

The constructions in [VV] are even more general. They start of with locally compact quantum groups and allow cocycles to serve as ingredients but we will not go further into this.

Example 6.17. In this example we show how this procedure can be used to construct a deformation of the $a x+b$-group. Define the group $G$ as $G=$ $\{(a, b) \mid a \in \mathbb{R} \backslash\{0\}, b \in \mathbb{R}\}$ and define the product on $G$ by $(a, b)(c, d)=$ $(a c, d+c b)$ for all $(a, b),(c, d) \in G$. We embed $\mathbb{R} \backslash\{0\}$ into $G$ in 2 different ways. We set

$$
G_{1}=\{(s, s-1) \mid s \in \mathbb{R} \backslash\{0\}\} \quad \text { and } \quad G_{2}=\{(s, 0) \mid s \in \mathbb{R} \backslash\{0\}\}
$$

Then, $G_{1}, G_{2}$ is a matched pair inside $G$. Calculate $\mathcal{O}$ and the partial action $\alpha$ and $\beta$.
The quantum group $(M, \Delta)$ constructed from this data is not compact, not discrete, and non-unimodular. The scaling group is non-trivial and the left and right Haar weights are not traces. This quantum group is self-dual, i.e. $(M, \Delta) \cong(\hat{M}, \hat{\Delta})$ and the scaling constant is 1 .

For any locally compact quantum group one can construct the multiplicative unitary. In [BS] one starts from a multiplicative unitary and looks at the possibility of associating $\mathrm{C}^{*}$-algebras and comultiplications to such a multiplicative unitary.

So let $\mathcal{H}$ be a Hilbert space and $W \in B(\mathcal{H} \otimes \mathcal{H})$ a unitary element that satisfies the Pentagonal equation

$$
W_{12} W_{13} W_{23}=W_{23} W_{12}
$$

One defines $A$ as the norm closure of the vector space $\{(\iota \otimes \omega)(W) \mid \omega \in$ $\left.B(\mathcal{H})_{*}\right\}$ and a ${ }^{*}$-homomorphism $\Delta: A \rightarrow B(\mathcal{H} \otimes \mathcal{H})$ by $\Delta(x)=W^{*}(1 \otimes x) W$ for all $x \in A$ (and similarly for left slices). Note that $A$ is a subalgebra of $B(\mathcal{H})$. In retrospect it is a natural problem to look for conditions on $W$ that imply that

1. $A$ is a $C^{*}$-algebra,
2. $\Delta(A) \subseteq M(A \otimes A)$ and $\Delta: A \rightarrow M(A \otimes A)$ is a non-degenerate *homomorphism,
3. $\Delta(A)(1 \otimes A)$ and $\Delta(A)(A \otimes 1)$ are dense in $A \otimes A$.

In [BS] the authors introduced the set $\mathcal{C}(W)$ as the norm closure of the subspace $\left\{(\omega \otimes \iota)\left(W^{*} \Sigma\right) \mid \omega \in B(\mathcal{H})_{*}\right\}$ and proved that conditions (1), (2) and (3) above are satisfied if $\mathcal{C}(W)=B_{0}(\mathcal{H})$. One calls a multiplicative unitary regular if $\mathcal{C}(W)=B_{0}(\mathcal{H})$.
The paper [Wor96] introduces another condition on a multiplicative unitary, called manageability, that implies among other things that conditions (1), (2) and (3) above are satisfied. A multiplicative unitary associated to a locally compact quantum group is always manageable but not always regular (Baaj showed that this is not the case for quantum $E(2))$.
For quite a while one suspected that if $W$ is manageable, then $W$ is semiregular in the sense that $B_{0}(\mathcal{H}) \subseteq \mathcal{C}(W)$. But a more sophisticated version of example 6.17 produced a locally compact quantum group for which the multiplicative unitary is not semi-regular (see [BSV]).

## 7 Appendix : several concepts

## Closed linear mappings

Although we would prefer to always work with continuous linear maps that are everywhere defined, reality forces us to work with unbounded linear maps in many situations. Most of the time, these non-continuous linear operators are still controllable to a certain degree because they are closed.
Consider topological vector spaces $X$ and $Y$ and $T: D(T) \subseteq X \rightarrow Y$ a linear map (so $D(T)$ is by definition a subspace of $X$ ). We say that $T$ is closed if the graph $G(T):=\{(v, T(v)) \mid v \in D(T)\}$ of $T$ is closed with respect to the product topology on $X \times Y$.
Sometimes it is easier to work with the following characterization (which follows immediately from the definition): $T$ is closed $\Leftrightarrow$ for all $v \in X, w \in Y$ and every net $\left(v_{i}\right)_{i \in I}$ in $D(T)$ the following holds:

$$
\left(v_{i}\right)_{i \in I} \rightarrow v \text { and }\left(T\left(v_{i}\right)\right)_{i \in I} \rightarrow w \quad \Rightarrow \quad v \in D(T) \text { and } T(v)=w
$$

Let $T: D(T) \subseteq X \rightarrow Y$ be a closed linear map. In a lot of cases, we do not know the precise domain of $T$ but only the action of $T$ on a sufficiently big subspace of $D(T)$. Let us explain this more carefully. We call $V$ a core for $T$ if $V$ is a subspace of $D(T)$ so that $\{(v, T(v)) \mid v \in V\}$ is dense in $G(T)$. Thus, a subspace $V \subseteq D(T)$ is a core for $T \Leftrightarrow$ for all $v \in D(T)$, there exists a net $\left(v_{i}\right)_{i \in I}$ in $V$ such that $\left(v_{i}\right)_{i \in I} \rightarrow v$ and $\left(T\left(v_{i}\right)\right)_{i \in I} \rightarrow T(v)$.
Let $S: D(S) \subseteq X \rightarrow Y$ and $T: D(T) \subseteq X \rightarrow Y$ be two closed linear maps such that there exists a subspace $V \subseteq D(S) \cap D(T)$ so that $V$ is a core for $S$ and for $T$. Check that if $S(v)=T(v)$ for all $v \in V$, then $S=T$.
Related to the notion of a 'core' we have the following. Let $T: D(T) \subseteq X \rightarrow Y$ be a linear map. We call $T$ closable if there exists a (necessarily closed, linear and unique) map $\bar{T}: D(\bar{T}) \subseteq X \rightarrow Y$ so that $G(\bar{T})=\overline{G(T)}$, where the last set is the closure of $G(T)$ in $X \times Y$. In this case, we call $\bar{T}$ the closure of $T$. It is clear that $\bar{T}$ extends $T$ and that $D(T)$ is a core for $\bar{T}$.
One easily checks that $T$ is closable if and only if for every $u \in X$, the following holds:

If there exist $v, w \in Y$ so that $(u, v),(u, w) \in \overline{G(T)}$, then $v=w$.
This leads to the following characterization: $T$ is closable $\Leftrightarrow$ for every net $\left(v_{i}\right)_{i \in I}$ in $D(T)$ and for every $w \in Y$, the following holds

$$
\left(v_{i}\right)_{i \in I} \rightarrow 0 \text { and }\left(T\left(v_{i}\right)\right)_{i \in I} \rightarrow w \quad \Rightarrow \quad w=0
$$

Note that if $T: D(T) \subseteq X \rightarrow Y$ is a closed linear operator with core $V$, the linear operator $\left.T\right|_{V}$ is closable and has $T$ as its closure.
Let us also recall the following result from functional analysis.
Theorem 7.1 (Closed Graph Theorem). Consider Banach spaces E and $F$ and $T: E \rightarrow F$ a linear map. Then $T$ is bounded if and only if $T$ is closed.

## Injective positive operators and their powers

In the theory of locally compact quantum groups a central role is played by injective, positive, self-adjoint operators. Let us collect the basic results and terminology. Fix a Hilbert space $H$ and recall the following terminology.

Definition 7.2. Let $T$ be a densely defined, linear operator $T: D(T) \subseteq H \rightarrow$ $H$. We define the adjoint operator $T^{*}: D\left(T^{*}\right) \subseteq H \rightarrow H$ as follows. The domain $D\left(T^{*}\right)$ consists of vectors $v \in H$ for which there exists a vector $w \in H$ so that $\langle T u, v\rangle=\langle u, w\rangle$ for all $u \in D(T)$. If $v \in D\left(T^{*}\right)$, the vector $w$ above is unique and we define $T^{*}(v)=w$.

Recall that an operator is densely defined $\Leftrightarrow D(T)$ is dense in $H$.
Check that $T^{*}$ is a closed linear operator. The operator $T^{*}$ does not have to be densely defined. One can show that $T^{*}$ is densely defined if and only if $T$ is closable. If $T$ is closable, then $T^{* *}$ is the closure of $T$.

Definition 7.3. Let $T$ be a linear operator $T: D(T) \subseteq H \rightarrow H$. Then we call $T$ self-adjoint if $T$ is densely defined and $T^{*}=T$. The last equality is equivalent to the following two conditions:

```
1. \(\langle T u, v\rangle=\langle u, T v\rangle\) for all \(u, v \in D(T)\).
2. Let \(v, w \in H\). If \(\langle T u, v\rangle=\langle u, w\rangle\) for all \(u \in D(T)\), then \(v \in D(T)\) and
    \(T(v)=w\).
```

We call $T$ positive if $T$ is self-adjoint and $\langle T v, v\rangle \geq 0$ for all $v \in D(T)$.
A self-adjoint operator is closed. If $T$ is positive, the spectrum of $T$ is contained in $\mathbb{R}^{+}$. You probably know that such a (self-adjoint) positive operator $T$ has a spectral decomposition $T=\int_{\mathbb{R}^{+}} \lambda d E(\lambda)$ (see for instance [Con] for a good exposition about the spectral decomposition of normal operators).
The spectral measure $E$ is a $\sigma$-additive mapping from the $\sigma$-algebra $\mathcal{B}\left(\mathbb{R}^{+}\right)$of all Borel subsets of $\mathbb{R}^{+}$into the set of orthogonal projections on $H$ such that $E\left(\mathbb{R}^{+}\right)=1, E(\emptyset)=0$ and $E\left(\Delta_{1} \cap \Delta_{2}\right)=E\left(\Delta_{1}\right) E\left(\Delta_{2}\right)$. If $\xi, \eta \in H$, one gets an ordinary complex measure $E_{\xi, \eta}$ on $\mathcal{B}\left(\mathbb{R}^{+}\right)$by defining $E_{\xi, \eta}(\Delta)=\langle E(\Delta) \xi, \eta\rangle$ for all $\Delta \in \mathcal{B}\left(\mathbb{R}^{+}\right)$; it is positive if $\xi=\eta$. If $f: \mathbb{R}^{+} \rightarrow \mathbb{C}$ is a measurable function, the densely defined closed linear operator $\int f d E$ in $H$ is defined such that

$$
D\left(\int f d E\right)=\left\{\left.\xi \in H\left|\int\right| f\right|^{2} d E_{\xi, \xi}<\infty\right\}
$$

and if $\xi \in D\left(\int f d E\right)$, then $f$ is integrable with respect to $E_{\xi, \eta}$ and

$$
\left\langle\left(\int f d E\right) \xi, \eta\right\rangle=\int f d E_{\xi, \eta}
$$

for all $\eta \in H$. If $\xi \in D\left(\int f d E\right)$, then $\left\|\left(\int f d E\right) \xi\right\|^{2}=\int|f|^{2} d E_{\xi, \xi}$.
The spectral measure $E$ is uniquely determined by the fact that $\int \lambda d E(\lambda)$ $=T$.
If $f: \mathbb{R}^{+} \rightarrow \mathbb{C}$ is a bounded measurable function, then $\int f d E$ belongs to $B(H)$ and the function $\mathcal{L}^{\infty}\left(\mathbb{R}^{+}\right) \rightarrow B(H): f \rightarrow \int f d E$ is a *-homomorphism. For unbounded measurable complex valued functions this map still has certain multiplicativity and additivity properties, but these have to be carefully stated because the operators $\int f d E$ are not everywhere defined.
Since $T$ is injective, $E(\{0\})=0$ so we can integrate measurable complex valued functions only defined on $\mathbb{R}^{+} \backslash\{0\}$. If $z \in \mathbb{C}$, we define the measurable function $g: \mathbb{R}^{+} \backslash\{0\} \rightarrow \mathbb{C}$ by $g(\lambda)=\lambda^{z}$ for all $\lambda \in \mathbb{R}^{+} \backslash\{0\}$. The complex power $T^{z}$ is the closed, densely defined linear operator in $H$ defined as $T^{z}=\int g d E$.

If $t \in \mathbb{R}$, then $T^{i t}$ is a unitary operator in $H$ and $T^{t}$ is an injective positive operator in $H$ is. We have different familiar rules for these powers. For instance $T^{s+t}=T^{s} T^{t}$ for all $s, t \in \mathbb{R}^{+}$and $T^{-s}=\left(T^{s}\right)^{-1}$ for all $s \in \mathbb{R}$ (where $\left(T^{s}\right)^{-1}$ is the inverse of $T^{s}$ ).

## Integrating vector-valued functions

We take a pragmatic approach to integrating vector-valued function in these lecture notes and only integrate over closed intervals (that might be infinite). We will only integrate continuous vector valued functions taking their values in a Banach a space or a von Neumann algebra.

Definition 7.4. Consider a locally convex topological vector space $X$ and let us denote the space of continuous linear functionals on $X$ by $X^{*}$. Let I be a closed interval in $\mathbb{R}$ and $f: I \rightarrow X$ a function. We call $f$ integrable if there exists an element $x \in X$ so that for $\omega \in X^{*}$,

1. $\omega \circ f: I \rightarrow \mathbb{C}$ is integrable and
2. $\omega(x)=\int_{I} \omega(f(t)) d t$

If $f$ is integrable, the element $x$ above is unique and we define $\int_{I} f=$ $\int_{I} f(t) d t=x$.

The local convexity of $X$ implies that $X^{*}$ separates points of $X$. This integral is immediately seen to be linear.
Let us look at the two simple integrability results that we need in these lecture notes.

Proposition 7.5. Consider a Banach space E and a norm continuous function $f: \mathbb{R} \rightarrow E$ so that $\|f\|$ integrable. Then $f$ is integrable.

Sketch of proof.
(1) Let $n \in \mathbb{N}$. Prove that $f$ is integrable on $[-n, n]$. Define a sequence of partitions $\left(P_{k}\right)_{k=1}^{\infty}$ of $[-n, n]$ as follows: $P_{1}=\{-n, n\}$ and for $k \in \mathbb{N}$ construct $P_{k+1}$ from $P_{k}$ by adding the midpoint of two neighboring points of $P_{k}$. Associate to each partition $P_{k}$ an obvious element $x_{k}$ that approximates $\int_{-n}^{n} f$. Prove that $\left(x_{k}\right)_{k=1}^{\infty}$ is a Cauchy-sequence with respect to the norm on $E$. The limit will be of course the integral of $f$ over $[-n, n]$.
(2) Show that $\left(\int_{-n}^{n} f(t) d t\right)_{n=1}^{\infty}$ is a Cauchy sequence.

Notice that Hahn-Banach implies that $\left\|\int_{\mathbb{R}} f\right\| \leq \int_{\mathbb{R}}\|f\|$. The same is true for the integral in the next proposition.
In the framework of von Neumann algebras a similar existence result follows easily from the natural isometric isomorphism $\left(M_{*}\right)^{*} \cong M$.

Proposition 7.6. Consider a von Neumann algebra $M$ and a $\sigma$-weakly continuous function $f: \mathbb{R} \rightarrow M$ so that $\|f\|$ is integrable. Then $f$ is integrable.

## The 'leg-numbering' notation

Consider a Hilbert space $H$ and an operator $X \in B(H \otimes H)$. Then we define the operators $X_{12}, X_{13}$ and $X_{23}$ in $B(H \otimes H \otimes H)$ as follows:
$X_{12}=X \otimes 1, \quad X_{23}=1 \otimes X \quad X_{13}=(\Sigma \otimes 1)(1 \otimes X)(\Sigma \otimes 1)$,
where $\Sigma: H \otimes H \rightarrow H \otimes H$ is the unitary flip map. One can also look at this in the following way. Firstly, the mappings $B(H \otimes H) \rightarrow B(H \otimes H \otimes H)$ : $X \mapsto X_{12}, B(H \otimes H) \rightarrow B(H \otimes H \otimes H): X \mapsto X_{23}$ and $B(H \otimes H) \rightarrow$ $B(H \otimes H \otimes H): X \mapsto X_{13}$ are $\sigma$-strongly* continuous and for simple tensors
$(x \otimes y)_{12}=x \otimes y \otimes 1 \quad(x \otimes y)_{23}=1 \otimes x \otimes y \quad(x \otimes y)_{13}=x \otimes 1 \otimes y$,
where $x, y \in B(H)$. In general, if $i, j \in\{1,2,3\}$ and $i \neq j$ and $k$ is the remaining element of $\{1,2,3\}$, then $(x \otimes y)_{i j}$ is the element in $B(H \otimes H \otimes H)$ obtained by putting $x$ on the $i$-th spot, putting $y$ on the $j$-th spot and putting 1 on the $k$-th spot.
For instance, if $X \in B(H \otimes H)$ then $X_{32} \in B(H \otimes H \otimes H)$ is defined as $X_{32}=1 \otimes \Sigma X \Sigma$ and one sees that indeed $(x \otimes y)_{32}=1 \otimes y \otimes x$ for all $x, y \in B(H)$.
One also uses variations of this notation if there are 3 or more subscripts.
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## Introduction

By quantum stochastic analysis is meant the analysis arising from the natural operator filtration of a symmetric Fock space over a Hilbert space of squareintegrable vector-valued functions on the positive half-line. Current texts on quantum stochastics are the monograph [Par], the lecture notes [Mey], the St. Flour lectures [Bia], and the Grenoble lectures [Hud]. Excellent background together with a wealth of examples may be found in these, each of which has its own emphasis. The point of view of these notes is closest to [Bia], as far as the basic construction of quantum stochastic integrals goes. Beyond that, particular emphasis is given to Markovian cocycles.

Below is an outline of the course. The first section collects some general background material, including reviews of symmetric Fock space and operatortheoretic positivity, and an introduction to operator spaces with particular emphasis on an analogue of $\mathrm{M}_{n, m}(\mathrm{~V})$ in which $\mathbb{C}^{n}$ and $\mathbb{C}^{m}$ are replaced by Hilbert spaces. The operator spaces V appearing here will be 'concrete', that is closed subspaces of $B(\mathrm{H} ; \mathrm{K})$ for some Hilbert spaces H and $\mathrm{K} ; \mathrm{M}_{n, m}(\mathrm{~V})$ is thereby viewed as a closed subspace of $B\left(\mathrm{H}^{m} ; \mathrm{K}^{n}\right)$. Quantum stochastic processes are introduced in the second section where exponential domains, adaptedness, quantum Brownian motion, martingales and the fundamental process of creation, number/exchange and annihilation are all defined. In section three quantum stochastic integration is founded on abstract Wiener space analysis, in particular the divergence and gradient of Malliavin calculus and the nonadapted integral of Hitsuda and Skorohod. The quantum Itô formula, whose crudest form is $d A_{t} d A_{t}^{*}=d t$ (cf. $\left(d B_{t}\right)^{2}=d t$, for Brownian motion), is then derived from the 'Skorohod isometry'. The fourth section is the heart of the course. The meaning of solution for a quantum stochastic differential equation is explained there, and how Picard iteration yields the solution for a natural class of coefficients is also described. Operator spaces provide a natural and efficacious context for considering these equations. Section five begins by describing how classes of Markovian cocycles have an infinitesimal description, as solution of a quantum stochastic differential equation, and then poses the question: how can a property of the cocycle (such as positivity, contractivity or being *-homomorphic) be recognised from the infinitesimal description, i.e. from its stochastic generator? The sixth section shows how Markovian cocycles may be constructed using quantum stochastic calculus to provide *-homomorphic stochastic dilations of completely positive contraction semigroups (also called quantum dynamical semigroups) on a $C^{*}$-algebra or von Neumann algebra, and also how solving quantum stochastic differential equations allows the realisation of Markovian cocycles as perturbations of cocycles with simpler stochastic generators. This is a key step in the classification of $E$ semigroups arising from Fock space Markovian cocycles (cf. Rajarama Bhat's lectures in this volume). Section six is followed by a brief Afterword containing a taste of non-introductory material. Bibliographical references are largely confined to notes at the end of each section.

## Notations and conventions

A glossary of notations and conventions used in these notes may be found at the end; here are the main ones. All linear spaces here are complex, unless declared otherwise, and inner products are linear in their second argument (unlike in Johan Kustermans' notes in this volume). Justification for the convention used here is heightened when operator spaces are in play, due to the efficacy of the following Dirac-inspired bra- and -ket notation. For Hilbertspace vectors $u \in \mathrm{k}$ and $x \in \mathrm{~h}$, the prescriptions

$$
\begin{equation*}
\lambda \mapsto \lambda u \text { and } y \mapsto\langle x, y\rangle \tag{0.1}
\end{equation*}
$$

define operators $|u\rangle \in B(\mathbb{C} ; \mathbf{k})$ and $\langle x| \in B(\mathrm{~h} ; \mathbb{C})$ and thus also an operator $|u\rangle\langle x| \in B(\mathrm{~h} ; \mathrm{k})$. The map $u \mapsto|u\rangle$ is an isometric isomorphism and, due to the Riesz-Fréchet Theorem, $x \mapsto\langle x|$ defines a conjugate-linear isometric isomorphism. For a vector $v$ in a Hilbert space H , the following notation is used

$$
\begin{equation*}
\widehat{v}:=\binom{1}{v} \in \widehat{\mathrm{H}} \text {, where } \widehat{\mathrm{H}}:=\mathbb{C} \oplus \mathrm{H} . \tag{0.2}
\end{equation*}
$$

Apart from algebraic tensor products, here denoted $\otimes$, spatial and ultraweak tensor products, denoted $\otimes_{\text {sp }}$ and $\bar{\otimes}$ respectively, are used; these are defined on page 194. A matrix-space tensor product $\otimes_{M}$ will also be introduced.

The following generalisation of the standard indicator function notation is used throughout. For a vector-valued function $F$ and subset $I$ of its domain (here always a subinterval of $\mathbb{R}_{+}$),

$$
F_{I}: t \mapsto \begin{cases}F(t) & \text { if } t \in I, \\ 0 & \text { otherwise }\end{cases}
$$

defines a function with the same domain and codomain, generalising the standard indicator-function notation. This also applies to vectors, by viewing them as constant functions defined on $\mathbb{R}_{+}$, thus for example if $c$ is a vector then $c_{[0, t[ }$ denotes the function equal to $c$ on $[0, t[$ and 0 on $[t, \infty[$.

Finally, there is no (noncommutative) significance to be attached to the fact that integrals over subsets of $\mathbb{R}$ are often written $\int d s \cdots$, rather than $\int \cdots d s$.

Warning. Coefficients of operator quantum stochastic differential equations are operators on the Hilbert space $\widehat{\mathrm{k}} \otimes \mathrm{h} \otimes \mathcal{F}$ ( k being a noise dimension space, h a system space and $\mathcal{F}$ a Fock space), contrary to the usual convention $\mathrm{h} \otimes \hat{\mathrm{k}} \otimes \mathcal{F}$.

## 1 Spaces and Operators

This section collects together some background material. It begins with a discussion of linear identifications for matrices whose entries are vectors or linear
maps, and the lifting of linear maps to such matrices which is fundamental for operator space theory. This is followed by a review of positivity in the context of Hilbert-space operators and $C^{*}$-algebras, including complete positivity and the Kolmogorov map for (Hilbert-space operator-valued) nonnegative-definite kernels. The basics of operator space theory are outlined next, with emphasis on a particular class of operator spaces, called matrix spaces, which play a key role in the construction and analysis of quantum stochastic processes on $C^{*}$-algebras. This is followed by a quick summary of essential facts about unbounded operators, integration for vector-valued functions, and one-parameter semigroups (cf. appendix material in Johan Kustermans' notes in this volume, which has the different emphasis required for his purposes). The notes at the end of the section contain suggestions for further reading.

### 1.1 Matrices

$\mathrm{M}_{n, m}$ denotes the Banach space of $n \times m$ complex matrices with the norm arising from its usual linear identification with $B\left(\mathbb{C}^{m} ; \mathbb{C}^{n}\right)$; in particular $\mathrm{M}_{n}:=$ $\mathrm{M}_{n, n}$ has its $C^{*}$-norm.

Consider an $n \times m$ matrix $A$ each of whose entries is a $p \times q$ matrix with entries in a vector space $V$, in other words an element of the vector space $\mathrm{M}_{n, m}\left(\mathrm{M}_{p, q}(V)\right)$. By ignoring the 'edges' of each $p \times q$ submatrix we may view $A$ simply as an $n p \times m q$ matrix with entries in $V$, giving the linear isomorphism

$$
\begin{equation*}
\mathrm{M}_{n, m}\left(\mathrm{M}_{p, q}(V)\right) \cong \mathrm{M}_{n p, m q}(V) . \tag{1.1}
\end{equation*}
$$

## Sesquilinear maps as matrices

For vector spaces $U, V$ and $X$, let $\mathrm{M}(V, U ; X)$ denote the vector space of sesquilinear maps $q: V \times U \rightarrow X$, thus $q$ is linear in its second argument and conjugate linear in its first. Such maps may be thought of as abstract matrices in the following sense. Suppose that $V$ and $U$ are linear spans of orthonormal bases, $\left(f_{\gamma}\right)_{\gamma \in \Gamma}$ and $\left(e_{\lambda}\right)_{\lambda \in \Lambda}$, of two Hilbert spaces, then

$$
q \mapsto\left[q\left(f_{\gamma}, e_{\lambda}\right)\right]_{\substack{\gamma \in \Gamma \\ \lambda \in \Lambda}}
$$

defines a linear isomorphism $\mathrm{M}(V, U ; X) \rightarrow \mathrm{M}_{\Gamma \times \Lambda}(X)$-in particular, an isomorphism $\mathrm{M}(V, U ; X) \cong \mathrm{M}_{n, m}(X)$ when $V$ and $U$ have finite dimensions $n$ and $m$ respectively.

In these notes much use will be made of a natural subspace of $\mathrm{M}(\mathrm{k}, \mathrm{h} ; \mathrm{V})$, when k and h are Hilbert spaces and V is an operator space (see Subsection 1.3).

## Matrices of linear maps

Linear algebra provides natural isomorphisms

$$
\begin{align*}
& \mathrm{M}_{n, m}(L(U ; V)) \rightarrow L\left(U^{m} ; V^{n}\right) \\
& {\left[T_{i j}\right] \mapsto T \text { where }(T \mathbf{u})_{i}=\sum_{j=1}^{m} T_{i j} u_{j} \quad(i=1, \ldots, n)} \tag{1.2}
\end{align*}
$$

for vector spaces $U$ and $V$. These restrict to linear isomorphisms

$$
\begin{equation*}
\mathrm{M}_{n, m}(B(\mathrm{~h} ; \mathrm{k})) \rightarrow B\left(\mathrm{~h}^{m} ; \mathrm{k}^{n}\right) \tag{1.3}
\end{equation*}
$$

when $h$ and $k$ are Hilbert spaces. In this way, for any closed subspace $V$ of $B(\mathrm{~h} ; \mathrm{k}), \mathrm{M}_{n, m}(\mathrm{~V})$ may always be identified with a closed subspace of $B\left(\mathrm{~h}^{m} ; \mathrm{k}^{n}\right)$ - in particular $\mathrm{M}_{n, m}(\mathrm{~V})$ is thereby endowed with a Banach space norm.

This elementary observation is an important generalisation of the fact that if a $C^{*}$-algebra $\mathcal{A}$ acts on a Hilbert space h then $\mathrm{M}_{n}(\mathcal{A})$ may be viewed as a $C^{*}$-algebra acting on $\mathrm{h}^{n}$. Abstractly $\mathrm{M}_{n}(\mathcal{A})$ is the $C^{*}$-algebra $\mathcal{A} \otimes \mathrm{M}_{n}$, with identification $\left[a_{i j}\right] \mapsto \sum_{i, j} a_{i j} \otimes e_{i j}$ where $\left(e_{i j}\right)$ is the standard basis of $\mathrm{M}_{n}$ there being only one $C^{*}$-norm satisfying $\|a \otimes T\|=\|a\|\|T\|$ for $a \in \mathcal{A}$ and $T \in \mathrm{M}_{n}$.

The following linear identification is also useful

$$
\begin{align*}
& \mathrm{M}_{n, m}(L(U ; V)) \rightarrow L\left(U ; \mathrm{M}_{n, m}(V)\right) \\
& {\left[T_{i j}\right] \mapsto T \text { where } T u=\left[T_{i j} u\right]} \tag{1.4}
\end{align*}
$$

for vector spaces $U$ and $V$.

## Matrix liftings

For $\phi \in L(U ; V)$, the linear map

$$
\begin{equation*}
\mathrm{M}_{n, m}(U) \rightarrow \mathrm{M}_{n, m}(V), \quad\left[x_{i j}\right] \mapsto\left[\phi\left(x_{i j}\right)\right] \tag{1.5}
\end{equation*}
$$

is denoted $\phi^{(n, m)}$, or simply $\phi^{(n)}$ when $m=n$.
Let V be a closed subspace of $B(\mathrm{~h} ; \mathrm{k})$, W a closed subspace of $B\left(\mathrm{~h}^{\prime} ; \mathrm{k}^{\prime}\right)$ and $\phi$ a bounded operator $\mathrm{V} \rightarrow \mathrm{W}$. Then the operator

$$
\phi^{(n, m)}: \mathrm{M}_{n, m}(\mathrm{~V}) \rightarrow \mathrm{M}_{n, m}(\mathrm{~W})
$$

is bounded.
Exercise. Prove the estimate

$$
\begin{equation*}
\left\|\phi^{(n, m)}\right\| \leq \sqrt{n m}\|\phi\| \tag{1.6}
\end{equation*}
$$

Question. What happens to $\left\|\phi^{(n)}\right\|$ as $n \rightarrow \infty$ ? We return to this vital question later.

### 1.2 Positivity

Recall that, for an operator $T \in B(\mathrm{H})$ where H is a Hilbert space, $T$ is positive (or, more correctly, nonnegative) if $\langle\xi, T \xi\rangle \geq 0$ for all $\xi \in \mathrm{H}$. In this case we write $T \geq 0$. The following result gives a useful characterisation of positivity in $B(\mathrm{H} \oplus \mathrm{K})$. In particular it points to the close connection between positivity and contractivity (take $A$ and $D$ to be identity operators).

Proposition 1.1. Let $T \in B(\mathrm{H} \oplus \mathrm{K})$ for Hilbert spaces H and K . Then the following are equivalent:
(i) $T \geq 0$;
(ii) $T$ has block matrix form

$$
\left[\begin{array}{cc}
A & A^{1 / 2} V D^{1 / 2}  \tag{1.7}\\
D^{1 / 2} V^{*} A^{1 / 2} & D
\end{array}\right]
$$

where $A \in B(\mathrm{H}), D \in B(\mathrm{~K})$ and $V \in B(\mathrm{~K} ; \mathrm{H})$ satisfy $A, D \geq 0$ and $\|V\| \leq 1$.

Remarks. The operator $V \in B(\mathrm{~K} ; \mathrm{H})$ may be chosen so that $\operatorname{Ker} D \subset \operatorname{Ker} V$ and $\operatorname{Ran} V \subset \overline{\operatorname{Ran}} A$, in which case it is unique.

If $\mathrm{K}=\mathrm{H}$ and $T \in \mathrm{M}_{2}(\mathcal{A})$, for a $C^{*}$-algebra $\mathcal{A}$ acting nondegenerately on H , then this unique operator $V$ lies in $\overline{\mathcal{A}}^{\text {uv }}$, the ultraweak closure of $\mathcal{A}$.

For an element $a$ of a $C^{*}$-algebra $\mathcal{A}$, positivity means any of the following equivalent properties:
(i) $a=x^{*} x$ for some $x \in \mathcal{A}$;
(ii) $a=\sum_{i=1}^{n} x_{i}^{*} x_{i}$ for some $n \in \mathbb{N}$ and $x_{1}, \ldots, x_{n} \in \mathcal{A}$;
(iii) $a^{*} a=a a^{*}$ and the spectrum of $a$ is contained in $\mathbb{R}_{+}$;
(iv) $\pi(a) \geq 0$ for some faithful representation $(\pi, \mathrm{K})$ of $\mathcal{A}$.

Clearly $\pi(a) \geq 0$ for all representations $(\pi, \mathrm{K})$ of $\mathcal{A}$ when $a$ is positive. Again this is written $a \geq 0$, and the cone of such elements is denoted $\mathcal{A}_{+}$.

## Complete positivity

For a linear map $\phi: \mathcal{A} \rightarrow \mathcal{C}$ between $C^{*}$-algebras positivity means positivity preservation:

$$
\phi\left(\mathcal{A}_{+}\right) \subset \mathcal{C}_{+}
$$

Positive maps are bounded and, when $\mathcal{A}$ is unital, satisfy $\|\phi\|=\|\phi(1)\|$.
Definition. A linear map $\phi: \mathcal{A} \rightarrow \mathcal{C}$ between $C^{*}$-algebras is $n$-positive if $\phi^{(n)}: \mathrm{M}_{n}(\mathcal{A}) \rightarrow \mathrm{M}_{n}(\mathcal{C})$ is positive, and is completely positive (abbreviated CP ) if it is $n$-positive for each $n \geq 1$.

Exercise. Verify that *-homomorphisms between $C^{*}$-algebras are completely positive and if $T \in B(\mathrm{~K} ; \mathrm{H})$ then $A \mapsto T^{*} A T$ defines a CP map $B(\mathrm{H}) \rightarrow B(\mathrm{~K})$.

Example 1.11 below shows the sense in which these two examples are exhaustive.

Proposition 1.2. If either source or target is abelian then complete positivity follows from positivity.

In particular a state (= positive linear functional) on a $C^{*}$-algebra is automatically completely positive.

Example 1.3. Let $\mathcal{A}=\mathrm{M}_{2}$ and let $\phi: \mathcal{A} \rightarrow \mathcal{A}$ be the transpose map $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \mapsto$ $\left[\begin{array}{ll}a & c \\ b & d\end{array}\right]$. If $p$ is the projection $\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$ and $v$ is the partial isometry $\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right]$, and if $x=\binom{1}{0}$ and $y=\binom{0}{-1}$, then

$$
v^{*} v=p, v v^{*}=I-p, v p=v, v^{*} y=-x \text { and } p y=0 .
$$

It follows that, in $\mathrm{M}_{2}(\mathcal{A})$,

$$
\left[\begin{array}{cc}
1 & v \\
v^{*} & p
\end{array}\right] \geq 0 \text { but }\left\langle\binom{ x}{y},\left[\begin{array}{ll}
1 & v^{*} \\
v & p
\end{array}\right]\binom{x}{y}\right\rangle=-\|y\|^{2}<0
$$

Thus the transpose map on $\mathrm{M}_{2}$ is an example of a positive linear map which fails to be 2-positive.

The next result is known as the operator-Schwarz inequality.
Proposition 1.4 (Kadison). 2-positive maps $\phi: \mathcal{A} \rightarrow \mathcal{C}$ satisfy

$$
\begin{equation*}
\|\phi\| \phi\left(a^{*} a\right) \geq \phi(a)^{*} \phi(a) . \tag{1.8}
\end{equation*}
$$

In the unital case this may be seen by faithfully representing $\mathcal{A}$ and $\mathcal{C}$ on Hilbert spaces h and k , and applying Proposition 1.1 in turn to $\left[\begin{array}{cc}a^{*} a & a^{*} \\ a & 1\end{array}\right]$ and to its image under $\phi^{(2)}$; an approximate identity may be used to prove it in the nonunital case.

The following result is proved using the operator-Schwarz inequality.
Proposition 1.5. Let $\phi: \mathcal{A} \rightarrow \mathcal{C}$ be a completely positive map into a unital $C^{*}$-algebra. Then

$$
\begin{equation*}
(a, \lambda) \mapsto \phi(a)+\lambda\|\phi\| 1_{\mathcal{C}} \tag{1.9}
\end{equation*}
$$

defines a completely positive map extending $\phi$ to the unitisation of $\mathcal{A}$, with the same norm.

## Kolmogorov map

For a set $S$ and Hilbert space H , a $B(\mathrm{H})$-valued nonnegative-definite kernel on $S$ is a map $k: S \times S \rightarrow B(\mathrm{H})$ satisfying the following condition: for all $n \in \mathbb{N}$ and $\mathbf{s} \in S^{n}$,

$$
\left[k\left(s_{i}, s_{j}\right)\right] \geq 0 \text { in } \mathrm{M}_{n}(B(\mathrm{H}))=B\left(\mathrm{H}^{n}\right)
$$

Example 1.6. For any Hilbert space K and map $\eta: S \rightarrow B(\mathrm{H} ; \mathrm{K})$,

$$
\begin{equation*}
k(s, t)=\eta(s)^{*} \eta(t) \tag{1.10}
\end{equation*}
$$

defines such a kernel because

$$
\left[\eta\left(s_{i}\right)^{*} \eta\left(s_{j}\right)\right]=T^{*} T \text { where } T=\left[\eta\left(s_{1}\right) \cdots \eta\left(s_{n}\right)\right] \in B\left(\mathbf{H}^{n} ; \mathbf{K}\right) .
$$

This example is general, as the following result shows. Loosely speaking, the result says that, by means of a nonnegative-definite kernel, any set may be 'linearised' to a Hilbert space.

Theorem 1.7. If $k$ is a $B(\mathrm{H})$-valued nonnegative-definite kernel on $S$ then there is a Hilbert space K and mapping $\eta: S \rightarrow B(\mathrm{H} ; \mathrm{K})$ such that (1.10) holds and

$$
\begin{equation*}
\overline{\operatorname{Lin}} \eta(S) \mathrm{H}=\mathrm{K} . \tag{1.11}
\end{equation*}
$$

If $\eta^{\prime}: S \rightarrow B\left(\mathrm{H} ; \mathrm{K}^{\prime}\right)$ is another map satisfying (1.10) then there is a unique isometry $V: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ such that

$$
\begin{equation*}
V \eta(s)=\eta^{\prime}(s) \quad \text { for all } s \in S \tag{1.12}
\end{equation*}
$$

Proof. Let $K_{00}$ be the subspace of the vector $\operatorname{space} \operatorname{Map}(S ; H)$ consisting of the functions $f: S \rightarrow \mathrm{H}$ of finite support: $\#\{s \in S: f(s) \neq 0\}<\infty$. Thus

$$
\mathrm{K}_{00}=\operatorname{Lin}\left\{u \delta_{s}: u \in \mathrm{H}, s \in S\right\}, \text { where } u \delta_{s}(t)=\left\{\begin{array}{ll}
u & \text { if } t=s \\
0 & \text { otherwise }
\end{array} .\right.
$$

Nonnegative definiteness of the kernel $k$ implies that

$$
q(f, g):=\sum_{s, t \in S}\langle f(s), k(s, t) g(t)\rangle
$$

defines a nonnegative sesquilinear form on $\mathrm{K}_{00}$. The Schwarz inequality implies that $U:=\left\{f \in \mathrm{~K}_{00} \mid q(f, f)=0\right\}$ is a subspace of $\mathrm{K}_{00}$, and that

$$
\langle[f],[g]\rangle:=q(f, g)
$$

defines an inner product on the linear quotient space $\mathrm{K}_{0}:=\mathrm{K}_{00} / U$. Next let $\iota: \mathrm{K}_{0} \rightarrow \mathrm{~K}$ be a completion of $\mathrm{K}_{0}$. Then

$$
\eta(s) u:=\iota\left[u \delta_{s}\right]
$$

defines linear maps $\eta(s): \mathrm{H} \rightarrow \mathrm{K}$ which satisfy

$$
\left\langle\eta(s) u, \eta\left(s^{\prime}\right) u^{\prime}\right\rangle=q\left(u \delta_{s}, u^{\prime} \delta_{s^{\prime}}\right)=\left\langle u, k\left(s, s^{\prime}\right) u^{\prime}\right\rangle
$$

and so are bounded, and moreover (1.10) holds. Now

$$
\operatorname{Lin} \eta(S) \mathrm{H}=\operatorname{Lin}\left\{\iota\left[u \delta_{s}\right]: u \in \mathrm{H}, s \in S\right\}=\iota\left(\mathrm{K}_{0}\right),
$$

which is dense in K , so (1.11) holds too.
If $\eta^{\prime}: S \rightarrow B\left(\mathrm{H} ; \mathrm{K}^{\prime}\right)$ is another map satisfying (1.10) then,

$$
\left\langle\eta^{\prime}(s) u, \eta^{\prime}(t) v\right\rangle=\langle u, k(s, t) v\rangle=\langle\eta(s) u, \eta(t) v\rangle
$$

for all $s, t \in S$ and $u, u^{\prime} \in \mathrm{H}$. Since $\eta(S) \mathrm{H}$ is total in K it follows that there is a unique isometry $V: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ such that

$$
V \eta(s) u=\eta^{\prime}(s) u \quad \text { for all } s \in S, u \in \mathrm{H} .
$$

Therefore there is a unique isometry $V: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ such that (1.12) holds.
Definition. A map $\eta: S \rightarrow B(\mathrm{H} ; \mathrm{K})$ such that

$$
\eta(s)^{*} \eta(t)=k(s, t)
$$

is called a Kolmogorov map for the $B(\mathrm{H})$-valued nonnegative-definite kernel $k$. It is called a minimal Kolmogorov map if also

$$
\eta(S) \mathrm{H} \text { is total in } \mathrm{K} \text {. }
$$

Thus, for any nonnegative-definite kernel $k$, minimal Kolmogorov maps exist and enjoy the universal property summarised in the commutative diagram below:


They are unique in the same sense that completions and tensor products are unique, namely up to isomorphism of maps.

Remark. If $\mathrm{H}=\mathbb{C}$ then $B(\mathrm{H} ; \mathrm{K})$ is identified with K , so a Kolmogorov map takes the form

$$
\eta: S \rightarrow \mathrm{~K} \text { and } k(s, t)=\langle\eta(s), \eta(t)\rangle .
$$

Exercise. Let $\eta: S \rightarrow B(\mathrm{H} ; \mathrm{K})$ be a minimal Kolmogorov map for a nonnegative-definite kernel $k$, and let $k^{\prime}$ be a nonnegative-definite kernel dominated by $k$-in the sense that there is a constant $C$ for which $\left[k^{\prime}\left(s_{i}, s_{j}\right)\right] \leq$ $C\left[k\left(s_{i}, s_{j}\right)\right]$ for all $\mathbf{s} \in S^{n}$ and $n \in \mathbb{N}$. Show that there is a bounded operator $T$ on K for which $T \eta(\cdot)$ is a Kolmogorov map for $k^{\prime}$.

Example 1.8 (Hilbert space tensor product). For Hilbert spaces $\mathrm{h}_{1}, \ldots, \mathrm{~h}_{n}$,

$$
(\mathbf{u}, \mathbf{v}) \mapsto\left\langle u_{1}, v_{1}\right\rangle \cdots\left\langle u_{n}, v_{n}\right\rangle
$$

defines a nonnegative-definite kernel on $\mathrm{h}_{1} \times \ldots \times \mathrm{h}_{n}$, because the Schur product of nonnegative-definite matrices is nonnegative-definite:

$$
\text { if } c_{i j}=a_{i j} b_{i j} \text { and }\left[a_{i j}\right],\left[b_{i j}\right] \geq 0 \text { then }\left[c_{i j}\right] \geq 0
$$

The minimal Kolmogorov map for this kernel is the Hilbert space tensor product:

$$
\mathrm{K}=\mathrm{h}_{1} \otimes \cdots \otimes \mathrm{~h}_{n}, \quad \eta\left(u_{1}, \ldots u_{n}\right)=u_{1} \otimes \cdots \otimes u_{n} .
$$

Example 1.9 (Infinite tensor products). For a sequence of Hilbert spaces $\left(\mathrm{h}_{n}\right)$, and a sequence of unit vectors $\left(e_{n} \in \mathrm{~h}_{n}\right)_{n \geq 1}$, let

$$
S=\left\{\xi \in \prod_{n \geq 1} \mathrm{~h}_{n} \mid \exists_{N \geq 1} \xi_{n}=e_{n} \text { for } n \geq N\right\} .
$$

Then $k: S \times S \rightarrow \mathbb{C},(\xi, \eta) \mapsto \prod_{n \geq 1}\left\langle\xi_{n}, \eta_{n}\right\rangle$, defines a nonnegative-definite kernel on $S$. Its minimal Kolmogorov map is the infinite tensor product of $\left(\mathrm{h}_{n}\right)$ with stabilising sequence $\left(e_{n}\right)$. Notation:

$$
\bigotimes^{\left(e_{n}\right)} \mathrm{h}_{n} \text { for } \mathrm{K} \text { and } \otimes \xi_{n} \text { for } \eta(\xi) .
$$

Example 1.10 (GNS construction). Let $\omega$ be a state on a $C^{*}$-algebra $\mathcal{A}$. Let $\widetilde{\mathcal{A}}$ denote $\mathcal{A}$ when the algebra is unital, and its unitisation otherwise, and write $\widetilde{\omega}$ for the extension of $\omega$ to $\widetilde{\mathcal{A}}$ defined in (1.9). Then there is a unital representation $(\widetilde{\pi}, \mathrm{K})$ of $\widetilde{\mathcal{A}}$ and a unit vector $\xi \in \mathrm{K}$ such that

$$
\widetilde{\omega}(x)=\langle\xi, \widetilde{\pi}(x) \xi\rangle \text {, and } \pi(\mathcal{A}) \xi \text { is dense in } \mathrm{K} \text {, }
$$

where $\pi=\left.\widetilde{\pi}\right|_{\mathcal{A}}$. These are obtained by letting $\eta: \widetilde{\mathcal{A}} \rightarrow \mathrm{K}$ be the minimal Kolmogorov map for the kernel

$$
\widetilde{\mathcal{A}} \times \widetilde{\mathcal{A}} \rightarrow \mathbb{C},(x, y) \mapsto \widetilde{\omega}\left(x^{*} y\right)
$$

setting $\xi=\eta(1)$, and exploiting minimality to verify that for each $x \in \widetilde{\mathcal{A}}$ the map $\eta(y) \mapsto \eta(x y)$ extends to a bounded operator $\widetilde{\pi}(x)$ on K which defines a unital representation $\widetilde{\pi}$ of $\widetilde{\mathcal{A}}$. The fact that $\widetilde{\mathcal{A}}$ is the linear span of its unitary elements may be used here.

Example 1.11 (Stinespring Theorem). Let $\phi: \mathcal{A} \rightarrow B(\mathrm{H})$ be a completely positive map defined on a $C^{*}$-algebra $\mathcal{A}$. Define $\widetilde{\mathcal{A}}$ as above and let $\widetilde{\phi}: \widetilde{\mathcal{A}} \rightarrow$ $B(\mathrm{H})$ denote the extension (1.9). Then there is a representation $(\widetilde{\pi}, \mathrm{K})$ of $\widetilde{\mathcal{A}}$ and an operator $T \in B(\mathrm{H} ; \mathrm{K})$ such that

$$
\begin{equation*}
\widetilde{\phi}(x)=T^{*} \widetilde{\pi}(x) T \text { and } \pi(\mathcal{A}) T \mathrm{H} \text { is total in } \mathrm{K}, \tag{1.13}
\end{equation*}
$$

where $\pi=\left.\widetilde{\pi}\right|_{\mathcal{A}}$. These are obtained by letting $\eta: \widetilde{\mathcal{A}} \rightarrow B(\mathrm{H} ; \mathrm{K})$ be the minimal Kolmogorov map for the kernel $\widetilde{\mathcal{A}} \times \widetilde{\mathcal{A}} \rightarrow B(\mathrm{H}),(x, y) \mapsto \widetilde{\phi}\left(x^{*} y\right)$, setting $T=\eta(1)$, and verifying that $\widetilde{\pi}(x): \eta(y) \xi \mapsto \eta(x y) \xi$ defines a representation $(\widetilde{\pi}, \mathrm{K})$ of $\widetilde{\mathcal{A}}$, in fact a unital representation.

Since states on a $C^{*}$-algebra are automatically completely positive (by Proposition 1.2), Example 1.10 is a special case of Example 1.11.

Remark. If the representation in (1.13) is chosen to be unital then $\|T\|=$ $\|\phi\|^{1 / 2}$ and furthermore $T$ is isometric if and only if $\widetilde{\phi}$ is unital. In this case we may take $\mathrm{K}=\mathrm{H} \oplus \mathrm{h}$ for a Hilbert space h and $T=\left[\begin{array}{l}I\end{array}\right]$ so that $\widetilde{\pi}$ has the block matrix form

$$
a \mapsto\left[\begin{array}{cc}
\phi(a) & * \\
* & *
\end{array}\right] .
$$

Exercise. Show that if $\phi$ is also contractive then it has a Stinespring decomposition (1.13) with K and $T$ as in the above remark. Typically $\widetilde{\pi}$ will no longer be unital.

Example 1.12 (Sz. Nagy unitary dilation). Let $C \in B(\mathrm{H})$ be a contraction. Then there is a Hilbert space K , a unitary $U \in B(\mathrm{~K})$ and an isometry $J \in$ $B(\mathrm{H} ; \mathrm{K})$ such that

$$
C^{n}=J^{*} U^{n} J \text { for } n \in \mathbb{Z}_{+}, \text {and }\left\{U^{n} J \xi: \xi \in \mathrm{H}, n \in \mathbb{Z}\right\} \text { is total in } \mathrm{K}
$$

This is proved again by first verifying that

$$
(j, k) \mapsto C^{k-j}, \quad j, k \in \mathbb{Z} \text { with } k \geq j,
$$

extends to a $B(\mathrm{H})$-valued nonnegative-definite kernel on $\mathbb{Z}$.
Remarks. There is a continuous-parameter version of this in which $C$ and $U$ are replaced by contractive and unitary $c_{0}$-semigroups respectively (see page 199 for the definition). The isometric version of these, in which $\mathbb{Z}$ is replaced by $\mathbb{Z}_{+}$(respectively $\mathbb{R}$ by $\mathbb{R}_{+}$) and $U$ is isometric rather than unitary, is discussed in the lectures of Rajarama Bhat in this volume.

### 1.3 Operator spaces

Let V be a closed subspace of $B(\mathrm{~h} ; \mathrm{k})$, for Hilbert spaces h and k . Note two key properties of the induced norms on matrices over V , arising from the linear identification (1.3):
(OSi) For $S \in \mathrm{M}_{n_{1}, m_{1}}(\mathrm{~V})$ and $T \in \mathrm{M}_{n_{2}, m_{2}}(\mathrm{~V})$, so that $S \oplus T \in \mathrm{M}_{n_{3}, m_{3}}(\mathrm{~V})$ where $n_{3}=n_{1}+n_{2}$ and $m_{3}=m_{1}+m_{2}$,

$$
\|S \oplus T\|=\max \{\|S\|,\|T\|\}
$$

(OSii) For $S \in \mathrm{M}_{n, m}(\mathrm{~V}), \Gamma \in \mathrm{M}_{l, n}$ and $\Lambda \in \mathrm{M}_{m, p}$, so that $\Gamma S \Lambda \in \mathrm{M}_{l, p}(\mathrm{~V})$,

$$
\|\Gamma S \Lambda\| \leq\|\Gamma\|\|S\|\|\Lambda\| .
$$

Here $S \oplus T$ denotes the diagonal block matrix [ ${ }^{S}{ }_{T}$ ]. Note that the multiplication by scalar matrices in (OSii) makes good sense.

Definition. A complex vector space V with complete norms on each $\mathrm{M}_{n}(\mathrm{~V})$ satisfying the compatibility conditions ( OSi ) and ( OSii ) (for $n_{1}=m_{1}, n_{2}=$ $m_{2}$ and $\left.n=m\right)$ is called an operator space.

Remark. If V is an operator space then, viewing $\mathrm{M}_{n, m}(\mathrm{~V})$ as a subspace of $\mathrm{M}_{n+m}(\mathrm{~V})$ by occupying the top right-hand corner and filling the remaining entries with zeros, norms are induced on each $\mathrm{M}_{n, m}(\mathrm{~V})$ too - these necessarily also satisfy ( OSi ) and (OSii) with differing $n$ 's and $m$ 's.

Example 1.13. Given an operator space W, each $\mathrm{M}_{p, q}(\mathrm{~W})$ becomes an operator space itself by using the linear isomorphism (1.1). In other words, the norms on $\mathrm{M}_{n}\left(\mathrm{M}_{p, q}(\mathrm{~W})\right)=\mathrm{M}_{n p, n q}(\mathrm{~W})$, for $n=1,2, \ldots$ (arising from W being an operator space) satisfy conditions ( OSi ) and (OSii).

Definition. A linear map $\phi: \mathrm{V} \rightarrow \mathrm{W}$ between operator spaces is completely bounded if $\sup _{n}\left\|\phi^{(n)}\right\|<\infty$; it is called completely contractive if $\left\|\phi^{(n)}\right\| \leq 1$ for each $n$, and a complete isometry if each $\phi^{(n)}$ is isometric.

The space of completely bounded maps $\mathrm{V} \rightarrow \mathrm{W}$ is denoted $C B(\mathrm{~V} ; \mathrm{W})$ and has the complete norm

$$
\|\phi\|_{\mathrm{cb}}:=\sup _{n}\left\|\phi^{(n)}\right\| \text {. }
$$

Proposition 1.14. Let $\phi: \mathrm{V} \rightarrow \mathrm{W}$ be a bounded linear map between operator spaces. In each of the following cases $\phi$ is automatically completely bounded:
(i) $\operatorname{dim} \mathrm{V}<\infty$;
(ii) $\operatorname{dim} W<\infty$;
(iii) V is an abelian $C^{*}$-algebra.

This may be compared with Proposition 1.2.
Example 1.15. Any completely positive map $\phi$ between $C^{*}$-algebras is completely bounded and satisfies $\|\phi\|_{\mathrm{cb}}=\|\phi\|$.

Example 1.16. Closed subspaces of $C^{*}$-algebras are operator spaces. If $\phi$ is a ${ }^{*}$-homomorphism between $C^{*}$-algebras then $\phi$ is a complete contraction, and a complete isometry when injective. A left multiplication operator $L_{A}$ : $B(\mathrm{H} ; \mathrm{K}) \rightarrow B\left(\mathrm{H} ; \mathrm{K}^{\prime}\right), T \mapsto A T$, where $A \in B\left(\mathrm{~K} ; \mathrm{K}^{\prime}\right)$, is completely bounded with $\left\|L_{A}\right\|_{\mathrm{cb}}=\|A\|$, and similarly for right multiplication operators.

Theorems 1.20 and 1.22 below show that Example 1.16 is exhaustive in a sense. However the abstract point of view is immediately vindicated by the next example, which should be contrasted with the fact that, for (nontrivial) Hilbert spaces h and $\mathrm{k}, B(\mathrm{~h} ; \mathrm{k})$ is not itself a Hilbert space.

Example 1.17. For operator spaces V and $\mathrm{W}, C B(\mathrm{~V} ; \mathrm{W})$ is endowed with operator space structure as follows. The map (1.4) restricts to a linear isomorphism

$$
\mathrm{M}_{n, m}(C B(\mathrm{~V} ; \mathrm{W})) \rightarrow C B\left(\mathrm{~V} ; \mathrm{M}_{n, m}(\mathrm{~W})\right),
$$

and the norms induced on matrices over $C B(\mathrm{~V} ; \mathrm{W})$ by the resulting linear identifications satisfy (OSi) and (OSii).

In particular, taking $\mathrm{W}=\mathbb{C}$, the Banach space dual of an operator space gains operator space structure through the linear identification $\mathrm{M}_{n}\left(\mathrm{~V}^{*}\right)=$ $C B\left(\mathrm{~V} ; \mathrm{M}_{n}\right)$. This exploits part (ii) of Proposition 1.14.

Example 1.18. Let h be a Hilbert space and recall the bra- -ket notation (0.1). The column space $|\mathrm{h}\rangle:=B(\mathbb{C} ; \mathrm{h})$ and the row space $\langle\mathrm{h}|:=B(\mathrm{~h} ; \mathbb{C})$ are important examples of operator spaces. They are mutually dual operator spaces, however in general the natural isometric antiisomorphism $|u\rangle \mapsto\langle u|$ is not a complete isometry. It isn't even completely bounded. Pisier has found an operator space structure on h which is completely isometric to its CB-dual, and shown it to be the unique structure enjoying this self-duality.

Example 1.19 (Cf. Example 1.3). Let $\mathcal{K}$ be the $C^{*}$-algebra of compact operators on $l^{2}$ and let $\phi: \mathcal{K} \rightarrow \mathcal{K}$ be the transpose map $\left[z_{i j}\right] \mapsto\left[z_{j i}\right]$. Then $\phi$ is isometric but is not completely bounded.

There is a Gelfand-Naimark-type theorem for operator spaces, to the effect that every operator space has a concrete realisation.

Theorem 1.20 (Ruan). Let $\vee$ be an operator space. Then there is a Hilbert space H and a complete isometry $\phi: \mathrm{V} \rightarrow B(\mathrm{H})$.

Thus every abstract operator space has a concrete realisation. Operatorspace theory has been dubbed quantised functional analysis by one of its architects, Effros. The following Hahn-Banach-type theorem exemplifies why.

Theorem 1.21 (Arveson). Let $\mathrm{V}_{0}$ be a subspace of an operator space V and let $\phi_{0}: \mathrm{V}_{0} \rightarrow B(\mathrm{H})$ be a completely bounded map. Then there is a completely bounded map $\phi: \mathrm{V} \rightarrow B(\mathrm{H})$ satisfying $\|\phi\|_{\mathrm{cb}}=\left\|\phi_{0}\right\|_{\mathrm{cb}}$ and extending $\phi_{0}$ :


There is also a Stinespring-like decomposition for CB maps.
Theorem 1.22 (Wittstock-Paulsen-Haagerup). Let $\mathcal{A}$ be a $C^{*}$-algebra and let $\phi: \mathcal{A} \rightarrow B(\mathrm{H})$ be a completely bounded map. Then there is a representation $\pi: \mathcal{A} \rightarrow B(\mathrm{~K})$ and operators $R, S \in B(\mathrm{H} ; \mathrm{K})$ such that

$$
\phi(a)=R^{*} \pi(a) S ; \quad\|\phi\|_{\mathrm{cb}}=\|R\|\|S\| .
$$

If $\mathcal{A}$ is a von Neumann algebra and $\phi$ is ultraweakly continuous then $\pi$ may be chosen to be normal.

In view of the structure of normal representations ([Tak]), in the von Neumann algebra case there is a Hilbert space k and operators $R, S \in B(\mathrm{H} ; \mathrm{h} \otimes \mathrm{k})$ for which

$$
\phi(a)=R^{*}\left(a \otimes I_{\mathrm{k}}\right) S
$$

where h is the Hilbert space on which $\mathcal{A}$ acts.

## Tensor products

For concrete operator spaces $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ their spatial tensor product $\mathrm{V}_{1} \otimes_{\mathrm{sp}} \mathrm{V}_{2}$ (respectively, ultraweak tensor product $\mathrm{V}_{1} \bar{\otimes} \mathrm{~V}_{2}$ ) is simply the norm closure (respectively, ultraweak closure) of their algebraic tensor product $\mathrm{V}_{1} \underline{\otimes} \mathrm{~V}_{2}$. An important feature of CB maps is that they may be 'tensored'. Thus if $\phi_{i}$ : $\mathrm{V}_{i} \rightarrow \mathrm{~W}_{i}(i=1,2)$ are CB maps, then the map $\phi_{1} \otimes \phi_{2}: \mathrm{V}_{1} \otimes \mathrm{~V}_{2} \rightarrow \mathrm{~W}_{1} \otimes \mathrm{~W}_{2}$ extends uniquely to a CB map, denoted $\phi_{1} \otimes \phi_{2}$, from $\mathrm{V}_{1} \otimes_{\mathrm{sp}} \overline{\mathrm{V}}_{2}$ to $\mathrm{W}_{1} \otimes_{\mathrm{sp}} \mathrm{W}_{2}$. If the spaces are ultraweakly closed and the maps are ultraweakly continuous then there is further extension to an ultraweakly continuous map $\phi_{1} \bar{\otimes} \phi_{2}$ : $\mathrm{V}_{1} \bar{\otimes} \mathrm{~V}_{2} \rightarrow \mathrm{~W}_{1} \bar{\otimes} \mathrm{~W}_{2}$.

## Matrix spaces

The idea is to consider $\mathrm{M}_{n, m}(\mathrm{~V})$, for an operator space V , and to liberate it from its coordinates (i.e. to replace $\mathbb{C}^{n}$ and $\mathbb{C}^{m}$ by abstract Hilbert spaces $h$ and $k$ ) and also liberate it from its finite dimensions (i.e. to allow $h$ and $k$ to be infinite dimensional). This may be done abstractly, but its concrete form will suffice for present purposes. Earlier this was done at the level of linear algebra; now we require the construction to yield operator spaces.
Notation/Convention. For a Hilbert space vector $e \in \mathrm{~h}$, the operator

$$
\mathrm{H} \rightarrow \mathrm{~h} \otimes \mathrm{H}, \quad u \mapsto e \otimes u
$$

will be denoted $E_{e}$, and its adjoint by $E^{e}$, with context dictating the Hilbert space H . Thus $E_{e} \in B(\mathrm{H} ; \mathrm{h} \otimes \mathrm{H}),\left\|E_{e}\right\|=\|e\|$ and $E_{e} E_{f}=E_{e \otimes f} ;$ also $E^{e} E_{f}=$ $\langle e, f\rangle I$ and $E_{e} E^{f}$ is an ampliation of $|e\rangle\langle f|$.

When orthonormal bases $\left(e_{\lambda}\right)$ and $\left(f_{\alpha}\right)$ are understood, for k and h respectively, and $T \in B(\mathrm{~h} \otimes \mathrm{H} ; \mathbf{k} \otimes \mathrm{K})$ we write

$$
\begin{equation*}
E^{(\alpha)} T E_{(\lambda)} \text { for } E^{f} T E_{e} \text { where } f=f_{\alpha} \text { and } e=e_{\lambda} . \tag{1.14}
\end{equation*}
$$

Note the strong operator convergence

$$
\begin{equation*}
\sum_{\lambda \in \Lambda} E_{(\lambda)} E^{(\lambda)}=\sum_{\lambda \in \Lambda}\left|e_{\lambda}\right\rangle\left\langle e_{\lambda}\right| \otimes I_{\mathrm{H}}=I_{\mathrm{h} \otimes \mathrm{H}} \tag{1.15}
\end{equation*}
$$

Definition. Let V be an operator space in $B(\mathrm{H} ; \mathrm{K})$. The $\mathrm{h}-\mathrm{k}$ matrix space over V is given by

$$
\mathrm{M}(\mathrm{k}, \mathrm{~h} ; \mathrm{V})_{\mathrm{b}}:=\left\{T \in B(\mathrm{~h} \otimes \mathrm{H} ; \mathrm{k} \otimes \mathrm{~K}) \mid E^{d} T E_{e} \in \mathrm{~V} \text { for all } d \in \mathrm{k}, e \in \mathrm{~h}\right\}
$$

This notation and terminology specialises as follows.

$$
\begin{array}{ll}
\mathrm{M}(\mathrm{~h} ; \mathrm{V})_{\mathrm{b}}:=\mathrm{M}(\mathrm{~h}, \mathrm{~h} ; \mathrm{V})_{\mathrm{b}} & \text { (square matrix space) } \\
\mathrm{C}(\mathrm{k} ; \mathrm{V})_{\mathrm{b}}:=\mathrm{M}(\mathrm{k}, \mathbb{C} ; \mathrm{V})_{\mathrm{b}} & \text { (column matrix space) } \\
\mathrm{R}(\mathrm{~h} ; \mathrm{V})_{\mathrm{b}}:=\mathrm{M}(\mathbb{C}, \mathrm{~h} ; \mathrm{V})_{\mathrm{b}} & \text { (row matrix space) }
\end{array}
$$

Remark. By continuity and (conjugate-) linearity of the maps $e \mapsto E_{e}$ (respectively, $d \mapsto E^{d}$ ) it suffices to check $E^{d} T E_{e} \in \mathrm{~V}$ for vectors $d$ and $e$ from some total subsets of their respective Hilbert spaces.

## Properties.

(i) $\mathrm{M}(\mathrm{k}, \mathrm{h} ; \mathrm{V})_{\mathrm{b}}$ is an operator space.
(ii) If $h=\mathbb{C}^{m}$ and $k=\mathbb{C}^{n}$ then, with respect to standard bases,

$$
T \mapsto\left[E^{(i)} T E_{(j)}\right]
$$

defines a completely isometric isomorphism $\mathrm{M}(\mathrm{k}, \mathrm{h} ; \mathrm{V})_{\mathrm{b}} \rightarrow \mathrm{M}_{n, m}(\mathrm{~V})$.
(iii) If $\mathrm{W}=\mathrm{M}\left(\mathrm{k}_{1}, \mathrm{~h}_{1} ; \mathrm{V}\right)_{\mathrm{b}}$ then $\mathrm{M}\left(\mathrm{k}_{2}, \mathrm{~h}_{2} ; \mathrm{W}\right)_{\mathrm{b}}=\mathrm{M}(\mathrm{k}, \mathrm{h} ; \mathrm{V})_{\mathrm{b}}$ where $\mathrm{h}=\mathrm{h}_{2} \otimes \mathrm{~h}_{1}$ and $k=k_{2} \otimes k_{1}$.
(iv) The following inclusions hold:

$$
B(\mathrm{~h} ; \mathrm{k}) \otimes_{\mathrm{sp}} \mathrm{~V} \subset \mathrm{M}(\mathrm{k}, \mathrm{~h} ; \mathrm{V})_{\mathrm{b}} \subset B(\mathrm{~h} ; \mathrm{k}) \bar{\otimes} \mathrm{V} .
$$

The former follows from the fact that $T \otimes x \in \mathrm{M}(\mathrm{k}, \mathrm{h} ; \mathrm{V})_{\mathrm{b}}$ for $T \in B(\mathrm{~h} ; \mathrm{k})$ and $x \in \mathrm{~V}$; the latter may be verified by applying (1.15) and heeding the above remark. The first inclusion is an equality if either h and k are both finite dimensional or V is finite dimensional; the second is an equality if and only if V is ultraweakly closed.
(v) For a $C^{*}$-algebra $\mathcal{A}, \mathrm{M}(\mathrm{h} ; \mathcal{A})_{\mathrm{b}}$ is typically not a $C^{*}$-algebra.

Example 1.23. Let $\mathcal{A}=c_{0}$, the commutative $C^{*}$-algebra of complex sequences converging to 0 - represented on the Hilbert space $l^{2}$ by diagonal matrices, and let $\mathrm{h}=l^{2}$. Consider the operator $T \in B\left(\mathrm{~h} \otimes l^{2}\right)=B\left(\oplus_{n \geq 1} l^{2}\right)$ given by the matrix

$$
\left[\begin{array}{ccccc}
e_{1} & 0 & 0 & \cdots \\
e_{2} & 0 & 0 & \cdots \\
e_{3} & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

in which $e_{k}=\operatorname{diag}[0, \ldots, 0,1,0, \ldots]$ with 1 in the $k^{\text {th }}$ place and zeros elsewhere, so that $T^{*} T$ has matrix

$$
\left[\begin{array}{ccc}
e & 0 & \cdots \\
0 & 0 & \cdots \\
\vdots & \vdots & \ddots
\end{array}\right]
$$

where $e=\operatorname{diag}[1,1,1, \ldots]$. Then $e_{k} \in \mathcal{A}$ for each $k$ and so (by the remark following the definition) $T \in M(\mathrm{~h} ; \mathcal{A})_{\mathrm{b}}$. However $e \notin \mathcal{A}$ so $T^{*} T \notin M(\mathrm{~h} ; \mathcal{A})_{\mathrm{b}}$. Note that this also implies that $T$ cannot belong to the $C^{*}$-algebra $B(\mathrm{~h}) \otimes_{\mathrm{sp}} \mathcal{A}$.

This example illustrates properties (v) and (iv) above.
Proposition 1.24. Let $\phi \in C B(\mathrm{~V} ; \mathrm{W})$, for operator spaces V and W . Then, for any Hilbert spaces h and k , there is a unique completely bounded map

$$
\phi^{(\mathrm{k}, \mathrm{~h})}: \mathrm{M}(\mathrm{k}, \mathrm{~h} ; \mathrm{V})_{\mathrm{b}} \rightarrow \mathrm{M}(\mathrm{k}, \mathrm{~h} ; \mathrm{W})_{\mathrm{b}}
$$

satisfying

$$
E^{d} \phi^{(\mathrm{k}, \mathrm{~h})}(T) E_{e}=\phi\left(E^{d} T E_{e}\right), \text { for all } d \in \mathrm{k}, e \in \mathrm{~h} .
$$

Remarks. (i) If $\mathrm{h}=\mathbb{C}^{m}$ and $\mathrm{k}=\mathbb{C}^{n}$ then $\phi^{(\mathrm{k}, \mathrm{h})}$ is the matrix lifting $\phi^{(n, m)}$ defined in (1.5).
(ii) $\phi^{(\mathrm{k}, \mathrm{h})}$ extends the map id $\otimes \phi: B(\mathrm{~h} ; \mathrm{k}) \otimes_{\mathrm{sp}} \mathrm{V} \rightarrow B(\mathrm{~h} ; \mathrm{k}) \otimes_{\mathrm{sp}} \mathrm{W}$.
(iii) If V and W are ultraweakly closed and $\phi$ is ultraweakly continuous then $\phi^{(\mathrm{k}, \mathrm{h})}$ coincides with the map

$$
\mathrm{id} \bar{\otimes} \phi: B(\mathrm{~h} ; \mathrm{k}) \bar{\otimes} \mathrm{V} \rightarrow B(\mathrm{~h} ; \mathrm{k}) \bar{\otimes} \mathrm{W} .
$$

(iv) $\left\|\phi^{(\mathrm{k}, \mathrm{h})}\right\|_{\mathrm{cb}}=\|\phi\|_{\text {cb }} \quad($ cf. (1.6)).

## Matrix-space tensor products; left and right

The convention adopted above is

$$
\mathrm{M}(\mathrm{k}, \mathrm{~h} ; \mathrm{V})_{\mathrm{b}} \subset B(\mathrm{~h} ; \mathrm{k}) \bar{\otimes} B(\mathrm{H} ; \mathrm{K})
$$

with $B(\mathrm{~h} ; \mathrm{k})$ on the left. The right convention is also needed. The matrix-space tensor product notations

$$
\begin{equation*}
\mathrm{V} \otimes_{\mathrm{M}} B(\mathrm{~h} ; \mathrm{k}) \text { and } \phi \otimes_{\mathrm{M}} \operatorname{id}_{B(\mathrm{~h} ; \mathrm{k})} \tag{1.16}
\end{equation*}
$$

will be used, for the right matrix spaces in $B(\mathrm{H} ; \mathrm{K}) \bar{\otimes} B(\mathrm{~h} ; \mathrm{k})=B(\mathrm{H} \otimes \mathrm{h} ; \mathrm{K} \otimes \mathrm{k})$ and right liftings. We shall also adopt this tensor notation for the left matrix spaces. The two are compatible, so that no ambiguity arises, in expressions such as

$$
B\left(\mathrm{~h}_{1} ; \mathrm{k}_{2}\right) \otimes_{\mathrm{M}} \vee \otimes_{\mathrm{M}} B\left(\mathrm{~h}_{2} ; \mathrm{k}_{2}\right) .
$$

Matrix spaces arise in several ways in quantum stochastics. Firstly it is natural to view QS processes as being (right) matrix space valued. In this case the Hilbert space is the Fock space carrying the quantum noise. Secondly the generators of QS flows are naturally maps into a (left) matrix space over the Hilbert space which specifies the noise. The $E^{e}$ and $E_{e}$ notations will also be used for mapping between H and $\mathrm{H} \otimes \mathrm{h}$; again context will avoid confusion.

### 1.4 Operators, integrals and semigroups

Part of the appendix to Johan Kustermans' notes in this volume is devoted to a summary of facts about unbounded operators needed for understanding his lectures. Here is a further summary focusing on the Hilbert-space case, and some of the specific properties needed for quantum stochastics.

When a Hilbert-space operator $T: \mathrm{H} \rightarrow \mathrm{K}$ is unbounded its domain $\mathcal{D}=$ Dom $T$ is typically a proper subspace of H . Operators of interest have two properties: they are densely defined, i.e. $\mathcal{D}$ is dense in H , and they are closable, which means $T$ has an extension to a domain on which it is closed. Closed, for an operator $T: \mathrm{H} \rightarrow \mathrm{K}$ with domain $\mathcal{D}$, means that its graph is a closed subspace of $\mathbf{H} \oplus \mathrm{K}$. In this case the graph norm $\|\xi\|_{T}:=\left(\|\xi\|^{2}+\|T \xi\|^{2}\right)^{1 / 2}$ makes $\mathcal{D}$ into a Hilbert space, h say, and $\xi \mapsto T \xi$ then defines a bounded operator $\mathrm{h} \rightarrow \mathrm{K}$. An operator $T$ is closable precisely if the closure of its graph is the graph of an operator; that operator is then written $\bar{T}$ and is called the closure of $T$. A densely defined closable operator $T$ is bounded if and only if Dom $\bar{T}=\mathrm{H}$, thus closed and everywhere defined implies bounded.

If $\mathcal{D}$ is a subspace of the domain of a closed operator $T$ such that the graph of $\left.T\right|_{\mathcal{D}}$ is dense in the graph of $T$ (i.e. $\overline{\left.T\right|_{\mathcal{D}}}=T$ ) then $\mathcal{D}$ is called a core for $T$. A desirable property for an unbounded operator is that it have a 'nice' core.

Every densely defined operator $T: \mathrm{H} \rightarrow \mathrm{K}$ has an adjoint operator $T^{*}$ : $\mathrm{K} \rightarrow \mathrm{H}$ defined as follows. The domain of $T^{*}$ is

$$
\{\eta \in \mathrm{K}: \text { the (densely defined linear) functional } \xi \mapsto\langle\eta, T \xi\rangle \text { is bounded }\} \text {, }
$$

with $T^{*} \eta$ being the unique vector satisfying $\left\langle T^{*} \eta, \xi\right\rangle=\langle\eta, T \xi\rangle$, for all $\xi \in$ Dom $T$, given by the Riesz-Fréchet Theorem. Adjoint operators are closed; moreover $T^{*}$ is densely defined if and only if $T$ is closable, and in this case $\bar{T}=T^{* *}$. A densely defined operator $T$ satisfying $T^{*}=T$ is called self-adjoint.

For operators $T: \mathrm{H} \rightarrow \mathrm{H}^{\prime}$ and $S: \mathrm{H}^{\prime} \rightarrow \mathrm{H}^{\prime \prime}$ the operator $S T: \mathrm{H} \rightarrow \mathrm{H}^{\prime \prime}$ has domain $\{\xi \in \operatorname{Dom} T: T \xi \in \operatorname{Dom} S\}$. If $S$ is closed and $T$ is bounded then $S T$
is necessarily closed, but it need not be densely defined even if $S$ is. A useful notation for unbounded operators is $S \subset T$, meaning $\operatorname{Dom} S \subset \operatorname{Dom} T$ and $S=\left.T\right|_{\text {Dom } S}$.

Exercise. Show that if operators $S, T$ and their product $S T$ are all densely defined then $(S T)^{*} \supset T^{*} S^{*}$, with equality if $S$ is bounded.

A densely defined operator $T$ is symmetric if it satisfies $T^{*} \supset T$ and essentially self-adjoint if furthermore $T^{*}=\bar{T}$, equivalently (since the adjoint of an operator coincides with the adjoint of its closure) $\bar{T}$ is self-adjoint.

Positivity extends to unbounded operators, thus $T: \mathrm{H} \rightarrow \mathrm{H}$ with domain $\mathcal{D}$ is positive if $\langle\xi, T \xi\rangle \geq 0$ for all $\xi \in \mathcal{D}$. Every densely defined positive operator has a distinguished self-adjoint extension called its Friedrichs extension. For a closed densely defined operator $T$, the positive operator $T^{*} T$ is self-adjoint. Both of these facts draw on the theory of quadratic forms on a Hilbert space.

If $T$ and $T^{\prime}$ are closable densely defined operators, with domains $\mathcal{D}$ and $\mathcal{D}^{\prime}$ respectively, then the operator $T \underline{\otimes} T^{\prime}$ with domain $\mathcal{D} \otimes \mathcal{D}^{\prime}$ is also (densely defined and) closable; its closure is denoted $\bar{T} \otimes \overline{T^{\prime}}$, or simply $T \otimes T^{\prime}$ when $T$ and $T^{\prime}$ are already closed.

## Operator-valued functions

Let H and K be Hilbert spaces. A function $F$ from a measure space into the linear space of operators $\mathrm{H} \rightarrow \mathrm{K}$ with given domain $\mathcal{D}$ is said to be weak operator measurable (respectively, strong operator measurable) if for each vector $\xi \in \mathcal{D}$, the K-valued function $F(\cdot) \xi$ is weakly (respectively, strongly) measurable. We therefore recall the different notions of measurability for Hilbert space-valued functions next.

Let $f$ be a K -valued function defined on a measure space. Then $f$ is weakly measurable if, for each vector $\eta \in \mathrm{K}$, the scalar-valued function $\langle\eta, f(\cdot)\rangle$ is measurable; it is strongly measurable if $f$ is the almost everywhere (a.e.) limit of a sequence of functions $\left(f_{n}\right)$ where each $f_{n}$ is of the form $\sum_{j=1}^{N} v_{j} 1_{E_{j}}$ for some $N \in \mathbb{N}, v_{1}, \ldots, v_{N} \in \mathrm{~K}$ and measurable sets $E_{1}, \ldots, E_{N}$. We also say that $f$ is measurable in the usual sense if, for each Borel subset $U$ of K (with respect to the norm topology), the set $f^{-1}(U)$ is measurable. Thus measurability in the weak and usual senses do not refer to the measure, but strong measurability does. Any a.e. limit of a sequence of weakly (respectively, strongly) measurable functions is weakly (respectively, strongly) measurable. Strongly measurable functions are clearly weakly measurable; they are also a.e. separably valued meaning that there is a separable subspace $\mathrm{K}_{0}$ such that $f^{-1}\left(\mathrm{~K} \backslash \mathrm{~K}_{0}\right)$ is a null set.

Theorem 1.25. Let $f$ be a Hilbert space-valued function on a measure space, then the following implications hold.
(a) If $f$ is strongly measurable then it is measurable in the usual sense.
(b) If $f$ is measurable in the usual sense then it is weakly measurable.
(c) If $f$ is weakly measurable and a.e. separably valued then $f$ is strongly measurable.

This result is true also for Banach space-valued functions. Part (c) is known as Pettis' Theorem, and it implies that for separable spaces there is no distinction between weak and strong measurability. It also implies that continuous Hilbert space-valued functions defined on a separable topological space are strongly measurable. Note that if $f$ is measurable in the usual sense then so is the scalar-valued function $\|f(\cdot)\|$.

An integral for weakly measurable functions is discussed in Johan Kustermans' notes in this volume (in the wider context of topological vector spacevalued functions). We shall need the integral appropriate to strongly measurable functions which is known as the Bochner integral. A function $f$ is Bochner integrable if it is an a.e. limit of a sequence of functions $\left(f_{n}\right)$ as above (with each $f_{n}$ being zero outside a set of finite measure), which furthermore satisfies

$$
\int\left\|f(s)-f_{n}(s)\right\| \mu(d s) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Then the sequence of vectors $\left(\int f_{n} d \mu\right)$, with obvious definition, converges. Its limit, which does not depend on the sequence $\left(f_{n}\right)$ chosen, is called the Bochner integral of $f$, and is written as for ordinary integrals.

Theorem 1.26 (Bochner). Let $f$ be a strongly measurable Hilbert spacevalued function defined on a measure space. Then $f$ is Bochner integrable if and only if the function $\|f(\cdot)\|$ is integrable.

This is also true for Banach space-valued functions. Bochner-integrable functions satisfy

$$
\left\|\int f d \mu\right\| \leq \int\|f(s)\| \mu(d s), \text { and } T\left(\int f d \mu\right)=\int(T f)(s) \mu(d s),
$$

for bounded operators $T$. The second of these has an extension to closed operators $T$ where $f$ should be strongly measurable as a $\mathcal{D}$-valued map where $\mathcal{D}=\operatorname{Dom} T$ carries its graph norm.

Finally there are the Bochner-Lebesgue spaces consisting of (measure equivalence classes of ) strongly measurable functions $f$ for which $\|f(\cdot)\|^{p}$ is integrable ( $p \geq 1$ ).

## $c_{0}$-semigroups

A family of bounded operators $T=\left(T_{t}\right)_{t \geq 0}$ on a Hilbert space H satisfying

$$
T_{0}=I, T_{s+t}=T_{s} T_{t} \text { and } t \mapsto T_{t} \xi \text { is continuous for all } \xi \in \mathrm{H}
$$

is called a $c_{0}$-semigroup on H . For such a semigroup,

$$
G \xi=\lim _{t \rightarrow 0} t^{-1}\left(T_{t} \xi-\xi\right), \quad \operatorname{Dom} G=\left\{\xi \in \mathrm{H}: \lim _{t \rightarrow 0} t^{-1}\left(T_{t} \xi-\xi\right) \text { exists }\right\},
$$

defines a closed and densely defined operator, called the generator of $T$, from which the semigroup may be reconstructed as follows. There is $\omega \in \mathbb{R}$ and $M \geq 1$ such that

$$
\left\|T_{t}\right\| \leq M e^{\omega t} \text { for all } t \geq 0
$$

For each $\lambda>\omega$, the closed operator $(\lambda-G)$ is bijective $\operatorname{Dom} G \rightarrow \mathrm{H}$ and therefore, by the Closed Graph Theorem (see Johan Kustermans' notes in this volume), has a bounded inverse, moreover

$$
\left(1-\frac{t}{n} G\right)^{-n} \xi \rightarrow T_{t} \xi \text { as } n \rightarrow \infty \text { for all } \xi \in \mathbf{H}
$$

The strong continuity condition is actually equivalent to continuity in the weak operator topology:

$$
t \mapsto\left\langle\eta, T_{t} \xi\right\rangle \text { is continuous for all } \xi, \eta \in \mathrm{H} .
$$

In particular, $\left(T_{t}^{*}\right)_{t \geq 0}$ is also a $c_{0}$-semigroup; its generator is $G^{*}$.
If $T$ is a contractive $c_{0}$-semigroup, so that $\omega$ and $M$ may be taken to be 0 and 1 respectively, then its generator $G$ is dissipative:

$$
\operatorname{Re}\langle\xi, G \xi\rangle \leq 0 \text { for all } \xi \in \operatorname{Dom} G
$$

Any densely defined dissipative operator $L$ is closable, moreover its closure is dissipative; $\bar{L}$ is then the generator of a (contractive) $c_{0}$-semigroup if and only if $\operatorname{Ran}(\lambda-L)$ is dense in H for some (in which case, all) $\lambda>0$ - in this situation $L$ is called a pregenerator of the semigroup. A densely defined dissipative operator on a Hilbert space is a pregenerator of a contractive $c_{0}$ semigroup if (and only if) its adjoint is dissipative too.

Given a dense subspace of the domain of the generator of a contraction semigroup, there is a useful sufficient condition for it to be a core for the generator.
Theorem 1.27. Let $T$ be a contractive $c_{0}$-semigroup on a Hilbert space H with generator $G$. Suppose that $\mathcal{D}$ is a dense subspace of H contained in $\operatorname{Dom} G$ such that $T_{t} \mathcal{D} \subset \mathcal{D}$ for all $t \geq 0$. Then $\mathcal{D}$ is a core for $G$, in other words $\left.G\right|_{\mathcal{D}}$ is a pregenerator of the semigroup $T$.

A contractive $c_{0}$-semigroup $T$ is unitary-valued if and only if its generator $G$ is skew-adjoint (so that $G=i H$ where $H=H^{*}$ ), and conversely every such operator generates a unitary $c_{0}$-semigroup. In this case $T_{t}$ equals $e^{i t H}$, defined through the functional calculus and Spectral Theorem for self-adjoint operators (cf. the appendix to Johan Kustermans' lectures in this volume), and moreover $T$ extends to a strongly continuous one-parameter group $\left(T_{t}\right)_{t \in \mathbb{R}}$, by $T_{-t}:=\left(T_{t}\right)^{*}=\left(T_{t}\right)^{-1}=e^{-i t H}$ for $t>0$. This circle of ideas includes Stone's Theorem, a cornerstone of mathematical quantum theory. The following result is sometimes useful.

Theorem 1.28 (von Neumann). let $U$ be a one-parameter group of unitary operators ( $U_{0}=I, U_{s+t}=U_{s} U_{t}$ for $s, t \in \mathbb{R}$ ) on a separable Hilbert space. Then $U$ is strongly continuous if it is weak operator measurable.

We end this subsection where perhaps we should have begun. For any bounded operator $L$ on a Hilbert space $\mathrm{H}, e^{t L}:=\sum_{n \geq 0}(n!)^{-1} t^{n} L^{n}$ (convergence in norm) defines a $c_{0}$-semigroup on H which is norm continuous in the parameter $t$. Conversely, norm continuity for a $c_{0}$-semigroup $T$ implies that its generator $G$ is bounded and that $T_{t}=e^{t G}$.

### 1.5 Fock, Cook, Wiener and Guichardet

Let H be a Hilbert space. The symmetric $n$-fold tensor product of H is the closed subspace of $\mathbf{H}^{\otimes n}$ generated by $\left\{u^{\otimes n}: u \in \mathrm{H}\right\}$, and will be denoted $\mathrm{H}^{\vee n}$. The convention here is that $\mathrm{H}^{\otimes n}=\mathbb{C}$ when $n=0$. The orthogonal projection onto $\mathrm{H}^{\vee n}$ has the following action on product vectors

$$
\begin{equation*}
P^{(n)}: u_{1} \otimes \cdots \otimes u_{n} \mapsto \frac{1}{n!} \sum_{\pi \in \mathfrak{S}_{n}} u_{\pi(1)} \otimes \cdots \otimes u_{\pi(n)} \tag{1.17}
\end{equation*}
$$

where $\mathfrak{S}_{n}$ is the symmetric group of the set $\{1, \ldots, n\}$.
Full Fock space over H is the Hilbert space

$$
\begin{equation*}
\Phi(\mathrm{H}):=\bigoplus_{n \geq 0} \mathrm{H}^{\otimes n}=\mathbb{C} \oplus \mathrm{H} \oplus(\mathrm{H} \otimes \mathrm{H}) \oplus \cdots, \tag{1.18}
\end{equation*}
$$

and symmetric Fock space over H is the Hilbert space

$$
\Gamma(\mathrm{H}):=\bigoplus_{n \geq 0} \mathrm{H}^{\vee n}
$$

There is also an anti-symmetric Fock space over H:

$$
\Psi(\mathrm{H}):=\bigoplus_{n \geq 0} \mathrm{H}^{\wedge n}
$$

in which $\mathrm{H}^{\wedge n}$ is the image of $\mathrm{H}^{\otimes n}$ under the orthogonal projection defined by (1.17), modified by including the sign of the permutation in each summand.

## Fock space

In this course we shall have only a little use for $\Phi(\mathrm{H})$ and $\Psi(\mathrm{H})$; we therefore speak of Fock space taking "symmetric" as understood. Another name for Fock space is exponential Hilbert space, with notation $e^{\mathrm{H}}$ - we shall shortly see why.

It is often convenient to identify $\mathrm{H}^{\vee n}$ with the corresponding subspace of $\Gamma(\mathrm{H})$ :

$$
\begin{equation*}
\{0\} \oplus \cdots \oplus\{0\} \oplus \mathbf{H}^{\vee n} \oplus\{0\} \oplus\{0\} \oplus \cdots \tag{1.19}
\end{equation*}
$$

where the first orthogonal sum is $n$-fold. Thus

$$
\Gamma_{00}(\mathrm{H}):=\operatorname{Lin}\left\{u^{\otimes n}: n \geq 0, u \in \mathrm{H}\right\}
$$

is a useful dense subspace of $\Gamma(\mathrm{H})$. That $\Gamma(\mathrm{H})$ is a subspace of $\Phi(\mathrm{H})$ is sometimes exploited. We shall write $P_{\text {sym }}$ for the orthogonal projection

$$
\begin{equation*}
\Phi(\mathrm{H}) \rightarrow \Gamma(\mathrm{H}) . \tag{1.20}
\end{equation*}
$$

The most fundamental Fock space operator of all is defined next.
Definition. The number operator on $\Gamma(\mathrm{H})$ is defined by

$$
\operatorname{Dom} N=\left\{\xi \in \Gamma(\mathrm{H}) \mid \sum_{n \geq 0} n^{2}\left\|\xi_{n}\right\|^{2}<\infty\right\}, \quad N \xi=\left(n \xi_{n}\right)_{n \geq 0}
$$

Thus $N$ is a positive self-adjoint operator on $\Gamma(\mathrm{H})$ which has $\Gamma_{00}(\mathrm{H})$ as an operator core, so that $N$ is the closure of its restriction to $\Gamma_{00}(H)$. In particular, for any function $f: \mathbb{N} \rightarrow \mathbb{C}, f(N)$ is defined through the functional calculus for self-adjoint operators, by

$$
\begin{aligned}
\operatorname{Dom} f(N) & =\left\{\left.\xi \in \Gamma(\mathrm{H})\left|\sum_{n \geq 0}\right| f(n)\right|^{2}\left\|\xi_{n}\right\|^{2}<\infty\right\} \\
f(N) \xi & =\left(f(n) \xi_{n}\right)_{n \geq 0}
\end{aligned}
$$

Two examples are important to us:

$$
\begin{equation*}
\sqrt{N} \text { and } z^{N} \quad(z \in \mathbb{C}) \tag{1.21}
\end{equation*}
$$

the latter being bounded if and only if $|z| \leq 1$, in which case it is a contraction.
Definition. For $u \in \mathrm{H}$ the vector

$$
\varepsilon(u):=\left((n!)^{-1 / 2} u^{\otimes n}\right)_{n \geq 0}=\left(1, u, \frac{1}{\sqrt{2}} u \otimes u, \frac{1}{\sqrt{3!}} u \otimes u \otimes u, \ldots\right)
$$

in $\Gamma(\mathrm{H})$ is called the exponential vector of $u$. For any subset $S$ of H define the following subspace of $\Gamma(\mathrm{H})$ :

$$
\begin{equation*}
\mathcal{E}(S):=\operatorname{Lin}\{\varepsilon(u): u \in S\} \tag{1.22}
\end{equation*}
$$

Sometimes it is more convenient to use normalised exponential vectors for which the terminology coherent vector is also used:

$$
\begin{equation*}
\varpi(u):=e^{-\frac{1}{2}\|u\|^{2}} \varepsilon(u) . \tag{1.23}
\end{equation*}
$$

Continuity of the exponential map is manifest from the estimates

$$
\begin{equation*}
\|\varpi(f)-\varpi(g)\| \leq\|\varepsilon(f)-\varepsilon(g)\| \leq\|f-g\| e^{\frac{1}{2}(\|f\|+\|g\|)^{2}} \tag{1.24}
\end{equation*}
$$

(whose proof is an exercise); analyticity is exploited next.

Proposition 1.29. The exponential map $\varepsilon: \mathrm{H} \rightarrow \Gamma(\mathrm{H})$ is a minimal Kolmogorov map for the nonnegative-definite kernel

$$
\begin{equation*}
\mathrm{H} \times \mathrm{H} \rightarrow \mathbb{C}, \quad(u, v) \mapsto e^{\langle u, v\rangle} . \tag{1.25}
\end{equation*}
$$

Proof. From the definition it follows that $\langle\varepsilon(u), \varepsilon(v)\rangle=e^{\langle u, v\rangle}$, and so it remains only to prove minimality, in other words that $\mathcal{E}(\mathrm{H})$ is dense in $\Gamma(\mathrm{H})$. This follows from the following useful observation. For each $u \in \mathrm{H}$ the vectorvalued map $f: \mathbb{C} \rightarrow \Gamma(\mathrm{H}), z \mapsto \varepsilon(z u)$, is analytic and

$$
f^{(n)}(0)=\sqrt{n!} u^{\otimes n}
$$

Corollary 1.30. If $S$ is a dense subset of H then $\mathcal{E}(S)$ is a dense subspace of $\Gamma(\mathrm{H})$.
Proof. This follows immediately from the continuity of the exponential map.

In fact density of $\mathcal{E}(S)$ requires much less of $S$ than it be dense in H . In the next section we shall see an example of this useful for quantum stochastics.

Thus Fock space may also be defined by a universal property, namely if $\eta$ : $\mathrm{H} \rightarrow \mathrm{K}$ is a map into a Hilbert space K satisfying

$$
\langle\eta(u), \eta(v)\rangle=e^{\langle u, v\rangle}, u, v \in \mathbf{H}
$$

then there is a unique linear isometry $T: \Gamma(\mathrm{H}) \rightarrow \mathrm{K}$ (a Hilbert-space isomorphism if $\operatorname{Ran} \eta$ is total in K ) such that $T \circ \varepsilon=\eta$ :


Here is a nice illustration of the universal property.
Proposition 1.31. For Hilbert spaces $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$,

$$
\begin{equation*}
\Gamma\left(\mathrm{H}_{1} \oplus \mathrm{H}_{2}\right)=\Gamma\left(\mathrm{H}_{1}\right) \otimes \Gamma\left(\mathrm{H}_{2}\right) . \tag{1.26}
\end{equation*}
$$

Proof (Sketch).

$$
\begin{aligned}
\left\langle\varepsilon\left(u_{1}\right) \otimes \varepsilon\left(u_{2}\right), \varepsilon\left(v_{1}\right) \otimes \varepsilon\left(v_{2}\right)\right\rangle & =\left\langle\varepsilon\left(u_{1}\right), \varepsilon\left(v_{1}\right)\right\rangle\left\langle\varepsilon\left(u_{2}\right), \varepsilon\left(v_{2}\right)\right\rangle \\
& =e^{\left\langle u_{1}, v_{1}\right\rangle} e^{\left\langle u_{2}, v_{2}\right\rangle} \\
& =e^{\left\langle u_{1}, v_{1}\right\rangle+\left\langle u_{2}, v_{2}\right\rangle} \\
& =e^{\left\langle\left(u_{1}, u_{2}\right),\left(v_{1}, v_{2}\right)\right\rangle} \\
& =\left\langle\varepsilon\left(u_{1}, u_{2}\right), \varepsilon\left(v_{1}, v_{2}\right)\right\rangle .
\end{aligned}
$$

In the notation $\Gamma(\mathrm{H})=e^{\mathrm{H}}$,

$$
e^{\mathrm{H}_{1} \oplus \mathrm{H}_{2}}=e^{\mathrm{H}_{1}} \otimes e^{\mathrm{H}_{2}}
$$

showing why Fock space has also been called exponential Hilbert space by some authors. We shall content ourselves with refering to (1.26) as the exponential property of Fock space. By the same token, for Hilbert spaces $\mathrm{H}_{1}, \ldots, \mathrm{H}_{n}$,

$$
\Gamma\left(\mathrm{H}_{1} \oplus \cdots \oplus \mathrm{H}_{n}\right)=\Gamma\left(\mathrm{H}_{1}\right) \otimes \cdots \otimes \Gamma\left(\mathrm{H}_{n}\right) .
$$

There is an extension to infinite orthogonal sums too:

$$
\Gamma\left(\bigoplus_{n \geq 1} \mathrm{H}_{n}\right)=\bigotimes^{\left(\Omega_{n}\right)} \Gamma\left(\mathrm{H}_{n}\right),
$$

where the stabilising sequence is given by $\Omega_{n}:=\varepsilon(0)$ in $\Gamma\left(\mathrm{H}_{n}\right)$.
The next result has also proved invaluable in the development of quantum stochastic calculus.

Proposition 1.32. The set $\{\varepsilon(u): u \in \mathrm{H}\}$ is linearly independent.
Proof. Let $\xi=\sum_{i=1}^{n} \lambda_{i} \varepsilon\left(u_{i}\right)$, where $u_{1}, \ldots u_{n} \in \mathrm{H}$ are distinct and $\lambda_{1}, \ldots \lambda_{n} \in$ $\mathbb{C}$, and suppose that $\xi=0$. Choose $v \in \mathrm{H}$ such that $z_{1}:=\left\langle v, u_{1}\right\rangle, \ldots, z_{n}:=$ $\left\langle v, u_{n}\right\rangle \in \mathbb{C}$ are distinct. (Exercise. Show that this can be done.)

Since the function

$$
f: \mathbb{R} \rightarrow \mathbb{C}, \quad t \mapsto\langle\varepsilon(t v), \xi\rangle=\sum_{i=1}^{n} \lambda_{i} e^{t z_{i}}
$$

is identically zero,

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda_{i} z_{i}^{k}=f^{(k)}(0)=0 \quad \text { for } k \geq 0 \tag{1.27}
\end{equation*}
$$

On the other hand, a straightforward induction confirms Vandermonde's identity

$$
\operatorname{det} V(\mathbf{z})=\prod_{i>j}\left(z_{i}-z_{j}\right),
$$

where

$$
V(\mathbf{z}):=\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
z_{1} & z_{2} & z_{3} & \cdots & z_{n} \\
z_{1}^{2} & \ddots & & & \vdots \\
\vdots & & \ddots & & \vdots \\
z_{1}^{n-1} & & & z_{n}^{n-1}
\end{array}\right] .
$$

Since $z_{1}, \ldots, z_{n}$ are distinct this implies that $V(\mathbf{z})$ is nonsingular. But (1.27) may be read as $V(\mathbf{z}) \boldsymbol{\lambda}=\mathbf{0}$, so $\lambda_{1}=\cdots=\lambda_{n}=0$.

Alternative argument. Being eigenfunctions of the differential operator $f \mapsto f^{\prime}$ with distinct eigenvalues, the set of functions $\left\{t \mapsto e^{z t}: z \in \mathbb{C}\right\}$ is linearly independent.

Corollary 1.33. Let $u_{1}, \ldots, u_{n} \in \mathrm{H}$ be distinct and let $x_{1}, \ldots x_{n} \in \mathrm{~h}$, for another Hilbert space h. If

$$
\sum_{i=1}^{n} x_{i} \otimes \varepsilon\left(u_{i}\right)=0 i n \mathrm{~h} \otimes \Gamma(\mathrm{H})
$$

then $x_{1}=\cdots=x_{n}=0$.
Thus each element of $h \otimes \mathcal{E}(H)$ is uniquely expressible in the form

$$
\sum_{i=1}^{n} x_{i} \otimes \varepsilon\left(u_{i}\right) \text { for some } n \geq 0, \mathbf{x} \in(\mathbf{h} \backslash\{0\})^{n}, \mathbf{u} \in \mathbf{H}^{n}
$$

where $u_{1}, \ldots u_{n}$ are distinct-the empty sum where $n=0$ yielding 0 . This fact is exploited for defining operators in the calculus.

## Real Fock space

The Fock space construction applies equally to a real Hilbert space h. Thus $u \mapsto \varepsilon(u)$, defined in the same way, is a minimal Kolmogorov map for the (realvalued) nonnegative-definite kernel (1.25), in which $\mathrm{H}=\mathrm{h}$. Moreover complexification commutes with the Fock space construction: if H is the Hilbert space complexification of h then $\Gamma(\mathrm{H})$ is the complexification of (the real Hilbert space) $\Gamma(\mathrm{h})$, in particular $\{\varepsilon(u): u \in \mathrm{~h}\}$ is total in $\Gamma(\mathrm{H})$. This is relevant here since classical probability naturally yields the Hilbert spaces of real-valued square-integrable random variables.

## Wiener space

Let $k^{\mathbb{R}}$ be a finite dimensional real Hilbert space with complexification $k$. The linear space $\mathcal{C}:=C\left(\mathbb{R}_{+} ; \mathfrak{k}^{\mathbb{R}}\right)$ carries a metric defined as follows:

$$
d(f, g)=p(g-f) \text { and } p(h):=\sum_{n \geq 1} 2^{-n}\left(p_{n}(h)\right) /\left(1+p_{n}(h)\right),
$$

where for each $n \in \mathbb{N}, p_{n}$ is the seminorm on $\mathcal{C}$ given by $\mathrm{h} \mapsto \sup \{\|h(t)\|: t \in$ $[0, n]\}$. With respect to this metric $\mathcal{C}$ is complete and separable, and thus a Fréchet space, and has the path space

$$
\begin{equation*}
\mathcal{C}_{0}:=\{\xi \in \mathcal{C}: \xi(0)=\mathbf{0}\} \tag{1.28}
\end{equation*}
$$

as a closed subset. Therefore, as a topological space $\mathcal{C}_{0}$, is Polish, meaning separable and metrisable by a metric with respect to which it is complete.

Exercise. Show that its Borel $\sigma$-algebra coincides with the $\sigma$-algebra generated by the evaluations:

$$
\operatorname{Borel}\left(\mathcal{C}_{0}\right)=\sigma\left\{B_{t}: t \geq 0\right\} \text { where } B_{t}(\xi):=\xi(t) \text {. }
$$

There is a unique probability measure on this $\sigma$-algebra such that, for each finite collection $\left(t_{1}, E_{1}\right), \ldots,\left(t_{n}, E_{n}\right)$ in $\mathbb{R}_{+} \times \operatorname{Borel}\left(\mathrm{k}^{\mathbb{R}}\right)$ with $0 \leq t_{1} \leq \cdots \leq t_{n}$ (and the understanding $t_{0}:=0$ and $\mathbf{x}^{0}:=\mathbf{0}$ ),

$$
\mathbb{P}\left(\bigcap_{i=1}^{n}\left\{B_{t_{i}} \in E_{i}\right\}\right)=\int_{E_{1} \times \cdots \times E_{n}} \prod_{i=1}^{n} p\left(t_{i}-t_{i-1}, \mathbf{x}^{i}-\mathbf{x}^{i-1}\right) d \mathbf{x}^{1} \ldots d \mathbf{x}^{n}
$$

where $p(t, \mathbf{x})=(2 \pi t)^{-d / 2} \exp \left(-\|\mathbf{x}\|^{2} / 2 t\right)$ for $t>0$, and $p(0, \mathbf{x}) d \mathbf{x}$ stands for the Dirac measure at $\mathbf{0}$. The process $B=\left(B_{t}\right)_{t \geq 0}$ is called the standard Wiener process, or canonical Brownian motion, on $\overline{\mathrm{k}}^{\mathbb{R}}$. It is of course a Gaussian process, and a Lévy process; much more detailed information with guidance into the literature may be found in David Applebaum's lectures in this volume. Let us agree to call $L^{2}\left(\mathcal{C}_{0}\right)$ Wiener space for $k^{\mathbb{R}}$; also write $\mathrm{K}^{\mathbb{R}}$ for the real Hilbert space $L^{2}\left(\mathbb{R}_{+} ; \mathrm{k}^{\mathbb{R}}\right)$, and K for its complexification $L^{2}\left(\mathbb{R}_{+} ; \mathrm{k}\right)$.

Simple properties of $B$ show that the prescription

$$
1_{[a, c[ } \otimes \mathbf{e} \mapsto E^{\mathbf{e}}\left(B_{c}-B_{a}\right) \text { for } \mathbf{e} \in \mathrm{k}^{\mathbb{R}}, 0 \leq a<c,
$$

extends uniquely to a linear isometry $\mathrm{K}^{\mathbb{R}} \rightarrow L^{2}\left(\mathcal{C}_{0}\right)$, denoted $f \mapsto b(f)$. A further map $\mathrm{K}^{\mathbb{R}} \rightarrow L^{2}\left(\mathcal{C}_{0}\right)$ is defined by

$$
e(f):=\exp \left\{b(f)-\frac{1}{2}\|f\|^{2}\right\} .
$$

Exercise. Show that $f \mapsto e(f)$ defines a minimal Kolmogorov map for the nonnegative-definite kernel (1.25), in which H is the real Hilbert space $\mathrm{K}^{\mathbb{R}}$. (The part requiring work is the proof of minimality.)

In view of the remarks above on real Fock space, it follows that there is a unique Hilbert space isomorphism

$$
\begin{equation*}
\mathcal{F}_{\mathrm{k}} \rightarrow L^{2}\left(\mathcal{C}_{0}\right) \tag{1.29}
\end{equation*}
$$

mapping $\varepsilon(f)$ to $e(f)$ for $f \in \mathbb{K}^{\mathbb{R}}$. Here we are anticipating the notation (2.1) This is sometimes called the duality transform.

Exercise. What is the image of $\varepsilon(f)$ for a general $f \in \mathrm{~K}$ ?
The above construction extends nicely to infinite-dimensional $k^{\mathbb{R}}$.

## Fock-space operators

Returning to Fock space over the (complex) Hilbert space H , let $u, v \in \mathrm{H}$, and $T, L \in B(\mathrm{H})$. The prescriptions

1a. $a_{0}(u) \varepsilon(x)=\langle u, x\rangle \varepsilon(x) ;$
1b. $a_{0}^{\dagger}(u) \varepsilon(x)=f^{\prime}(0)$ where $f: \mathbb{R} \rightarrow \Gamma(\mathrm{H})$ is the function $s \mapsto \varepsilon(x+s u)$;
2. $n_{0}(L) \varepsilon(x)=g^{\prime}(0)$ where $g: \mathbb{R} \rightarrow \Gamma(\mathrm{H})$ is the function $s \mapsto \varepsilon\left(e^{s L} x\right)$;
3. $\Gamma_{0}(T) \varepsilon(x)=\varepsilon(T x)$;
4. $W_{0}(u) \varepsilon(x)=\exp \left\{-\frac{1}{2}\|u\|^{2}-\langle u, x\rangle\right\} \varepsilon(x+u)$;
5. $\Gamma_{0}(z, u, T, v) \varepsilon(x)=\exp \{z+\langle v, x\rangle\} \varepsilon(T x+u)$;
define closable operators on $\Gamma(\mathrm{H})$ with domain $\mathcal{E}(\mathrm{H})$.

Remarks. In fact the more appropriate condition on $L$ is that it be a $c_{0}$ semigroup generator, for example a skew-adjoint operator and thus the generator of a unitary group. Such operators have domain $\mathcal{E}(\mathcal{D})$ where $\mathcal{D}=\operatorname{Dom} L$. See the last section of David Applebaum's notes in this volume for a discussion of the Lévy-Khintchine formula from a Fock-space viewpoint.

Creation and annihilation operators. Basic facts:

$$
a_{0}^{\dagger}(u) \subset a_{0}(u)^{*}, \overline{a_{0}^{\dagger}(u)}=a_{0}(u)^{*}, \overline{a_{0}(u)}=a_{0}^{\dagger}(u)^{*}
$$

and

$$
u \mapsto a_{0}^{\dagger}(u) \text { is linear. }
$$

Definition. For $u \in \mathrm{H}$ define

$$
a(u):=a_{0}^{\dagger}(u)^{*} \quad \text { and } \quad a^{*}(u):=a_{0}(u)^{*}
$$

These operators are mutually adjoint and have $\Gamma_{00}(\mathrm{H})$ as a core, where their actions are determined by

$$
\begin{aligned}
& a(u) v^{\otimes n}=\sqrt{n}\langle u, v\rangle v^{\otimes(n-1)} \text { and } \\
& a^{*}(u) v^{\otimes n}=\sqrt{n+1} P^{(n+1)}\left(u \otimes v^{\otimes n}\right)
\end{aligned}
$$

$P^{(n+1)}$ denoting the symmetrising projection defined in (1.17). The canonical commutation relations (CCR)

$$
a(u) a^{*}(v)=a^{*}(v) a(u)+\langle u, v\rangle I
$$

are easily verified both on $\Gamma_{00}(\mathrm{H})$ and weakly on $\mathcal{E}(\mathrm{H})$ - weakly because creation operators do not leave $\mathcal{E}(H)$ invariant. Some further useful identities follow:

$$
\begin{gathered}
a(u)=\sqrt{N+1} d(u) \supset d(u) \sqrt{N} ; \quad a^{*}(u)=\sqrt{N} d(u)^{*} \supset d(u)^{*} \sqrt{N+1} ; \\
a^{*}(u) a(u)=N d(u)^{*} d(u)=\|u\|^{2} N P_{u}
\end{gathered}
$$

where, with the understanding $I_{-1}:=0$ and viewing $\Gamma(\mathrm{H})$ as a subspace of $\Phi(\mathrm{H})$,

$$
d(u)=\bigoplus_{n \geq 0}\langle u| \otimes I_{n-1}, \text { so that } d(u)^{*}=\bigoplus_{n \geq 0} P^{(n)}\left(|u\rangle \otimes I_{n-1}\right)
$$

and $P_{u}$ is the orthogonal projection onto

$$
\overline{\operatorname{Lin}}\left\{P^{(n)}\left(u \otimes v^{\otimes(n-1)}\right): n \geq 1, v \in \mathrm{H}\right\}
$$

Differential second quantisation. Basic facts:

$$
n_{0}\left(L^{*}\right) \subset n_{0}(L)^{*}, \overline{n_{0}\left(L^{*}\right)}=n_{0}(L)^{*}
$$

and

$$
L \mapsto n_{0}(L) \text { is linear. }
$$

Definition. For $L \in B(\mathrm{H})$ define

$$
d \Gamma(L):=\overline{n_{0}(L)}
$$

These operators have $\Gamma_{00}(\mathrm{H})$ as a core, where their actions are determined by

$$
\begin{aligned}
d \Gamma(L) v^{\otimes n} & =\sum_{i=1}^{n} v^{\otimes(i-1)} \otimes L v \otimes v^{\otimes(n-i)} \\
& =n P^{(n)}\left(L v \otimes v^{\otimes(n-1)}\right)
\end{aligned}
$$

In particular, $d \Gamma(L) \varepsilon(0)=0$ and $d \Gamma(I)=N$. The commutation relations

$$
\begin{equation*}
d \Gamma(L) a^{*}(u)=a^{*}(u) d \Gamma(L)+a^{*}(L u) \tag{1.30}
\end{equation*}
$$

are easily verified on $\Gamma_{00}(\mathrm{H})$.

Second quantisation. Basic facts:

$$
\Gamma_{0}\left(T^{*}\right) \subset \Gamma_{0}(T)^{*}, \overline{\Gamma_{0}\left(T^{*}\right)}=\Gamma_{0}(T)^{*}
$$

and

$$
T \mapsto \Gamma_{0}(T) \text { is multiplicative. }
$$

Definition. For $T \in B(\mathrm{H})$ define

$$
\Gamma(T):=\overline{\Gamma_{0}(T)}
$$

These operators have $\Gamma_{00}(\mathrm{H})$ as a core where their actions are determined by

$$
\Gamma(T) v^{\otimes n}=(T v)^{\otimes n} .
$$

In particular,

$$
\Gamma(T) \varepsilon(0)=\varepsilon(0), \Gamma(I)=I, \Gamma(0)=|\varepsilon(0)\rangle\langle\varepsilon(0)|,
$$

and if $T$ is a contraction then $\Gamma(T)$ is a contraction too. Moreover $\Gamma(T)$ is isometric (respectively, coisometric, a projection) if $T$ is. In general, for $T \neq 0$,

$$
\Gamma(T)=z^{N} \Gamma(\widetilde{T})
$$

where $z=\|T\|$ and $\widetilde{T}$ is the contraction $\|T\|^{-1} T$. This said, the notation here is generally reserved for contractive operators $T$. The identity

$$
\Gamma(T) a^{*}(u)=a^{*}(T u) \Gamma(T)
$$

is easily verified on both $\Gamma_{00}(\mathrm{H})$ and (through adjoints) on $\mathcal{E}(\mathrm{H})$, cf. (1.30).
Fock Weyl operator. Basic fact: In view of the identity

$$
\left\langle W_{0}(u) \varepsilon(v), W_{0}(u) \varepsilon(w)\right\rangle=\langle\varepsilon(v), \varepsilon(w)\rangle,
$$

$W_{0}(u)$ extends uniquely to an isometric operator on $\Gamma(\mathrm{H})$.
Definition. For $u \in \mathrm{H}$ define

$$
W(u):=\overline{W_{0}(u)} .
$$

In terms of the normalised exponential vectors defined in (1.23),

$$
W(u) \varpi(v)=e^{-i \operatorname{Im}\langle u, v\rangle} \varpi(v+u) \text { and } \varpi(v)=W(v) \varepsilon(0),
$$

from which the Weyl commutation relations are easily seen:

$$
W(u) W(v)=e^{-i \operatorname{Im}\langle u, v\rangle} W(u+v), \quad W(0)=I .
$$

In particular, $W(u)$ is unitary and $W(u)^{*}=W(-u)$.
Exponential operator. Basic facts:

$$
\Gamma_{0}\left(\bar{z}, v, T^{*}, u\right) \subset \Gamma_{0}(z, u, T, v)^{*}, \Gamma_{0}(0,0, I, 0) \subset I
$$

and

$$
\Gamma_{0}\left(z_{1}, u_{1}, T_{1}, v_{1}\right) \Gamma_{0}\left(z_{2}, u_{2}, T_{2}, v_{2}\right)=\Gamma_{0}(z, u, T, v)
$$

where

$$
z=z_{1}+z_{2}+\left\langle v_{1}, u_{2}\right\rangle, \quad u=u_{1}+T_{1} u_{2}, \quad T=T_{1} T_{2}, \quad \text { and } \quad v=T_{2}^{*} v_{1}+v_{2} .
$$

The linear span of this family of operators therefore forms a unital *-algebra within $L(\mathcal{E}(\mathrm{H}))$, which includes the previous two classes:

$$
\Gamma_{0}\left(-\frac{1}{2}\|u\|^{2}, u, I,-u\right)=W_{0}(u) \text { and } \Gamma_{0}(0,0, T, 0)=\Gamma_{0}(T)
$$

The decomposition

$$
\Gamma_{0}(z, u, T, v)=e^{z} e^{a^{*}(u)} \Gamma_{0}(T) e^{a(v)}
$$

is a nice example of Wick ordering, in which creation is left-most and annihilation is right-most.
Definition. For $z \in \mathbb{C}, u, v \in \mathrm{H}$ and $T \in B(\mathrm{H})$ define

$$
\Gamma(z, u, T, v):=\overline{\Gamma_{0}(z, u, T, v)}
$$

Note the identity

$$
\begin{equation*}
\langle\varepsilon(x), \Gamma(z, u, T, v) \varepsilon(y)\rangle=\exp \{z+\langle v, y\rangle+\langle x, T y\rangle+\langle x, u\rangle\} \tag{1.31}
\end{equation*}
$$

which may also be written

$$
\langle\varepsilon(x), \Gamma(z, u, T, v) \varepsilon(y)\rangle=\exp \langle\widehat{x}, L \widehat{y}\rangle,
$$

in the notation (0.2), where

$$
L=\left[\begin{array}{cc}
z & \langle v| \\
|u\rangle & T
\end{array}\right] \in B(\widehat{\mathrm{H}}) .
$$

It is easily checked that $\Gamma$ is isometric if and only if $L$ takes the form

$$
\left[\begin{array}{cc}
i \theta-\frac{1}{2}\|u\|^{2} & \left\langle-V^{*} u\right|  \tag{1.32}\\
|u\rangle & V
\end{array}\right]
$$

where $\theta \in \mathbb{R}$ and $V$ is isometric.
Exercise. Show that the operator $\Gamma(z, u, T, v)$ is a contraction if and only if $T$ is a contraction and $\left(v+T^{*} u\right)=\left(1-T^{*} T\right)^{1 / 2} x$ for some vector $x$ satisfying $\|x\|^{2} \leq-\frac{1}{2}\|u\|^{2}-\operatorname{Re} z$.

## An invariant domain

For the 'Fock-space part' of our operators we shall use exponential domains almost exclusively. We have mentioned one other useful dense subspace of Fock space, namely $\Gamma_{00}(\mathrm{H})$. Here is another:

$$
\begin{align*}
& K_{\mathrm{H}}:  \tag{1.33}\\
&=\bigcap_{z \in \mathbb{C}} \operatorname{Dom} z^{N}  \tag{1.34}\\
&=\left\{\xi \in \Gamma(\mathrm{H}) \mid \sum_{n \geq 0} a^{n}\left\|\xi_{n}\right\|^{2}<\infty \quad \text { for all } a>0\right\},
\end{align*}
$$

$z^{N}$ being the operator defined in (1.21). A nice feature of this subspace which contains both $\mathcal{E}(\mathrm{H})$ and $\Gamma_{00}(\mathrm{H})$ is that, as well as lying in the domains of all the closed operators we have met so far, unlike $\mathcal{E}(\mathrm{H})$ or $\Gamma_{00}(\mathrm{H})$ it is also left invariant by them.

## Guichardet space

There is an alternative view of Fock space which has been profitable in QS analysis. For a set $S$ and nonnegative integer $n$, define

$$
\Gamma_{S}:=\{\sigma \subset S: \# \sigma<\infty\} \text { and } \Gamma_{S}^{(n)}:=\{\sigma \subset S: \# \sigma=n\} .
$$

Thus $\Gamma_{S}^{(0)}=\{\emptyset\}$ and $\Gamma_{S}$ is the disjoint union $\bigcup_{n \geq 0} \Gamma_{S}^{(n)}$. Any function $f$ : $S \rightarrow \mathbb{C}$ determines a product function

$$
\begin{equation*}
\pi_{f}: \Gamma_{S} \rightarrow \mathbb{C}, \pi_{f}(\sigma)=\prod_{s \in \sigma} f(s) \tag{1.35}
\end{equation*}
$$

These enjoy obvious properties

$$
\begin{equation*}
\overline{\pi_{f}}=\pi_{\bar{f}}, \pi_{f} \pi_{g}=\pi_{f g} \text { and }\left|\pi_{f}\right|^{p}=\pi_{|f|^{p}}(p>0) . \tag{1.36}
\end{equation*}
$$

Moreover, if $<$ is a total order on $S$ and we write $S_{<}^{n}$ for $\left\{\mathbf{s} \in S^{n}: s_{1}<\cdots<\right.$ $\left.s_{n}\right\}$, then we have a bijection

$$
\left(s_{1}, \ldots, s_{n}\right) \mapsto\left\{s_{1}, \ldots, s_{n}\right\}, \quad S_{<}^{n} \rightarrow \Gamma_{S}^{(n)}
$$

Now let $S=I$, a subinterval of $\mathbb{R}_{+}$. Restricting Lebesgue measure on $I^{n}$ induces a measure on $\Gamma_{I}^{(n)}$, for each $n$, and thereby a measure on $\Gamma_{I}$ by letting $\emptyset$ be an atom of unit measure. Integration with respect to this measure is denoted $\int \cdots d \sigma$. If $f$ and $f^{\prime}$ are measurable functions $I \rightarrow \mathbb{C}$ which agree almost everywhere then $\pi_{f}$ and $\pi_{f^{\prime}}$ are measurable and agree almost everywhere too. If $f: I \rightarrow \mathbb{C}$ is integrable then so is $\pi_{f}$, moreover

$$
\int \pi_{f}(\sigma) d \sigma=e^{\int f(s) d s}
$$

Combining these two facts with (1.36) shows that $f \mapsto \pi_{f}$ defines maps $L^{p}(I) \rightarrow L^{p}\left(\Gamma_{I}\right)$, for $1 \leq p \leq \infty$, satisfying

$$
\int \overline{\pi_{f}(\sigma)} \pi_{g}(\sigma) d \sigma=e^{\int \overline{f(s)} g(s) d s} \text { for } f \in L^{p}(I), g \in L^{p^{\prime}}(I)
$$

when $p$ and $p^{\prime}$ are conjugate exponents. In particular,

$$
\left\langle\pi_{f}, \pi_{g}\right\rangle=e^{\langle f, g\rangle} \text { for } f, g \in L^{2}(I) .
$$

Exercise. Show that $\left\{\pi_{f}: f \in L^{2}(I)\right\}$ is total in $\mathcal{G}_{I}:=L^{2}\left(\Gamma_{I}\right)$.
For analysis in Guichardet space the following identity, known as the integral-sum formula, is fundamental:

$$
\int_{\Gamma} d \sigma \sum_{\alpha \subset \sigma} F(\alpha, \bar{\alpha})=\int d \alpha \int d \beta F(\alpha, \beta)
$$

for integrable, or nonnegative and measurable, functions $F$, where $\bar{\alpha}$ denotes $\sigma \backslash \alpha$.

Exercise. Prove it (first) for product functions.
We next address the question of how to extend this to vector-valued functions. Let $\mathrm{K}_{I}=L^{2}(I ; \mathrm{k})=L^{2}(I) \otimes \mathrm{k}$, for a Hilbert space k . Recalling the notation (1.18) for full Fock space, define

$$
\mathcal{G}_{\mathrm{k}, I}:=\left\{F \in L^{2}\left(\Gamma_{I} ; \Phi(\mathrm{k})\right): F(\sigma) \in \mathrm{k}^{\otimes \# \sigma} \text { for a.a. } \sigma\right\}
$$

and, for $f \in \mathrm{~K}_{I}$ and $\sigma \in \Gamma_{I}$,

$$
\pi_{f}(\sigma)= \begin{cases}f\left(s_{1}\right) \otimes \cdots \otimes f\left(s_{n}\right) & \text { if } \sigma=\left\{s_{1}<\cdots<s_{n}\right\} \\ 1 & \text { if } \sigma=\emptyset\end{cases}
$$

As for $\mathcal{F}$ (see (2.1) below) we drop subscripts when $\mathrm{k}=\mathbb{C}$, respectively $I=$ $\mathbb{R}_{+}$.

Exercise. Show that $\pi_{f} \in \mathcal{G}_{\mathrm{k}, I}$ and that $f \mapsto \pi_{f}$ defines a minimal Kolmogorov map for the nonnegative-definite kernel (1.25), now for $\mathrm{H}=\mathrm{K}_{I}$.

The map $\pi_{f} \rightarrow \varepsilon_{f}\left(f \in \mathrm{~K}_{I}\right)$ therefore extends uniquely to a Hilbert space isomorphism

$$
\begin{equation*}
\mathcal{G}_{\mathrm{k}, I} \cong \mathcal{F}_{\mathrm{k}, I} \tag{1.37}
\end{equation*}
$$

where $\mathcal{F}_{\mathrm{k}, I}$ denotes the symmetric Fock space $\Gamma\left(\mathrm{K}_{I}\right)$.
Combining the above isomorphism with the duality transform (1.29), in case $\mathrm{k}=\mathbb{C}$ and $I=\mathbb{R}_{+}$, one may ask how multiplication of random variables in $L^{2}\left(\mathcal{C}_{0}\right)$ looks when transformed to $\mathcal{G}$. This has the following elegant answer. Let $F, G \in K$, the domain (1.33) for $\mathrm{H}=L^{2}\left(\mathbb{R}_{+}\right)$. Then the integral-sum convolution

$$
\sigma \mapsto \sum_{\alpha \subset \sigma} \int_{\Gamma} d \omega F(\alpha \cup \omega) G(\omega \cup \bar{\alpha})
$$

defines an element $F * G \in K$ and, if ^ denotes the duality transform (1.29), but now viewed as a map $\mathcal{G} \rightarrow L^{2}\left(\mathcal{C}_{0}\right)$, then

$$
\widehat{F * G}=\widehat{F} \widehat{G} .
$$

Exercise. (Open-ended.) Deconstruct the following statement of duality. Every element of Wiener space is expressible in the form

$$
\int_{\Gamma} F(\sigma) d B_{\sigma}
$$

for a unique $F \in \mathcal{G}$.
In fact this may be done for Poisson space, and more generally for normal martingales enjoying the chaotic representation property, each giving a product on Guichardet space.

## Notes

Positivity is key, both in noncommutative probability and in the theory of operator algebras. There are now many texts on operator algebras: [Mur ${ }_{1}$ ], [Sun] and [Weg] are particularly accessible; [Dix ${ }_{1,2}$ ], [Ped], [Sak], [StZ] and [Tak] are the classics; and $\left[\mathrm{KR}_{1,2}\right]$ is very much geared to the student, with carefully worked solutions to all of its exercises provided in $\left[\mathrm{KR}_{3,4}\right]$. Johan Kustermans has provided a nice introduction in the first section of his notes in this volume; for another see [Sau].

The use of Kolmogorov maps in the quantum theory of open systems was forcefully advocated in the 'little red book', [EvL]. A Hilbert $C^{*}$-module generalisation of Kolmogorov maps may be found in [Mur ${ }_{2}$ ]; this is useful in the context of $C^{*}$-algebraic dilations.

For the theory of operator spaces there are two fine books that have recently appeared: [EfR], [Pis]. Also an early book on the subject has recently appeared in expanded and updated form: [Pau]. Matrix spaces were introduced in $\left[\mathrm{LW}_{3}\right]$; Example 1.23 has been extracted from there, and modified. When $\mathrm{h}=l^{2}, \mathrm{M}(\mathrm{h} ; \mathrm{V})_{\mathrm{b}}$ is completely isometric to an operator space of infinite matrices: $\left\{x \in \mathrm{M}_{\mathbb{N}}(\mathrm{V}):\|x\|:=\sup _{N}\left\|x^{[N]}\right\|<\infty\right\}$ where $x^{[N]} \in \mathrm{M}_{N}(\mathrm{~V})$ denotes the top-left $N \times N$ truncation of $x$ (see [EfR]). Whereas these have been defined for abstract operator spaces but concrete coefficients, the matrix spaces used in these notes involve abstract Hilbert spaces from which the coefficients come, but concrete operator spaces. The two have a satisfactory fusion in the form of a fully abstract matrix space ([LSa]).

Useful information on unbounded operators is collected in the appendix of Johan's notes in this volume; for a thorough treatment of the basics (for Hilbert-space operators) the final chapter of $\left[\mathrm{RS}_{1}\right]$ is recommended. For $c_{0}{ }^{-}$ semigroups [Dav] is recommended, $\left[\mathrm{RS}_{2}\right.$ ] has a useful section and [HiP] is the classic text.

Good sources on Fock-space operators and the canonical commutation relations (CCR) and canonical anticommutation relations (CAR) are [EvL], $\left[\mathrm{BR}_{2}\right]$, [Pet] and [Fan]; see also [EvK], which incorporates much of [EvL]. Fock space ([Foc]) was put on a sound mathematical footing in [Coo]. There is also a duality transform for anti-symmetric Fock space ([Seg]) whose image is the (tracial) noncommutative $L^{2}$-space of the Clifford process-an anticommuting/Fermionic analogue of the Wiener process having its own stochastic calculus ( $\left[\mathrm{BSW}_{1}\right]$ ). There is now a duality transform for full Fock space too, whose image is the noncommutative $L^{2}$-space of the Wigner process - an analogue of the Wiener process in 'free probability' (see [VDN] and the lectures by Ole Barndorff-Nielsen and Steen Thorbjørnsen in the second volume of these notes). This too has its own stochastic calculus (see [BiS] and the lecture notes [Spe]).

Guichardet space (under another name!) is expounded in [Gui] and, for vector-valued functions, in [Sch]. Its basic properties, including the integralsum convolution formula for Wiener space products ([Maa]), are described in
the lecture notes $\left[\mathrm{L}_{7}\right]$. These notes include applications to hypercontractivity estimates ([ $\left.\mathrm{L}_{5}\right],[\mathrm{LMe}]$; see the lectures of David Applebaum in this volume) and cohomological deformation of the Wiener product ( $\left[\mathrm{LP}_{1}\right]$ ). For an introduction to normal martingales enjoying the chaotic representation property, see the last section of the lecture notes [Eme].

## 2 QS Processes

In this section (Hilbert-space) operator processes and (operator-space) mapping processes are defined, and examples are given to illustrate the definitions. Quantum stochastic martingales are also defined. The first part of the section concerns the choice of domain for quantum stochastic processes. For these notes exponential domains are used exclusively. In this context a useful density result is proved.

We need Hilbert spaces $h_{1}, h_{2}$ for the action and a Hilbert space $k$ governing the dimension of the noise which we fix from now on and refer to as the 'noise dimension space'.

For any subinterval $I$ of $\mathbb{R}_{+}$we write

$$
\begin{equation*}
\mathrm{K}_{I}:=L^{2}(I ; \mathrm{k}), \quad \mathcal{F}_{\mathrm{k}, I}:=\Gamma\left(\mathrm{K}_{I}\right) \quad \text { and } \quad \Omega_{\mathrm{k}, I}:=\varepsilon(0) \text { in } \mathcal{F}_{\mathrm{k}, I}, \tag{2.1}
\end{equation*}
$$

dropping the subscript $I$ when $I=\mathbb{R}_{+}$, and dropping the subscript k when $\mathrm{k}=\mathbb{C}$. The exponential property (1.26), applied to the orthogonal direct-sum decomposition

$$
\mathrm{K}=\mathrm{K}_{[0, s[ } \oplus \mathrm{K}_{[s, t[ } \oplus \mathrm{K}_{[t, \infty[ }
$$

for $t \geq s \geq 0$, yields the tensor product decomposition

$$
\begin{equation*}
\mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}=\mathrm{h} \otimes \mathcal{F}_{\mathrm{k},[0, s[ } \otimes \mathcal{F}_{\mathrm{k},[s, t[ } \otimes \mathcal{F}_{\mathrm{k},[t, \infty[ }, \tag{2.2}
\end{equation*}
$$

for each Hilbert space h. We shall use such identifications all the time, and shall take it to infinitesimal extremes: " $t=s+d s, d s>0$ ". The family $\left(\mathcal{F}_{\mathrm{k},[0, t \mid}\right)_{t \geq 0}$ gives the basic example of an Arveson product system of Hilbert spaces (see Rajarama Bhat's lectures in this volume).

### 2.1 Exponential domains

Exponential domains have proved highly convenient for the definition, construction and analysis of noncommutative stochastic processes defined on a Fock space; we shall largely use such domains here. For this purpose we need our domains to respect decompositions such as (2.2).

Definition. A k-admissible set is a subset $S$ of K such that
(a) $\mathcal{E}(S)$ is dense in $\mathcal{F}_{\mathrm{k}}$, and
(b) $f \in S, t \geq 0 \Rightarrow f_{[0, t[ } \in S$.

In particular, $0 \in S$ for a k-admissible set $S$.
Remark. In the past further properties have been incorporated into the definition of admissibility. Sometimes it is useful to assume that $S$ is linear, or at least closed under small scalar multiples. It is often convenient to assume that $S$ consists of locally essentially bounded functions.

Apart from K itself, and the set $S=\left\{f \in\left(L^{2} \cap L_{\text {loc }}^{\infty}\right)\left(\mathbb{R}_{+} ; \mathbf{k}\right) \mid \operatorname{dim} f<\infty\right\}$, where $\operatorname{dim} f$ denotes the minimum dimension of the linear span of the range of $f$ in k for (measure) representatives of $f$, a very useful class of admissible sets arises as follows. For any subset $A$ of k define $\mathcal{E}_{A}:=\mathcal{E}\left(\mathbb{S}_{A}\right)$ where

$$
\mathbb{S}_{A}:=\{f \in \mathbb{S}: f \text { is } A \text {-valued }\},
$$

and $\mathbb{S}$ denotes the set of step functions, i.e. $\operatorname{Lin}\left\{e_{[0, t[ }: e \in \mathrm{k}, t \geq 0\right\}$.
Proposition 2.1. Let T be a total subset of the Hilbert space k containing 0. Then $\mathcal{E}_{\mathrm{T}}$ is dense in $\mathcal{F}_{\mathrm{k}}$.

Proof. Denote the collection of bounded subintervals of $\mathbb{R}_{+}$by $\mathcal{I}$ and let $A$ be the closed convex hull of T. First note that, for $t \in[0,1]$ and $c, d \in \mathrm{k}$, if $J_{n}=\bigcup_{k} J_{k, n}$ where $J_{k, n}=\left[k 2^{-n},(k+t) 2^{-n}\left[\right.\right.$ then the sequence $\left(c 1_{J_{n}}+\right.$ $\left.d 1_{J_{n}^{c}}\right)$ converges weakly in K to $(t c+(1-t) d) 1_{[0,1]}$. By rescaling, shifting and taking sums and limits, it follows that each element of $\mathbb{S}_{A}$ may be weakly approximated by a sequence from $\mathbb{S}_{\mathrm{T}}$. It follows from the exponential relation $\langle\varepsilon(f), \varepsilon(g)\rangle=e^{\langle f, g\rangle}$, and the density of $\mathcal{E}(\mathrm{K})$ in $\mathcal{F}_{\mathrm{k}}$, that the exponential map $f \mapsto \varepsilon(f)$ is weakly continuous on bounded sets. Therefore, since the weak and strong closure of convex subsets of a Hilbert space coincide, $\overline{\mathcal{E}_{\mathrm{T}}} \supset \mathcal{E}_{A}$. Thus

$$
\varepsilon\left(t_{1} c_{1} 1_{I_{1}}+\cdots+t_{n} c_{n} 1_{I_{n}}\right) \in \overline{\mathcal{E}_{\mathrm{T}}}
$$

for any $n \in \mathbb{N}$ and $(\mathbf{t}, \mathbf{c}, \mathbf{I}) \in[0,1]^{n} \times \mathrm{T}^{n} \times \mathcal{I}^{n}$ with $\left\{I_{j}\right\}$ disjoint. Now $\left\{c 1_{I}\right.$ : $c \in \mathrm{~T}, I \in \mathcal{I}\}$ is obviously total in K and, since the generalised diagonal $\left\{\mathbf{s} \in \mathbb{R}^{n}: s_{i}=s_{j}\right.$ for some $\left.i \neq j\right\}$ is Lebesgue null, it is not hard to see that the set

$$
\left\{c_{1} 1_{I_{1}} \otimes \cdots \otimes c_{n} 1_{I_{n}}:(\mathbf{c}, \mathbf{I}) \in \mathrm{T}^{n} \times \mathcal{I}^{n},\left\{I_{j}\right\} \text { disjoint }\right\}
$$

is total in $\mathrm{K}^{\otimes n}$. The result therefore follows from the identity

$$
\sqrt{n!} P^{(n)}\left(c_{1} 1_{I_{1}} \otimes \cdots \otimes c_{n} 1_{I_{n}}\right)=\left.\frac{\partial^{n}}{\partial t_{1} \cdots \partial t_{n}}\right|_{\mathbf{t}=\mathbf{0}} \varepsilon\left(t_{1} c_{1} 1_{I_{1}}+\cdots+t_{n} c_{n} 1_{I_{n}}\right),
$$

where $P^{(n)}$ is the symmetrising projection (1.17).
Example 2.2. Let $\mathrm{k}=\mathbb{C}$, so that $\mathrm{K}=L^{2}\left(\mathbb{R}_{+}\right)$. Then elements of $\mathrm{K}^{\vee n}$ may be viewed as symmetric functions of $n$ variables from $\mathbb{R}_{+}$. Consider the function defined on $\left\{(x, y, z) \in\left(\mathbb{R}_{+}\right)^{3} \mid 0 \leq x \leq y \leq z\right\}$ by

$$
g(x, y, z)= \begin{cases}1 & \text { if } y \leq(x+z) / 2 \\ -1 & \text { otherwise }\end{cases}
$$

Exercise. Show that symmetric extension of g yields an element of $\mathrm{K}^{\vee 3}$ which is orthogonal to all vectors of the form $\varepsilon\left(\mathbf{1}_{[a, b]}\right)$.

This example shows that indicator functions of intervals alone will not do.
Convention. When the admissible set is such that each element has a rightcontinuous version, such as for $\mathbb{S}_{\mathrm{T}}$, we shall use that representative.

### 2.2 Operator processes

We are ready for the basic definition.
Definition. For a k-admissible set $S$, dense subspace $\mathcal{D}$ of $\mathrm{h}_{1}$ and second Hilbert space $h_{2}$, an $h_{1}$ - $h_{2}$-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$ is a family $X=$ $\left(X_{t}\right)_{t \geq 0}$ of operators $\mathrm{h}_{1} \otimes \mathcal{F}_{\mathbf{k}} \rightarrow \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}$, each having domain $\mathcal{D} \otimes \mathcal{E}(S)$, which is (Lebesgue) weak operator measurable in $t$ satisfies the adaptedness condition:

$$
\begin{equation*}
X_{t}=X(t) \underline{\otimes} I^{\prime} \tag{2.3}
\end{equation*}
$$

for an operator $X(t): \mathrm{h}_{1} \otimes \mathcal{F}_{\mathrm{k},[0, t[ } \rightarrow \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k},[0, t[ }$ with domain $\mathcal{D} \otimes \mathcal{E}\left(\left.S\right|_{[0, t[ }\right)$, where $I^{\prime}$ is the restriction of $I_{\mathrm{k},[t, \infty[ }$ to $\mathcal{E}\left(\left.S\right|_{[t, \infty[ }\right)$.

Thus $E^{\Omega} X_{t} E_{\Omega}=X(t)$ where $\Omega=\Omega_{\mathrm{k},[t, \infty[ }[$, and

$$
\begin{equation*}
\left\langle u \varepsilon(f), X_{t} v \varepsilon(g)\right\rangle=\left\langle u \varepsilon\left(f_{[0, t[ }\right), X_{t} v \varepsilon\left(g_{[0, t[ }\right)\right\rangle \exp \left\langle f_{[t, \infty[ }, g_{[t, \infty[ }\right\rangle \tag{2.4}
\end{equation*}
$$

for all $u \in \mathrm{~h}_{2}, v \in \mathcal{D}, f \in \mathrm{~K}$ and $g \in S$.
Remark. For weak operator measurability it suffices to check that $\left\langle\xi, X_{t} \varepsilon\right\rangle$ is Lebesgue measurable in $t$ for $(\varepsilon \in \mathcal{D} \otimes \mathcal{E}(S)$ and) $\xi$ running through any total subset of $\mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}$, such as $\mathcal{D}^{\prime} \underline{\otimes} \mathcal{E}\left(S^{\prime}\right)$ where $\mathcal{D}^{\prime}$ is dense and $S^{\prime}$ is k -admissible.

Two $\mathrm{h}_{1}$ - $\mathrm{h}_{2}$-processes $X$ and $Y$ with domain $\mathcal{D} \otimes \mathcal{E}(S)$ are identified if

$$
\forall \xi \in \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}, \varepsilon \in \mathcal{D} \otimes \mathcal{E}(S) \quad\left\langle\xi, X_{t} \varepsilon\right\rangle=\left\langle\xi, Y_{t} \varepsilon\right\rangle \text { for a.a. } t
$$

Thus a process may properly be viewed as an element of the vector space $L\left(\mathcal{D} \otimes \mathcal{E}(S) ; L_{\mathrm{w}}^{0}\left(\mathbb{R}_{+} ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right)\right)$, where $L_{\mathrm{w}}^{0}$ denotes measure equivalence classes of weakly measurable functions. The collection of such processes is denoted

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{D} \otimes \mathcal{E}(S) ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right) \tag{2.5}
\end{equation*}
$$

or simply $\mathbb{P}(\mathcal{D} \otimes \mathcal{E}(S))$ when $\mathrm{h}_{2}=\mathrm{h}_{1}$.

## Adjoint processes

Suppose that $X \in \mathbb{P}\left(\mathcal{D} \otimes \mathcal{E}(S) ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right)$ and $X^{\dagger} \in \mathbb{P}\left(\mathcal{D}^{\prime} \otimes \mathcal{E}\left(S^{\prime}\right) ; \mathrm{h}_{1} \otimes \mathcal{F}_{\mathrm{k}}\right)$ for subspaces $\mathcal{D}$ of $\mathrm{h}_{1}$ and $\overline{\mathcal{D}}^{\prime}$ of $\mathrm{h}_{2}$, and k-admissible sets $\bar{S}$ and $S^{\prime}$. If, for all $\varepsilon^{\prime} \in \mathcal{D}^{\prime} \underline{\otimes} \mathcal{E}\left(S^{\prime}\right), \varepsilon \in \mathcal{D} \underline{\otimes} \mathcal{E}(S)$,

$$
\left\langle X_{t}^{\dagger} \varepsilon^{\prime}, \varepsilon\right\rangle=\left\langle\varepsilon^{\prime}, X_{t} \varepsilon\right\rangle \text { for a.a. } t
$$

then $\left(X^{\dagger}, X\right)$ is referred to as an adjoint pair of processes.

## Process types

Let $X \in \mathbb{P}\left(\mathcal{D} \otimes \mathcal{E}(S) ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right)$ for some dense subspace $\mathcal{D}$ of $\mathrm{h}_{1}$, k -admissible subset $S$ and Hilbert spaces $h_{1}, h_{2}$ and k. Recall the operator measurability definitions on page 198. The process $X$ is called measurable (respectively, continuous) if it is a (Lebesgue) strong operator measurable (respectively continuous) function of $t$. Thus a process $X$ is measurable if and only if $t \mapsto X_{t} \varepsilon$ is (a.e.) separably valued, for each $\varepsilon \in \mathcal{D} \otimes \mathcal{E}(S)$. In particular, measurability is automatic if both $h_{2}$ and $k$ have countable dimensions; in any case all continuous processes are measurable.

A process $X$ is bounded (respectively, contractive, isometric, etc.) if each $X_{t}$ enjoys that property. We use the notation $\mathbb{P}_{\mathrm{b}}\left(\mathrm{h}_{1} \otimes \mathcal{F}_{\mathrm{k}} ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right)$, or simply $\mathbb{P}_{\mathrm{b}}\left(\mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)$ when $\mathrm{h}_{2}=\mathrm{h}_{1}=\mathrm{h}$, for the space of bounded processes.

Example 2.3 (Time reversal process). Let $\left(r_{t}\right)_{t \geq 0}$ be the family of operators on K given by

$$
\left(r_{t} f\right)(s)= \begin{cases}f(t-s) & \text { for } 0 \leq s<t \\ f(s) & \text { for } s \geq t\end{cases}
$$

Then second quantisation:

$$
R_{t}=I_{\mathrm{h}} \otimes \Gamma\left(r_{t}\right), \quad t \geq 0,
$$

defines a bounded, continuous h -process, called the reflection process, or time reversal process.

If V is an operator space in $B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right)$ then $\mathbb{P}\left(\mathcal{D} \otimes \mathcal{E}(S) ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right) \mathrm{V}$ denotes the collection of $\mathrm{h}_{1}$-h $\mathrm{h}_{2}$-processes $X$ with domain $\mathcal{D} \otimes \mathcal{E}(S)$ satisfying

$$
\begin{equation*}
E^{\xi} X_{t} E_{\varepsilon} \in \mathrm{V} \text { for all } \xi \in \mathcal{F}_{\mathrm{k}}, \varepsilon \in \mathcal{E}(S) \tag{2.6}
\end{equation*}
$$

in other words $X_{t} \in \mathrm{M}\left(\mathcal{F}_{\mathrm{k}}, \mathcal{E}(S) ; \mathrm{V}\right)$ (see Subsection 1.1). We refer to these as operator processes in V .

## Further remarks on domains

The care we are taking with domains reflects two facts of QS life. Firstly we must deal with processes consisting of unbounded operators - for example the fundamental processes to be reviewed shortly, and QS integrals formed from these. Secondly, even when our processes are bounded the fact that exponential domains reflect the continuous tensor product structure of Fock space so precisely makes it often convenient to consider all processes on the same domain.

That said, other aspects - particularly algebraic questions - demand the handling of more general domains. For example we cannot suppose that processes of interest leave an exponential domain invariant, so the operator composition of processes is problematic. However, one can get around this limitation to a surprising extent by considering inner products of exponential vectors acted upon by processes, $\left\langle X_{t} \varepsilon, Y_{t} \varepsilon^{\prime}\right\rangle$, as a substitute for composition.

## Martingales

The time-s conditional expectation of an operator $T: \mathrm{h}_{1} \otimes \mathcal{F}_{\mathrm{k}} \rightarrow \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}$ with domain $\mathcal{D} \otimes \mathcal{E}(S)$ is defined by

$$
\begin{gathered}
\mathbb{E}_{s}[T]=\left.T(s) \otimes I_{\mathcal{F}_{\mathrm{k},[s, \infty \infty}}\right|_{\mathcal{D} \otimes \mathcal{E}(S)}, \text { where } \\
T(s)=E^{\Omega} T E_{\Omega}, \quad \Omega=\Omega_{\mathrm{k},[s, \infty[ } \in \mathcal{F}_{\mathrm{k},[s, \infty[ } .
\end{gathered}
$$

Example 2.4. Let $T=|\varepsilon(f)\rangle\langle\varepsilon(g)|$ where $f, g \in \mathrm{~K}$. Then

$$
\begin{equation*}
\mathbb{E}_{s}[T]=\left|\varepsilon\left(\left.f\right|_{[0, s]}\right)\right\rangle\left\langle\varepsilon\left(\left.g\right|_{[0, s]}\right)\right| \otimes I_{[s, \infty[ } . \tag{2.7}
\end{equation*}
$$

A process $X \in \mathbb{P}\left(\mathcal{D} \otimes \mathcal{E}(S) ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right)$ is a martingale if, for $u \in \mathrm{~h}_{2}, v \in$ $\mathcal{D}, f \in \mathrm{k}$ and $g \in S$,

$$
\begin{equation*}
\left\langle u \varepsilon\left(f_{[0, s]}\right),\left(X_{t}-X_{s}\right) v \varepsilon\left(g_{[0, s]}\right)\right\rangle=0 \text { for } s<t, \tag{2.8}
\end{equation*}
$$

(cf. (2.4)). The collection of $\mathrm{h}_{1}$ - $\mathrm{h}_{2}$-martingales with given domain forms a subspace of the space of processes.

Complete martingales. In view of the tower property of conditional expectations

$$
\mathbb{E}_{s} \circ \mathbb{E}_{t}=\mathbb{E}_{s} \text { for } s \leq t,
$$

any operator $T: \mathrm{h}_{1} \otimes \mathcal{F}_{\mathrm{k}} \rightarrow \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}$ with domain $\mathcal{D} \otimes \mathcal{E}(S)$ determines a martingale in $\mathbb{P}\left(\mathcal{D} \otimes \mathcal{E}(S) ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right)$ by

$$
X_{t}=\mathbb{E}_{t}[T] .
$$

Thus, for example, (2.8) defines a complete martingale (until $f$ and $g$ are replaced by locally square-integrable functions).

Annihilation. With $\mathrm{h}_{1}=\mathbb{C}, \mathrm{h}_{2}=\mathrm{k}$ and $S=\mathrm{K}=L^{2}\left(\mathbb{R}_{+}\right) \otimes \mathrm{k}$,

$$
X_{t} \varepsilon(f)=E^{1_{[0, t} \mid f} \otimes \varepsilon(f)
$$

defines a process satisfying

$$
\left(X_{t}-X_{s}\right) \varepsilon\left(f_{[0, s]}\right)=E^{1_{[s, t \mid} \mid} f_{[0, s[ } \otimes \varepsilon\left(f_{[0, s[ }\right)=0,
$$

so (2.8) is satisfied and $X$ is a martingale. As a slight variant of this, if $h_{2}=\mathbb{C}$ then

$$
\begin{equation*}
a\left(g_{[0, t]}\right), \text { where } g \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+} ; \mathbf{k}\right), \tag{2.9}
\end{equation*}
$$

defines a martingale $A^{\langle g|}$. Here $L_{\text {loc }}^{2}$ denotes locally square-integrable.
Adjoint martingales. If a martingale $X$ has an adjoint $h_{2}$ - $\mathrm{h}_{1}$-process $X^{\dagger}$ with domain $\mathcal{D}^{\prime} \underline{\otimes} \mathcal{E}\left(S^{\prime}\right)$, then $X^{\dagger}$ is a martingale too.

Creation processes. As a basic example of an adjoint martingale let $\mathrm{h}_{1}=$ $\mathrm{h}_{2}=\mathbb{C}$ and $S=\mathrm{k}$ again, then

$$
a^{*}\left(g_{[0, t[ }\right), \text { where } g \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+} ; \mathbf{k}\right)
$$

defines a martingale $A_{|g\rangle}^{*}$, adjoint to the martingale $A_{\langle g|}$.
Preservation and Number/Exchange processes. With $\mathrm{k}=\mathbb{C}$ so that $\mathrm{K}=$ $L^{2}\left(\mathbb{R}_{+}\right)$, using Guichardet space (see page 211),

$$
\begin{equation*}
\left(N_{t} \xi\right)(\sigma)=\#(\sigma \cap[0, t]) \xi(\sigma), \quad \xi \in \mathrm{h} \underline{\mathcal{E}}(\mathrm{~K}) \tag{2.10}
\end{equation*}
$$

defines an essentially self-adjoint martingale. This generalises as follows. Keeping $\mathrm{h}_{1}=\mathrm{h}_{2}=\mathbb{C}$ and $S=\mathrm{K}$,

$$
d \Gamma\left(R_{[0, t[ }\right), \text { where } R \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+} ; B(\mathbf{k})\right),
$$

defines a martingale $N_{R}$. Here $L_{\text {loc }}^{\infty}$ denotes essentially locally bounded and strong operator measurable (see page 198).

Quantum stochastic integration provides a very rich source of further examples of martingales. The above ones may then be seen as quantum Wiener integrals:

$$
A_{t}^{\langle g|}=\int_{0}^{t}\langle g(s)| d A_{s}, N_{R, t}=\int_{0}^{t} R(s) d N_{s} \text { and } A_{|g\rangle, t}^{*}=\int_{0}^{t}|g(s)\rangle d A_{s}^{*} .
$$

## Quantum Brownian motion

Brownian motion, the prototype continuous-time classical stochastic process, has many symmetries. For example time reversal, spatial reflection, translation and (in multidimensions) rotation too. Quantum Brownian motion is distinguished by having a further one, namely gauge symmetry.

Set

$$
A_{t}^{\theta}=\Gamma_{\theta}^{*} A_{t} \Gamma_{\theta} \text { and } Q_{t}^{\theta}=\overline{A_{t}^{\theta}+\left(A_{t}^{\theta}\right)^{*}}
$$

where $A_{t}=a\left(\mathbf{1}_{[0, t[ }\right)$ and $\Gamma_{\theta}=\Gamma\left(e^{i \theta} I\right)$. Writing $Q$ for $Q^{0}$ then, under the duality transform (1.29) $Q_{t}$ corresponds to the multiplication operator $M_{B_{t}}$ $(t \geq 0)$. In this way the commutative algebra of bounded random variables $L^{\infty}\left(\mathcal{C}_{0}\right)$ is realised as a von Neumann subalgebra of $B(\mathcal{F})$ (case $d=1$, so $\mathrm{k}=\mathbb{C}$ ). This begins to justify the following terminology. Quantum Brownian motion is the noncommuting family of classical Brownian motions $\left\{Q^{\theta}: \theta \in\right.$ $[0,2 \pi[ \}$. It is a paradigm example of a quantum Lévy process, although you will meet a somewhat different definition in other lectures in these volumes.

### 2.3 Mapping processes

Recall the definition of operator processes in an operator space (see page 217). For an operator space V in $B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right)$ define

$$
\mathbb{P}(\mathrm{V}, \mathcal{D} \otimes \mathcal{E}(S)):=L\left(\mathrm{~V} ; \mathbb{P}\left(\mathcal{D} \otimes \mathcal{E}(S) ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right) \mathrm{V}\right)
$$

the space of processes on V with noise dimension space k . A process $k$ is measurable (respectively, continuous) if the operator process $t \mapsto k_{t}(x)$ enjoys that property, for each $x \in \mathrm{~V}$.

Let $\mathbb{P}_{\mathrm{b}}(\mathrm{V}, \mathrm{k})$ and, more importantly $\mathbb{P}_{\mathrm{cb}}(\mathrm{V}, \mathrm{k})$, denote respectively the subspaces of bounded and completely bounded processes $k$ on V , defined as those processes $k$ for which each $k_{t}$ is bounded, respectively completely bounded $\mathrm{V} \rightarrow \mathrm{V} \otimes_{\mathrm{M}} B\left(\mathcal{F}_{\mathrm{k}}\right)$. Also important for us are completely contractive processes and, when V is a $C^{*}$-algebra, completely positive and especially *-homomorphic processes. The latter will provide dilations of quantum dynamical semigroups; the former provide an excellent framework for building and analysing such dilations.

Example 2.5 (Pure number process). Let $\mathrm{k}=\mathbb{C}$ and let $\psi \in B(\mathrm{~V})$ for an operator space V . Then a bounded process on V is defined by

$$
k_{t}=\psi^{N_{t}}
$$

where $N$ is the one-dimensional number process (2.10), in the following sense: again using Guichardet space,

$$
\begin{equation*}
\left(k_{t}(x) f\right)(\sigma)=\psi^{\#(\sigma \cap[0, t])}(x)(f(\sigma)) . \tag{2.11}
\end{equation*}
$$

For each element $x \in \mathrm{~V}$, if $s \leq t$ then $\left(k_{t}(x)-k_{s}(x)\right)$ vanishes on $\mathcal{G}_{[0, s[ } \otimes \Omega_{[s, \infty[ }$, so $\left(k_{t}(x)\right)_{t \geq 0}$ is a martingale. We shall see, in Example 5.3 below, that it is also a 'Markovian cocycle' with a good infinitesimal description, and also that it generalises nicely to multidimensional noise.

In the above example the discrete semigroup $\left(\psi^{n}\right)_{n \geq 0}$ on V is randomised. See page 244 for a discussion of randomising continuous-time groups.

## Regularity of processes

Let $S$ and $S^{\prime}$ be k-admissible sets, $\mathcal{D}$ a dense subspace of a Hilbert space $\mathrm{h}_{1}$ and V an operator space. Then $X \in \mathbb{P}\left(\mathcal{D} \otimes \mathcal{E}(S) ; \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}\right)$ is $S^{\prime}$-weakly regular (respectively, strongly regular) if, for all $g \in S$ and $f \in S^{\prime}, E^{\varepsilon(f)} X_{t} E_{\varepsilon(g)}$ (respectively, $\left.X_{t} E_{\varepsilon(g)}\right)$ is bounded, with norms locally bounded in $t$; similarly, $k \in \mathbb{P}(\mathrm{~V}, \mathcal{D} \otimes \underline{\mathcal{E}}(S))$ is weakly regular (respectively, strongly regular) if $\left.E^{\varepsilon(f)} k_{t}(\cdot) E_{\varepsilon(g)} \overline{\text { (respectively, }} k_{t}(\cdot) E_{\varepsilon(g)}\right)$ is bounded, with norms locally bounded in $t$.

These conditions arise naturally in the theory of quantum stochastic differential equations. The processes we are most interested in are contractive and thus automatically strongly regular.

## Notes

The density result for exponential vectors of indicator functions, Proposition 2.1, was first proved in [PSu] (for $\operatorname{dim} k=1$ and $T=\{0,1\}$ ) using
a classical martingale convergence argument. A wholly different proof, from a characterisation of minimality for quantum stochastic dilations, was given in [Bha]. The elementary proof given here is an adaptation of the proof in [Ske], exploiting an observation in [Arv]. Example 2.2, showing that indicator functions of intervals won't do, is from [FeL]. A nice interpolation between these facts is given in $[A t B]$, in the form of a characterisation of the orthogonal complement of the set $\left\{\varepsilon\left(\mathbf{1}_{B}\right) \mid B\right.$ is a union of at most $n$ intervals $\}$. For the question of overcoming the limitation of exponential domains not being invariant under the action of most processes, see the notes to the next section.

There is an elegant treatment of symmetries of classical Brownian motion in [Hid]. Quantum Brownian motion is axiomatised in [CoH]; for its origin in the physics literature see [Sen]. The standard one defined here has minimal variance for compliance with Heisenberg uncertainty, and this makes it degenerate in various respects (see $\left.\left[\mathrm{HL}_{1}\right],\left[\mathrm{HL}_{3}\right]\right)$. Non-gauge-invariant quantum Brownian motions are important too. These arise from squeezed states in quantum optics (see [HHKKR]). There are now many other processes that may be considered as noncommutative 'Brownian motions', for example the Wigner process in free probability theory (see [BiS]).

For an interesting explanation of why there are only the three quantum noises (in Fock space, with one dimension of noise) of creation, preservation and annihilation see [ $\mathrm{Coq}_{1}$ ].

## 3 QS Integrals

In this section quantum stochastic integrals are defined and the so-called Fundamental Formulae are established, which include the quantum Itô product formula. These are based on what is here termed the fundamental observation and estimate, involving the Hitsuda-Skorohod integral and its compatibility with exponential domains. The versatility of QS analysis is then illustrated by a demonstration of how Fermi fields may be realised as QS integrals. This is remarkable since QS integrals may naturally be viewed as a generalisation of free Bose fields in which 'smearing' is by operator-valued functions rather than vector-valued test functions. The section ends with a treatment of iterated quantum stochastic integrals, which are applied in the following sections to solve quantum stochastic differential equations and establish algebraic properties of solutions. Iterated QS integrals are finding further fruitful application in current research.

### 3.1 Abstract gradient and divergence

Let $\Gamma$ be the symmetric Fock space over a Hilbert space H. Define

$$
P_{\mathrm{sym}}: \mathrm{H} \otimes \Gamma \rightarrow \Gamma
$$

by continuous linear extension of the prescription

$$
u \otimes v^{\otimes n} \mapsto(n+1)^{-1} \sum_{i=0}^{n} v^{\otimes i} \otimes u \otimes v^{\otimes(n-i)}
$$

Note that

$$
\mathrm{H} \otimes \Gamma=\bigoplus_{n \geq 0} \mathrm{H} \otimes \mathrm{H}^{\vee n} \subset \Phi(\mathrm{H})
$$

and $P_{\text {sym }}$ is the restriction of the orthogonal projection $\Phi(\mathrm{H}) \rightarrow \Gamma(\mathrm{H})$, defined via (1.17).

The divergence operator

$$
\mathcal{S}:=\sqrt{N} P_{\mathrm{sym}}
$$

is closed, since it is a closed operator times a bounded operator, and is densely defined, since its domain contains the simple tensors of the form $u \otimes v^{\otimes n}$ $(n \geq 0, u, v \in \mathrm{H})$ which are total in $\mathrm{H} \otimes \Gamma$. The gradient operator

$$
\nabla:=\mathcal{S}^{*}
$$

is therefore also closed and densely defined.
Proposition 3.1. For a Hilbert space H,
(a) The following relations hold:

$$
\mathcal{S} \supset P_{\mathrm{sym}}\left(I_{\mathrm{H}} \otimes \sqrt{N+1}\right) ; \quad \operatorname{Dom} \nabla=\operatorname{Dom} \sqrt{N} ; \quad \text { and } \quad \mathcal{S} \nabla=N
$$

(b) For $v \in \mathrm{H}$,

$$
\nabla \varepsilon(v)=v \otimes \varepsilon(v)
$$

(c) For $z_{1}, z_{2} \in \operatorname{Dom}\left(I_{\mathrm{H}} \otimes \sqrt{N}\right)$

$$
\begin{equation*}
\left\langle\mathcal{S} z_{1}, \mathcal{S} z_{2}\right\rangle=\left\langle z_{1}, z_{2}\right\rangle+\left\langle\left(I_{\mathrm{H}} \otimes \nabla\right) z_{1},\left(\Pi \otimes I_{\Gamma}\right)\left(I_{\mathrm{H}} \otimes \nabla\right) z_{2}\right\rangle \tag{3.1}
\end{equation*}
$$

where $\Pi$ denotes the tensor flip on $\mathrm{H} \otimes \mathrm{H}$.
Proof (Sketch). Let $u, u_{1}, \ldots, v_{2}, w \in \mathrm{H}$.

1. If $z=u \otimes v^{\otimes n}$ then

$$
P_{\mathrm{sym}}\left(I_{\mathrm{H}} \otimes \sqrt{N+1}\right) z=\sqrt{n+1} P_{\mathrm{sym}} z=\sqrt{N} P_{\mathrm{sym}} z
$$

2. Note the simple identity

$$
\begin{aligned}
\langle\varepsilon(u), N \varepsilon(v)\rangle & =\sum_{n \geq 1} \frac{1}{n!}\left\langle u^{\otimes n}, n v^{\otimes n}\right\rangle \\
& =\langle u, v\rangle\langle\varepsilon(u), \varepsilon(v)\rangle=\langle u \otimes \varepsilon(u), v \otimes \varepsilon(v)\rangle
\end{aligned}
$$

3. If $z=u \otimes \varepsilon(v)$ then

$$
\mathcal{S} z=P_{\text {sym }}\left(\sqrt{\frac{n+1}{n!}} u \otimes v^{\otimes n}\right)_{n \geq 0},
$$

So

$$
\begin{aligned}
\langle\mathcal{S} z, \varepsilon(w)\rangle & =\sum_{n \geq 0} \sqrt{\frac{n+1}{n!}} \frac{1}{\sqrt{(n+1)!}}\left\langle u \otimes v^{\otimes n}, w^{\otimes(n+1)}\right\rangle \\
& =\sum_{n \geq 0} \frac{1}{n!}\langle u, w\rangle\langle v, w\rangle^{n} \\
& =\langle z, w \otimes \varepsilon(w)\rangle .
\end{aligned}
$$

4. If $z_{i}=u_{i} \otimes \varepsilon\left(v_{i}\right)$ for $i=1,2$ then, since

$$
\begin{aligned}
\left\langle u_{1} \otimes v_{1}^{\otimes n}, \sum_{i=0}^{n} v_{2}^{\otimes i}\right. & \left.\otimes u_{2} \otimes v_{2}^{\otimes(n-i)}\right\rangle \\
& =\left\langle u_{1} \otimes v_{1}^{\otimes n}, u_{2} \otimes v_{2}^{\otimes n}\right\rangle+n\left\langle u_{1}, v_{2}\right\rangle\left\langle v_{1}, u_{2}\right\rangle\left\langle v_{1}, v_{2}\right\rangle^{n-1},
\end{aligned}
$$

So

$$
\begin{aligned}
\left\langle\mathcal{S} z_{1}, \mathcal{S} z_{2}\right\rangle & =\sum_{n \geq 0} \frac{n+1}{n!} \frac{1}{n+1}\left\langle u_{1} \otimes v_{1}^{\otimes n}, \sum_{i=0}^{n} v_{2}^{\otimes i} \otimes u_{2} \otimes v_{2}^{\otimes(n-i)}\right\rangle \\
& =\left\langle z_{1}, z_{2}\right\rangle+\left\langle u_{1} \otimes v_{1} \otimes \varepsilon\left(v_{1}\right), v_{2} \otimes u_{2} \otimes \varepsilon\left(v_{2}\right)\right\rangle \\
& =\left\langle z_{1}, z_{2}\right\rangle+\left\langle\left(I_{\mathrm{H}} \otimes \nabla\right) z_{1},\left(\Pi \otimes I_{\Gamma}\right)\left(I_{\mathrm{H}} \otimes \nabla\right) z_{2}\right\rangle
\end{aligned}
$$

since $\nabla \varepsilon\left(v_{i}\right)=v_{i} \otimes \varepsilon\left(v_{i}\right)$.
Exercise. Show that $C$ is a core for each of the operators $\nabla, N$ and $\sqrt{N}$, and that $\mathrm{H} \otimes C$ is a core for $\mathcal{S}$, when $C$ is either $\Gamma_{00}(\mathrm{H})$ or $\mathcal{E}(\mathrm{H})$, and convert the above sketch into a complete proof.

Remark. In less abstract settings (3.1) is known as the Skorohod isometry (after Itô isometry, which is actually an isometric relation!).

Exercise. Let $z \in \operatorname{Dom} \mathcal{S}$. Show that, for any orthogonal projection $Q$ in $B(\mathrm{H})$,

$$
\left(Q \otimes I_{\Gamma}\right) z \in \operatorname{Dom} \mathcal{S} \text { and }\left\|\mathcal{S}\left(Q \otimes I_{\Gamma}\right) z\right\| \leq C(z)+\sqrt{3}\|\mathcal{S} z\|
$$

where $C(z)$ is a constant independent of $Q$.

### 3.2 Hitsuda, Skorohod, Malliavin and Bochner

Now take $\mathrm{K}:=L^{2}\left(\mathbb{R}_{+} ; \mathrm{k}\right)$ (as in Section 2) for the Hilbert space H , so that $\Gamma=\mathcal{F}_{\mathrm{k}}$, and add a further Hilbert space h into the fray. Using tensor flips define

$$
P_{\text {sym }}: \mathrm{K} \otimes \mathrm{~h} \otimes \mathcal{F}_{\mathrm{k}} \rightarrow \mathrm{~h} \otimes \mathcal{F}_{\mathrm{k}}
$$

and

$$
\mathcal{S}=\left(I_{\mathrm{h}} \otimes \sqrt{N}\right) P_{\text {sym }} .
$$

Thus $\nabla=\mathcal{S}^{*}$ now satisfies

$$
\begin{equation*}
\nabla(u \otimes \varepsilon(f))=f \otimes u \otimes \varepsilon(f) \tag{3.2}
\end{equation*}
$$

In this context $\mathcal{S}$ is called the Hitsuda-Skorohod integral and $\nabla$ is the gradient operator of Malliavin calculus.

For $z \in \operatorname{Dom} \mathcal{S}, \xi \in \operatorname{Dom} \nabla$ and $t>0$, the following (a.e.) notation is used:

$$
\mathcal{S}_{t} z \text { for } \mathcal{S}\left(z_{[0, t[ }\right) \text { and } \nabla_{t} \xi \text { for }(\nabla \xi)_{t},
$$

where we view $\mathrm{K} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}$ as $L^{2}\left(\mathbb{R}_{+} ; \mathrm{k} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)$, and place the argument of such functions as subscripts. Note that an exercise at the end of the previous subsection ensures that the former is defined, in other words that Skorohod integrability implies local Skorohod integrability. Also define adapted spaces $L_{\mathrm{ad}}^{p}\left(\mathbb{R}_{+} ; \mathrm{H} \otimes \mathcal{F}_{\mathrm{k}}\right)$, for any Hilbert space H and $p \geq 1$, by
$\left\{\varphi \in L^{p}\left(\mathbb{R}_{+} ; \mathrm{H} \otimes \mathcal{F}_{\mathrm{k}}\right) \mid \varphi_{t}=\varphi(t) \otimes \Omega_{\mathbf{k},[t, \infty[ }\right.$ where $\varphi(t) \in \mathrm{H} \otimes \mathcal{F}_{\mathbf{k},[0, t[ }$ for a.a. $\left.t\right\}$, and let $P_{\text {ad }}$ be the orthogonal projection onto this subspace of $L^{2}\left(\mathbb{R}_{+} ; \mathrm{H} \otimes \mathcal{F}_{\mathrm{k}}\right)$, when $p=2$.

Let us revisit the Skorohod isometry. Note the identifications

$$
\mathrm{K}^{\otimes 2} \otimes \mathrm{~h} \otimes \mathcal{F}_{\mathrm{k}}=L^{2}\left(\left(\mathbb{R}_{+}\right)^{2} ; \mathrm{k}^{\otimes 2}\right) \otimes \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}=L^{2}\left(\left(\mathbb{R}_{+}\right)^{2} ; \mathrm{k}^{\otimes 2} \otimes \mathrm{~h} \otimes \mathcal{F}_{\mathrm{k}}\right) .
$$

Proposition 3.2. Let $z, w \in \operatorname{Dom}\left(I_{\mathrm{K} \otimes \mathrm{h}} \otimes \sqrt{N}\right)$. Then

$$
\begin{equation*}
\langle\mathcal{S} z, \mathcal{S} w\rangle=\langle z, w\rangle+\int d s \int d t\left\langle\nabla_{t} z_{s},\left(\pi \otimes I_{\mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}}\right) \nabla_{s} w_{t}\right\rangle \tag{3.3}
\end{equation*}
$$

where $\pi$ is the tensor flip on $\mathrm{k} \otimes \mathrm{k}$.
Proof. In view of the Skorohod isometry already proved it suffices to check that the tensor flip and integration variables are correctly arranged. For this (by sesquilinearity) we need only check with elementary tensors from $\mathrm{K} \underline{\mathrm{h}} \underline{\mathrm{Q}} \mathcal{E}(\mathrm{K})$. If $z=g \otimes u \otimes \varepsilon(f)$ and $w=g^{\prime} \otimes u^{\prime} \otimes \varepsilon\left(f^{\prime}\right)$ then $\left(I_{\mathrm{K}} \otimes \nabla\right) z=$ $g \otimes \bar{f} \otimes u \otimes \varepsilon(f)$ and similarly for $w$, so
$\left(\left(I_{\mathrm{K}} \otimes \nabla\right) z\right)(s, t)=g(s) \otimes f(t) \otimes u \otimes \varepsilon(f)=\nabla_{t} z_{s}$, and
$\left(\left(\Pi \otimes I_{\mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}}\right)\left(I_{\mathrm{K}} \otimes \nabla\right) w\right)(s, t)=f^{\prime}(s) \otimes g^{\prime}(t) \otimes u^{\prime} \otimes \varepsilon\left(f^{\prime}\right)=\left(\pi \otimes I_{\mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}}\right) \nabla_{s} w_{t}$.
The result follows.

We are now ready for what now, in retrospect, may be considered the fundamental observation and estimate for quantum stochastic analysis.

Theorem 3.3. Let $x \in L_{\mathrm{ad}}^{2}\left(\mathbb{R}_{+} ; \mathbf{k} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)$ with $x_{t}=x(t) \otimes \Omega_{\mathrm{k},[t, \infty[ }$ for a.a. $t \geq 0$, let $f \in \mathrm{~K}$, and let $z \in L^{2}\left(\mathbb{R}_{+} ; \mathrm{k} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)=\mathrm{K} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}$ be given by

$$
\begin{equation*}
z_{t}=x(t) \otimes \varepsilon\left(\left.f\right|_{[t, \infty[ }\right), \text { for a.a. } t \geq 0 \tag{3.4}
\end{equation*}
$$

Then $z \in \operatorname{Dom} \mathcal{S}$ and

$$
\begin{equation*}
\|\mathcal{S} z\| \leq C_{f}\|z\| \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{f}=\|f\|+\sqrt{1+\|f\|^{2}} . \tag{3.6}
\end{equation*}
$$

Proof. Let $x=P_{\mathrm{ad}} x^{\prime}$ where $x^{\prime} \in L^{2}\left(\mathbb{R}_{+} ; \mathrm{k} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)=\mathrm{K} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}$. First suppose that $x^{\prime}=G \otimes \varepsilon(h)$ where $G \in \mathrm{~K} \otimes \mathrm{~h}=L^{2}\left(\mathbb{R}_{+} ; \mathrm{k} \otimes \mathrm{h}\right)$ and $h \in \mathrm{~K}$. Then $z$ has the form

$$
z_{t}=G(t) \otimes \varepsilon\left(k^{[t]}\right) \text { where } k^{[t]}=h_{[0, t[ }+f_{[t, \infty[ } .
$$

Using the identity $\|\sqrt{N} \varepsilon(v)\|=\|v\|\|\varepsilon(v)\|$,

$$
\begin{aligned}
\int d t\left\|G(t) \otimes \sqrt{N} \varepsilon\left(k^{[t]}\right)\right\|^{2} & =\int d t\|G(t)\|^{2}\left\|k^{[t]}\right\|^{2}\left\|\varepsilon\left(k^{[t]}\right)\right\|^{2} \\
& =\int d t\left\|z_{t}\right\|^{2}\left(\left\|h_{[0, t[ }\right\|^{2}+\left\|f_{[t, \infty \infty}\right\|^{2}\right) \\
& \leq\left(\|h\|^{2}+\|f\|^{2}\right)\|z\|^{2} \\
& <\infty
\end{aligned}
$$

so $z \in \operatorname{Dom}\left(I_{\mathrm{K} \otimes \mathrm{h}} \otimes \sqrt{N}\right)$. Next let $x^{\prime} \in \mathrm{K}_{0} \otimes \mathrm{~h} \otimes \mathcal{E}(\mathrm{~K})$ where $\mathrm{K}_{0}$ is the subspace of K consisting of functions with compact essential support. Then $z \in \operatorname{Dom}\left(I_{\mathrm{K} \otimes \mathrm{h}} \otimes \sqrt{N}\right)$ so $z_{[0, t[ } \in \operatorname{Dom}\left(I_{\mathrm{K} \otimes \mathrm{h}} \otimes \sqrt{N}\right) \subset \operatorname{Dom} \mathcal{S}$, and

$$
\left\|\mathcal{S}_{t} z\right\|=\left\|\mathcal{S} z_{[0, t}\right\| \leq\left\|\left(I_{\mathrm{K} \otimes \mathbf{h}} \otimes \sqrt{N+I}\right) z_{[0, t}\right\| \leq\left\|\left(I_{\mathrm{K} \otimes \mathbf{h}} \otimes \sqrt{N+I}\right) z\right\|,
$$

for all $t \geq 0$. Now, setting $y_{t}=\sup _{r \leq t}\left\|\mathcal{S}_{r} z\right\|$, Proposition 3.2 and the mutual adjointness of $\nabla$ and $\mathcal{S}$ imply that

$$
\begin{aligned}
& \left\|\mathcal{S}_{t} z\right\|^{2}-\left\|z_{00, t}\right\|^{2} \\
& \quad=\int_{0}^{t} d r \int_{0}^{t} d s\left\langle\nabla_{s} z_{r},\left(\pi \otimes I_{\mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}}\right) \nabla_{r} z_{s}\right\rangle \\
& =\iint_{0<s<r<t} d s d r\left\langle\left(\pi \otimes I_{\mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}}\right) \nabla_{s} z_{r}, f(r) \otimes z_{s}\right\rangle \\
& \quad \quad+\iint_{0<r<s<t} d r d s\left\langle f(s) \otimes z_{r},\left(\pi \otimes I_{\mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}}\right) \nabla_{r} z_{s}\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{t} d r\left\langle z_{r}, f(r) \otimes \mathcal{S}_{r} z\right\rangle+\int_{0}^{t} d s\left\langle f(s) \otimes \mathcal{S}_{s} z, z_{s}\right\rangle \\
& =\int_{0}^{t} d r 2 \operatorname{Re}\left\langle z_{r}, f(r) \otimes \mathcal{S}_{r} z\right\rangle \\
& \leq 2\left\|z_{[0, t[\|}\right\|\left\|f_{[0, t[ }\right\| y_{t} .
\end{aligned}
$$

Since $t \mapsto\left\|z_{[0, t[ }\right\|,\left\|f_{[0, t[ }\right\|$ are nondecreasing functions, this implies that

$$
y_{t}^{2} \leq a_{t}^{2}+2 a_{t} b_{t} y_{t}, \text { or }\left(y_{t}-a_{t} b_{t}\right)^{2} \leq a_{t}^{2}\left(1+b_{t}^{2}\right),
$$

for $a_{t}=\left\|z_{[0, t[ }\right\|$ and $b_{t}=\left\|f_{[0, t[ }\right\|$, and so

$$
\left\|\mathcal{S}_{t} z\right\| \leq\left\|z_{[0, t]}\right\|\left(\left\|f_{[0, t[ }\right\|+\sqrt{1+\left\|f_{[0, t[ }\right\|^{2}}\right) \leq C_{f}\|z\|,
$$

for each $t$. Therefore, since $z$ has compact support, (3.5) holds when $x=P_{\mathrm{ad}} x^{\prime}$ for such $x^{\prime}$. Finally let $x^{\prime} \in \mathrm{K} \otimes \mathbf{h} \otimes \mathcal{F}_{\mathbf{k}}$ be arbitrary. Since $\mathcal{S}$ is a closed operator the result follows by approximating $x^{\prime}$ from the dense subspace $\mathrm{K}_{0} \underline{\otimes} \mathbf{h} \underline{\mathcal{E}}(\mathrm{~K})$.

Corollary 3.4. Let $z$ be as in the previous theorem. Then $z_{[s, t[ } \in \operatorname{Dom} \mathcal{S}$ for each $s<t$, and the map $t \mapsto \mathcal{S}_{t} z$ is continuous $\mathbb{R}_{+} \rightarrow \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}$. Moreover

$$
\mathcal{S}_{t} z=y(t) \otimes \varepsilon\left(\left.f\right|_{[t, \infty]}\right)
$$

where $y(t) \in \mathbf{h} \otimes \mathcal{F}_{\mathbf{k},[0, t[ }$.
Proof. The first part follows from the fact that, for $0 \leq s \leq t, z_{[s, t[ }$ also has the form (3.4), and so

$$
\left\|\mathcal{S}_{t} z-\mathcal{S}_{s} z\right\|=\left\|\mathcal{S}\left(z_{[s, t[ }\right)\right\| \leq C_{f}\left\|z_{[s, t[ }\right\|=C_{f}\left(\int_{s}^{t} d r\left\|z_{r}\right\|^{2}\right)^{1 / 2}
$$

The second part follows since

$$
\begin{aligned}
\langle u \otimes & \left.\varepsilon(h), \mathcal{S}\left(z_{[0, t]}\right)\right\rangle \\
& =\int_{0}^{t} d s\left\langle h(s) \otimes u \otimes \varepsilon(h), x(s) \otimes \varepsilon\left(\left.f\right|_{[s, \infty[ }\right)\right\rangle \\
& =\int_{0}^{t} d s\left\langle h(s) \otimes u \otimes \varepsilon\left(\left.h\right|_{[0, t[ }\right), x(s) \otimes \varepsilon\left(\left.f\right|_{[s, t]}\right)\right\rangle\left\langle\varepsilon\left(h_{[t, \infty[ }\right), \varepsilon\left(f_{[t, \infty[ }\right)\right\rangle \\
& =\int_{0}^{t} d s\left\langle u \otimes \varepsilon\left(\left.h\right|_{[0, t[]}\right), E^{h(s)} x(s) \otimes \varepsilon\left(\left.f\right|_{[s, t]}\right)\right\rangle\left\langle\varepsilon\left(h_{[t, \infty[ }\right), \varepsilon\left(f_{[t, \infty[ }\right)\right\rangle .
\end{aligned}
$$

Along with the Skorohod integrals, which are stochastic, there are Bochner integrals, which are simply vector-valued integrals in time. Thus for $z \in$ $L^{1}\left(\mathbb{R}_{+} ; \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)$, define

$$
\mathcal{T} z:=\int d s z(s)
$$

and for $z \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+} ; \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)$, define

$$
\mathcal{T}_{t} z:=\mathcal{T}\left(z_{[0, t[ }\right) .
$$

Clearly $t \mapsto \mathcal{I}_{t} z$ is continuous $\mathbb{R}_{+} \rightarrow \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}$.
The next result is also fundamental. It is an integration-by-parts formula for time and Hitsuda-Skorohod integrals of processes of the special type that arise in quantum stochastic calculus. It will give us an Itô product formula for quantum stochastic integrals.

Recall the notation

$$
\widehat{\mathrm{k}}=\mathbb{C} \oplus \mathrm{k}, \quad \widehat{c}=\binom{1}{c}, \quad \widehat{f}(s)=\widehat{f(s)}
$$

for $c \in \mathrm{k}$ and any k -valued function $f$.
Theorem 3.5. Let $f \in L^{2}\left(\mathbb{R}_{+} ; \mathbf{k}\right)$, and let $z^{0} \in L^{1}\left(\mathbb{R}_{+} ; \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)$ and $z^{1} \in$ $L^{2}\left(\mathbb{R}_{+} ; \mathrm{k} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathbf{k}}\right)$ be of the form

$$
z_{t}^{i}=x_{t}^{i} \otimes \varepsilon\left(\left.f\right|_{[t, \infty]}\right), \text { for } i=0,1,
$$

for $x^{0} \in L_{\mathrm{ad}}^{1}\left(\mathbb{R}_{+} ; \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}\right)$ and $x^{1} \in L_{\mathrm{ad}}^{2}\left(\mathbb{R}_{+} ; \mathrm{k} \otimes \mathrm{h} \otimes \mathcal{F}_{\mathbf{k}}\right)$, and let $g$, $w^{0}$ and $w^{1}$ be a similar triple. Then

$$
\begin{equation*}
\langle\mathcal{I} z, \mathcal{I} w\rangle=\int d t\left\{\left\langle z_{t}^{1}, w_{t}^{1}\right\rangle+\left\langle z_{t}, \widehat{g}(t) \otimes \mathcal{I}_{t} w\right\rangle+\left\langle\widehat{f}(t) \otimes \mathcal{I}_{t} z, w_{t}\right\rangle\right\} \tag{3.7}
\end{equation*}
$$

where

$$
z_{t}=\binom{z_{t}^{0}}{z_{t}^{1}}, w_{t}=\binom{w_{t}^{0}}{w_{t}^{1}} \text { and } \mathcal{I} z=\mathcal{T} z^{0}+\mathcal{S} z^{1} .
$$

Proof. First note that, since

$$
\begin{aligned}
\left|\left\langle z_{t}, \widehat{g}(t) \otimes \mathcal{I}_{t} w\right\rangle\right| & =\left|\left\langle z_{t}^{0}, \mathcal{I}_{t} w\right\rangle+\left\langle z_{t}^{1}, g(t) \otimes \mathcal{I}_{t} w\right\rangle\right| \\
& \leq\left(\left\|z_{t}^{0}\right\|+\left\|z_{t}^{1}\right\|\|g(t)\|\right)\left\|\mathcal{I}_{t} w\right\|
\end{aligned}
$$

and $\left\|\mathcal{I}_{t}(w)\right\|$ is bounded, by $\left\|w^{0}\right\|+C_{g}\left\|w^{1}\right\|$, the integral is well-defined.
Ordinary integration by parts gives

$$
\begin{aligned}
\left\langle\mathcal{T} z^{0}, \mathcal{T} w^{0}\right\rangle & =\left(\int d t \int_{0}^{t} d s+\int d s \int_{0}^{s} d t\right)\left\langle z_{s}^{0}, w_{t}^{0}\right\rangle \\
& =\int d t\left\langle\mathcal{T}_{t} z^{0}, w_{t}^{0}\right\rangle+\int d s\left\langle z_{s}^{0}, \mathcal{T}_{s} w^{0}\right\rangle
\end{aligned}
$$

The key to unravelling the terms involving Hitsuda-Skorohod integrals is the (a.e.) relation

$$
\nabla_{t} z_{s}^{i}=f(t) \otimes z_{s}^{i} \quad \text { for } t>s
$$

already used in the proof of Theorem 3.3. Thus

$$
\begin{aligned}
\left\langle\mathcal{T} z^{0}, \mathcal{S} w^{1}\right\rangle & =\int d s\left\langle z_{s}^{0}, \mathcal{S} w^{1}\right\rangle \\
& =\int d s \int d t\left\langle\nabla_{t} z_{s}^{0}, w_{t}^{1}\right\rangle \\
& =\int d s \int_{0}^{s} d t\left\langle\nabla_{t} z_{s}^{0}, w_{t}^{1}\right\rangle+\int d t \int_{0}^{t} d s\left\langle f(t) \otimes z_{s}^{0}, w_{t}^{1}\right\rangle \\
& =\int d s\left\langle z_{s}^{0}, \mathcal{S}_{s} w^{1}\right\rangle+\int d t\left\langle f(t) \otimes \mathcal{T}_{t} z^{0}, w_{t}^{1}\right\rangle .
\end{aligned}
$$

By symmetry,

$$
\left\langle\mathcal{S} z^{1}, \mathcal{T} w^{0}\right\rangle=\int d s\left\langle\mathcal{S}_{s} z^{1}, w_{s}^{0}\right\rangle+\int d t\left\langle z_{t}^{1}, g(t) \otimes \mathcal{T}_{t} w^{0}\right\rangle
$$

Finally, by Skorohod isometry,

$$
\begin{aligned}
& \left\langle\mathcal{S} z^{1}, \mathcal{S} w^{1}\right\rangle-\left\langle z^{1}, w^{1}\right\rangle \\
& =\int d s \int d t\left\langle\nabla_{s} z_{t}^{1}, \nabla_{t} w_{s}^{1}\right\rangle \\
& =\int d s \int_{0}^{s} d t\left\langle f(s) \otimes z_{t}^{1}, \nabla_{t} w_{s}^{1}\right\rangle+\int d t \int_{0}^{t} d s\left\langle\nabla_{s} z_{t}^{1}, g(t) \otimes w_{s}^{1}\right\rangle \\
& =\int d s\left\langle f(s) \otimes \mathcal{S}_{s} z^{1}, w_{s}^{1}\right\rangle+\int d t\left\langle z_{t}^{1}, g(t) \otimes \mathcal{S}_{t} w^{1}\right\rangle .
\end{aligned}
$$

Collecting together the nine component terms we have obtained for $\langle\mathcal{I} z, \mathcal{I} w\rangle$ now confirms the identity (3.7), and so the proof is complete.

We are now fully prepared to go quantum.

### 3.3 Brahma, Vishnu and Shiva

First we shall describe the three different kinds of quantum stochastic integration and then, adding in time too, we shall amalgamate them into a single integral. Throughout $S$ is a k-admissible set.

Annihilation integrals are the easiest of the three types of quantum stochastic integral, in view of the eigenrelation

$$
a\left(f_{[t, t+h[ }\right) \varepsilon(g)=\int_{t}^{t+h} d s\langle f(s), g(s)\rangle \varepsilon(g) .
$$

Definition. (Annihilation integral.) Let $F$ be a measurable $\left(k \otimes h_{1}\right)-h_{2}-$ process, with domain $\mathrm{k} \otimes \mathcal{D} \otimes \mathcal{E}(S)$, such that

$$
\begin{equation*}
z: t \mapsto F_{t}(f(t) \otimes u \otimes \varepsilon(f)) \tag{3.8}
\end{equation*}
$$

is Bochner integrable. Then define

$$
A(F): \mathcal{D} \otimes \mathcal{E}(S) \rightarrow \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}, \quad A(F)(u \otimes \varepsilon(f))=\mathcal{T} z
$$

If (3.8) is locally Bochner integrable then define

$$
A(F)_{t}:=A\left(F_{[0, t[ }\right) .
$$

The following is now an immediate consequence of definitions.
Proposition 3.6. Under the local Bochner-integrability condition on $F,\left\{A(F)_{t}\right.$ : $t \geq 0\}$ defines a continuous $\mathrm{h}_{1}$-h $\mathrm{h}_{2}$-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$.

In the first example we already see the advantage of local Bochner integrability.

Example 3.7 (annihilation process). The 'annihilation processes' defined in (2.9) are annihilation integrals:

$$
A_{t}^{\langle g|}=A\left(\left\langle g_{[0, t}\right| \otimes I_{\mathrm{h} \otimes \mathcal{F}}\right) .
$$

As mentioned earlier (on page 219) this may be viewed as a quantum Wiener integral, since the integrand is 'sure'.

Annihilation integrals are also written

$$
\begin{equation*}
\int_{0}^{t} F_{s} d A(s) . \tag{3.9}
\end{equation*}
$$

For creation integrals the following is a key observation.
Lemma 3.8. For $u \in \mathrm{~h}$ and $f, g \in \mathrm{~K}$,

$$
u \otimes a^{*}(f) \varepsilon(g)=\mathcal{S}(f \otimes u \otimes \varepsilon(g)) .
$$

Proof. By the adjoint relation $\nabla^{*}=\mathcal{S}$ and (3.2),

$$
\begin{aligned}
\left\langle v \otimes \varepsilon(h), u \otimes a^{*}(f) \varepsilon(g)\right\rangle & =\langle v, u\rangle\langle\langle f, h\rangle \varepsilon(h), \varepsilon(g)\rangle \\
& =\langle h \otimes v \otimes \varepsilon(h), f \otimes u \otimes \varepsilon(g)\rangle \\
& =\langle\nabla(v \otimes \varepsilon(h)), f \otimes u \otimes \varepsilon(g)\rangle \\
& =\langle v \otimes \varepsilon(h), \mathcal{S}(f \otimes u \otimes \varepsilon(g))\rangle .
\end{aligned}
$$

Definition. (Creation integral.) Let $F$ be a measurable $\mathrm{h}_{1}-\left(\mathrm{k} \otimes \mathrm{h}_{2}\right)$-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$ such that

$$
\begin{equation*}
z: t \mapsto F_{t}(u \otimes \varepsilon(f)) \tag{3.10}
\end{equation*}
$$

is square integrable (i.e. strongly measurable with $t \mapsto\left\|z_{t}\right\|$ being square integrable in the usual sense). Then define

$$
A^{*}(F): \mathcal{D} \otimes \mathcal{E}(S) \rightarrow \mathrm{h}_{2} \otimes \mathcal{F}_{\mathrm{k}}, \quad A^{*}(F)(u \otimes \varepsilon(f))=\mathcal{S} z
$$

Again, if (3.10) is locally square integrable, define

$$
A^{*}(F)_{t}:=A^{*}\left(F_{[0, t]}\right)
$$

Proposition 3.9. Under the local square-integrability condition on $F,\left\{A^{*}(F)_{t}\right.$ : $t \geq 0\}$ defines a continuous $\mathrm{h}_{1}$-h $\mathrm{h}_{2}$-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$.

Proof. By the adaptedness of $F$,

$$
z_{t}=x(t) \otimes \varepsilon\left(\left.f\right|_{[t, \infty[ }\right)
$$

where

$$
\|x(t)\|^{2}=\left\|F_{t}(u \otimes \varepsilon(f))\right\|^{2} \exp \left(-\left\|f_{[t, \infty[ }\right\|^{2}\right)
$$

The result therefore follows from Corollary 3.4.
Definition. (Preservation Integral.) Let $F$ be a measurable $\left(k \otimes h_{1}\right)-(k \otimes$ $\mathrm{h}_{2}$ )-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$ such that

$$
\begin{equation*}
z: t \mapsto F_{t}(f(t) \otimes u \otimes \varepsilon(f)) \tag{3.11}
\end{equation*}
$$

is square integrable. Then define

$$
N(F): \mathcal{D} \otimes \mathcal{E}(S) \rightarrow \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}, \quad N(F)(u \otimes \varepsilon(f))=\mathcal{S} z
$$

Once more, if (3.11) is locally square-integrable, define

$$
N(F)_{t}:=N\left(F_{[0, t[ }\right) .
$$

Proposition 3.10. Under the local square-integrability conditions on $F,\left\{N(F)_{t}\right.$ : $t \geq 0\}$ defines a continuous $\mathrm{h}_{1}$ - $\mathrm{h}_{2}$-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$.

Proof. Again, by the adaptedness of $F$,

$$
z_{t}=x(t) \otimes \varepsilon\left(\left.f\right|_{[t, \infty[ }\right),
$$

where

$$
\|x(t)\|^{2}=\left\|F_{t}(f(t) \otimes u \otimes \varepsilon(f))\right\|^{2} \exp \left(-\left\|f_{[t, \infty[ }\right\|^{2}\right)
$$

so the result again follows from Corollary 3.4.

Exercise. Show that creation, preservation and annihilation integral processes are all martingales.

Along with the quantum stochastic integrals, we need ordinary integrals in time. You know the pattern!

Definition. (Time integral.) Let $F$ be a measurable $\mathrm{h}_{1}-\mathrm{h}_{2}$-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$ such that

$$
\begin{equation*}
z: t \mapsto F_{t} u \otimes \varepsilon(f) \tag{3.12}
\end{equation*}
$$

is Bochner integrable. Then define

$$
T(F): \mathcal{D} \otimes \mathcal{E}_{\mathrm{K}} \rightarrow \mathrm{~h} \otimes \mathcal{F}_{\mathrm{k}}, \quad T(F)(u \otimes \varepsilon(f))=\mathcal{T} z
$$

If (3.12) is locally Bochner integrable, define

$$
T(F)_{t}:=T\left(1_{[0, t} F\right)
$$

The following is obvious.
Proposition 3.11. Under the local Bochner-integrability condition on $F$, $\left\{T(F)_{t}: t \geq 0\right\}$ defines a continuous $\mathrm{h}_{1}-\mathrm{h}_{2}$-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$.

The notation (3.9) is also used for creation, preservation and time integrals.
Exercise. Recall the complete martingale defined in (2.7):

$$
M_{t}=\left|\varepsilon\left(\left.f\right|_{[0, s[ }\right)\right\rangle\left\langle\varepsilon\left(\left.g\right|_{[0, s[ }\right)\right| \otimes I_{[s, \infty[ }
$$

Show that $M$ is expressible in terms of a sum of quantum stochastic integrals:

$$
M_{t}=M_{0}+\int_{0}^{t} F_{s} d A^{*}(s)+\int_{0}^{t} G_{s} d N(s)+\int_{0}^{t} H_{s} d A(s)
$$

in which $G=-M$.
Remark. This generalises to martingales $M$ for which each $M_{t}$ is an ampliation of a Hilbert-Schmidt operator; the coefficients processes $F$ and $H$ are then essentially Hilbert-Schmidt-valued in the same sense that $M$ is essentially rank one.

## Quantum stochastic integrability

We now wish to combine the four into a single integral. This is done via matrices. The following catch-all notation will be often used in the sequel:

$$
\begin{equation*}
\Delta:=I_{\mathrm{H}} \otimes P_{\mathrm{k}} \otimes I_{\mathrm{H}^{\prime}} \in B\left(\mathrm{H} \otimes \widehat{\mathrm{k}} \otimes \mathrm{H}^{\prime}\right) \tag{3.13}
\end{equation*}
$$

where, as with the $E^{e}$ notation, the Hilbert spaces H and $\mathrm{H}^{\prime}$ will be determined by context.

Definition. (Amalgamated QS integral.) Let $L$ be a measurable $\left(\widehat{k} \otimes h_{1}\right)$ $\left(\widehat{\mathrm{k}} \otimes \mathrm{h}_{2}\right)$-process with domain $\widehat{\mathrm{k}} \otimes \mathcal{D} \otimes \mathcal{E}(S)$, such that

$$
\begin{array}{ll}
t \mapsto L_{t}^{0}(\widehat{f}(t) \otimes u \otimes \varepsilon(f)) & \text { is Bochner integrable and } \\
t \mapsto L_{t}^{1}(\widehat{f}(t) \otimes u \otimes \varepsilon(f)) & \text { is square integrable, }
\end{array}
$$

where

$$
L_{t}^{0}:=\Delta^{\perp} L_{t} \text { and } L_{t}^{1}:=\Delta L_{t} .
$$

Then the $Q S$ integral of $L$ is defined by

$$
\begin{equation*}
\Lambda(L): \mathcal{D} \otimes \mathcal{E}(S) \rightarrow \mathrm{h} \otimes \mathcal{F}_{\mathrm{k}}, \quad \Lambda(L)(u \otimes \varepsilon(f))=\mathcal{T} z^{0}+\mathcal{S} z^{1} \tag{3.14}
\end{equation*}
$$

where

$$
z_{s}^{i}=L_{s}^{i}(\widehat{f}(s) \otimes u \otimes \varepsilon(f)) \text { for } i=0,1 .
$$

Writing $L$ in block matrix form:

$$
L_{t}=\left[\begin{array}{ll}
K_{t} & G_{t} \\
F_{t} & H_{t}
\end{array}\right]
$$

gives

$$
\Lambda(L)=T(K)+A^{*}(F)+N(H)+A(G) .
$$

Terminology. A measurable $\left(\widehat{\mathrm{k}} \otimes \mathrm{h}_{1}\right)-\left(\widehat{\mathrm{k}} \otimes \mathrm{h}_{2}\right)$-process $L$ with domain $\widehat{\mathbf{k}} \otimes \mathcal{D} \otimes \mathcal{E}(S)$ which satisfies the above integrability conditions will be called quantum stochastically integrable on $\mathbb{R}_{+}$; if it satisfies the conditions locally then it will simply be called QS-integrable. Note that, by Corollary 3.4, QS-integrability on $\mathbb{R}_{+}$implies QS-integrability. Thus QS-integrability for a process $L$ amounts to QS-integrability on $\mathbb{R}_{+}$for each process $L_{[0, t[ }(t \geq 0)$.

Example 3.12. An operator $L \in B\left(\widehat{\mathrm{k}} \otimes \mathrm{h}_{1} ; \widehat{\mathrm{k}} \otimes \mathrm{h}_{2}\right)$ may be viewed as a constant $\mathrm{h}_{1}$ - $\mathrm{h}_{2}$-process. It is QS-integrable, and QS integration gives rise to a process $\left\{\Lambda_{t}(L): t \geq 0\right\}$ that need not be bounded any longer but, like all QS integral processes, is continuous.

The identity and inequality in the next result are known as the fundamental formula!first and the Fundamental Estimate of quantum stochastic calculus.

Theorem 3.13. Let $L$ be $a\left(\widehat{\mathrm{k}} \otimes \mathrm{h}_{1}\right)-\left(\widehat{\mathrm{k}} \otimes \mathrm{h}_{2}\right)$-processes with domain $\widehat{\mathrm{k}} \otimes \mathcal{D} \otimes \mathcal{E}(S)$ which is QS-integrable on $\mathbb{R}_{+}$. Then, for $u \in \mathrm{~h}_{2}, v \in \mathcal{D}, g \in \mathrm{~K}$ and $f \in S$,

$$
\begin{align*}
\langle u \otimes \varepsilon(g), & \Lambda(L)(v \otimes \varepsilon(f))\rangle \\
& =\int d s\left\langle\widehat{g}(s) \otimes u \otimes \varepsilon(g), L_{s}(\widehat{f}(s) \otimes v \otimes \varepsilon(f))\right\rangle \tag{3.15}
\end{align*}
$$

and

$$
\begin{align*}
& \|\Lambda(L)(u \otimes \varepsilon(f))\| \\
& \quad \leq \int d s\left\|L_{s}^{0}(\widehat{f}(s) \otimes u \otimes \varepsilon(f))\right\|+C_{f}\left(\int d s\left\|L_{s}^{1}(\widehat{f}(s) \otimes u \otimes \varepsilon(f))\right\|^{2}\right)^{1 / 2} \tag{3.16}
\end{align*}
$$

where $C_{f}$ is given by (3.6).
Proof. Using the adjoint relation $\mathcal{S}^{*}=\nabla$, the identity (3.2), and the notation (3.14)

$$
\begin{aligned}
\left\langle u \otimes \varepsilon(f), \mathcal{T}\left(z^{0}\right)+\mathcal{S}\left(z^{1}\right)\right\rangle & =\int d s\left(\left\langle u \otimes \varepsilon(f), z_{s}^{0}\right\rangle+\left\langle f(s) \otimes u \otimes \varepsilon(f), z_{s}^{1}\right\rangle\right) \\
& =\int d s\left\langle\widehat{f}(s) \otimes u \otimes \varepsilon(f), z_{s}\right\rangle
\end{aligned}
$$

where

$$
z_{s}=\binom{z_{s}^{0}}{z_{s}^{1}}=L(s)(\widehat{g}(s) \otimes v \otimes \varepsilon(g)),
$$

which proves (3.15). Since

$$
\begin{aligned}
\left\|\mathcal{T} z^{0}+\mathcal{S} z^{1}\right\| & \leq\left\|\mathcal{T} z^{0}\right\|+\left\|\mathcal{S} z^{1}\right\| \\
& \leq\left\|z^{0}\right\|+C_{f}\left\|z^{1}\right\|,
\end{aligned}
$$

by (3.5), (3.16) holds too.
Corollary 3.14. If $L$ has a adjoint process $L^{\dagger}$, which is $Q S$-integrable on $\mathbb{R}_{+}$, then

$$
\Lambda\left(L^{\dagger}\right) \subset \Lambda(L)^{*}
$$

## Parity process and Fermi fields

With $\mathrm{h}=\mathrm{k}=\mathbb{C}$ define second quantised operators $J_{t}=\Gamma\left(q_{t}\right), t \geq 0$, where

$$
q_{t}: f \mapsto-f_{[0, t[ }+f_{[t, \infty[ } .
$$

Thus $J$ is a continuous, unitary and self-adjoint process (in fact a martingale) called the parity process.
Exercise. Using the First Fundamental Formula, show that J satisfies the QS integral equation

$$
J_{t}=I-2 \int_{0}^{t} J_{s} d N_{s}
$$

Let $\varphi \in \mathrm{K}=L^{2}\left(\mathbb{R}_{+}\right)$. Then, for each $f \in \mathrm{~K}, \overline{\varphi(s)} f(s) J_{s} \varepsilon(f)$ is (Bochner) integrable in $s$ and $\varphi(s) J_{s} \varepsilon(f)$ is square integrable in $s$. Therefore the QS integrals

$$
b(\varphi):=\int \overline{\varphi(s)} J_{s} d A_{s} \text { and } b^{*}(\varphi):=\int \varphi(s) J_{s} d A_{s}^{*}
$$

are well-defined on $\mathcal{E}(\mathrm{K})$.

Exercise. Show that $b(\varphi)$ and $b^{*}(\varphi)$ are bounded and mutually adjoint operators which satisfy the canonical anticommutation relations (CAR):

$$
\left\{\begin{array}{l}
b(\varphi) b^{*}(\varphi)+b^{*}(\varphi) b(\varphi)=\|\varphi\|^{2}, \\
b(\varphi)^{2}=0
\end{array}\right.
$$

[Hint: Work with matrix elements with respect to exponential vectors, and use the Skorohod isometry to obtain an expression for $\left\langle b^{*}(\varphi) \varepsilon(f), b^{*}(\varphi) \varepsilon(g)\right\rangle$ which may be compared with your expression for $\langle b(\varphi) \varepsilon(f), b(\varphi) \varepsilon(g)\rangle$. Prove boundedness after establishing the CAR.]
Remark. In the language of quantum field theory and operator-valued distributions $d A_{s}$ corresponds to $a_{s} d s$ where $a$ now represents annihilation for an unsmeared Bose field. Here we are smearing with an operator process. This method of transforming Bose fields into Fermi fields may be considered as a continuous Jordan-Wigner transform.

### 3.4 Quantum Itô product formula

Typically a QS process does not leave its exponential domain invariant. This presents an obstruction to composing processes. Whilst it is possible to extend definitions it turns out that one can accommodate this obstruction to a large extent by using the inner product:

$$
\left\langle X_{t} \xi, Y_{t} \eta\right\rangle \text { for } \xi \in \mathcal{D} \underline{\otimes} \mathcal{E} \text { and } \eta \in \mathcal{D}^{\prime} \underline{\otimes} \mathcal{E}^{\prime}
$$

where $X$ is an $\mathrm{h}_{1}$-h-process with domain $\mathcal{D} \otimes \mathcal{E}(S)$ and $Y$ is an $\mathrm{h}_{2}$-h-process with domain $\mathcal{D}^{\prime} \otimes \mathcal{E}\left(S^{\prime}\right)$.

The next result is known as the Second Fundamental Formula of quantum stochastic calculus. Recall the $\Delta$ notation (3.13).
Theorem 3.15 (Hudson-Parthasarathy). Let $L$ and $M$ be processes which are $Q S$-integrable on $\mathbb{R}_{+}$with domains $\widehat{\mathrm{k}} \otimes \mathcal{D} \otimes \mathcal{E}(S)$ and $\widehat{\mathrm{k}} \otimes \mathcal{D}^{\prime} \otimes \mathcal{E}\left(S^{\prime}\right)$ respectively. Then, for $u \in \mathcal{D}, v \in \mathcal{D}^{\prime}, f \in S$ and $g \in S^{\prime}$,

$$
\begin{align*}
& \langle\Lambda(L)(u \otimes \varepsilon(f)), \Lambda(M)(v \otimes \varepsilon(g))\rangle= \\
& \int d t\left\{\left\langle\widehat{f}(t) \otimes \Lambda(L)_{t}(u \otimes \varepsilon(f)), M_{t}(\widehat{g}(t) \otimes v \otimes \varepsilon(g))\right\rangle\right. \\
& +\left\langle L_{t}(\widehat{f}(t) \otimes u \otimes \varepsilon(f)), \widehat{g}(t) \otimes \Lambda(M)_{t}(v \otimes \varepsilon(g))\right\rangle \\
& \left.+\left\langle L_{t}(\widehat{f}(t) \otimes u \otimes \varepsilon(f)), \Delta M_{t}(\widehat{g}(t) \otimes v \otimes \varepsilon(g))\right\rangle\right\} . \tag{3.17}
\end{align*}
$$

Proof. Set

$$
\begin{array}{rll}
z_{t}^{0} & =\Delta^{\perp} L_{t}(\widehat{f}(t) \otimes u \otimes \varepsilon(f)), & z_{t}^{1}=\Delta L_{t}(\widehat{f}(t) \otimes u \otimes e(f)), \\
w_{t}^{0} & =\Delta^{\perp} M_{t}(\widehat{g}(t) \otimes v \otimes \varepsilon(g)), & w_{t}^{1}=\Delta M_{t}(\widehat{g}(t) \otimes v \otimes \varepsilon(g)),
\end{array}
$$

and apply Theorem 3.5.

In favourable circumstances this takes a more attractive and amenable form.
Corollary 3.16. Let $L$ and $M$ be bounded $Q S$-integrable processes whose $Q S$ integral processes $X$ and $Y$ are bounded. Then

$$
\begin{equation*}
X_{t}^{*} Y_{t}=\int_{0}^{t}\left(\left(I_{\widehat{\mathrm{k}}} \otimes X_{s}^{*}\right) M_{s}+L_{s}^{*}\left(I_{\mathrm{k}} \otimes Y_{s}\right)+L_{s}^{*} \Delta M_{s}\right) d \Lambda_{s}, \quad t \geq 0 \tag{3.18}
\end{equation*}
$$

provided that the integrand is QS-integrable.
Proof. Rearranging the right-hand side of (3.17)

$$
\left\langle u \otimes \varepsilon(f), X_{t}^{*} Y_{t}(v \otimes \varepsilon(g))\right\rangle=\int_{0}^{t} d s\left\langle\widehat{f}(s) \otimes u \otimes \varepsilon(f), Z_{s}(\widehat{g}(s) \otimes v \otimes \varepsilon(g))\right\rangle
$$

where $Z$ is the integrand process in (3.18). Comparison with (3.15) therefore completes the proof.

Example 3.17. If $X_{t}=\int_{0}^{t} F_{s} d A_{s}$ and $Y_{t}=\int_{0}^{t} G_{s} d A_{s}^{*}$, then

$$
\int_{0}^{t} F_{s} d A_{s} \int_{0}^{t} G_{s} d A_{s}^{*}=\int_{0}^{t} F_{s} Y_{s} d A_{s}+\int_{0}^{t} X_{s} G_{s} d A_{s}^{*}+\int_{0}^{t} F_{s} G_{s} d s
$$

The general rule here is that there is a third term "Itô correction" only if the Wick ordering

$$
d A^{*}, \quad d N, \quad d A,
$$

is violated, and in this case the correction term is given by the following quantum Itô table:

$$
\begin{array}{r|r} 
& d A_{t}^{*} d N_{t}  \tag{3.19}\\
\hline d A_{t} & d t \\
d N_{t} & d A_{t}^{*} d N_{t}
\end{array} .
$$

Remark. This contains the Itô correction for classical Brownian motion: if $Q_{t}=A_{t}+A_{t}^{*}$ (one dimension of noise) then, since

$$
\left(d A_{t}+d A_{t}^{*}\right)^{2}=\left(d A_{t}\right)^{2}+\left(d A_{t}^{*}\right)^{2}+d A_{t} d A_{t}^{*}+d A_{t}^{*} d A_{t}
$$

$\left(d Q_{t}\right)^{2}=d t$.

## Iterated QS integrals

Let $L \in B\left(\widehat{\mathrm{k}}^{\otimes n} \otimes \mathrm{~h}_{1} ; \widehat{\mathrm{k}}^{\otimes n} \otimes \mathrm{~h}_{2}\right)$. As a constant $\left(\widehat{\mathrm{k}} \otimes \widehat{\mathrm{k}}^{\otimes(n-1)} \otimes \mathrm{h}_{1}\right)-\left(\widehat{\mathrm{k}} \otimes \widehat{\mathrm{k}}^{\otimes(n-1)} \otimes\right.$ $\mathrm{h}_{2}$ )-process this is QS-integrable. Also $\Lambda(L)_{t}(t \geq 0)$ defines a continuous process and so, if $n \geq 2$, this is QS-integrable itself, as a $\left.\widehat{\mathbf{k}} \otimes \widehat{\mathrm{k}}^{\otimes(n-2)} \otimes \mathrm{h}_{1}\right)-$ $\left(\widehat{\mathrm{k}} \otimes \widehat{\mathrm{k}}^{\otimes(n-2)} \otimes \mathrm{h}_{2}\right)$-process. This leads to the following definition.

Definition. For $L \in B\left(\widehat{\mathrm{k}}^{\otimes n} \otimes \mathrm{~h}_{1} ; \hat{\mathrm{k}}^{\otimes n} \otimes \mathrm{~h}_{2}\right)$, the $n$-fold iterated $Q S$ integral process of $L$ is defined, for $n=0,1,2, \cdots$, recursively by

$$
\Lambda_{t}^{0}(L)=L \otimes I \text { and, for } n \geq 1, \Lambda_{t}^{n}(L)=\int_{0}^{t} \Lambda_{s}^{n-1}(\widetilde{L}) d \Lambda(s)
$$

where $\widetilde{L}$ is $L$ viewed as a $\left(\widehat{\mathrm{k}}^{\otimes(n-1)} \otimes \widehat{\mathrm{k}} \otimes \mathrm{h}_{1}\right)-\left(\widehat{\mathrm{k}}^{\otimes(n-1)} \otimes \widehat{\mathrm{k}} \otimes \mathrm{h}_{2}\right)$-process.
Proposition 3.18. Let $L \in B\left(\widehat{\mathrm{k}}^{\otimes n} \otimes \mathrm{~h}_{1} ; \widehat{\mathrm{k}}^{\otimes n} \otimes \mathrm{~h}_{2}\right)$. Then
$\left\langle u \otimes \varepsilon(f), \Lambda_{t}^{n}(L)(v \otimes \varepsilon(g))\right\rangle=\int_{\Delta_{t}^{n}} d \mathbf{s}\left\langle\widehat{f}^{\otimes n}(\mathbf{s}) \otimes u, L\left(\widehat{g}^{\otimes n}(\mathbf{s}) \otimes v\right)\right\rangle\langle\varepsilon(f), \varepsilon(g)\rangle$
and

$$
\begin{equation*}
\left\|\Lambda_{t}^{n}(L)(u \otimes \varepsilon(f))\right\|^{2} \leq\left(C_{f_{[0, t]}}\right)^{2 n} \int_{\Delta_{t}^{n}} d \mathbf{s}\left\|L\left(\widehat{f}^{\otimes n}(\mathbf{s}) \otimes u\right)\right\|^{2}\|\varepsilon(f)\|^{2} \tag{3.21}
\end{equation*}
$$

where $\Delta_{t}^{n}$ denotes the $n$-simplex $\left\{\mathbf{s} \in \mathbb{R}^{n}: 0 \leq s_{1} \leq \cdots \leq s_{n} \leq t\right\}$ and $\widehat{f}^{\otimes n}(\mathbf{s})=\widehat{f}\left(s_{1}\right) \otimes \cdots \otimes \widehat{f}\left(s_{n}\right)$.

Proof. Exercise in iteration of (3.15) and (3.16).
So far we have not specified the k-admissible set for the exponential domain of the processes-we may in fact choose K itself.

Corollary 3.19. For a sequence of operators

$$
\begin{equation*}
L:=\left(L_{n} \in B\left(\widehat{\mathrm{k}}^{\otimes n} \otimes \mathrm{~h}_{1} ; \widehat{\mathrm{k}}^{\otimes n} \otimes \mathrm{~h}_{2}\right)\right)_{n \geq 0} \tag{3.22}
\end{equation*}
$$

$T>0$ and vectors $u \in \mathrm{~h}$ and $f \in \mathrm{~K}$, the series

$$
\sum_{n \geq 0} \Lambda_{t}^{n}\left(L_{n}\right)(u \otimes \varepsilon(f))
$$

converges absolutely and uniformly on $[0, T]$ provided that

$$
\begin{equation*}
\sum_{n \geq 0}(n!)^{-1 / 2}\left\|L_{n}\right\|\left(\left\|\widehat{f}_{[0, T]}\right\| C_{f_{[0, T]}}\right)^{n}<\infty \tag{3.23}
\end{equation*}
$$

Warning. Note that $\widehat{f}[0, T]$ denotes $\widehat{f} \mathbf{1}_{[0, t[ }$, as opposed to $\widehat{f_{[0, T]}}$.
Proof. By symmetry,

$$
\int_{\Delta_{t}^{n}} d \mathbf{s}\left\|\widehat{f}^{\otimes n}(\mathbf{s})\right\|^{2}=(n!)^{-1}\left\|\widehat{f}_{[0, t}\right\|^{2 n}
$$

The result follows.

Let $\mathscr{S}$ denote the linear space of sequences (3.22) satisfying

$$
\left\|L_{n}\right\| \leq C_{1} C_{2}^{n} \text { for some constants } C_{1} \text { and } C_{2}
$$

and let $\mathscr{S}_{0}$ be the subspace of sequences whose terms are eventually 0 . Then, for $L \in \mathscr{S}$, (3.23) holds for all $f \in \mathrm{~K}$ and $T>0$. The resulting continuous $\mathrm{h}_{1}$-h $\mathrm{h}_{2}$-process will be denoted $\left(\Lambda_{t}(L)\right)_{t \geq 0}$.

Proposition 3.20. The map $L \mapsto \Lambda .(L)$ is linear and is injective on $\mathscr{S}$.
Proof. Linearity may be read from (3.20); injectivity is left as an exercise.

Further questions. What about multiplicativity? A quantum Itô formula for iterated QS integrals?

Exercise. Let $L, M \in B(\widehat{\mathrm{k}} \otimes \mathrm{h})$ and recall the $\Delta$ notation (3.13). Show that

$$
\Lambda_{t}^{1}(L) \Lambda_{t}^{1}(M)=\Lambda_{t}(L * M)
$$

where $L * M$ is the sequence defined by

$$
(L * M)_{1}=L \Delta M, \quad(L * M)_{2}=L^{1} M^{2}+L^{2} M^{1}
$$

and $(L * M)_{n}=0$ otherwise, where

$$
L^{1}=\left(\pi \bar{\otimes} \operatorname{id}_{B(\mathrm{~h})}\right)\left(I_{\hat{\mathrm{k}}} \otimes L\right) \text { and } L^{2}=I_{\hat{\mathrm{k}}} \otimes L,
$$

$\pi$ is the tensor flip on $B(\mathrm{k} \otimes \mathrm{k})$ and $M^{1}$ and $M^{2}$ are defined similarly.
Exercise. Work out the general formula for $L * M$, when $L, M \in \mathscr{S}_{0}$.

## Notes

Quantum stochastic integrals for finite-dimensional noise were defined in [ $\mathrm{HP}_{1}$ ], the founding paper of quantum stochastic calculus; see the lecture notes [Hud]. The extension to infinite-dimensional noise was developed in $\left[\mathrm{HP}_{2}\right]$ and $[\mathrm{MoS}]$. Fermi fields were realised as quantum stochastic integrals in $\left[\mathrm{HP}_{3}\right]$, thereby subsuming fermionic stochastic calculus ([ApH]) into the Hudson-Parthasarathy calculus - this was later generalised in a multidimensional theory incorporating a mixture of Bose and Fermi creation and annihilation processes and $\mathbb{Z}_{2}$-graded number/exchange processes ([EyH]). There were other contemporary developments, namely an Itô-Clifford stochastic calculus ([BSW $]$ ), and a finite-temperature/quasi-free stochastic calculus ([BSW $\left.{ }_{2}\right],\left[\mathrm{HL}_{2}\right],\left[\mathrm{HL}_{1}\right],\left[\mathrm{L}_{1}\right]$, [LWi], [LMa]). Stochastic calculus in free Fock space was also developed soon afterwards ([KüS]). All three of these have attracted recent attention (see [CaK], [HKK] and [BiS]).

Quantum stochastic integrals may also be viewed as integral-sum kernel operators ([Maa]); their theory is described in the lecture notes [ $\mathrm{L}_{7}$ ]. Developments up until the early 1990's were described in the two books [Par] and [Mey]. The direct approach described here, exploiting the gradient and divergence of Malliavin calculus was developed in $\left[\mathrm{L}_{1,2}\right]$ and adopted in the lecture notes [Bia]; see also $\left[\mathrm{Bel}_{1}\right]$. An indirect approach exploiting classical stochastic calculus, through which quantum stochastic integrals are defined implicitly, was developed in [AtM]. These latter two approaches were unified and extended in [AtL] where an adapted gradient operator $D$ completes a quartet of classical operations: $\mathcal{S} D \mathcal{L} P\left(P\right.$ being $P_{\text {ad }}$ and $\mathcal{L}$ being $\left.\mathcal{T}\right)$, on which the calculus may be founded. For the product formula and injectivity of this 'global' QS integration see [ $\mathrm{LW}_{4}$ ]; in finite dimensions the formula was first stated in [CEH] and proved in [HPu]. Injectivity is closely related to the independence of quantum stochastic integrators: if $L$ is a QS-integrable process for which $\Lambda(L)_{t}=0$ for each $t \geq 0$ then $L$ is the zero process (see [ $\left.\mathrm{L}_{3}\right]$, [Att $\left.]_{1}\right]$ and $\left[\mathrm{LW}_{1}\right]$ for sufficient conditions for this to hold).

There is also a functional quantum Itô formula ([Vin $\left.{ }_{2}\right]$ ), an interesting $\Omega$-adapted theory ( $\left[\mathrm{Belt}_{1}\right]$ ) which is parallel to the identity-adapted theory described in these notes (see [Belt $\left.{ }_{2}\right]$ ), and an important representation theory for martingales ([PSi]) and semimartingales ([ $\left.\mathrm{Att}_{2}\right]$ ) as quantum stochastic integrals, which is still under active development ([ $\left.\left.\mathrm{Att}_{3}\right],\left[\mathrm{Coq}_{2}\right],[\mathrm{Ji}],[\mathrm{Paut}]\right)$; see the lecture notes [Att ${ }_{4}$.

## 4 QS Differential Equations

This section contains the basic existence and uniqueness theorem for quantum stochastic differential equations with bounded coefficients and arbitrary noise dimension space. Recall the notations K and $\mathcal{F}_{\mathrm{k}}$, defined in (2.1); also let $S$ be a k -admissible set consisting of locally essentially bounded functions with essentially finite-dimensional range, such as $\mathbb{S}_{\mathrm{k}}$.

## Exponential noise

Let $k \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}\right), u, v \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+} ; \mathbf{k}\right)$ and $W \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+} ; B(\mathrm{k})\right)$, where the latter is defined as on page 219. and, recalling the Fock space operators introduced there, set

$$
X_{t}=\Gamma\left(z_{t}, u_{[0, t]}, R_{t}, v_{[0, t]}\right)
$$

where

$$
z_{t}=\int_{0}^{t} d s k(s) \text { and }\left(R_{t} h\right)(s)=W(s) h_{[0, t[ }(s)+h_{[t, \infty[ }(s) .
$$

Now, since $R_{t} h=R_{t} h_{[0, t[ }+h_{[t, \infty[ }$ for $h \in \mathrm{~K}$, if $f, g \in \mathrm{~K}$ then

$$
X_{t} \varepsilon(g)=\exp \int_{0}^{t} d s\{k(s)+\langle v(s), g(s)\rangle\} \varepsilon\left(R_{t} g_{[0, t[ }+u_{[0, t[ }+g_{[t, \infty[ }\right)
$$

so $X$ is adapted, and

$$
\begin{equation*}
\left\langle\varepsilon(f), X_{t} \varepsilon(g)\right\rangle=\alpha(t)\left\langle\varepsilon\left(f_{[t, \infty[ }\right), \varepsilon\left(g_{[t, \infty[ }\right)\right\rangle, \tag{4.1}
\end{equation*}
$$

where

$$
\alpha(t)=\exp \int_{0}^{t} d s\{k(s)+\langle v(s), g(s)\rangle+\langle f(s), W(s) g(s)\rangle+\langle f(s), u(s)\rangle\} .
$$

Since

$$
\begin{aligned}
\left\|\left(T_{t}-T_{s}\right) g\right\|^{2} & =\int d r\left\|W(r) g_{[s, t[ }(r)-g_{[s, t[ }(r)\right\|^{2} \\
& \leq\left(1+\left\|W_{[s, t[ }\right\|_{\infty}^{2}\right)\left\|g_{[s, t[ }\right\|^{2},
\end{aligned}
$$

and the exponential map $\varepsilon$ is continuous, it follows that $X$ is a continuous process with domain $\mathcal{E}(\mathrm{K})$. Note also that $X$ is a martingale if (and only if) $k=0$. Now note that, since $\left\langle\varepsilon\left(f_{[t, \infty[ }\right), \varepsilon\left(g_{[t, \infty[ }\right)\right\rangle=\exp \int_{t}^{\infty} d s\langle f(s), g(s)\rangle$, the derivative of (4.1) is

$$
\{k(t)+\langle v(t), g(t)\rangle+\langle f(t),(W(t)-I) g(t)\rangle+\langle f(t), u(t)\rangle\}\left\langle\varepsilon(f), X_{t} \varepsilon(g)\right\rangle .
$$

Since $X_{0}=I$ it follows that

$$
\left\langle\varepsilon(f),\left(X_{t}-I\right) \varepsilon(g)\right\rangle=\int_{0}^{t} d s\left\langle\widehat{f}(s) \otimes \varepsilon(f),\left(L_{s} \otimes X_{s}\right) \widehat{g}(s) \otimes \varepsilon(g)\right\rangle
$$

where

$$
L_{s}=\left[\begin{array}{cc}
k(s) & \langle v(s)| \\
|u(s)\rangle & W(s)-I_{\mathrm{k}}
\end{array}\right] .
$$

Reference to (3.15) reveals that we have 'solved' our second quantum stochastic differential equation:

$$
\begin{equation*}
d X_{t}=L_{t} \otimes X_{t} d \Lambda_{t} ; \quad X_{0}=I . \tag{4.2}
\end{equation*}
$$

In case you are wondering, we solved our first on page 233.

### 4.1 QSDE's for operator processes

Let $L$ be a bounded $\left(\widehat{\mathrm{k}} \otimes \mathbf{h}_{1}\right)-\left(\widehat{\mathrm{k}} \otimes \mathrm{h}_{2}\right)$-process, and let $T \in B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right)$. An $\mathbf{h}_{1}-\mathrm{h}_{2}$ process $X$ with domain $\mathrm{h}_{1} \otimes \mathcal{E}(S)$ is a weak solution of the right quantum stochastic differential equation

$$
\begin{equation*}
d X_{t}=L_{t} \widehat{X}_{t} d \Lambda(t), \quad X_{0}=T \otimes I \tag{4.3}
\end{equation*}
$$

where $\widehat{X}_{t}:=I_{\widehat{\mathrm{k}}} \otimes X_{t}$, if it satisfies

$$
\begin{align*}
& \left\langle u \otimes \varepsilon(f), X_{t}(v \otimes \varepsilon(g))\right\rangle-\langle u, T v\rangle\langle\varepsilon(f), \varepsilon(g)\rangle= \\
& \quad \int_{0}^{t} d s\left\langle\widehat{f}(s) \otimes u \otimes \varepsilon(f), L_{s} \widehat{X}_{t}(\widehat{g}(s) \otimes v \otimes \varepsilon(g))\right\rangle \tag{4.4}
\end{align*}
$$

for $u \in \mathrm{~h}_{2}, v \in \mathrm{~h}_{1}, f \in \mathrm{~K}$ and $g \in S$. Implicit here is the assumption that the Lebesgue integrals exist, in other words

$$
t \mapsto\left\langle\widehat{f}(t) \otimes u \otimes \varepsilon(f), L_{t} \widehat{X}_{t}(\widehat{g}(t) \otimes v \otimes \varepsilon(g))\right\rangle
$$

is locally integrable. It is a strong solution if furthermore the $\left(\widehat{k} \otimes h_{1}\right)-\left(\widehat{k} \otimes h_{2}\right)-$ process

$$
t \mapsto L_{t} \widehat{X}_{t}
$$

is quantum stochastically integrable. In that case, in view of the First Fundamental Formula (3.15), $X$ satisfies the integral equation

$$
\begin{equation*}
X_{t}=T \otimes I+\Lambda_{t}(Z) \text { where } Z=\left(L_{t} \widehat{X}_{t}\right)_{t \geq 0} \tag{4.5}
\end{equation*}
$$

Remark. Strong solutions are in particular continuous processes.

## Existence and uniqueness

Recall the regularity conditions on processes in Subsection 2.3.
Theorem 4.1. Let $L$ be a bounded measurable $\left(\widehat{k} \otimes h_{1}\right)-\left(\widehat{k} \otimes h_{2}\right)$-process for which

$$
t \mapsto L_{t} E_{\hat{f}(t)} \text { has a locally uniform bound for each } f \in S \text {. }
$$

Then the right QSDE (4.3) has a unique strongly regular strong solution.
Proof. Exercise in Picard iteration.
For the constant coefficient case, here is a better uniqueness theorem.
Theorem 4.2. Let $L \in B\left(\widehat{\mathrm{k}} \otimes \mathrm{h}_{1} ; \widehat{\mathrm{k}} \otimes \mathrm{h}_{2}\right)$. Then the $\operatorname{QSDE}$ (4.3), with $L_{t}:=$ $L \otimes I_{\mathcal{F}_{\mathfrak{k}}}$ for each $t$, has at most one weakly regular weak solution.

Proof. Exercise.
Remark. There is a left QSDE too:

$$
\begin{equation*}
d X_{t}=\widehat{X}_{t}\left(I_{\widehat{\mathrm{k}}} \otimes L\right) d \Lambda_{t}, \quad X_{0}=T \otimes I, \tag{4.6}
\end{equation*}
$$

for which existence and uniqueness holds, as above.
Notation. A convenient notation for the solutions to the right and left constant-coefficient QSDE's is ${ }^{L} X$ and $X^{L}$ respectively.

Further questions. When is $X^{L}$ contractive? isometric? unitary?

### 4.2 QSDE's for mapping processes

Let $\phi: \mathrm{V} \rightarrow \mathrm{M}(\widehat{\mathrm{k}} ; \mathrm{V})_{\mathrm{b}}$ be a k -bounded linear map, for an operator space V . This terminology simply means that $\phi$ is bounded if $\operatorname{dim} \mathrm{k}<\infty$ and is completely bounded otherwise. For such maps there is a k-bounded map

$$
\phi^{(\widehat{\mathrm{k}})}: \mathrm{M}(\widehat{\mathrm{k}} ; \mathrm{V})_{\mathrm{b}} \rightarrow \mathrm{M}\left(\widehat{\mathrm{k}}^{\otimes 2} ; \mathrm{V}\right)_{\mathrm{b}}
$$

(see Proposition 1.24 for the CB case) and we may iterate this lifting ad infinitum, to form the sequence given by $\phi^{0}=\mathrm{id} \vee$ and

$$
\phi^{n+1}:=\phi^{\left(\hat{\mathrm{k}}^{\otimes n}\right)} \circ \cdots \circ \phi: \mathrm{V} \rightarrow \mathrm{M}\left(\widehat{\mathrm{k}}^{\otimes(n+1)} ; \mathrm{V}\right)_{\mathrm{b}}, \quad n \geq 0
$$

Note that the last $\widehat{k}$ to be added into the picture is the left-most one; we need to reverse this. Thus let

$$
\begin{equation*}
\phi_{n}=(\pi \bar{\otimes} \mathrm{id} \vee) \circ \phi^{n}: \mathrm{V} \rightarrow \mathrm{M}\left(\widehat{\mathrm{k}}^{\otimes n} ; \mathrm{V}\right)_{\mathrm{b}}, n \geq 0 \tag{4.7}
\end{equation*}
$$

were $\pi$ is the normal automorphism of $B\left(\widehat{\mathrm{k}}^{\otimes n}\right)$ which effects the permutation

$$
\pi\left(T_{1} \otimes \cdots \otimes T_{n}\right)=T_{n} \otimes \cdots \otimes T_{1}
$$

## Existence and uniqueness

Let $\phi: \mathrm{V} \rightarrow \mathrm{M}(\widehat{\mathrm{k}} ; \mathrm{V})_{\mathrm{b}}$ be a linear map defined on an operator space V in $B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right)$. A process $k$ on V satisfies the QSDE

$$
\begin{equation*}
d k_{t}=k_{t} \circ \phi d \Lambda_{t} ; \quad k_{0}(x)=x \otimes I \tag{4.8}
\end{equation*}
$$

weakly on $\mathrm{h}_{1} \otimes \mathcal{E}(S)$ if

$$
\begin{align*}
& \left\langle u \otimes \varepsilon(f),\left(k_{t}(x)-x \otimes I\right) v \otimes \varepsilon(g)\right\rangle= \\
& \quad \int_{0}^{t} d s\left\langle u \otimes \varepsilon(f), k_{s}\left(E^{\widehat{f}(s)} \phi(x) E_{\widehat{g}(s)}\right) v \otimes \varepsilon(g)\right\rangle \tag{4.9}
\end{align*}
$$

for all $u \in \mathrm{~h}_{2}, v \in \mathrm{~h}_{1}, f \in \mathrm{~K}, g \in S$ and $x \in \mathrm{~V}$. Recall the iterated QS integrals defined on page 235 .

Theorem 4.3. Let V be an operator space in $B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right)$ and let $\phi$ be a completely bounded operator $\mathrm{V} \rightarrow \mathrm{M}(\widehat{\mathrm{k}} ; \mathrm{V})_{\mathrm{b}}$. Then, with $\phi_{n}$ as given by (4.7),

$$
\begin{equation*}
k_{t}(x)(v \otimes \varepsilon(f))=\sum_{n \geq 0} \Lambda_{t}^{n}\left(\phi_{n}(x)\right)(v \otimes \varepsilon(f)) \tag{4.10}
\end{equation*}
$$

defines a continuous strongly regular process which weakly satisfies the QSDE (4.8) on $\mathrm{h}_{1} \otimes \mathcal{E}(\mathrm{~K})$. Moreover it is the unique weakly regular process weakly satisfying this equation.

Proof (Sketch). The sum is well-defined, in view of Corollary 3.19 and the inequalites

$$
\left\|\phi_{n}\right\| \leq\left\|\phi^{\left(\hat{\mathrm{k}}^{\otimes n}\right)}\right\| \cdots\|\phi\| \leq\left(\|\phi\|_{\mathrm{cb}}\right)^{n} .
$$

The resulting process is continuous and it follows from the estimate (3.21) that it is strongly regular.

Remarks. The proper hypothesis here is that $\phi$ has k -bounded columns. This means $\phi(\cdot) E_{e}$ is k -bounded $\mathrm{V} \rightarrow \mathrm{C}(\widehat{\mathrm{k}} ; \mathrm{V})_{\mathrm{b}}$ for each $e \in \mathrm{k}$.

For applications it is necessary to incorporate other kinds of initial conditions. For example, in the construction of Lévy processes on quantum groups, $k_{0}(x)=x \otimes I$ is replaced by $k_{0}(x)=\epsilon(x) I$ where $\epsilon$ is the counit. Moreover $\phi$ maps the quantum group into operators on $\widehat{k}$ (see the lectures of Uwe Franz in the second volume of these notes).

Exercise. Complete the proof by showing that $k$ satisfies (4.9), and is unique among weak solution of (4.8).

Notation. This existence and uniqueness result justifies the notation $k^{\phi}$ for the solution. In fact $k^{\phi}$ satisfies (4.8) in a strong sense. Rather than go into the technicalities of what that might mean in general, we specialise now to completely bounded processes.

Definition. A k-bounded process $k$ satisfies the QSDE (4.8) strongly if it is measurable, it satisfies (4.8) weakly and, for each $x \in \mathrm{~V}$, the process

$$
t \mapsto k_{t}^{(\widehat{\mathrm{k}})}(\phi(x)) \text { is QS-integrable. }
$$

Shortly we shall see conditions on $\phi$ which ensure that the solution process $k$ is completely bounded.
Further questions. When is $k^{\phi}$ *-homomorphic? completely positive?
Exercise. Show that the pure number process described in Example 2.5 satisfies the QSDE

$$
\begin{equation*}
d k_{t}=k_{t} \circ(\psi-\mathrm{id} \vee) d N_{t}, \quad k_{0}(x)=x \otimes I . \tag{4.11}
\end{equation*}
$$

strongly on $\mathrm{h}_{1} \otimes \mathcal{E}(\mathrm{~K})$.

## Notes

An existence and uniqueness theorem for the constant-coefficient operator QSDE with finite-dimensional noise space, focusing on the case of unitary solutions, was given in $\left[\mathrm{HP}_{1}\right]$. Existence and uniqueness for the constantcoefficient mapping QSDE with finite-dimensional noise, focusing on the case of unital *-homomorphic solutions, was given in [Eva]. These were extended to
infinite-dimensional noise in $\left[\mathrm{HP}_{2}\right]$ and $[\mathrm{MoS}]$. This was simplified somewhat in [Mey] and further analysed in [LW $]$ ]. With the introduction of matrix spaces it was possible to obtain solutions living on a $C^{*}$-algebra (and more generally on an operator space), under natural CB hypotheses ([ $\left.\left.\mathrm{LW}_{3}\right]\right)$. Modified initial conditions are required for the construction of Lévy processes on quantum groups ([Sch]); for their incorporation into the current framework, as opposed to an integral-sum kernel operator approach, see [LSk]. The 'further questions' and the relationship between $X^{L}$ and ${ }^{L} X$ are addressed in the next section.

For a nice treatment of stochastic differential equations on infinite-dimensional spaces driven by a Wiener process on a Hilbert space, making extensive use of semigroup theory, see [DaZ].

## 5 QS Cocycles

In this section we define quantum stochastic cocycles, or Markovian cocycles, for the shift on the Fock space $\mathcal{F}_{k}$, otherwise known as the CCR flow of index k . In the analysis of these cocycles a central role is played by their semigroup representation. We shall see that solutions of QSDE's form cocycles and, in turn, explore the extent to which cocycles have such an infinitesimal description - in terms of an additive cocycle which is an operator linear combination of the fundamental QS processes of creation, preservation and annihilation. A remarkable feature of the unbounded business of solving QSDE's, described in the previous section, is that unitary operator-valued cocycles and *-homomorphic-valued mapping cocycles may be obtained. In fact, the form of the 'stochastic generator' naturally reflects that of the cocycle - just as unitary groups have skew-adjoint generators, contraction semigroups have dissipative generators and *-homomorphic semigroups have *-derivations as generators. These are amongst the reasons why Markovian cocycles are emphasised here.

We begin with classical Brownian motion.

## Some Markovian cocycles for Brownian motion

There is an alternative to the Itô approach to continuous-time classical Markov processes which focuses on their cocycle structure with respect to the underlying shift. Consider the paradigm case of Brownian motion.

Let $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ be a one-parameter group of completely bounded maps on an ultraweakly closed operator space V. For example

$$
\mathrm{V}=|\mathrm{h}\rangle \text { and } \phi_{t}(|v\rangle)=\left|U_{t} v\right\rangle
$$

for a strongly continuous unitary group $\left(U_{t}\right)_{t \in \mathbb{R}}$ (Schrödinger evolution) or

$$
\mathbf{V}=\mathcal{M} \text { and } \phi_{t}(x)=e^{t \delta}(x)
$$

for a bounded ${ }^{*}$-derivation $\delta$ on a von Neumann algebra $\mathcal{M}$ (simple Heisenberg evolution). Let $L^{\infty}$ denote the $L^{\infty}$-space of the canonical Brownian motion
$\left\{B_{t}: t \geq 0\right\}$ on $\Omega$, the path space $\mathcal{C}_{0}$ defined in (1.28) with $\mathbf{k}^{\mathbb{R}}=\mathbb{R}$, and define the semigroup of shifts on $\mathrm{V} \bar{\otimes} L^{\infty}=L^{\infty}(\Omega ; \mathrm{V})$, by

$$
\sigma_{s}(f)(\omega)=f\left(\theta_{s} \omega\right)
$$

where $\left(\theta_{s}\right)_{s \geq 0}$ is the semigroup of shifts on paths:

$$
\left(\theta_{s} \omega\right)(t)=\omega(s+t)-\omega(s)
$$

Then

$$
\begin{align*}
\phi_{\omega(s+t)}(x) & =\phi_{\omega(s)} \circ \phi_{[\omega(s+t)-\omega(s)]}(x) \\
& =\phi_{\omega(s)} \circ \phi_{\left(\theta_{s} \omega\right)(t)}(x)  \tag{5.1}\\
& =\phi_{\omega(s)}\left(\sigma_{s}\left(\phi_{B_{t}}(x)\right)(\omega)\right) .
\end{align*}
$$

Now define a family of CB maps

$$
k_{t}: \mathrm{V} \rightarrow \mathrm{~V} \bar{\otimes} L^{\infty}, \quad x \mapsto \phi_{B_{t}}(x)
$$

Let $\widehat{k}_{s}$ denote the extension of $k_{s}$ to an operator on $\mathrm{V} \bar{\otimes} L^{\infty}$, defined by

$$
\widehat{k}_{s}(f)(\omega)=\phi_{\omega(s)}(f(\omega)),
$$

for functions $f$ depending only on the path beyond time $s$. Thus $k_{s}$ is the restriction of $\widehat{k}_{s}$ to constant functions. Then (5.1) reads $k_{s+t}(x)=\widehat{k}_{s}\left(\sigma_{s}\left(k_{t}(x)\right)\right)$, thus the one-parameter family $\left(k_{t}\right)_{t \geq 0}$ satisfies the cocycle identity

$$
\begin{equation*}
k_{s+t}=\widehat{k}_{s} \circ \sigma_{s} \circ k_{t} . \tag{5.2}
\end{equation*}
$$

If the randomness is averaged out, by defining

$$
P_{t} x=\mathbb{E}\left[k_{t}(x)\right],
$$

then the Markovian semigroup of the cocycle results:

$$
P_{s+t}=P_{s} P_{t}, \quad P_{0}=\mathrm{id}_{\mathrm{v}} .
$$

In the first example above this gives a self-adjoint contraction semigroup:

$$
P_{t}=e^{-\frac{1}{2} t H^{2}}
$$

where $H$ is the Stone generator of the group: $U_{t}=e^{i t H}$. In the second example it gives a CP contraction semigroup: $P_{t}=e^{-\frac{1}{2} t \delta^{2}}$.

Classical probability abounds with examples of such cocycles and associated semigroups. Here we are interested in seeing how they arise in noncommutative probability.

## Fock-space shifts

Shifts on the Fock space $\mathcal{F}_{\mathrm{k}}$ are defined by

$$
\sigma_{t}(X)=I_{t} \otimes\left(S_{t} X S_{t}^{*}\right), \quad X \in B\left(\mathcal{F}_{\mathrm{k}}\right)
$$

where $S_{t}=\Gamma\left(s_{t}\right)$ is the isometry $\mathcal{F}_{\mathbf{k}} \rightarrow \mathcal{F}_{\mathbf{k},[t, \infty[ }$ given by

$$
S_{t} \varepsilon(f)=\varepsilon\left(s_{t} f\right), \quad s_{t} f(s)=f(s-t)
$$

and $I_{t}=I_{\mathcal{F}_{\mathrm{k},[0, t \mid]}}$. They form a normal endomorphism semigroup on $B\left(\mathcal{F}_{\mathrm{k}}\right)$. In particular they extend to $B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right) \bar{\otimes} B\left(\mathcal{F}_{\mathrm{k}}\right)$, for Hilbert spaces $\mathrm{h}_{1}$ and $\mathrm{h}_{2}$, where they map right matrix spaces to right matrix spaces:

$$
\mathrm{V} \otimes_{\mathrm{M}} B\left(\mathcal{F}_{\mathrm{k}}\right) \rightarrow \mathrm{V} \otimes_{\mathrm{M}} B\left(\mathcal{F}_{\mathrm{k},[t, \infty[ }\right) \subset \mathrm{V} \otimes_{\mathrm{M}} B\left(\mathcal{F}_{\mathrm{k}}\right)
$$

for any operator space V in $B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right)$. We use the same notation $\sigma_{t}$ for the shift on any of these.

The following identity is useful:

$$
\begin{align*}
& \langle\varepsilon(f), \\
& \left.\quad \sigma_{t}(X) \varepsilon(g)\right\rangle  \tag{5.3}\\
& \quad=\left\langle\varepsilon\left(f_{[0, t]}\right), \varepsilon\left(g_{[0, t[ }\right)\right\rangle\left\langle\varepsilon\left(s_{t}^{*}\left(\left.f\right|_{[t, \infty[ }\right)\right), X \varepsilon\left(s_{t}^{*}\left(\left.g\right|_{[t, \infty[ }\right)\right)\right\rangle
\end{align*}
$$

Exercise. Verify the following effect of shifts on exponential operators:

$$
\begin{equation*}
\sigma_{t}(\Gamma(z, u, T, v))=I_{t} \otimes \Gamma\left(z, s_{t} u, s_{t} T s_{t}^{*}, s_{t} v\right) \tag{5.4}
\end{equation*}
$$

the second tensor component being an operator on $\mathcal{F}_{\mathrm{k},[t, \infty[ }$, and the first being the identity operator on $\mathcal{F}_{\mathrm{k},[0, t[ }$.

## Markovian cocycles for quantum noise

A bounded Hilbert-space operator process $X$ is a left Markovian cocycle if it satisfies

$$
X_{s+t}=X_{s} \sigma_{s}\left(X_{t}\right) ; \quad X_{0}=I
$$

A completely bounded process $k$ on an operator space V in $B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right)$ is a completely bounded Markovian cocycle if it satisfies

$$
k_{s+t}=\widehat{k}_{s} \circ \sigma_{s} \circ k_{t}, \quad k_{0}(x)=x \otimes I .
$$

where $\widehat{k}_{s}$ is the right lifting $k_{s} \otimes_{\mathrm{M}}$ id $_{B(\mathrm{H})}$ for $\mathrm{H}=\mathcal{F}_{\mathbf{k},[s, \infty[ }$.
Since

$$
\mathcal{F}_{\mathrm{k},[0, s[ } \otimes \mathcal{F}_{\mathrm{k},[s, \infty[ }=\mathcal{F}_{\mathrm{k}},
$$

the identity $\mathrm{V} \otimes_{\mathrm{M}} B\left(\mathrm{H}_{1}\right) \otimes_{\mathrm{M}} B\left(\mathrm{H}_{2}\right)=\mathrm{V} \otimes_{\mathrm{M}} B\left(\mathrm{H}_{1} \otimes \mathrm{H}_{2}\right)$ (which is property 3 following the definition of matrix spaces) ensures that everything fits together properly.
Remark. In fact the Markovian cocycle property can be defined for a wider class of processes; for example processes $X^{L}$ and $k^{\phi}$ need not be bounded (respectively, completely bounded) themselves, however there are good reasons to consider them as Markovian cocycles.

## $E$-semigroup of a Markovian cocycle

Let $k$ be a CB Markovian cocycle on an operator space V in $B\left(\mathrm{~h}_{1} ; \mathrm{h}_{2}\right)$. Then the compositions

$$
\begin{equation*}
K_{s}:=\widehat{k}_{s} \circ \sigma_{s} \tag{5.5}
\end{equation*}
$$

form a CB semigroup on $\mathrm{V} \otimes_{\mathrm{M}} B\left(\mathcal{F}_{\mathrm{k}}\right)$. Conversely, if $\left(K_{t}\right)_{t \geq 0}$ is a CB semigroup on $\mathrm{V} \otimes_{\mathrm{M}} B\left(\mathcal{F}_{\mathrm{k}}\right)$ satisfying

$$
K_{t}(x \otimes b)=k_{t}(x)\left(I_{\mathrm{h}_{1}} \otimes \sigma_{t}(b)\right)
$$

for a process $k$ on V , then $k$ is a Markovian cocycle on V .
In particular, normal *-homomorphic Markovian cocycles on von Neumann algebras $\mathcal{M}$ give rise to $E$-semigroups on $\mathcal{M} \bar{\otimes} B\left(\mathcal{F}_{k}\right)$ (see the lectures of Rajarama Bhat in this volume).

### 5.1 Semigroup representation

If $k$ is a CB Markovian cocycle on an operator space V then for $d, e \in \mathrm{k}$,

$$
\begin{equation*}
P_{t}^{d, e}:=E^{\varpi\left(d_{[0, t]}\right)} k_{t}(\cdot) E_{\varpi\left(e_{[0, t]}\right)} \tag{5.6}
\end{equation*}
$$

where $\varpi(\cdot)$ denotes the normalised exponential map (1.23), defines a semigroup on V , and $\left\{P^{d, e}: d, e \in \mathrm{k}\right\}$ is called the set of associated semigroups of the cocycle. In turn the associated semigroups determine the cocycle because the cocycle property gives, for (right-continuous) step functions $f$ and $g$,

$$
\begin{equation*}
E^{\varpi\left(f_{[0, t]}\right)} k_{t}(\cdot) E_{\varpi\left(g_{[0, t \mid}\right)}=P_{t_{1}-t_{0}}^{(0)} \circ \cdots \circ P_{t_{n+1}-t_{n}}^{(n)}, \tag{5.7}
\end{equation*}
$$

where $\left\{0=t_{0} \leq t_{1} \leq \cdots \leq t_{n+1}=t\right\}$ contains the discontinuities of both $f_{[0, t[ }$ and $g_{[0, t[ }$, and $P^{(k)}=P^{d, e}$ where $d=f\left(t_{k}\right)$ and $e=g\left(t_{k}\right)$.
Proposition 5.1. Let $k$ be a CB process on V . If (5.6) defines a semigroup for each $d, e \in \mathrm{k}$ and (5.7) holds for these semigroups, then $k$ is a Markovian cocycle.

Let $k$ be a completely bounded process on V satisfying the QSDE (4.8) for a CB map $\phi$. It follows from (4.9) that, for each $c, d \in \mathrm{k}$,

$$
t \mapsto E^{\varpi\left(c_{[0, t]}\right)} k_{t}(\cdot) E_{\varpi\left(d_{[0, t]}\right)}
$$

defines a semigroup $P^{c, d}$ on V . Moreover the semigroup is norm continuous, and is completely contractive if $k$ is (since we are using normalised exponential vectors). In turn it is not difficult to verify that (5.7) holds and therefore $k$ is a Markovian cocycle by Proposition 5.1. We call it the Markovian cocycle generated by $\phi$. Various converse results hold. These are discussed in the following subsections.
Remark. Left Markovian cocycles on a Hilbert space equally have a semigroup representation in terms of associated semigroups.

## Markov regularity

A Markov-regular cocycle is a Markovian cocycle all of whose associated semigroups are norm continuous. Here there is a dichotomy. Recall that the CB condition on a Markovian cocycle can be loosened.

Proposition 5.2. Let $k$ be a Markovian cocycle on an operator space which is bounded with locally uniform bounds. Then either all of the associated semigroups are norm continuous or none of them are.

Thus, in particular, Markov regularity for a contraction cocycle $k$ is equivalent to the norm continuity of its Markov semigroup

$$
\begin{equation*}
\left(E^{\varepsilon(0)} k_{t}(\cdot) E_{\varepsilon(0)}\right)_{t \geq 0} \tag{5.8}
\end{equation*}
$$

This observation proves to be rather useful.
Remark. Similar dichotomies hold for pointwise strong and weak continuity and also for bounded operator Markovian cocycles. All these results follow from simple estimates.

Example 5.3 (Pure number/exchange cocycles: multidimensional case). What is the multidimensional analogue of Example 2.5? The QSDE (4.11) generalises easily:

$$
\begin{equation*}
d k_{t}=\widehat{\mathrm{k}}_{t} \circ\left(\psi-\iota_{\mathrm{k}}\right) d N_{t}, \quad k_{0}(x)=x \otimes I \tag{5.9}
\end{equation*}
$$

If $\psi: \mathrm{V} \rightarrow \mathrm{M}(\mathrm{k} ; \mathrm{V})_{\mathrm{b}}$ is k -bounded then this has a strong solution on $\mathrm{h}_{1} \otimes \mathcal{E}_{\mathrm{k}}$, unique amongst weakly regular weak solutions. What about an explicit form for the Markov-regular cocycle which is its solution (cf. (2.11))?

Exercise. Using the identification

$$
\mathfrak{h} \otimes \mathcal{F}_{\mathfrak{k}}=\bigoplus_{n \geq 0}\left(\mathfrak{k}^{\otimes n} \otimes \mathfrak{h} \otimes \mathcal{F}_{[0, t[ }^{(n)}\right) \otimes \mathcal{F}_{\mathrm{k},[t, \infty[ }
$$

verify that the process on V defined by

$$
k_{t}(x)=\bigoplus_{n \geq 0}\left(\psi_{n}(x) \otimes I_{[0, t[ }^{(n)}\right) \otimes I_{\mathrm{k},[t, \infty[ },
$$

where $\psi_{n}$ is defined as in (4.7) but with $\psi$ and k in place of $\phi$ and $\widehat{\mathrm{k}}$, is weakly regular and satisfies the QSDE (5.9).

## Exponential noise, revisited

Consider again the example of pure-noise processes obtained from exponential operators (see Section 4), now with each of the constituent functions $k, u, v$ and $W$ being constant. Thus

$$
\begin{equation*}
X_{t}=\Gamma\left(t w, d \otimes 1_{[0, t[ }, W \otimes I_{[0, t[ }+I \otimes I_{[t, \infty[ }, e \otimes 1_{[0, t[ }\right) \tag{5.10}
\end{equation*}
$$

for $w \in \mathbb{C}, d, e \in \mathrm{k}$ and $W \in B(\mathrm{k})$.

Proposition 5.4. $X$ is a Markovian cocycle.
Proof. The shifts $s_{t}: L^{2}\left(\mathbb{R}_{+} ; \mathbf{k}\right) \rightarrow L^{2}([t, \infty[, \mathbf{k})$ satisfy

$$
\begin{aligned}
& s_{t}\left(e \otimes 1_{[0, s]}\right)=e \otimes 1_{[t, t+s[ }, \\
& s_{t}\left(W \otimes I_{[0, s[ }+I_{\mathrm{k}} \otimes I_{[s, \infty[ }\right) s_{t}^{*}=W \otimes I_{[t, t+s[ }+I_{\mathrm{k}} \otimes I_{[t+s, \infty[ } .
\end{aligned}
$$

Therefore, by (5.4), adaptedness and (4.1),

$$
\left\langle\varepsilon(f), X_{t} \sigma_{t}\left(X_{s}\right) \varepsilon(g)\right\rangle=A B,
$$

where

$$
\begin{aligned}
A & =\left\langle\varepsilon\left(f_{[0, t[ }\right), X_{t} \varepsilon\left(g_{[0, t[ }\right)\right\rangle \\
& =\exp \left\{w t+\left\langle e \otimes 1_{[0, t[ }, g\right\rangle+\left\langle f, W \otimes I_{[0, t[ } g\right\rangle+0+\left\langle f, d \otimes 1_{[0, t]}\right\rangle\right\}
\end{aligned}
$$

and $B$ equals

$$
\begin{aligned}
\left\langle\varepsilon\left(\left.f\right|_{[t, \infty[ }\right)\right. & \\
\quad \Gamma\left(w s, d \otimes 1_{[t, t+s[ }, W \otimes I_{[t, t+s[ }\right. & \left.\left.+I_{\mathrm{k}} \otimes I_{[t+s, \infty[ }, e \otimes 1_{[t, t+s]}\right) \varepsilon\left(\left.g\right|_{[t, \infty]}\right)\right\rangle \\
=\exp \left\{w s+\left\langle e \otimes 1_{[t, t+s[ }, g\right\rangle\right. & +\left\langle f, W \otimes I_{[t, t+s[ }[g\rangle\right. \\
& \left.+\left\langle f_{[t+s, \infty[ }, g_{[t+s, \infty[ }\right\rangle+\left\langle f, d \otimes 1_{[t, t+s[]}\right\rangle\right\}
\end{aligned}
$$

Thus $A B$ has the form of $\left\langle\varepsilon(f), X_{t+s} \varepsilon(g)\right\rangle$. Therefore $X_{s+t}=X_{s} \sigma_{s}\left(X_{t}\right)$ on $\mathcal{E}(\mathrm{K})$.

Thus, in particular, the parity process involved in the realisation of Fermi fields as QS integrals (on page 233) is a Markovian cocycle.

Proposition 5.5. The associated semigroups for the Markovian cocycle $X$ are given by

$$
P_{t}^{b, c}=\exp t\langle\widehat{b}, L \widehat{c}\rangle
$$

where

$$
L=\left[\begin{array}{cc}
w & \langle e| \\
|d\rangle W-I_{\mathrm{k}}
\end{array}\right] \quad \text { and } \widehat{c}=\binom{1}{c} \in \widehat{\mathrm{k}} .
$$

Proof. Using the formula (4.1) once more,

$$
\begin{aligned}
& \left\langle\varepsilon\left(b_{[0, t \mid}\right), X_{t} \varepsilon\left(c_{[0, t]}\right)\right\rangle \\
& \quad=\exp \{w t+\langle e, c\rangle t+\langle b, W c\rangle t+\langle b, d\rangle t\},
\end{aligned}
$$

so

$$
\left\langle\varpi\left(b_{[0, t]}\right), X_{t} \varpi\left(c_{[0, t[ }\right)\right\rangle=\exp t\langle\widehat{b}, L \widehat{c}\rangle .
$$

We also know (from Section 4) that $X$ satisfies a QSDE (see (4.2)). Here the QSDE is of a special type - its coefficients are constant:

$$
d X_{t}=L \otimes X_{t} d \Lambda_{t} ; \quad X_{0}=I
$$

where

$$
L=\left[\begin{array}{cc}
w & \langle e| \\
|d\rangle W-I_{\mathrm{k}}
\end{array}\right],
$$

the identical matrix arising in our representation of the generators of the associated semigroups!

In spite of this example having only the trivial initial space $\mathbb{C}$, which brings about many simplifications (including commutativity!), it has succeeded in revealing a substantial part of the structure of Markovian cocycles. In (5.17) below we shall see how the conditions for contractivity of exponential noise given in the exercise on page 210 generalise to nontrivial initial space.

### 5.2 Stochastic generation

Solutions of quantum stochastic differential equations form Markovian cocycles. In turn nice Markovian cocycles have an infinitesimal description as a solution of a QSDE. Furthermore, properties of the cocycle are naturally reflected in the structure of their 'stochastic generator'. This applies both to mapping cocycles and to operator cocycles.

We need the following extension of the $\Delta$ notation (3.13):

$$
\begin{equation*}
\Delta(x):=P_{\mathrm{k}} \otimes x \in B(\widehat{\mathrm{k}}) \otimes_{\mathrm{sp}} \vee \tag{5.11}
\end{equation*}
$$

for elements $x$ of an operator space V . Thus $\Delta(1)=\Delta$ when $1 \in \mathrm{~V}$.

## Completely positive cocycles

The best results here are for CP contraction cocycles.
Theorem 5.6. Let $k$ be a completely positive contraction process on a $C^{*}$ algebra $\mathcal{A}$. Then the following are equivalent:
(i) $k$ is a Markov-regular cocycle;
(ii) $k=k^{\phi}$ for a completely bounded operator $\phi: \mathcal{A} \rightarrow \mathrm{M}(\widehat{k} ; \mathcal{A})_{\mathrm{b}}$.

We speak of the stochastic generator $\phi$ of the cocycle $k$. For the next result let $E_{(0)}=E_{\chi}$ and $E^{(0)}=E^{\chi}$ where $\chi=\binom{1}{0} \in \widehat{k}$.

Theorem 5.7. Let $k$ be a completely positive contraction process on a $C^{*}$ algebra $\mathcal{A}$ in $B(\mathrm{~h})$, and suppose that $k$ weakly satisfies (4.8) for some bounded operator $\phi: \mathcal{A} \rightarrow \mathrm{M}(\widehat{\mathrm{k}} ; \mathcal{A})_{\mathrm{b}}$. Then $\phi$ has the form

$$
\begin{equation*}
\phi(a)=\psi(a)-\Delta(a)+J^{*} a E^{(0)}+E_{(0)} a J, \tag{5.12}
\end{equation*}
$$

where $\psi$ is completely positive and $J \in \mathrm{C}_{\widehat{\mathbf{k}}}\left(\mathcal{A}^{\prime \prime}\right)$ and satisfies

$$
\phi(1) \leq 0 .
$$

Remarks. Notice that any map $\phi$ of the form (5.12) is completely bounded, and so, by uniqueness, $k=k^{\phi}$. In fact, for an operator $\phi$ of the form (5.12), $k^{\phi}$ is necessarily completely positive and contractive, and so the converse of Theorem 5.7 holds too.

## *-homomorphic cocycles

Let $\mathcal{A}$ be a $C^{*}$-algebra acting on h . Necessary conditions on a completely bounded map $\theta: \mathcal{A} \rightarrow \mathrm{M}(\widehat{\mathrm{k}} ; \mathcal{A})_{\mathrm{b}}$ for the cocycle generated by $\theta$ to be ${ }^{*}$ homomorphic may be obtained quite easily from the quantum Itô product formula.

Proposition 5.8. Let $k$ be $a^{*}$-homomorphic Markovian cocycle on a $C^{*}$ algebra $\mathcal{A}$ which acts on h , with bounded stochastic generator $\theta$. Then $\theta$ is a real map, that is $\theta\left(a^{*}\right)=\theta(a)^{*}$, and satisfies

$$
\begin{equation*}
\theta(a b)=\theta(a) \iota(b)+\iota(a) \theta(b)+\theta(a) \Delta \theta(b) \tag{5.13}
\end{equation*}
$$

where $\iota$ is the ampliation $\iota_{\widehat{\mathrm{k}}}: a \mapsto I_{\hat{\mathrm{k}}} \otimes a$.
If we write $\theta$ in block matrix form:

$$
\theta=\left[\begin{array}{ll}
\tau & \delta^{\dagger}  \tag{5.14}\\
\delta \rho-\iota_{\mathrm{k}}
\end{array}\right]
$$

then (5.13), together with reality of $\theta$, reads

$$
\begin{aligned}
& \rho \text { is a }{ }^{*} \text {-homomorphism } \mathcal{A} \rightarrow \mathrm{M}(\mathrm{k} ; \mathcal{A})_{\mathrm{b}} \\
& \delta \text { is a } \rho \text {-derivation } \mathcal{A} \rightarrow \mathrm{C}(\mathrm{k} ; \mathcal{A})_{\mathrm{b}} \\
& \tau \text { is a real map } \mathcal{A} \rightarrow \mathcal{A} \text { satisfying } \\
& \tau(a b)-\tau(a) b-a \tau(b)=\delta^{\dagger}(a) \delta(b),
\end{aligned}
$$

where $\delta^{\dagger}: \mathcal{A} \rightarrow \mathrm{R}(\mathrm{k} ; \mathcal{A})_{\mathrm{b}}$ is defined by $\delta^{\dagger}(a)=\delta\left(a^{*}\right)^{*}$, and a $\rho$-derivation is a linear map satisfying the $\rho$-Leibniz identity

$$
\delta(a b)=\delta(a) b+\rho(a) \delta(b) .
$$

The converse is a trickier matter. The next result is quite recent. Recall the definition of k -boundedness (on page 241).

Theorem 5.9. Let $\theta: \mathcal{A} \rightarrow \mathrm{M}(\widehat{\mathrm{k}} ; \mathcal{A})_{\mathrm{b}}$ be a real k -bounded map, satisfying (5.13). Then, in either of the following two cases, the Markovian cocycle generated by $\theta$ is ${ }^{*}$-homomorphic:
(a) $\theta(a) E_{\chi} \in|\widehat{\mathrm{k}}\rangle \otimes_{\mathrm{sp}} \mathcal{A}$ for all $a \in \mathcal{A}, \chi \in \widehat{\mathrm{k}}$.
(b) $\mathcal{A}$ is a von Neumann algebra and $\theta$ is ultraweakly continuous.

Remark. When $\mathcal{A}$ is unital, part (a) is equivalent to $\theta(\mathcal{A}) \subset M\left(\mathcal{K} \otimes_{\mathrm{sp}} \mathcal{A}\right)$, where $M$ denotes multiplier algebra (an important concept in Johan Kustermans' notes in this volume), and $\mathcal{K}$ is the $C^{*}$-algebra of compact operators on $\widehat{k}$.

Exercise. Let j be a *-homomorphic Markov-regular cocycle on a commutative $C^{*}$-algebra $\mathcal{A}$. Show that the following family is commutative:

$$
\left\{j_{t}(a): a \in \mathcal{A}, t \geq 0\right\}
$$

## Operator cocycles

Contraction cocycles on a Hilbert space satisfy (constant-coefficient) QSDE's, under the assumption of Markov regularity.

Theorem 5.10. Let $X$ be a Hilbert-space contraction process. Then the following are equivalent:
(i) $X$ is a Markov-regular left cocycle;
(ii) $X=X^{L}$ for a bounded operator $L$.

Again we refer to the operator $L$ as the stochastic generator of the cocycle $X$.
Corollary 5.11. Let $X$ be a Hilbert-space contraction process on $\mathbb{C}$. Then the following are equivalent:
(i) $X$ is a Markov-regular left cocycle.
(ii) $X$ is an exponential noise of the form (5.10).

In the language of Rajarama Bhat's lectures in this volume, every local cocycle with respect to a CCR flow is an exponential noise. (Strong continuity of the cocycle implies Markov-regularity in this context.)

As with CP contraction cocycles on a $C^{*}$-algebra, we may recognise contractivity from the form of the generator. Bearing in mind our discussion of exponential noise, the structure (5.18) and (5.17) below may be compared respectively with (1.32) and the exercise which follows.

Theorem 5.12. Let $X$ be a bounded Markov-regular left cocycle on a Hilbert space h and suppose that $X$ weakly satisfies a left QSDE of the form (4.6). Then the following are equivalent:
(i) $X$ is contractive;
(ii) $L$ is bounded and

$$
\begin{equation*}
L^{*}+L+L^{*} \Delta L \leq 0 \tag{5.15}
\end{equation*}
$$

(iii) $L$ is bounded and

$$
\begin{equation*}
L+L^{*}+L^{*} \Delta L \leq 0 \tag{5.16}
\end{equation*}
$$

(iv) There are bounded operators $H, B, M, V$ and $W$ such that

$$
L=\left[\begin{array}{cc}
i H-\frac{1}{2}\left(M^{*} M+B^{2}\right) & B V S-M^{*} W  \tag{5.17}\\
M & W-I
\end{array}\right]
$$

where $H=H^{*},\|V\|,\|W\| \leq 1, B \geq 0$ and $S=\left(1-W^{*} W\right)^{1 / 2}$.
Furthermore, $X$ is isometric if and only if equality holds in (5.15) if and only if

$$
\begin{equation*}
W \text { is isometric and } B=0 \text {. } \tag{5.18}
\end{equation*}
$$

Finally $X$ is unitary if and only if

$$
L^{*}+L+L^{*} \Delta L=0=L+L^{*}+L \Delta L^{*}
$$

if and only if $W$ is unitary and $B=0$.
In fact, for a bounded operator $L$ satisfying (5.15), $X^{L}$ is necessarily contractive as is ${ }^{L} X$, and its adjoint process is given by

$$
\left(X^{L}\right)^{*}={ }^{M} X, \text { where } M=L^{*} .
$$

The next subsection reveals more.

## Dual cocycles

Let $X$ be a bounded left operator Markovian cocycle. Then its adjoint process $\left(Z_{t}=X_{t}^{*}\right)_{t \geq 0}$ is a right cocycle, in other words it satisfies

$$
Z_{s+t}=\sigma_{s}\left(Z_{t}\right) Z_{s}, \quad Z_{0}=I .
$$

It is also true that $\left(R_{t} X_{t} R_{t}\right)_{t \geq 0}$ defines a right cocycle, where $R$ is the time reversal process defined in Example 2.3. This is most easily verified by exploiting the semigroup representation, since right cocycles have such a representation too, but with the semigroups appearing in the reverse order. Combining these we obtain the dual cocycle of $X$, defined by

$$
\widetilde{X}_{t}:=R_{t} X_{t}^{*} R_{t} .
$$

Thus the dual cocycle of a left cocycle is another left cocycle. The stochastic generator of the dual of a Markov-regular left contraction cocycle $X$ is the adjoint of the stochastic generator of $X$.

Duality plays an important part in the analysis of cocycles. Given that the dual of a contraction (respectively, isometric) cocycle is a contraction (respectively, coisometric) cocycle, the role of duality in Theorem 5.12 is hopefully evident.

## Notes

The cocycle viewpoint in classical Markov process theory is promoted in [Pin]. Direct link with the quantum context is investigated in [LSi]. That Markovian cocycles of the above kind satisfy QSDE's was first shown in $\left[\mathrm{HL}_{4}\right]$, for unitary operator cocycles, and in [Bra], for normal unital *-homomorphic mapping cocycles on a von Neumann algebra, both using the representation of martingales as QS integrals ([PSi]). Subsequently the semigroup representation of cocycles has provided the most effective tool for the natural generalisations of these results $\left(\left[\mathrm{LP}_{2}\right],\left[\mathrm{LW}_{2}\right]\right)$. The characterisation of the generators of Markov-regular contraction operator cocycles, or rather contractive solutions of QSDE's with bounded coefficients, was obtained $\left[\mathrm{Fag}_{2}\right]$ and $[\mathrm{MoP}]$, and refined in $\left[L W_{1}\right]$. The characterisation of the stochastic generators of CP cocycles was obtained in $\left[\mathrm{LP}_{2}\right]$ for finite-dimensional noise, and extended to infinite dimensions in $\left[\mathrm{LW}_{1}\right]$, under the assumption that the cocycle satisfied a QSDE. Independent work on CP stochastic evolutions may also be found in $\left[\mathrm{Bel}_{2}\right]$. That Markov-regular contraction operator cocycles, respectively CP contraction cocycles on a $C^{*}$-algebra, necessarily satisfy a QSDE was shown in [ $\left.\mathrm{LW}_{2}\right]$. In particular, this made the above assumptions redundant.

The sufficient conditions for a map $\theta$ (enjoying the necessary algebraic structure) to stochastically generate a *-homomorphic Markovian cocycle, were obtained in $\left[\mathrm{LW}_{4,5}\right]$ extending the finite-dimensional ([Eva]) and Mohari-Sinha-regular ([MoS]) cases. Our method exploited the algebraic structure of quantum stochastic calculus (cf. [ $\left.\mathrm{L}_{6}\right]$ ), more specifically a product formula for iterated QS integrals (final exercise of the previous section) and the knowledge that $\theta$ is necessarily completely bounded and generates a CP contractive cocycle on the $C^{*}$-algebra ( $\left[\mathrm{LW}_{3}\right]$ ). The exercise below Theorem 5.9 is from $[\mathrm{MoS}]$, and is relevant to the interpretation of Markovian cocycles in terms of classical Markov processes.

An alternative approach to QS cocycles on V amalgamates its associated semigroups into a single semigroup on $B(\widehat{\mathrm{k}}) \otimes_{\mathrm{sp}} \mathrm{V}$. A short proof of Theorem 5.7 may be founded on this approach ([LW8]). This method originated in the paper $[\mathrm{AcK}]$ and has been extensively developed in $\left[\mathrm{LW}_{6}\right]$.

Markovian cocycles were introduced into quantum probability in [Acc], as a tool for perturbing quantum Markov processes, and were further elaborated in the fundamental paper [AFL]. Dual cocycles were introduced in [Jou], for analysing non-regular contraction operator cocycles. For further discussion of the literature see $\left[\mathrm{LW}_{2}\right]$. See also the very recent paper [HKK] which points to interesting future developments for interconnections between probability and operator algebras, with stochastic cocycles as a central idea.

## 6 QS Dilation

For this section fix a unital $C^{*}$-algebra $\mathcal{A}$ acting nondegenerately on a Hilbert space $\mathfrak{h}$. Let $k$ be a contractive CP Markovian cocycle on $\mathcal{A}$. Then its Markov
semigroup

$$
P_{t}:=\mathbb{E}_{0} \circ k_{t}=E^{\varepsilon(0)} k_{t}(\cdot) E_{\varepsilon(0)}
$$

is a completely positive contraction semigroup on $\mathcal{A}$, since the conditional expectation $\mathbb{E}_{0}$ is both contractive and completely positive.

Stochastic dilation problem. Given a CP contraction semigroup $P$ on $\mathcal{A}$, is there a *-homomorphic Markovian cocycle $j$ on $\mathcal{A}$ such that

$$
\begin{equation*}
\mathbb{E}_{0} \circ j_{t}=P_{t} \text { for } t \geq 0 ? \tag{6.1}
\end{equation*}
$$

Another name for CP contraction semigroups is quantum dynamical semigroups; these are assumed further to enjoy continuity properties appropriate to the algebra, and usually also to be unital.

## CP semigroups

Stinespring's Theorem gives us the form of an individual CP map (Example 1.11). What about a semigroup of such maps? (This question is also posed in Rajarama Bhat's notes in this volume.)

Proposition 6.1 (Evans and Lewis). Let $\tau \in B(\mathcal{A})$. Then the following are equivalent:
(i) $\tau$ generates a CP semigroup;
(ii) $\partial \tau$ is a nonnegative-definite kernel on $\mathcal{A}$, where

$$
\partial \tau(a, b)=\tau\left(a^{*} b\right)-a^{*} \tau(b)-\tau(a)^{*} b+a^{*} \tau(1) b
$$

Such a semigroup is contractive if and only if its generator satisfies

$$
\tau(1) \leq 0
$$

Exercise. Prove this.
Example 6.2 (Lindbladians). Let $(\pi, \mathrm{H})$ be a representation of $\mathcal{A}$, let $D \in$ $B(\mathfrak{h} ; \mathrm{H})$ and let $H=H^{*} \in B(\mathfrak{h})$. Set $\mathcal{L}=\mathcal{L}_{D, \pi, H}$ where

$$
\begin{equation*}
\mathcal{L}_{D, \pi, H}: a \mapsto D^{*} \pi(a) D-\frac{1}{2}\left\{D^{*} D, a\right\}+i[H, a] \tag{6.2}
\end{equation*}
$$

If $\mathcal{L}(\mathcal{A}) \subset \mathcal{A}$ then $\mathcal{L}$ generates a CP contraction semigroup on $\mathcal{A}$.
Exercise. Prove this, and generalise it to the noncontractive case.
For stochastic dilation we need to know that norm-continuous CP semigroups have completely bounded generators. The following result is nontrivial. Recall that completely positive maps are completely bounded.

Lemma 6.3 (Christensen). Let $\phi$ be an ultraweakly continuous completely positive map on a von Neumann algebra $\mathcal{M}$, satisfying $\|\phi-\mathrm{id} \mathcal{M}\| \leq 10^{4}$. Then, for any separable Hilbert space h ,

$$
\left\|\phi \bar{\otimes} \operatorname{id}_{B(\mathrm{~h})}-\operatorname{id}_{\mathcal{M} \bar{\otimes} B(\mathrm{~h})}\right\| \leq 10^{4}\left\|\phi-\mathrm{id}_{\mathcal{M}}\right\|^{1 / 4} .
$$

To obtain the result we want, the fact that the bidual of a $C^{*}$-algebra is naturally a von Neumann algebra (more correctly a $W^{*}$-algebra) may be used.

Corollary 6.4. Let $\tau$ be the generator of a norm-continuous completely positive semigroup on a $C^{*}$-algebra $\mathcal{C}$. Then $\tau$ is completely bounded.

Proof. Let h be an infinite dimensional separable Hilbert space. A semigroup of CP maps on $\mathcal{C}^{* *} \bar{\otimes} B(\mathrm{~h})$ is defined by $\left(e^{t \tau^{* *}} \bar{\otimes} \mathrm{id}_{B(\mathrm{~h})}\right)_{t \geq 0}$. By the lemma this is norm continuous. Its generator, which extends $\tau^{* *} \otimes \operatorname{id}{ }_{B(\mathrm{~h})}$, is thus bounded. Hence $\tau$ is completely bounded.

### 6.1 Stochastic dilation

Given the block matrix form of the stochastic generator of a *-homomorphic Markov-regular cocycle, namely (5.14), the generator of its Markov semigroup is the top-left component of the matrix. The following result is key for QS dilation.

Proposition 6.5. Let $\tau \in B(\mathcal{A})$ be the generator of a CP contraction semigroup on $\mathcal{A}$. Then there is a triple ( $\mathrm{k}, \rho, \delta$ ) consisting of a Hilbert space k , a representation $\rho: \mathcal{A} \rightarrow B(\mathrm{k}) \bar{\otimes} \mathcal{A}^{\prime \prime}$ and a $\rho$-derivation $\delta: \mathcal{A} \rightarrow|\mathrm{k}\rangle \bar{\otimes} \mathcal{A}^{\prime \prime}$ satisfying

$$
\begin{equation*}
\tau\left(a^{*} b\right)-\tau(a)^{*} b-a^{*} \tau(b)=\delta(a)^{*} \delta(b) . \tag{6.3}
\end{equation*}
$$

If $p$ denotes the orthogonal projection onto $\overline{\operatorname{Lin}} \delta(\mathcal{A}) \mathfrak{h}$, then

$$
p \in\left(B(\mathrm{k}) \bar{\otimes} \mathcal{A}^{\prime \prime}\right) \cap \rho(\mathcal{A})^{\prime} .
$$

Moreover, if $\mathcal{A}$ is a von Neumann algebra and $\tau$ is ultraweakly continuous then so are $\delta$ and $\rho$.

Proof. Let $\gamma_{1}: \mathcal{A} \rightarrow B\left(\mathfrak{h} ; \mathrm{K}_{1}\right)$ be a minimal Kolmogorov map for the nonnegative-definite kernel $\partial \tau: \mathcal{A} \times \mathcal{A} \rightarrow \mathcal{A} \subset B(\mathfrak{h})$ given by

$$
\partial \tau(a, b)=\tau\left(a^{*} b\right)-a^{*} \tau(b)-\tau(a)^{*} b+a^{*} \tau(1) b .
$$

The identity

$$
\left(\gamma_{1}(u a)-\gamma_{1}(u) a\right)^{*}\left(\gamma_{1}(u b)-\gamma_{1}(u) b\right)=\gamma_{1}(a)^{*} \gamma_{1}(b)
$$

holds for all $a, b \in \mathcal{A}$ and isometric $u$ in $\mathcal{A}$. (Exercise. Verify this.) Therefore, in view of the minimality of $\gamma_{1}$, there is a unique isometry $\pi_{1}(u)$ on $\mathrm{K}_{1}$ satisfying

$$
\pi_{1}(u) \gamma_{1}(a)=\gamma_{1}(u a)-\gamma_{1}(u) a
$$

The map $u \mapsto \pi_{1}(u)$ extends uniquely to a unital representation of $\mathcal{A}$ on $\mathrm{K}_{1}$. Now define

$$
\mathrm{K}=\mathrm{K}_{1} \oplus \overline{\operatorname{Ran}} \tau(1), \quad \pi(a)=\left[\begin{array}{rr}
\pi_{1}(a) & 0 \\
0 & 0
\end{array}\right] \quad \text { and } \gamma(a)=\left[\begin{array}{c}
\gamma_{1}(a) \\
(-\tau(1))^{1 / 2} a
\end{array}\right]
$$

Then $\gamma: \mathcal{A} \rightarrow B(\mathfrak{h} ; \mathrm{K})$ is a minimal Kolmogorov map for the nonnegativedefinite kernel $(a, b) \mapsto \tau\left(a^{*} b\right)-\tau(a)^{*} b-a^{*} \tau(b)$ :

$$
\tau\left(a^{*} b\right)-\tau(a)^{*} b-a^{*} \tau(b)=\gamma(a)^{*} \gamma(b) ; \quad \overline{\operatorname{Lin}} \gamma(\mathcal{A}) \mathfrak{h}=\mathrm{K}
$$

Moreover $\pi: \mathcal{A} \rightarrow B(\mathrm{~K})$ is a representation of $\mathcal{A}$ (nonunital unless $\tau(1)=0$ ) such that $\gamma$ is a $\pi$-derivation:

$$
\gamma(a b)=\gamma(a) b-\pi(a) \gamma(b)
$$

In view of the identity

$$
\left(\gamma(a) u^{\prime}\right)^{*}\left(\gamma(b) u^{\prime}\right)=\gamma(a)^{*} \gamma(b)
$$

which holds for all $a, b \in \mathcal{A}$ and isometric $u^{\prime}$ in $\mathcal{A}^{\prime}$, the minimality of $\gamma$ implies that there is a unique isometry $\pi^{\prime}\left(u^{\prime}\right)$ on K satisfying

$$
\pi^{\prime}\left(u^{\prime}\right) \gamma(a)=\gamma(a) u^{\prime}
$$

Again $u^{\prime} \mapsto \pi^{\prime}\left(u^{\prime}\right)$ extends uniquely to a representation of $\mathcal{A}^{\prime}$ on K . Now $\pi^{\prime}$ is normal and unital, and also

$$
\begin{equation*}
\pi^{\prime}(\mathcal{A}) \subset \pi(\mathcal{A})^{\prime} \tag{6.4}
\end{equation*}
$$

By the structure of normal representations of von Neumann algebras (a good reference is [Tak]) it follows that there is a Hilbert space $k$ and an isometry $V: \mathrm{K} \rightarrow \mathrm{k} \otimes \mathfrak{h}$ such that

$$
\pi^{\prime}\left(a^{\prime}\right)=V^{*}\left(I_{\mathrm{k}} \otimes a^{\prime}\right) V \text { for } a^{\prime} \in \mathcal{A}^{\prime}, \text { and } p:=V V^{*} \in\left(I_{\mathrm{k}} \otimes \mathcal{A}^{\prime}\right)^{\prime}=B(\mathrm{k}) \bar{\otimes} \mathcal{A}^{\prime \prime}
$$

Now define representations $\rho$ and $\rho^{\prime}$ of $\mathcal{A}$ and $\mathcal{A}^{\prime}$ respectively, and a $\rho$ derivation $\delta$, by

$$
\rho(a)=V \pi(a) V^{*}, \quad \delta(a)=V \gamma(a) \text { and } \rho^{\prime}\left(a^{\prime}\right)=\left(I_{\mathrm{k}} \otimes a^{\prime}\right) p
$$

Since $\rho^{\prime}\left(a^{\prime}\right)=V \pi^{\prime}\left(a^{\prime}\right) V^{*}$ it follows from (6.4) that $\rho^{\prime}\left(\mathcal{A}^{\prime}\right) \subset \rho(\mathcal{A})^{\prime}$; in particular $p \in \rho(\mathcal{A})^{\prime}$. The remaining properties of $\rho$ and $\delta$ follow.

If $\mathcal{A}$ is a von Neumann algebra and $\tau$ is ultraweakly continuous then the ultraweak continuity of $\gamma_{1}, \pi$ and $\gamma$ are easily checked; the ultraweak continuity of $\rho$ and $\delta$ follows.

Remark. The representation $(\rho, \mathfrak{k} \otimes \mathfrak{h})$ is typically nonunital.

## Stochastic dilation on a von Neumann algebra

Combining the previous proposition with Theorem 5.9 and Corollary 6.4 gives the following dilation theorem.

Theorem 6.6. Suppose that $\mathcal{A}$ be a von Neumann algebra. Let $P$ be a completely positive contraction semigroup with bounded and ultraweakly continuous generator $\tau$. Then, with ( $\mathrm{k}, \rho, \delta$ ) as in the previous theorem,

$$
\left[\begin{array}{cc}
\tau & \delta^{\dagger} \\
\delta & \rho-\iota_{\mathrm{k}}
\end{array}\right]
$$

generates $a^{*}$-homomorphic Markovian cocycle $j$ which dilates $P$, in the sense (6.1).

Remark. The $E$-semigroup $\left(J_{s}:=\widehat{j}_{s} \circ \sigma_{s}\right)_{s \geq 0}$ on $\mathcal{A} \bar{\otimes} B\left(\mathcal{F}_{\mathrm{k}}\right)$ therefore also dilates $P$.

## Stochastic dilation on a $C^{*}$-algebra

In order to achieve stochastic dilation on a $C^{*}$-algebra we need to appeal to a little Hilbert $C^{*}$-module theory (for which [Lan] is recommended).

Theorem 6.7. Suppose that $\mathcal{A}$ is separable. Let $P$ be a norm-continuous completely positive contraction semigroup with generator $\tau$. Then there is a separable Hilbert space k and a completely bounded map $\theta: \mathcal{A} \rightarrow M\left(\mathcal{K}(\mathrm{k}) \otimes_{\mathrm{sp}} \mathcal{A}\right)$ such that the Markovian cocycle $j$ generated by $\theta$ is ${ }^{*}$-homomorphic and dilates the semigroup $P$.

For the notation here see the remark following Theorem 5.9.
Proof. Let $(\pi, \mathrm{H}, \gamma)$ be as in the first part of the proof of Proposition 6.5. Set $F=\overline{\operatorname{Lin}} \gamma(\mathcal{A}) \mathcal{A} \subset B(\mathfrak{h} ; \mathbf{H})$. Then, since $\gamma(a)^{*} \gamma(b)=\tau\left(a^{*} b\right)-\tau(a)^{*} b-a^{*} \tau(b) \in$ $\mathcal{A}$ for $a, b \in \mathcal{A}, F$ is a Hilbert $C^{*}$-module with $\mathcal{A}$-valued inner product given by $\left\langle f_{1}, f_{2}\right\rangle:=f_{1}^{*} f_{2}$. By the separability of $\mathcal{A}, F$ is countably generated and so, by Kasparov's Embedding Theorem, there is an adjointable isometry $\phi$ : $F \rightarrow|\mathrm{k}\rangle \otimes_{\mathrm{sp}} \mathcal{A}$, for some separable Hilbert space k . By the nondegeneracy of $\mathcal{A}$ on $\mathfrak{h}$ and the minimality of $\gamma$, the map $f u \mapsto \phi(f) u(f \in F, u \in \mathfrak{h})$ extends uniquely to an isometry $V: \mathrm{H} \rightarrow \mathrm{k} \otimes \mathfrak{h}$. Now, letting $\phi: \mathcal{A} \rightarrow B(\widehat{\mathrm{k}} \otimes \mathfrak{h})$ be the map with block matrix form (5.14):

$$
\theta=\left[\begin{array}{ll}
\tau & \delta^{\dagger} \\
\delta \rho-\iota_{\mathrm{k}}
\end{array}\right]
$$

where $\rho=V \pi(\cdot) V^{*}, \delta=\phi \circ \gamma=V \gamma(\cdot)$ and $\iota_{\mathrm{k}}$ is the ampliation $a \mapsto I_{\mathrm{k}} \otimes a$, it is easily checked that $\theta$ satisfies (the given equivalent of) (5.13). Now Ran $\delta \subset$ $\operatorname{Ran} \phi \subset|\mathrm{k}\rangle \otimes_{\text {sp }} \mathcal{A}$, and so also $\operatorname{Ran} \delta^{\dagger} \subset\langle\mathrm{k}| \otimes_{\text {sp }} \mathcal{A}$, and

$$
\rho(a) E_{e}=V \pi(a) V^{*} E_{e}=\phi\left(\pi(a) \phi^{*}\left(|e\rangle \otimes 1_{\mathcal{A}}\right)\right) \subset \operatorname{Ran} \phi
$$

for $a \in \mathcal{A}$ and $e \in \mathrm{k}$. It follows that $\theta$ satisfies condition (a) of Theorem 5.9. Again Corollary 6.4 implies that $\theta$ is CB - the complete boundedness of $\delta$ following from the identity $\delta(a)^{*} \delta(b)=\tau\left(a^{*} b\right)-\tau(a)^{*} b-a^{*} \tau(b)$. The result therefore follows from Theorem 5.9.

Remark. A smarter proof is obtained by directly appealing to the Hilbert-C*-module-theoretic Kolmogorov map ([Mur ${ }_{2}$ ).

### 6.2 Decomposition via perturbation

To analyse the structure of the von Neumann algebraic stochastic dilation, we need to know what bounded $\rho$-derivations look like. It turns out that they are all inner.

Theorem 6.8 (Christensen-Evans). Let $(\pi, \mathrm{H})$ be a representation of $\mathcal{A}$ and let $\gamma: \mathcal{A} \rightarrow B(\mathfrak{h} ; \mathrm{H})$ be a bounded $\pi$-derivation. Then there is an element $g \in \overline{\operatorname{Lin}}^{\mathrm{uw}} \gamma(\mathcal{A}) \mathcal{A}$ such that $\gamma=\delta_{g, \pi}$ :

$$
a \mapsto g a-\pi(a) g .
$$

This may be used to obtain a Lindbladian structure for the generators of CP contraction semigroups which is well suited to quantum stochastic dilation.

Theorem 6.9. Let $\tau \in B(\mathcal{A})$ be the generator of a CP contraction semigroup on $\mathcal{A}$. Then there is a quadruple $(\mathrm{k}, \rho, d, h)$ consisting of a Hilbert space k , a *-homomorphism $\rho: \mathcal{A} \rightarrow B(\mathbf{k}) \bar{\otimes} \mathcal{A}^{\prime \prime}$, and elements $d \in|\mathbf{k}\rangle \bar{\otimes} \mathcal{A}^{\prime \prime}$ and $h=h^{*} \in$ $\mathcal{A}^{\prime \prime}$ such that $\tau=\mathcal{L}_{d, \rho, h}$ :

$$
\begin{equation*}
a \mapsto d^{*} \rho(a) d-\frac{1}{2}\left\{d^{*} d, a\right\}+i[h, a] . \tag{6.5}
\end{equation*}
$$

When $\mathcal{A}$ is a von Neumann algebra and $\tau$ is ultraweakly continuous $\rho$ may be chosen to be normal.

Proof. Let (k, $\rho, \delta)$ be a triple as in Proposition 6.5, with $\rho$ chosen normal if $\mathcal{A}$ is a von Neumann algebra and $\tau$ is ultraweakly continuous. Using Theorem 6.8 let $d \in \overline{\operatorname{Lin}}^{\text {uw }} \delta(\mathcal{A}) \mathcal{A} \subset|\mathbf{k}\rangle \bar{\otimes} \mathcal{A}^{\prime \prime}$ be such that $\delta=\delta_{d, \rho}$. Then, setting $\mathcal{L}=\mathcal{L}_{d, \rho, 0}$ (see (6.2)),

$$
\mathcal{L}\left(a^{*} b\right)-\mathcal{L}(a)^{*} b-a^{*} \mathcal{L}(b)=\delta(a)^{*} \delta(b) .
$$

Since $\tau$ also satisfies this identity it follows that $\tau$ differs from $\mathcal{L}$ only by a derivation $\eta$ say, in $B(\mathcal{A})$. Applying Theorem 6.8 once more shows that $\tau-\mathcal{L}=\delta_{i h}: a \mapsto[i h, a]$ where $h \in \overline{\operatorname{Lin}}^{\text {uw }} \eta(\mathcal{A}) \mathcal{A} \subset \mathcal{A}^{\prime \prime}$. Reality (of $\tau$ and $\mathcal{L}$ ) implies that $h$ may be chosen to be self-adjoint. It follows that

$$
\tau=\mathcal{L}_{d, \rho, 0}+\delta_{i h}=\mathcal{L}_{d, \rho, h} .
$$

With this Lindbladian structure for the semigroup generator one can express the QS dilation described earlier as a perturbation of the Markovian cocycle generated by the preservation-only part of the cocycle generator, at least in the von Neumann algebra case. For this purpose the following perturbation theorem is needed. Recall Theorem 4.1, and the $\Delta$-notation (5.11).

Theorem 6.10. Suppose that $\mathcal{A}$ is a von Neumann algebra. Let $j$ be a Markov-regular normal *-homomorphic cocycle on $\mathcal{A}$ with stochastic generator $\theta: \mathcal{A} \rightarrow B(\widehat{\mathrm{k}}) \bar{\otimes} \mathcal{A}$, and let $W$ be the unique solution of the QSDE

$$
\begin{equation*}
d W_{t}=\left(\mathrm{id} \bar{\otimes} j_{t}\right)(l) W_{t} d \Lambda_{t}, \quad W_{0}=I, \tag{6.6}
\end{equation*}
$$

where $l \in B(\widehat{\mathrm{k}}) \bar{\otimes} \mathcal{A}$ satisfies $l+l^{*}+l^{*} \Delta l \leq 0$. Then
(a) $W$ is contractive;
(b) $k_{t}:=W_{t}^{*} j_{t}(\cdot) W_{t}$ defines a (CP contractive) Markov-regular cocycle;
(c) the stochastic generator of $k$ is given by

$$
\begin{align*}
& \phi(a)= \\
& \theta(a)+\iota(a) l+l^{*} \iota(a)+l^{*} \Delta(a) l+l^{*} \Delta \theta(a)+\theta(a) \Delta l+l^{*} \Delta \theta(a) \Delta l . \tag{6.7}
\end{align*}
$$

This result was established for the purpose of obtaining a process-wise Stinespring decomposition for CP contraction cocycles. It is included here since it may be used for proving the following result, which reveals some of the structure of the von Neumann algebraic QS dilation of Theorem 6.6.

Theorem 6.11. Suppose that $\mathcal{A}$ is a von Neumann algebra. For a normal representation $\rho: \mathcal{A} \rightarrow B(\mathrm{k}) \bar{\otimes} \mathcal{A}$, and elements $d \in|\mathrm{k}\rangle \bar{\otimes} \mathcal{A}$ and $h=h^{*} \in \mathcal{A}$ set

$$
\theta^{0}=\left[\begin{array}{cc}
0 & 0 \\
0 & \rho-\iota_{\mathrm{k}}
\end{array}\right], \quad l=\left[\begin{array}{cc}
-\left(i h+\frac{1}{2} d^{*} d\right) & d^{*} \\
-q d & q-1
\end{array}\right] \text { and } \theta=\left[\begin{array}{cc}
\mathcal{L} & \delta^{\dagger} \\
\delta & \rho-\iota_{\mathrm{k}}
\end{array}\right]
$$

where

$$
q=\rho(1), \quad \mathcal{L}=\mathcal{L}_{d, \rho, h} \text { and } \delta=\delta_{d, \rho}
$$

If $j^{0}$ and $j$ are the (*-homomorphic) Markovian cocycles generated by $\theta^{0}$ and $\theta$ respectively, and $W$ is the contractive solution of the QSDE

$$
d W_{t}=\left(\operatorname{id} \underline{\otimes} j_{t}^{0}\right)(l) W_{t} d \Lambda_{t}, \quad W_{0}=I
$$

then $W$ is partial isometry-valued and

$$
\begin{equation*}
j_{t}=W_{t}^{*} j_{t}^{0}(\cdot) W_{t}, t \geq 0 \tag{6.8}
\end{equation*}
$$

Remark. In Example 5.3 we saw the explicit form taken by cocycles with pure number/exchange generators like $j^{0}$.

## Notes

Quantum stochastic dilation of norm-continuous quantum dynamical semigroups on $B(\mathfrak{h})$ was achieved in the original paper $\left[\mathrm{HP}_{1}\right]$ for a single Lindbladian generator, and in $\left[\mathrm{HP}_{2}\right]$ for the general case ( $\mathfrak{h}$ separable). Its extension to a general von Neumann algebra was carried out in [GoS], and simplified in [GLSW] where it was also extended to the dilation of cocycles. Extension to separable unital $C^{*}$-algebras was done in [GPS], and simplified in [LW 5 ]. The innerness result for bounded $\pi$-derivations was proved in [ChE] as the key step in establishing their generalisation (Theorem 6.9) of the Lindblad, Gorini-Kossakowski-Sudarshan characterisation of generators of normcontinuous, normal, unital CP semigroups on $B(\mathrm{~h})$ ([Lin], [GKS]). The perturbation theorem was proved in [GLW], extending earlier results in [EvH] and $[\mathrm{DaS}]$. The decomposition given in Theorem 6.11 was obtained for the case of one-dimensional noise and the von Neumann algebra $B(\mathfrak{h})$ in [EvH].

Minimality for QS dilations is discussed in the lectures of Rajarama Bhat in this volume, for ultraweakly continuous unital CP semigroups on $B(\mathrm{~h})$ with bounded generator. In that case, as explained there, the minimal dilation may be realised as a QS dilation (6.8) in which $j^{0}$ is simply ampliation and $W$ is unitary-valued. On the other hand, for CP contraction semigroups on a general von Neumann algebra recent research shows that QS dilations typically cannot be minimal. This suggests that a deeper QS analysis may be called for, founded on Hilbert modules.

The final theorem is used in the recent result that the product system of a quantum stochastic $E$-semigroup on a von Neumann algebra is necessarily 'exponential' ([BhL]). Since these are product systems of Hilbert $W^{*}$-modules, a full explanation of this result would take us into their theory, which is sadly beyond this course.

## Afterword

These notes constitute an introduction to quantum stochastic analysis from a current perspective. They are 'introductory' in the sense that they build the theory from scratch and therefore, due not least to limitations of space, cover only a fraction of the subject. Many other topics in quantum stochastic analysis could not reasonably be covered in these notes. For a further idea of the scope, in particular applications in areas such as quantum optics, quantum measurement theory and quantum filtering theory, Mathematical Reviews may be consulted (see [QSC]). The second volume of the lecture notes of the Grenoble Summer School ( $\left[\mathrm{QP}_{12}\right]$ ) contains an extensive bibliography which might also be useful.

A very specific sense in which they are introductory is that the treatment of QSDE's with unbounded operator coefficients and, correspondingly, Markovian cocycles whose Markov semigroup is not norm continuous (i.e.
non-Markov-regular cocycles), has been entirely omitted. There is now an extensive literature on the former, much of it by Franco Fagnola and Alexander Chebotarev; see the lecture notes $\left[\mathrm{Fag}_{3}\right]$. The earliest results were obtained in [App], $\left[\mathrm{Vin}_{1}\right],\left[\mathrm{Fag}_{1}\right],[\mathrm{Moh}],\left[\mathrm{Fag}_{2}\right]$ and $[\mathrm{MoP}]$. For the latter I am aware only of the following papers: [Jou], [AJL], [ $\mathrm{Fag}_{2}$ ], $[\mathrm{AcM}]$ and $\left[\mathrm{LW}_{7}\right]$. Below there is but a taste of this work; for proofs see $\left[\mathrm{Fag}_{3}\right],[\mathrm{Mey}]$ and $\left[\mathrm{LW}_{7}\right]$, and for recent work on the (more difficult) right QSDE see $\left[\mathrm{FW}_{1,2}\right]$.

Recall the review of $c_{0}$-semigroup (pre-)generators and dissipative operators (given on page 200). For the left QSDE

$$
\begin{equation*}
d X_{t}=\widehat{X}_{t}(F \underline{\otimes} I) d \Lambda_{t}, \quad X_{0}=I, \tag{*}
\end{equation*}
$$

in which $F$ is an operator on $\widehat{\mathrm{k}} \otimes \mathfrak{h}$ with dense domain $\widehat{D} \otimes \mathcal{D}$, having blockmatrix form $\left[\begin{array}{cc}K & M \\ L & C-I\end{array}\right]$, consider the conditions
(A) $2 \operatorname{Re}\langle\xi, F \xi\rangle+\|\Delta F \xi\|^{2} \leq 0$, for all $\xi \in \widehat{D} \otimes \mathcal{D}$;
(B) the operator $K$ is a pregenerator of a $c_{0}$-semigroup on $\mathfrak{h}$.

Exercise. Show that condition (A) is necessary for the left QSDE (*) to have a strong contractive solution on $\mathcal{D} \otimes \mathcal{E}_{D}$ (cf. Theorem 5.12).
The conditions are not wholly independent since, defining

$$
K_{d}^{c}:=K+E^{c} L+M E_{d}+E^{c} C E_{d}-\frac{1}{2}\|c\|^{2}-\frac{1}{2}\|d\|^{2} \quad(c \in \mathrm{k}, d \in D),
$$

condition (A) implies that each operator $K_{d}^{c}$ is dissipative.
Weak and strong solutions are defined as for the case where $F$ is bounded except that now solutions have domains of the form $\mathcal{D} \underline{\otimes} \mathcal{E}(S)$. For the results below recall Proposition 2.1.

Theorem (Mohari and Parthasarathy). If condition (B) holds then there is at most one contractive weak solution of the left $\operatorname{QSDE}\left({ }^{*}\right)$ on $\mathcal{D} \otimes \mathcal{E}_{D}$.

Here is an application of uniqueness. If $(*)$ has a unique contractive weak solution $X$ on $\mathcal{D} \otimes \mathcal{E}_{D}$ then it is necessarily a left Markovian cocycle. This is proved by verifying that, for each $t \geq 0$, the contraction process defined by

$$
X_{s}^{t}:= \begin{cases}X_{s} & s \leq t \\ X_{t} \sigma_{t}\left(X_{s-t}\right) & s>t\end{cases}
$$

also satisfies $(*)$ on $\mathcal{D} \otimes \mathcal{E}_{D}$.
Exercise. Check this by viewing $\left(X_{t+r}^{t}\right)_{r \geq 0}$ as an $\mathfrak{h} \otimes \mathcal{F}_{\mathrm{k},[0, t[ }$ process and using the explicit action of shifts on exponential vectors (5.3).

Remark. If a contractive weak solution of the left QSDE is strongly measurable then it is in fact a strong solution since the integrability condition is trivially satisfied. In particular, there is no distinction between weak and strong contractive solutions of the left QSDE when $\mathfrak{h}$ and $k$ are both separable.

Theorem (Fagnola). Existence of a strong contractive solution of the left $\operatorname{QSDE}\left(^{*}\right)$ on $\mathcal{D} \otimes \mathcal{E}_{D}$ is assured if conditions (A) and (B) hold and furthermore (C) the Hilbert spaces $\mathfrak{h}$ and k are separable.

Thus, under conditions (A), (B) and (C), $F$ stochastically generates a contractive left Markovian cocycle and its Markov semigroup has generator $\bar{K}$.

Here is a recent variant on this result, obtained by the global semigroup methods mentioned in the notes to Section 5 .

Theorem. Existence of a strong contractive solution of $\left({ }^{*}\right)$ on $\mathcal{D} \otimes \mathcal{E}_{D}$ is assured if condition (A) holds and furthermore
$(\mathrm{B})^{\prime} K_{0, d}$ is a pregenerator of a $c_{0}$-semigroup on $\mathfrak{h}$, for each $d \in \mathrm{~T}$,
where T is any subset of k containing 0 which linearly spans $D$.
Remark. In fact, from these hypotheses it follows that $K_{d}^{c}$ is a pregenerator of a $c_{0}$-contraction semigroup for each $c \in \mathrm{k}$ and $d \in D$.

Exercise. What are all these contraction semigroups being generated here?
Question. To what extent do non-Markov-regular contraction cocycles satisfy QSDE's? Jean-Lin Journé gave an example to show that a strongly continuous contraction cocycle need not do so. Here are sufficient conditions (which are also necessary) in terms of its associated semigroups. It is not hard to verify that if a contraction cocycle is strongly continuous then its associated semigroups are $c_{0}$-contraction semigroups (i.e. they are strongly continuous too).

Theorem. Let $X$ be a strongly continuous left Markovian cocycle on $\mathfrak{h}$ with associated semigroup generators $\left\{\mathcal{G}_{c, d}: c, d \in \mathrm{k}\right\}$, and let T be a subset of k containing 0. If

$$
\mathcal{D}:=\bigcap_{d \in \mathrm{~T}} \operatorname{Dom} \mathcal{G}_{0, d} \text { and } D:=\operatorname{Lin} \mathrm{T}
$$

are dense in $\mathfrak{h}$ and k respectively, then $X$ satisfies the left $Q S D E\left({ }^{*}\right)$ on $\mathcal{D} \otimes \mathcal{E}_{D}$ for some operator $F$ with domain $\widehat{D} \otimes \mathcal{D}$.

Remark. Under the conditions of the theorem, Dom $\mathcal{G}_{c, d} \supset \mathcal{D}$ for all $c \in \mathrm{k}$ and $d \in D$ (cf. the remark following the previous theorem).
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## Special notations (from Section 2 onwards)

k A fixed Hilbert space, the noise dimension space
K $\quad L^{2}\left(\mathbb{R}_{+} ; \mathrm{k}\right)$

## Special notations for Section 6

$\mathfrak{h}$ Another fixed Hilbert space, the system space
$\mathcal{A}$ A fixed $C^{*}$-algebra acting nondegenerately on $\mathfrak{h}$

## General notations and conventions

$\operatorname{Map}(S ; T)$ The set of all functions from a set $S$ to a set $T$
Ran $f \quad$ Range $=$ Image of a function $f$
$F_{[r, t[ } \quad$ Function $s \mapsto\left\{\begin{array}{ll}F(s) & \text { if } s \in[r, t[ \\ 0 & \text { otherwise }\end{array}\right.$, for a vector-valued function $F$ defined on (part of) the real line
$\left.\delta^{\dagger} \quad \operatorname{Map} x \mapsto \delta\left(x^{*}\right)\right)^{*}$, for a linear map $\delta$ between involutive spaces, see page 250
$\operatorname{Lin} S \quad$ Linear span, for a subset $S$ of a vector space
Dom $T \quad$ Domain of an operator $T$, see page 197
$\overline{\operatorname{Lin}} S \quad$ Closure of $\operatorname{Lin} S$, for a subset $S$ of a normed space
$\overline{\operatorname{Ran}} f \quad$ Closure of $\operatorname{Ran} f$, for a normed space-valued function $f$
$\overline{\mathscr{S}}^{\text {uw }} \quad$ Ultraweak closure, for a subset $\mathscr{S}$ of $B\left(\mathrm{H} ; \mathrm{H}^{\prime}\right)$
$\mathscr{S}^{\prime} \quad$ Commutant: $\left\{A \in B(\mathrm{H}): \forall_{X \in \mathscr{S}} A X=X A\right\}$, for a subset $\mathscr{S}$ of $B(\mathrm{H})$
$\mathscr{S}^{\prime \prime} \quad$ Double commutant $\left(\mathscr{S}^{\prime}\right)^{\prime}$
$\langle$,$\rangle \quad Inner products are linear in their second argument$
$\widehat{h} \quad \mathbb{C} \oplus h$, for a Hilbert space $h$
$\widehat{c} \quad\binom{1}{c} \in \widehat{\mathrm{~h}}$, for $c \in \mathrm{~h}$
$P_{\mathrm{k}} \quad$ Orthogonal projection in $B(\widehat{\mathrm{k}})$ with range $\left.\left\{\begin{array}{l}0 \\ c\end{array}\right): c \in \mathrm{k}\right\}$
$\Delta \quad I_{\mathrm{H}} \otimes P_{\mathrm{k}} \otimes I_{\mathrm{H}^{\prime}} \in B\left(\mathrm{H} \otimes \hat{\mathrm{k}} \otimes \mathrm{H}^{\prime}\right)$, with H and $\mathrm{H}^{\prime}$ determined by context
$\Delta(x) \quad P_{\mathrm{k}} \otimes x$, for $x \in B\left(\mathrm{~h} ; \mathrm{h}^{\prime}\right)$, for Hilbert spaces $\mathrm{h}, \mathrm{h}^{\prime}$
$\langle u| \quad$ Dirac "bra-": element of $\mathrm{H}^{*}=B(\mathrm{H} ; \mathbb{C})$ given by $v \mapsto\langle u, v\rangle$
$|u\rangle \quad$ Dirac "-ket": element of $B(\mathbb{C} ; H)$ given by $\lambda \mapsto \lambda u$
$E_{u} \quad I_{\mathrm{h}} \otimes|u\rangle \otimes I_{\mathrm{h}^{\prime}}$, where h and $\mathrm{h}^{\prime}$ are determined by context
$E^{u} \quad\left(E_{u}\right)^{*}=I_{\mathrm{h}} \otimes\langle u| \otimes I_{\mathrm{h}^{\prime}}$
$\mathrm{M}_{n, m}, \quad \mathrm{M}_{n, m}(\mathbb{C})$,
with norm given by its usual identification with $B\left(\mathbb{C}^{m} ; \mathbb{C}^{n}\right)$
$L(U ; V) \quad$ Vector space of linear maps between vector spaces $U$ and $V$
$B(X ; Y) \quad$ Normed space of bounded operators, between normed spaces $X$ and $Y$
$C B(\mathrm{~V} ; \mathrm{W})$ Operator space of completely bounded operators in $B(\mathrm{~V} ; \mathrm{W})$
$\mathrm{M}(\mathrm{k}, \mathrm{h} ; \mathrm{V})_{\mathrm{b}}$ h-k-matrix space over V , see page 195
$\frac{\otimes^{\otimes}}{\otimes_{\mathrm{sp}}} \quad \begin{array}{ll}\text { Algebraic tensor product } \\ \text { Spatial tensor product, see page } 194\end{array}$
$\bar{\otimes} \quad$ Ultraweak tensor product, see page 194
$\otimes_{\mathrm{M}} \quad$ Matrix-space tensor product, see (1.16)
$\iota_{\mathrm{h}} \quad$ Ampliation maps $T \mapsto I_{\mathrm{h}} \otimes T$, or $T \otimes I_{\mathrm{h}}$, depending on context
$\mathbb{P}$ and $\mathbb{P}_{\mathrm{b}} \quad$ Classes of (bounded) processes, see pages 216 to 220
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Notation: Throughout these lectures $\mathcal{B}(\mathcal{H})$ will denote the von Neumann algebra of all bounded operators on a Hilbert space $\mathcal{H}$. All our Hilbert spaces will be complex with an inner product $\langle\cdot, \cdot\rangle$, which is anti-linear in the first variable. Usually we restrict ourselves to separable Hilbert spaces.

## 1 Dilation theory basics

We begin with the most basic theorem in dilation theory, which shows that contractions on Hilbert spaces are corners of isometries.

Theorem 1.1. (Sz. Nagy's dilation theorem): Suppose that $T \in \mathcal{B}(\mathcal{H})$ with $\|T\| \leq 1$ for some Hilbert space $\mathcal{H}$. Then there exists a Hilbert space $\mathcal{K}$ containing $\mathcal{H}$ with an isometry $V \in \mathcal{B}(\mathcal{K})$ such that,

$$
\begin{equation*}
T^{n}=\left.P_{\mathcal{H}} V^{n}\right|_{\mathcal{H}} \quad \forall n \geq 0 . \tag{1.1}
\end{equation*}
$$

Moreover, if $\operatorname{span}\left\{V^{n} u: n \geq 0, u \in \mathcal{H}\right\}=\mathcal{K}$ the pair $(\mathcal{K}, V)$ is unique up to unitary equivalence in the sense that if $\left(\mathcal{K}^{\prime}, V^{\prime}\right)$ is another such pair, then there exists a unitary $U: \mathcal{K} \rightarrow \mathcal{K}^{\prime}$, such that $U u=u$ for $u \in \mathcal{H}$, and $V^{\prime}=U V U^{*}$.

If we have an operator $V$ as in Theorem 1.1, then it is called a (power) dilation of $T$. One can also construct unitary dilations for contractions but we will not talk about them!

Our main tool for proving all dilation theorems will be the Kolmogorov map construction, which shows when we can embed a set inside a Hilbert space (see J. M. Lindsay [Li] or K. R. Parthasarathy [Pa]). We shall use only complex-valued kernels.

Definition 1.2. Let $\mathcal{M}$ be a set. A map $K: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{C}$ is called a positive definite kernel if

$$
\sum_{i, j} \bar{c}_{i} c_{j} K\left(x_{i}, x_{j}\right) \geq 0
$$

for all $c_{1}, c_{2}, \ldots, c_{n} \in \mathbb{C}, x_{1}, x_{2}, \ldots, x_{n} \in \mathcal{M}$ and $n \geq 1$.
In other words $K$ on $\mathcal{M} \times \mathcal{M}$ is a positive definite kernel if the ma$\operatorname{trix}\left[K\left(x_{i}, x_{j}\right)\right]$ is positive definite for all choices of a finite number of points $x_{1}, x_{2}, \ldots, x_{n}$ from $\mathcal{M}$.

Theorem 1.3. (Kolmogorov map / GNS Construction): Suppose $K$ is a positive definite kernel on a set $\mathcal{M}$. Then there exists a Hilbert space $\mathcal{K}$ with a mapping $\lambda: \mathcal{M} \rightarrow \mathcal{K}$ such that

$$
\langle\lambda(x), \lambda(y)\rangle=K(x, y)
$$

for all $x$, y in $\mathcal{M}$. Moreover, if

$$
\overline{\operatorname{span}}\{\lambda(x): x \in \mathcal{M}\}=\mathcal{K},
$$

then the pair $(\mathcal{K}, \lambda)$ is unique up to unitary equivalence, that is, if $\left(\mathcal{K}^{\prime}, \lambda^{\prime}\right)$ is another such pair, then there exists a unitary operator $U: \mathcal{K} \rightarrow \mathcal{K}^{\prime}$ such that $U \lambda(x)=\lambda^{\prime}(x)$ for all $x \in \mathcal{M}$.

Sketch of a Proof of Theorem 1.1: Suppose we had a dilation ( $\mathcal{K}, V$ ) as above. Then we see that for vectors $u, v$ in $\mathcal{H}$,

$$
\left\langle V^{m} u, V^{n} v\right\rangle= \begin{cases}\left\langle u, T^{n-m} v\right\rangle & m \leq n \\ \left\langle u,\left(T^{*}\right)^{m-n} v\right\rangle & n<m .\end{cases}
$$

This suggests that we take $\mathcal{M}$ as the set $\{(m, u): m \geq 0, u \in \mathcal{H}\}$, and define $K: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{C}$ by

$$
K((m, u),(n, v))= \begin{cases}\left\langle u, T^{n-m} v\right\rangle & m \leq n \\ \left\langle u,\left(T^{*}\right)^{m-n} v\right\rangle & n<m .\end{cases}
$$

Next note that positive definiteness of $K$ is equivalent to the block operator matrix $\left[A_{i j}\right]$, defined by

$$
A_{i j}= \begin{cases}T^{j-i} & 0 \leq i \leq j \leq n \\ \left(T^{*}\right)^{i-j} & 0 \leq i<j \leq n,\end{cases}
$$

being positive for all orders $n$. And this can be proved through simple matrix manipulations and induction. So we can apply the GNS construction to have a

Hilbert space $\mathcal{K}$ with a Kolmogorov map $\lambda: \mathcal{M} \rightarrow \mathcal{K}$ for the kernel $K$. We see that by identifying $u$ in $\mathcal{H}$ with $\lambda(0, u)$ in $\mathcal{K}$ we have an isometric embedding of $\mathcal{H}$ in $\mathcal{K}$. Further define $V$ on $\mathcal{K}$ by setting $V \lambda(m, u)=\lambda(m+1, u)$ and extending linearly to get an isometry. Now it is not difficult to see that $V$ is indeed a dilation of $T$.

Theorem 1.4. (Stinespring's theorem): Let $\mathcal{A}$ be a unital $C^{*}$-algebra and let $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ be a contractive completely positive map, for some Hilbert space $\mathcal{H}$. Then there exists a Hilbert space $\mathcal{K}$ containing $\mathcal{H}$, with $a *$-homomorphism $\pi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ and an isometry $V: \mathcal{H} \rightarrow \mathcal{K}$ such that

$$
\tau(X)=V^{*} \pi(X) V
$$

for all $X \in \mathcal{A}$.
We have already seen Stinespring's theorem and its proof in earlier lectures [Li]. It shows that contractive completely positive maps are compressions of *-homomorphisms. One of the disadvantages with Stinespring's theorem is that when we have a completely positive map $\tau$ from $\mathcal{A}$ into itself, we also would like to consider powers $\tau^{n}$ of $\tau$, but we can't talk of $\pi^{n}$ due to domain problems, though each $\tau^{n}$ is a contractive completely positive map in its own right. In other words we are looking for a 'power dilation'. Contrast this with the Sz. Nagy dilation and the following more general theorem from multivariable operator theory.

Theorem 1.5. (Bunce, Frazho, Popescu): Let $\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of bounded operators on a Hilbert space $\mathcal{H}$, for some $n \geq 1$, such that $\sum T_{i} T_{i}^{*} \leq I$. Then there exists a Hilbert space $\mathcal{K}$ containing $\mathcal{H}$ with an $n$ tuple $\left(V_{1}, \ldots, V_{n}\right)$ of isometries such that:
(i) $V_{i}^{*} V_{j}=\delta_{i j} I, 1 \leq i, j \leq n$.
(ii) $V_{i}^{*} u=T_{i}^{*} u$, for $u \in \mathcal{H}$ and $1 \leq i \leq n$;

Moreover if $\overline{\operatorname{span}}\left\{V_{i_{1}} \ldots V_{i_{k}} u: 1 \leq i_{r} \leq n, \quad \forall r, k \geq 1, u \in \mathcal{H}\right\}=\mathcal{K}$ then this tuple is unique up to unitary equivalence.

Note that here (i) says that the $V_{i}$ 's are isometries with orthogonal ranges and (ii) says that the $V_{i}$ 's leave $\mathcal{H}^{\perp}$ invariant and that they form a dilation of the $T_{i}$ 's in the sense that:

$$
T_{i_{1}} \ldots T_{i_{k}}=P_{\mathcal{H}} V_{i_{1}} \ldots V_{i_{k}} \mid \mathcal{H}
$$

for all tuples $i_{1}, \ldots, i_{k}$. Instead of looking at the $n$-tuple ( $T_{1}, \ldots T_{n}$ ) we may consider the completely positive map $\tau: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ defined by

$$
\tau(X)=\sum T_{i} X T_{i}^{*} \quad \forall X \in \mathcal{B}(\mathcal{H}) .
$$

Then the condition $\sum T_{i} T_{i}^{*} \leq I$ means precisely that $\tau$ is contractive. In a similar way that the $V_{i}$ 's being isometries with orthogonal ranges means that the map $\theta: \mathcal{B}(\mathcal{K}) \rightarrow \mathcal{B}(\mathcal{K})$ defined by

$$
\theta(X)=\sum V_{i} X V_{i}^{*} \quad \forall X \in \mathcal{B}(\mathcal{K})
$$

is a $*$-endomorphism of $\mathcal{B}(\mathcal{K})$, that is, $\theta: \mathcal{B}(\mathcal{K}) \rightarrow \mathcal{B}(\mathcal{K})$ is a linear map satisfying $\theta\left(X^{*}\right)=\theta(X)^{*}$ and $\theta(X Y)=\theta(X) \theta(Y)$ for all $X, Y$ in $\mathcal{B}(\mathcal{K})$. Furthermore, (ii) implies that $\theta$ is a dilation of $\tau$ in the sense that:

$$
\tau^{n}(X)=P_{\mathcal{H}} \theta^{n}(X) P_{\mathcal{H}}
$$

where $X$ in $\mathcal{B}(\mathcal{H})$ is identified with $P_{\mathcal{H}} X P_{\mathcal{H}}$ in $\mathcal{B}(\mathcal{K})$ to talk of $\theta^{n}(X)$. So these completely positive maps have $*$-endomorphic dilations. Below we are looking for similar results for general quantum dynamical semigroups.

Definition 1.6. Let $\mathcal{A} \subset \mathcal{B}(\mathcal{H})$ be a unital $C^{*}$-algebra. Let $\tau=\left\{\tau_{t}: t \geq 0\right\}$ be a contractive quantum dynamical semigroup (semigroup of completely positive maps) on $\mathcal{A}$. A (subordinated) weak Markov flow with expectation semigroup $\tau$ is a triple ( $\mathcal{K}, F, j$ ), where
(i) $\mathcal{K}$ is a Hilbert space containing $\mathcal{H}$;
(ii) $F=\left\{F_{t}: t \geq 0\right\}$ is an increasing family of projections on $\mathcal{K}$ with $F(0)$ being the projection onto $\mathcal{H}$;
(iii) $j=\left\{j_{t}: t \geq 0\right\}$ is a family of $*$-homomorphisms, $j_{t}: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$, with $j_{0}(X)=X F(0)$;
(iv) $F(s) j_{t}(X) F(s)=j_{s}\left(\tau_{t-s}(X)\right)$ for $0 \leq s \leq t, X \in \mathcal{A}$.

It is said to be minimal if

$$
\overline{\operatorname{span}}\left\{j_{t_{1}}\left(X_{1}\right) \ldots j_{t_{n}}\left(X_{n}\right) u: t_{i} \geq 0, X_{i} \in \mathcal{A}, u \in \mathcal{H}\right\}=\mathcal{K} .
$$

In a weak Markov flow $(\mathcal{K}, F, j), \mathcal{K}$ is known as the dilation space, the family of projections $F$ is known as the filtration and the family of $*-$ homomorphisms $j$ is known as the weak Markov process. The word 'weak' here refers to the fact that the $j_{t}$ 's are non-unital $*$-homomorphisms. The property (iv) is known as the Markov property. The idea of this kind of dilation has been around for some time. For the formulation used here and for references on other variations see [BP1-2]. The main advantage of weak Markov flows is the following existence and uniqueness theorem and the fact that practically any definition of Markov dilation one considers almost always contains a weak dilation as a component.

Theorem 1.7. Given a contractive quantum dynamical semigroup $\tau$ there always exists a minimal weak Markov flow ( $\mathcal{K}, F, j$ ) with $\tau$ as its expectation semigroup. Moreover, such a triple is unique up to unitary equivalence.

The proof is once again through a GNS-type construction. This is possible as inner products between vectors of the form $j_{t_{1}}\left(X_{1}\right) \ldots j_{t_{n}}\left(X_{n}\right) u$ are completely determined by $\tau$ and we can show positive definiteness of the associated kernel.

The next step in dilation theory is to construct a semigroup of endomorphisms. Let $(\mathcal{K}, F, j)$ be a minimal weak Markov flow for a quantum dynamical semigroup $\tau$ as above. Let $\mathcal{B}$ be the $C^{*}$-subalgebra of $\mathcal{B}(\mathcal{K})$ generated by $\left\{j_{t}(X): X \in \mathcal{A}, t \geq 0\right\}$. Define $\theta_{t}: \mathcal{B} \rightarrow \mathcal{B}$, by setting

$$
\theta_{t}\left(j_{s}(X)\right)=j_{s+t}(X),
$$

and extending $*$-homomorphically. One has to check that $\theta_{t}$ is well-defined and has *-homomorphic extension [Bh1-2]. But once we know that such endomorphisms of $\mathcal{B}$ exist, it is easy to verify that $\left\{\theta_{t}: t \geq 0\right\}$ is a semigroup of *-endomorphisms of $\mathcal{B}$. If we are in the von Neumann algebra setup, that is if $\mathcal{A}$ is a von Neumann algebra, each $\tau_{t}$ is normal and $t \mapsto \tau_{t}(X)$ is ultraweakly continuous, then we get a semigroup of normal $*$-endomorphisms on the von Neumann algebra generated by $\left\{j_{t}(X)\right\}$ (see [BS], Section 12).

Once we have a semigroup of $*$-endomorphisms $\theta$ as above we may actually forget about the weak Markov flow and consider the triple $(\mathcal{K}, \mathcal{B}, \theta)$ as a dilation of $(\mathcal{H}, \mathcal{A}, \tau)$. Note that as $P:=F(0)$ is the projection onto $\mathcal{H}$, identifying $X \in \mathcal{B}(\mathcal{H})$ with $P X P \in \mathcal{B}(\mathcal{K})$, we actually have

$$
P \theta_{t}(X) P=\tau_{t}(X) \quad \forall X \in \mathcal{A}, t \geq 0 .
$$

In other words we have a semigroup of $*$-endomorphisms as a dilation of a quantum dynamical semigroup. The minimality here depends upon whether we want to consider the $C^{*}$-algebra setup or the von Neumann algebra setup. But in either case, there is a suitable notion of minimality and there is a unique minimal dilation.

## $2 E_{0}$-semigroups and product systems

Let $\mathcal{H}, \mathcal{P}$ be two non-zero, complex, separable Hilbert spaces. Let $W: \mathcal{H} \otimes \mathcal{P} \rightarrow$ $\mathcal{H}$ be an isometry. ${ }^{1}$ Now consider the map $\psi$ on $\mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ defined by

$$
\begin{equation*}
\psi(X)=W\left(X \otimes I_{\mathcal{P}}\right) W^{*}, \quad X \in \mathcal{B}(\mathcal{H}) \tag{2.1}
\end{equation*}
$$

We easily verify that $\psi$ has the following properties:
(i) $\psi$ is linear;
(ii) $\psi(X Y)=\psi(X) \psi(Y)$, for all $X, Y \in \mathcal{B}(\mathcal{H})$;
(iii) $\psi\left(X^{*}\right)=\psi(X)^{*}$, for all $X \in \mathcal{B}(\mathcal{H})$;
(iv) $\psi$ is normal (ultraweakly continuous).

[^1]A mapping $\psi$ of $\mathcal{B}(\mathcal{H})$ which satisfies properties (i)-(iv) is said to be a normal $*$-endomorphism of $\mathcal{B}(\mathcal{H})$. It is not hard to see that any normal $*$ endomorphism of $\mathcal{B}(\mathcal{H})$ necessarily has the form (2.1). Indeed if $\psi$ is a given *-endomorphism, choose a unit vector $a \in \mathcal{H}$, take $\mathcal{P}$ as the range of the projection $\psi(|a\rangle\langle a|)$ and consider $W: \mathcal{H} \otimes \mathcal{P} \rightarrow \mathcal{H}$ defined by

$$
W(x \otimes \psi(|a\rangle\langle a|) y)=\psi(|x\rangle\langle a|) y .
$$

Then we see that $W$ is an isometry with $W^{*} z=\sum_{i} e_{i} \otimes \psi\left(|a\rangle\left\langle e_{i}\right|\right) z$ for any orthonormal basis $\left\{e_{i}\right\}$ of $\mathcal{H}$ and (2.1) is satisfied.

Here is another way of expressing $\psi$. Let $\left\{e_{i}: i \geq 1\right\}$ be an orthonormal basis of $\mathcal{P}$. Define $V_{i} \in \mathcal{B}(\mathcal{H})$ by setting $V_{i} x=W\left(x \otimes e_{i}\right), \forall x \in \mathcal{H}$. We leave it to the reader to verify that the $V_{i}$ 's are isometries with orthogonal ranges, that is,

$$
\begin{equation*}
V_{i}^{*} V_{j}=\delta_{i j} I \quad \forall i, j \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(X)=\sum_{i} V_{i} X V_{i}^{*} \tag{2.3}
\end{equation*}
$$

for $X \in \mathcal{B}(\mathcal{H})$. Here if the number of terms is infinite, that is, if $\mathcal{P}$ is infinite dimensional, the series converges in the strong operator topology. Note that each $V_{i}$ is an element of the space $\mathcal{E}$ of intertwiners:

$$
\mathcal{E}:=\{Y \in \mathcal{B}(\mathcal{H}): \psi(X) Y=Y X \forall X \in \mathcal{B}(\mathcal{H})\} .
$$

If we take any two elements $Y, Z$ in $\mathcal{E}$, we see that $Y^{*} Z$ commutes with every $X \in \mathcal{H}$, and so is a scalar. It is another little exercise to show that taking $\langle Y, Z\rangle I=Y^{*} Z$ makes $\mathcal{E}$ into a Hilbert space, and that $\left\{V_{i}: i \geq 1\right\}$ forms an orthonormal basis for this Hilbert space. This of course shows that $\mathcal{P}$ and $\mathcal{E}$ are isomorphic as Hilbert spaces.

We are interested in one parameter semigroups of $*$-endomorphisms, but before moving further let us note that: $\psi^{n}(X)=W_{n}\left(X \otimes I_{\mathcal{P} \otimes n}\right) W_{n}^{*}$, where $W_{n}: \mathcal{H} \otimes \mathcal{P}^{\otimes n} \rightarrow \mathcal{H}$ are isometries inductively defined as $W_{1}=W$ and $W_{n+1}=W\left(W_{n} \otimes I_{\mathcal{P}}\right)$. In other words we need the Hilbert space $\mathcal{P} \otimes n$ to describe the $n$-th power of $\psi$. Here we have a discrete product system of Hilbert spaces as: $\mathcal{P}^{\otimes(m+n)}=\mathcal{P}^{\otimes m} \otimes \mathcal{P}^{\otimes n}$.

Definition 2.1. An $E$-semigroup $\theta$ on $\mathcal{B}(\mathcal{H})$ is a family, $\theta=\left\{\theta_{t}: t \geq 0\right\}$, of linear maps of $\mathcal{B}(\mathcal{H})$ such that:
(i) For every $t, \theta_{t}: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ is a normal $*$-endomorphism;
(ii) $\theta$ is a semigroup, that is, $\theta_{0}(X)=X$, and $\theta_{s+t}(X)=\theta_{s}\left(\theta_{t}(X)\right)$ for all $X \in \mathcal{B}(\mathcal{H})$ and $s, t \geq 0$.
(iii) $t \mapsto \theta_{t}(X)$ is continuous in the weak (or equivalently strong) operator topology, for every $X$ in $\mathcal{B}(\mathcal{H})$.
If further $\theta_{t}(I)=I$ for all $t$, then $\theta$ is said to be an $E_{0}$-semigroup.

Example 2.2. Let $V=\left\{V_{t}, t \geq 0\right\}$ be a one parameter semigroup of isometries on $\mathcal{H}$, that is, (i) $V_{t}^{*} V_{t}=I$, for all $t$; (ii) $V_{0}=I, V_{s+t}=V_{s} V_{t}$, for all $s$, $t$; (iii) $t \mapsto V_{t}$ is continuous in the strong operator topology. Take $\theta_{t}(X)=V_{t} X V_{t}^{*}$, then $\theta$ is an E-semigroup. It is an $E_{0}$-semigroup iff $V_{t}$ is unitary for every $t$. For instance, let $\mathcal{H}=L^{2}\left(\mathbf{R}_{+}\right)$and let $V_{t}$ be defined by

$$
V_{t} f(x)= \begin{cases}f(x-t) & t \leq x<\infty \\ 0 & 0<x<t\end{cases}
$$

for $f \in L^{2}\left(\mathbf{R}^{+}\right)$, then we have a semigroup of isometries. On the other hand if we take $\mathcal{H}=L^{2}(\mathbf{R})$, and let $V_{t}$ be defined by

$$
V_{t} f(x)=f(x-t) \quad-\infty<x<\infty
$$

for $f \in L^{2}(\mathbf{R})$ we have a semigroup of unitaries.
Example 2.3. (Fock-space shift): Take $\mathcal{H}$ as the symmetric Fock space $\Gamma_{\mathcal{K}}=$ $\Gamma\left(L^{2}\left(\mathbf{R}_{+}, \mathcal{K}\right)\right)$, where $\mathcal{K}$ is some other Hilbert space. Then

$$
\sigma_{t}(X)=I_{t} \otimes\left(S_{t} X S_{t}^{*}\right)
$$

where $S_{t}$ is the second quantization of the shift on $L^{2}\left(\mathbf{R}_{+}, \mathcal{K}\right)$, as described in [Li], is an $E_{0}$-semigroup.

We wish to study and classify $E_{0}$-semigroups. For instance, we wish to say that Examples 2.2 and 2.3 are really distinct. The first step in this direction is to attach a 'product system of Hilbert spaces' with every $E_{0}$-semigroup. This was first done in [Ar1].

A product system $E$ is a 'measurable' family of Hilbert spaces, $E=\left\{\mathcal{E}_{t}\right.$ : $t \geq 0\}$, with a collection of unitaries, $U_{s, t}: \mathcal{E}_{s} \otimes \mathcal{E}_{t} \rightarrow \mathcal{E}_{s+t}$, such that we have associativity in the sense that: $U_{s_{1}+s_{2}, s_{3}}\left(U_{s_{1}, s_{2}} \otimes I_{s_{3}}\right)=U_{s_{1}, s_{2}+s_{3}}\left(I_{s_{1}} \otimes U_{s_{2}, s_{3}}\right)$ as unitary maps from $\mathcal{E}_{s_{1}} \otimes \mathcal{E}_{s_{2}} \otimes \mathcal{E}_{s_{3}}$ to $\mathcal{E}_{s_{1}+s_{2}+s_{3}}$ for any $s_{1}, s_{2}, s_{3}$. (See [Ar1], or [Lie] for the measurability details). There is a natural notion of isomorphism of product systems.

Let $\theta$ be an $E_{0}$-semigroup on $\mathcal{B}(\mathcal{H})$ of some Hilbert space $\mathcal{H}$. Arveson's idea was to look at the space of intertwining operators. Thus define

$$
\mathcal{E}_{t}=\left\{Y \in \mathcal{B}(\mathcal{H}): \theta_{t}(X) Y=Y X \forall X \in \mathcal{B}(\mathcal{H})\right\} .
$$

We have already seen that this is a Hilbert space, with the inner product $\langle Y, Z\rangle I=Y^{*} Z$. Now define $U_{s, t}\left(\mathcal{E}_{s} \otimes \mathcal{E}_{t}\right) \rightarrow \mathcal{E}_{s+t}$ by $U_{s, t}\left(Y_{1} \otimes Y_{2}\right)=Y_{1} Y_{2}$. It is easy to verify that $U_{s, t}$ is an isometry. A little bit of extra work shows that it is actually a unitary. Some further technicalities of measurability have to be taken care of, see [Ar1].

We have another construction of the product system as follows. Fix a unit vector $a \in \mathcal{H}$. Note that by the $*$-endomorphism property, $\theta_{t}(|a\rangle\langle a|)$ is a projection. Take $\mathcal{P}_{t}=$ range $\theta_{t}(|a\rangle\langle a|)$. Of course this depends upon $a$ but we are suppressing it in the notation. Define $W_{t}: \mathcal{H} \otimes \mathcal{P}_{t} \rightarrow \mathcal{H}$ by

$$
W_{t}\left(x \otimes \theta_{t}(|a\rangle\langle a|) y\right)=\theta_{t}(|x\rangle\langle a|) y
$$

Once again we verify that $W_{t}$ is a unitary. (If $\theta$ were non-unital, $W_{t}$ would only be an isometry onto the range $\theta_{t}(I)$ ). Further, let $V_{s, t}$ be $W_{t}$ restricted to domain $\mathcal{P}_{s} \otimes \mathcal{P}_{t}$ and range $\mathcal{P}_{s+t}$. Then it is a unitary and ( $\mathcal{P}_{t}, V_{s, t}$ ) forms a product system. We might think that the two product systems we have got now from $\theta$ must be isomorphic. It is almost true, actually they are opposites of each other, in the sense that if instead of $V_{s, t}$, if we had taken $V_{t, s} T_{s, t}$, where $T_{s, t}: \mathcal{P}_{s} \otimes \mathcal{P}_{t} \rightarrow \mathcal{P}_{t} \otimes \mathcal{P}_{s}$ is the twist unitary operator: $T_{s, t}(x \otimes y)=y \otimes x$, then we would have got an isomorphism. ${ }^{2}$ The reason we want to stay with $V_{s, t}$ is that it is 'natural' and is the appropriate one when one works later on with product systems of Hilbert $C^{*}$-modules.

It is not hard to see that the product system $\mathcal{P}_{t}$ associated with Example 2.2 , is the trivial product system where each $\mathcal{P}_{t}$ is isomorphic to $\mathbb{C}$ and we have the unitary $V_{s, t}(x \otimes y)=x y$, with respect to this isomorphism.

For Example 2.3, the product system is $\mathcal{H}_{t}=\Gamma\left(L^{2}([0, t), \mathcal{K})\right)$, where the product system structure comes from the isomorphism $\mathcal{H}_{s+t}=\mathcal{H}_{s} \otimes \mathcal{H}_{t}$, by once again making use of second quantization of the shift to identify $\mathcal{H}_{t}$ with $\Gamma\left(L^{2}([s, s+t), \mathcal{K})\right)$. In fact if we take $a$ as the vacuum vector $\varepsilon(0)$ and compute $\mathcal{P}_{t}$ and $V_{s, t}$, we see that $V_{s, t}(\varepsilon(f) \otimes \varepsilon(g))=\varepsilon\left(f+S_{s} g\right)$. Here $\varepsilon$ stands for exponential vector.

We also need some notions for comparing $E_{0}$-semigroups in order to classify them.

Definition 2.4. Let $\theta$ and $\theta^{\prime}$ be $E_{0}$-semigroups acting on $\mathcal{B}(\mathcal{H})$, and $\mathcal{B}\left(\mathcal{H}^{\prime}\right)$ respectively. Then $\theta$ and $\theta^{\prime}$ are said to be conjugate if there exists a unitary $M: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$, such that

$$
\begin{equation*}
\theta_{t}^{\prime}(X)=M \theta_{t}\left(M^{*} X M\right) M^{*} \tag{2.4}
\end{equation*}
$$

for all $X \in \mathcal{B}\left(\mathcal{H}^{\prime}\right), t \geq 0$.
This is the notion of unitary equivalence, the main point being that the same unitary works for all $t$. There is a weaker notion of equivalence which is useful and for that we need to talk about cocycles.

Definition 2.5. A strongly continuous family of operators $G=\left\{G_{t} \in \mathcal{B}(\mathcal{H})\right.$ : $t \geq 0\}$ is said to be a (left) cocycle for an $E_{0}$-semigroup $\theta$ of $\mathcal{B}(\mathcal{H})$ if

$$
G_{s+t}=G_{s} \theta_{s}\left(G_{t}\right) \quad \forall s, t \geq 0, \quad G_{0}=I
$$

A cocycle $G$ is said to be local if $G_{t}$ is in the commutant $\left(\theta_{t}(\mathcal{B}(\mathcal{H}))\right)^{\prime}$ for all $t$, that is, if $G_{t}$ commutes with $\theta_{t}(Z)$ for all $Z$. It is said to be positive (respectively unitary, isometric, contractive) if each $G_{t}$ is positive (respectively unitary, isometric, contractive).

[^2]Definition 2.6. Let $\theta$, $\theta^{\prime}$ be $E_{0}$-semigroups acting on $\mathcal{B}(\mathcal{H})$ and $\mathcal{B}\left(\mathcal{H}^{\prime}\right)$ respectively. Then $\theta$ and $\theta^{\prime}$ are said to be cocycle conjugate if there exists a third $E_{0}$-semigroup $\theta^{\prime \prime}$ on $\mathcal{B}(\mathcal{H})$ and a unitary cocycle $U=\left\{U_{t}: t \geq 0\right\}$ of $\theta$ such that:
(i) $\theta_{t}^{\prime \prime}(X)=U_{t} \theta_{t}(X) U_{t}^{*}, \quad \forall X \in \mathcal{B}(\mathcal{H}), t \geq 0$;
(ii) $\theta^{\prime \prime}$ is conjugate to $\theta^{\prime}$.

Theorem 2.7. (Arveson [Ar1]): Two $E_{0}$ semigroups on $\mathcal{B}(\mathcal{H})$ and $\mathcal{B}\left(\mathcal{H}^{\prime}\right)$ respectively with $\mathcal{H} \cong \mathcal{H}^{\prime}$, are cocycle conjugate if and only if they have isomorphic product systems.

Arveson has also shown that every product system arises as a product system of some $E_{0}$-semigroup. (No simple proof of this result is known). So now we have reduced the problem of classifying $E_{0}$-semigroups up to cocycle conjugacy to that of classifying product systems of Hilbert spaces up to unitary isomorphism. How do we see that the Fock space product systems for different noise spaces $\mathcal{K}$ and $\mathcal{K}^{\prime}$ are non-isomorphic if they have different dimensions? In other words can we recover the dimension of the noise space from the product system? This requires the notion of units and index.

Definition 2.8. Consider a product system $\left(\mathcal{E}_{t}, U_{s, t}\right)$. A 'measurable' family $u=\left\{u_{t}: t \geq 0\right\}$ of non-zero vectors with $u_{t} \in \mathcal{E}_{t}$ is said to be a unit for the system, if $u_{s+t}=U_{s, t}\left(u_{s} \otimes u_{t}\right)$ for all $s, t$.

Any unit $u$ for the trivial product system has the form $u_{t}=e^{t q}$ for some $q \in \mathbb{C}$. The units for the Fock space product system are given by: $u_{t}=$ $e^{q t} \varepsilon\left(x_{[0, t)}\right)$ for some $(q, x) \in \mathbb{C} \times \mathcal{K}$.

Suppose that $u$ and $v$ are two units of a product system. We have $\left\langle u_{s+t}, v_{s+t}\right\rangle=\left\langle u_{s}, v_{s}\right\rangle\left\langle u_{t}, v_{t}\right\rangle$ for all $s, t$. Then by measurability, it follows that $\left\langle u_{t}, v_{t}\right\rangle=e^{t \gamma_{u, v}}$ for some complex constant $\gamma_{u, v}$ depending only on the units. The function $\gamma: \mathcal{U} \otimes \mathcal{U} \rightarrow \mathbb{C}$, obtained this way is known as the covariance function. It is not hard to see that it is a conditionally positive definite kernel, that is,

$$
\sum \bar{c}_{i} c_{j} \gamma\left(u_{i}, u_{j}\right) \geq 0
$$

for any choice of $u_{1}, \ldots, u_{n}$ in $\mathcal{U}$ and $c_{1}, \ldots, c_{n}$ in $\mathbb{C}$ with $\sum c_{i}=0$, where $\mathcal{U}$ is the collection of all units. There is a GNS construction for conditionally positive definite kernels and this gives us a 'minimal' Hilbert space $\mathcal{K}_{\gamma}$. It can be shown that we will only get a separable Hilbert space. The dimension of this space is an invariant of the product system (it depends only on the isomorphism class of the product system). This number (possibly infinity) is known as the Arveson index or the numerical index of the product system. For the trivial product system $\mathcal{K}_{\gamma}=\{0\}$ and for the Fock product system described above, $\mathcal{K}_{\gamma}$ is isomorphic to $\mathcal{K}$. Therefore the Arveson indices for these product systems are 0 and $\operatorname{dim} \mathcal{K}$ respectively.

Definition 2.9. A product system $E=\left\{\mathcal{E}_{t}\right\}$ is called spatial if it has a unit. It is said to be divisible if the units generate the product system, that is, $\mathcal{E}_{t}=\overline{\operatorname{span}}\left\{u_{t_{1}}^{1} \otimes u_{t_{2}}^{2} \otimes \cdots \otimes u_{t_{n}}^{n}: u^{1}, \ldots, u^{n}\right.$ are units and $\left.t_{1}+\cdots+t_{n}=t\right\}$.

The examples of product systems we have seen so far, namely trivial and Fock space product systems are spatial and in fact they are divisible and they are the only divisible product systems [Ar1]. The divisible product systems are also known as Type I product systems. The product systems which are spatial but not divisible (they have units but not sufficiently many to generate the product system) are known as Type II product systems. The product systems which are non-spatial are Type III (they have no units). Initially, Type II, III product systems were hard to come by, there were just some stray examples constructed by R. T. Powers. But now Tsirelson [Tsi] and Liebscher [Lie] have plenty of examples. We still don't know how to completely classify product systems. It seems to be a very hard problem. We will come back to this in the fourth Lecture.

## 3 Domination and minimality

Let us recall our dilation theorem for quantum dynamical semigroups on the von Neumann algebra of all bounded operators on a Hilbert space. Here we consider only ultraweakly continuous semigroups of normal completely positive maps. We also assume that the completely positive semigroup which we want to dilate is unital. Suppose that $\tau=\left\{\tau_{t}: t \geq 0\right\}$ is a quantum dynamical semigroup of $\mathcal{B}\left(\mathcal{H}_{0}\right)$. If $\mathcal{H}$ is a Hilbert space containing $\mathcal{H}_{0}$ as a closed subspace and if $\theta=\left\{\theta_{t}: t \geq 0\right\}$ is an $E_{0}$-semigroup of $\mathcal{B}(\mathcal{H})$ such that

$$
\begin{equation*}
\tau_{t}(X)=P \theta_{t}(X) P, \quad t \geq 0, \quad X \in \mathcal{B}\left(\mathcal{H}_{0}\right)=P \mathcal{B}(\mathcal{H}) P \subseteq \mathcal{B}(\mathcal{H}) \tag{3.1}
\end{equation*}
$$

where $P$ is the orthogonal projection of $\mathcal{H}$ onto $\mathcal{H}_{0}$, then $\theta$ is called a dilation of $\tau$ and $\tau$ is called a compression of $\theta$.

The dilation $\theta$ is said to be minimal if the subspace generated by its action on $\mathcal{H}_{0}$ is $\mathcal{H}$, that is, if the subspace $\widehat{\mathcal{H}}$ defined by

$$
\overline{\operatorname{span}}\left\{\theta_{r_{1}}\left(X_{1}\right) \cdots \theta_{r_{n}}\left(X_{n}\right) u: r_{i} \geq 0, X_{i} \in \mathcal{B}\left(\mathcal{H}_{0}\right), u \in \mathcal{H}_{0}, 1 \leq i \leq n, n \geq 0\right\}
$$

is the whole of $\mathcal{H}$. We know that a minimal dilation exists and that it is unique up to unitary isomorphisms. We will denote it by $\widehat{\tau}$. Given any dilation $\theta$ compressing it to $\mathcal{B}(\widehat{\mathcal{H}})$ we get the minimal dilation $\widehat{\tau}$.

A dilation $\theta$ is said to be primary if $\operatorname{span}\left\{\theta_{t}(P) x: x \in \mathcal{H}, t \geq 0\right\}$ is $\mathcal{H}$. Note that in our present case $\tau$ is unital, this forces $\theta_{t}(P)$ to be an increasing family of projections. So here the dilation is primary if $\theta_{t}(P)$ increases to the identity operator on $\mathcal{H}$. Clearly this is a necessary condition for minimality and usually this property can be checked easily. Unfortunately, this is not a sufficient condition. In the following we will assume that the dilation $\theta$ is primary.

The problem of deciding whether a given dilation is minimal or not seems to be extremely hard in most situations. Here we want to develop a scheme for testing minimality. The key to this is an analysis of 'domination'. A quantum dynamical semigroup $\alpha=\left\{\alpha_{t}: t \geq 0\right\}$ is said to be dominated by a quantum dynamical semigroup $\tau=\left\{\tau_{t}: t \geq 0\right\}$, if $\tau_{t}-\alpha_{t}$ is completely positive for every $t$. We denote this by $\alpha \leq \tau$. Let $\mathcal{D}_{\tau}$ denote the set of all (not necessarily unital) quantum dynamical semigroups dominated by $\tau$. Then $\mathcal{D}_{\tau}$ is a partially ordered set with partial order $\leq$. Something special happens when we have domination by $*$-homomorphisms.

Theorem 3.1. Let $\mathcal{A}$ and $\mathcal{B}$ be unital $C^{*}$-algebras and let $\alpha$ and $\beta$ be linear maps from $\mathcal{A}$ to $\mathcal{B}$, where $\alpha$ is a unital $*$-homomorphism and $\beta$ is completely positive. Suppose that $\alpha-\beta$ is positive. Then $\beta(X)=\alpha(X) \beta(1)=\beta(1) \alpha(X)$, for every $X \in \mathcal{A}$. (In particular $\beta(1)$ commutes with the range of $\alpha$.)

Proof: Let $\mathcal{B}$ be a unital subalgebra of $\mathcal{B}(\mathcal{H})$ for some Hilbert space $\mathcal{H}$. Then Stinespring's theorem applied to $\beta$ provides us with a Hilbert space $\mathcal{K}$, an isometry $V: \mathcal{H} \rightarrow \mathcal{K}$ and a representation $\gamma: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$, such that $\beta(X)=V^{*} \gamma(X) V$. As $\alpha-\beta$ is positive, for any $X \in \mathcal{A}$ we have $V^{*} \gamma\left(X^{*} X\right) V \leq$ $\alpha\left(X^{*} X\right)$. Hence for any $z \in \mathbb{C}, H \in \mathcal{A}, u \in \mathcal{H}$

$$
\left\|\gamma\left(e^{z H}\right) V u\right\|^{2} \leq\left\|\alpha\left(e^{z H}\right) u\right\|^{2} .
$$

Taking $u=\alpha\left(e^{-z H}\right) v, v \in \mathcal{H}$, we have

$$
\left|\left\langle v, \gamma\left(e^{z H}\right) V \alpha\left(e^{-z H}\right) v\right\rangle\right| \leq\|v\|\left\|\gamma\left(e^{z H}\right) V u\right\| \leq\|v\|^{2} .
$$

Therefore the entire function $z \mapsto\left\langle v, \gamma\left(e^{z H}\right) V \alpha\left(e^{-z H}\right) v\right\rangle$ is bounded. Hence by Liouville's theorem it is constant. So we get

$$
\gamma\left(e^{z H}\right) V \alpha\left(e^{-z H}\right)=\gamma(1) V \alpha(1)=\gamma(1) V,
$$

or $\gamma\left(e^{z H}\right) V=\gamma(1) V \alpha\left(e^{z H}\right)$ for all $z \in \mathbb{C}, H \in \mathcal{A}$. This clearly implies that $\gamma(X) V=\gamma(1) V \alpha(X)$ and hence $\beta(X)=V^{*} \gamma(X) V=V^{*} \gamma(1) V \alpha(X)=$ $\beta(1) \alpha(X)$ for all $X \in \mathcal{A}$. By taking adjoints the proof is complete.

An immediate consequence of this is the following theorem.
Theorem 3.2. Let $\theta$ be an $E_{0}$-semigroup of $\mathcal{B}(\mathcal{H})$, and let $\psi$ be a quantum dynamical semigroup of $\mathcal{B}(\mathcal{H})$. Then the following are equivalent:
(i) $\theta$ dominates $\psi$;
(ii) $\theta_{t}-\psi_{t}$ is positive for every $t \geq 0$;
(iii) $\psi_{t}(Z)=G_{t} \theta_{t}(Z) \forall Z \in \mathcal{B}(\mathcal{H})$, for some positive, contractive, local cocycle of $\theta$;
(iv) $\psi$ is absorbing for $\theta$, that is,

$$
\psi_{t}(Z) \theta_{t}(W)=\psi_{t}(Z W) \quad \forall Z, W \in \mathcal{B}(\mathcal{H}), t \geq 0
$$

(Only continuity of the map $t \mapsto G_{t}$ needs some work.)
Theorem 3.3. Let $(\mathcal{H}, \theta)$ be a primary dilation of $\left(\mathcal{H}_{0}, \tau\right)$ and let $(\widehat{\mathcal{H}}, \widehat{\tau})$ be the minimal dilation as above. Then one can show that compression by projection $P=P_{\mathcal{H}_{0}}$ maps $\mathcal{D}_{\theta}$ surjectively to $\mathcal{D}_{\tau}$. This compression map is injective if and only if $\theta$ is the minimal dilation of $\tau$.

This structure can be pictorially represented as follows:

where as before $\leq$ denotes domination and arrows indicate compressions by appropriate projections. (Here $\alpha$ and $\tau$ act on $\mathcal{B}\left(\mathcal{H}_{0}\right), \widehat{\alpha}$ and $\widehat{\tau}$ act on $\mathcal{B}(\widehat{\mathcal{H}})$ and $\widetilde{\alpha}, \widetilde{\tau}$ and $\theta$ act on $\mathcal{B}(\mathcal{H}))$. $\widetilde{\tau}$ is called the induced semigroup of the dilation, it is the 'smallest' $E$-semigroup dominated by $\theta$ which compresses to $\tau$. The primary dilation $\theta$ is the minimal dilation if and only if $\widetilde{\tau}=\theta$. This gives us a completely algebraic characterization of minimality.

Next, we want to apply this criterion to flows ( $E_{0}$-semigroups) coming from quantum stochastic calculus. For this we also need to know all the positive (or at least projection) local cocycles of the Fock-space shift. Actually such a cocycle $G_{t}$ is nothing but a positive contractive Markovian cocycle, or 'exponential noise', as obtained in [Li].

Let $\mathcal{K}$ be a complex separable Hilbert space. Then Hudson-Parthasarathy quantum stochastic differential equations can be written on the space $\widetilde{\mathcal{H}}=$ $\mathcal{H}_{0} \otimes \Gamma\left(L^{2}\left(\mathbf{R}_{+}, \mathcal{K}\right)\right)$. Here $\mathcal{H}_{0}$ (identified with $\left.\mathcal{H}_{0} \otimes \varepsilon(0)\right)$ is known as the initial space and $\mathcal{H}=\Gamma\left(L^{2}\left(\mathbf{R}_{+}, \mathcal{K}\right)\right)$ as the noise space. On $\widetilde{\mathcal{H}}$ we have the $E_{0}$-semigroup $\widetilde{\sigma}=i d \otimes \sigma$, where $\sigma=\sigma^{\mathcal{K}}$ is the CCR flow (Fock-space shift) on $\mathcal{H}$. By a result of Arveson we know that $\widetilde{\sigma}$ is cocycle conjugate to $\sigma$.

Let $\tau$ be a unital quantum dynamical semigroup on $\mathcal{B}\left(\mathcal{H}_{0}\right)$ with bounded generator. Then we know that its generator has a very special form (cf. [Li]). Namely if we denote the generator by $\mathcal{L}$ so that $\tau_{t}(X)=e^{t \mathcal{L}}(X), X \in$ $\mathcal{B}\left(\mathcal{H}_{0}\right), t \geq 0$, then there exists a family of bounded operators $\left\{L_{k} \in \mathcal{B}\left(\mathcal{H}_{0}\right)\right.$ : $k \geq 1\}$ and a self-adjoint operator $H \in \mathcal{B}\left(\mathcal{H}_{0}\right)$ such that $\sum_{k \geq 1} L_{k}^{*} L_{k}$ is strongly convergent, and

$$
\begin{equation*}
\mathcal{L}(X)=i[H, X]-\frac{1}{2} \sum_{k \geq 1}\left(L_{k}^{*} L_{k} X+X L_{k}^{*} L_{k}-2 L_{k}^{*} X L_{k}\right) \tag{3.2}
\end{equation*}
$$

for every $X \in \mathcal{B}\left(\mathcal{H}_{0}\right)$. Now to obtain a dilation of $\tau$ using quantum stochastic calculus we fix one such representation of $\mathcal{L}$ and consider a Hilbert space $\mathcal{K}$ with $\operatorname{dim} \mathcal{K}$ equal to the number of $L_{k}$ 's. To avoid trivialities we assume that this number is non-zero.

Let $\left\{S_{j}^{i}: i, j \geq 1\right\}$ be bounded operators on $\mathcal{H}_{0}$ such that $\sum_{i, j \geq 1} S_{j}^{i} \otimes\left|e_{i}\right\rangle\left\langle e_{j}\right|$ is a unitary operator in $\mathcal{H}_{0} \otimes \mathcal{K}$. Define

$$
L_{j}^{i}= \begin{cases}S_{j}^{i}-\delta_{i j} & \text { if } i, j \geq 1 ; \\ L_{i} & \text { if } i \geq 1, j=0 \\ -\sum_{k \geq 1} L_{k}^{*} S_{j}^{k} & \text { if } j \geq 1, i=0 \\ -\left(i H+\frac{1}{2} \sum_{k \geq 1} L_{k}^{*} L_{k}\right) & \text { if } i=j=0\end{cases}
$$

Then by Theorem 27.8 of [Pa] there exists a unique unitary operator valued adapted process $U=\left\{U_{t}: t \geq 0\right\}$ on $\mathcal{B}(\widetilde{\mathcal{H}})$ satisfying the quantum stochastic differential equation

$$
\begin{equation*}
d U=\left(\sum_{i, j \geq 0} L_{j}^{i} d \Lambda_{i}^{j}\right) U, \quad U_{0}=I \tag{3.3}
\end{equation*}
$$

on $\mathcal{M}$. Here $d \Lambda_{i}^{j}$ refers to differentials of the fundamental processes of time, creation, conservation and annihilation, with respect to an orthonormal basis for $\mathcal{K}$.

We then have an $E_{0}$-semigroup $\eta$ of $\mathcal{B}(\widetilde{\mathcal{H}})$ defined by

$$
\begin{equation*}
\eta_{t}(Z)=U_{t}^{*} \widetilde{\sigma}_{t}(Z) U_{t} \quad \text { for } Z \in \mathcal{B}(\widetilde{\mathcal{H}}) \tag{3.4}
\end{equation*}
$$

Conventionally the family $j=\left\{j_{t}: t \geq 0\right\}$ of representations of $\mathcal{B}\left(\mathcal{H}_{0}\right)$ defined by

$$
\begin{equation*}
j_{t}(X)=\eta_{t}\left(X \otimes 1_{\mathcal{H}}\right)=U_{t}^{*}\left(X \otimes 1_{\mathcal{H}}\right) U_{t}, \quad X \in \mathcal{B}\left(\mathcal{H}_{0}\right) \tag{3.5}
\end{equation*}
$$

is known as the Evans-Hudson flow (or EH flow) associated with the HudsonParthasarathy cocycle $U$. By a small modification of the terminology we refer to the $E_{0}$-semigroup $\eta$ as the Evans-Hudson flow.

As we identify $\mathcal{H}_{0}$ with $\mathcal{H}_{0} \otimes \varepsilon(0), X \in \mathcal{B}\left(\mathcal{H}_{0}\right)$ is to be identified with $X \otimes$ $|\varepsilon(0)\rangle\langle\varepsilon(0)|$ in $\mathcal{B}(\widetilde{\mathcal{H}})$. So for $X \in \mathcal{B}\left(\mathcal{H}_{0}\right)$, by $\eta_{t}(X)$ we mean $\eta_{t}(X \otimes|\varepsilon(0)\rangle\langle\varepsilon(0)|)$, which is not the same as $j_{t}(X)$. However adaptedness of $U_{t}$ gives

$$
\left\langle f \varepsilon(0), \eta_{t}(X) g \varepsilon(0)\right\rangle=\left\langle f \varepsilon(0), j_{t}(X) g \varepsilon(0)\right\rangle \quad f, g \in \mathcal{H}_{0}, X \in \mathcal{B}\left(\mathcal{H}_{0}\right)
$$

that is, compressions of $\eta_{t}(X), j_{t}(X)$ to $\mathcal{B}\left(\mathcal{H}_{0}\right)$ are the same. Then by standard computation (see Corollary 27.9 of [Pa]) we deduce that

$$
\left\langle f \varepsilon(0), \eta_{t}(X) g \varepsilon(0)\right\rangle=\langle f \varepsilon(0), X g \varepsilon(0)\rangle+\int_{0}^{t}\left\langle f \varepsilon(0), \eta_{s}(\mathcal{L}(X)) g \varepsilon(0)\right\rangle d s
$$

As $\mathcal{L}$ is the generator of $\tau, \eta$ is a dilation of $\tau$. The problem is to determine the minimality of this dilation.

Theorem 3.4. The Evans-Hudson flow $\eta=\left\{\eta_{t}: \eta_{t}(\cdot)=U_{t}^{*}\left(\widetilde{\sigma}_{t}(\cdot)\right) U_{t}, t \geq 0\right\}$ coming from the Hudson-Parthasarathy cocycle $\left\{U_{t}\right\}$ as above is a minimal dilation of $\tau$ if and only if $\left\{L_{i}: i \geq 0\right\}$ are linearly independent in the $l^{2}$ sense, where $L_{0}$ is taken as the identity operator.

This is proved making use of Theorem 3.3 and details can be found in [Bh3]. Here we give only a brief sketch. In order to apply Theorem 3.3, at first we need to determine the quantum dynamical semigroups dominated by $\eta$. In view of Theorem 3.2 we know them if we know the positive contractive local cocycles of $\eta$. It is easy to see that these cocycles are necessarily of the form $U_{t}^{*}\left(1 \otimes G_{t}\right) U_{t}$, where $\left\{G_{t}\right\}$ is a positive, contractive, local cocycle of the CCR flow $\sigma^{\mathcal{K}}$. For CCR flows such local cocycles can be completely parametrized and they have been computed quite explicitly in the Section 7 of [Bh3]. (You may also find them in Lindsay [Li] where they are seen to satisfy quantum stochastic differential equations). The rest of the proof requires only an application of the first fundamental formula of quantum stochastic calculus to check the injectivity of the compression map by computing the compressions of dominated semigroups.

This shows that minimal dilation of unital quantum dynamical semigroups on $\mathcal{B}\left(\mathcal{H}_{0}\right)$, with bounded generators can be realized through Hudson-Parthasarathy quantum stochastic calculus. Moreover, since the minimal dilation is unique it shows that the minimal dilation of such quantum dynamical semigroups automatically satisfies a quantum stochastic differential equations.

## 4 Product systems: Recent developments

This talk will be in two parts. The first part is about the current state of affairs in product systems of Hilbert spaces and the second part is about product systems of Hilbert $C^{*}$-modules.

## I Exotic product systems

As described earlier, product systems may be divided into three groups called type I, II and III. Further classification comes from the index. So for example a type II product system of index $n$ will be called a type $I I_{n}$ product system. Note that there is no index for type III product system as the index is defined through units and they have no units. ${ }^{3}$

We know all type I product systems. They are either trivial or Fock. In other words we have exactly one type $I_{n}$ product system for $n \in\{\infty, 0,1, \ldots\}$. How to construct type II product systems? Here is a brief sketch of a type $I I_{0}$ example by B . Tsirelson.

[^3]We construct a product system $\left\{E_{t}\right\}$, where each Hilbert space is an $L^{2}$ space. That is, $E_{t}=L^{2}\left(\Omega_{t}, \mathcal{F}_{t}, P_{t}\right)$ for some probability space $\left(\Omega_{t}, \mathcal{F}_{t}, P_{t}\right)$. Here $\Omega_{t}$ is the set of compact subsets of $[0, t]$. This set is a metric space with the Hausdorff metric: $d(A, B)=\inf \left\{\epsilon>0: A \subset N_{\epsilon}(B), B \subset N_{\epsilon}(A)\right\}$, where $N_{\epsilon}$ denotes ' $\epsilon$-neighborhood'. This makes $\Omega_{t}$ into a compact metric space with empty set as an isolated point. The $\sigma$-field $\mathcal{F}_{t}$ is nothing but the Borel $\sigma$-field of this topology. The probability measure $P_{t}$ comes from Brownian motion. Start a standard Brownian motion $B_{t}^{a}$ at a point $a$ different from 0 . Let $Z_{t}$ be the set of zeros of this Brownian motion in the interval $[0, t]$. That is,

$$
Z_{t}(\omega)=\left\{s: 0 \leq s \leq t, B_{s}^{a}(\omega)=0\right\} .
$$

Note that as the Brownian paths are continuous, $Z_{t}$ is a compact subset of $[0, t]$ (It could be empty). In other words, $Z$ is a function from the space $C^{a}[0, \infty)$ of continuous paths starting at $a$ to $\Omega_{t}$. The measure $P_{t}$ is the induced measure, that is,

$$
P_{t}(\mathcal{C})=P\left(Z_{t} \in \mathcal{C}\right)
$$

for any $\mathcal{C}$ in $\mathcal{F}_{t}(\mathcal{C}$ is a collection of compact subsets of $[0, t]$.
Now we have to describe the product system structure. Note that $\Omega_{t}$ is isomorphic to $\Omega_{[s, s+t]}$ (compact subsets of $[s, s+t]$ ) by the shift. Using this isomorphism in the second component, $\Omega_{s} \times \Omega_{t}$ is essentially $\Omega_{s+t}$. It is not an exact equality as there are problems if the compact subsets under consideration contain the point $\{s\}$. Tsirelson argues that this can be ignored as the probability that Brownian motion hits 0 at $s$ is 0 for any fixed $s$. This way, $\left(\Omega_{s+t}, \mathcal{F}_{s+t}\right)$ is 'essentially' the product space. It would have been easy if $P_{s+t}$ is also the product measure. Tsirelson notices that the measure $P_{s+t}$ is equivalent to the product measure, in the sense that they have same zerosets and furthermore the $L^{2}$-space of a measure depends only on the measure type, that is, $L^{2}$ spaces of equivalent measures are naturally isomorphic. The isomorphism is as follows: Suppose that $(\Omega, \mathcal{F})$ is a measurable space and $\mu, \nu$ are two equivalent measures on it. Then $U: L^{2}(\Omega, \mathcal{F}, \mu) \rightarrow L^{2}(\Omega, \mathcal{F}, \nu)$ defined by

$$
U f=f \sqrt{\frac{d \mu}{d \nu}}
$$

where $\frac{d \mu}{d \nu}$ is the Radon-Nikodym derivative, is a unitary. (We leave it to you to ponder the sense in which it is natural).

We don't need all the nice properties of Brownian moton for this to work. Similar constructions are possible with more general Markov processes. V. Liebscher [Lie] shows that all we need is a 'stationary factorizing measure type' on $\left(\Omega_{1}, \mathcal{F}_{1}\right)$, In the converse direction he shows that given a product sub-system of a product system one can construct 'random sets' or stationary factorizing measure types.

Tsirelson [Tsi] has also found several type III examples. The construction here is quite different from the type II case. First we see that Fock space examples come from the facts that:

$$
\begin{gathered}
\Gamma(\mathcal{H} \oplus \mathcal{K}) \equiv \Gamma(\mathcal{H}) \otimes \Gamma(\mathcal{K}) \\
L^{2}[0, s) \oplus L^{2}[s, s+t)=L^{2}[0, s+t)
\end{gathered}
$$

In other words taking Fock space is a kind of exponentiation. It takes direct sums to tensor products. So a sum system on exponentiation gives a product system. Tsirelson's idea is to replace this kind of exact sum systems by almost sum systems, or quasi-sum systems.

A Hilbert space $G$ is a quasi-direct sum of two subspaces $\mathcal{G}_{1}, \mathcal{G}_{2}$ if there exists a linear map $A: \mathcal{G}_{1} \oplus \mathcal{G}_{2} \rightarrow \mathcal{G}$ such that $A\left(\mathcal{G}_{1} \oplus 0\right)=\mathcal{G}_{1}, A\left(0 \oplus \mathcal{G}_{2}\right)=\mathcal{G}_{2}$, $A$ is 1-1, onto with bounded inverse and $I-\left(A^{*} A\right)^{\frac{1}{2}}$ is Hilbert-Schmidt.

Now the notion of quasi-sum systems should be apparent. Surprisingly one needs sum systems of real Hilbert spaces here to build product systems. It is not clear as to whether one can also construct type II product systems by this procedure. In $[\mathrm{BSr}]$ it is shown that under some assumptions only type I and type III systems arise this way.

Finally R.T. Powers has recently constructed several type II examples by dilating quantum dynamical semigroups with unbounded generators. It is not yet clear whether they are different from Tsirelson's examples.

## II. Product systems of Hilbert $C^{*}$-modules.

This is a different approach to studying dilations of quantum dynamical semigroups on $C^{*}$-algebras and leads to a lot of interesting mathematics. Hilbert $C^{*}$-modules generalize the notion of Hilbert space, where now the inner product takes values in a $C^{*}$-algebra. The book of E. C. Lance [La] is a basic reference for the subject.

Suppose that $\mathcal{A}$ and $\mathcal{B}$ are unital $C^{*}$-algebras and $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is a unital completely positive map. Then there exists a Hilbert $\mathcal{A}-\mathcal{B}$ module $\mathcal{E}$ (inner products are taking values in $\mathcal{B}$ and there is a left action of $\mathcal{A}$ on $\mathcal{E}$ ), with a unit vector $\xi$ in $\mathcal{E}$, such that $\tau(a)=\langle\xi, a \xi\rangle$ for all $a \in \mathcal{A}$. This generalization of the GNS construction from states to unital completely positive maps was proved by Paschke in [Pa]. Unlike Stinespring's theorem, the construction here has functorial properties for compositions of completely positive maps. Making use of this and some inductive limit arguments in [BS] we show the following: Given a unital quantum dynamical semigroup $\left\{\tau_{t}\right\}$ on a unital $C^{*}$-algebra $\mathcal{B}$, there exists a product system $\left\{\mathcal{E}_{t}\right\}$ of Hilbert $C^{*}$-modules over $\mathcal{B}$, with a unital unit $\left\{\xi_{t}\right\}$ such that $\tau_{t}(b)=\left\langle\xi_{t}, b \xi_{t}\right\rangle$ for all $b \in \mathcal{B}$. In a sense this is a dilation of the quantum dynamical semigroup. Another inductive limit argument is required to obtain a semigroup of $*$-endomorphisms dilation.

Now it becomes entirely natural to try and understand product systems of Hilbert $C^{*}$-modules. How should we classify them? Well, we do not yet have a good answer to this, but what is clear is that there is a class of product systems which can be called as type I, they are the so-called time-ordered Fock modules (or exponential product systems). Their units, positive cocycles,
unitary cocycles and so on, can be determined and have structures exactly analogous to our familiar Fock space product systems of Hilbert spaces. Unital quantum dynamical semigroups with bounded generators give rise to these product systems [BBLS]. Skeide [Sk] has a comprehensive treatment of these connections between Hilbert $C^{*}$-modules and dilation theory. Recently Muhly and Solel found a sort of dual approach $[\mathrm{MS}]$ where one gets product systems of modules on the commutant $\mathcal{B}^{\prime}$. The connections between these dilations and quantum stochastic calculus are currently being explored [BL].

## Exercises

1. State and prove a natural generalization of the Sz. Nagy dilation to one parameter semigroups of contractions.
2. Suppose that $\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ is a $n$-tuple of positive operators on a Hilbert space $\mathcal{H}$ such that $A_{1}+A_{2}+\cdots+A_{n}=I$. Show that there is a Hilbert space $\mathcal{K}$ containing $\mathcal{H}$ with an $n$-tuple $\left(P_{1}, P_{2}, \ldots, P_{n}\right)$ of mutually orthogonal projections such that $A_{i}$ is the compression of $P_{i}$ to $\mathcal{H}$. (Hint: Think of unital completely positive maps on $\mathbb{C}^{n}$.) A generalization of this result which shows that positive-operator-valued measures 'dilate' to projection-valued measures is known as Naimarks theorem.
3. Suppose tht $\tau: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ is a completely positive map of the form $\tau(X)=L X L^{*}$ for some $L \in \mathcal{B}(\mathcal{H})$, and $\beta: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ is a completely positive map dominated by $\tau$. Show that $\beta(X)=a L X L^{*}$ for some $0 \leq$ $a \leq 1$.
4. Suppose that $\theta$ is an $E_{0}$-semigroup on $\mathcal{B}(\mathcal{H})$ and that $P$ is the orthogonal projection of $\mathcal{H}$ onto a subspace $\mathcal{H}_{0}$. Show that the compression $\tau$ of $\theta$ by $P$ is a unital quantum dynamical semigroup of $\mathcal{B}\left(\mathcal{H}_{0}\right)$ if and only if $\theta_{t}(P) \geq P$ for all $P$.
5. Suppose that $\tau$ is a contractive quantum dynamical semigroup on a unital $C^{*}$-algebra $\mathcal{A}$. Show that $\widehat{\tau}$ defined on $\mathcal{A} \oplus \mathbb{C}$, by $\widehat{\tau}_{t}(a \oplus z)=\tau_{t}(a)+z(1-$ $\left.\tau_{t}(1)\right) \oplus z$ is a unital quantum dynamical semigroup. Show that if $\tau$ is a semigroup of $*$-endomorphisms then so is $\widehat{\tau}$. (This 'unitization' trick is quite useful in dilation theory as it often helps us to extend results from the unital case to the contractive case.)
6. Suppose that $\theta$ is an $E_{0}$-semigroup of $\mathcal{B}(\mathcal{H})$ (with $\mathcal{H}$ infinite dimensional). Show that $\widetilde{\theta}$ defined by $\widetilde{\theta}_{t}(X \otimes Y)=X \otimes \theta_{t}(Y)$ on $\mathcal{B}(\mathcal{K} \otimes \mathcal{H})$ is cocycle conjugate to $\theta$, for any Hilbert space $\mathcal{K}$.

## Main References:

- For quantum dynamical semigroups: [Da], [Pa].
- For E-semigroups and product systems: [Ar1], [Ar6], [Ar7].
- For dilations and Markov processes: [Ku1-2], [BP1-2], [Bh1], [Go].
- Domination and minimality of Hudson-Parthasarathy flows: [Bh3].
- Product systems of Hilbert modules etc: [BS], [BBLS], [Sk], [MS].


## References

AFL. Accardi, L., Frigerio, A., Lewis, J.T. : Quantum Stochastic Processes, Publ. Res. Inst. Math. Sci, 18 (1982), 97-133.
AL. Alicki, R., Lendi, K. : Quantum Dynamical Semigroups and Applications, Springer Letcure Notes in Phys. 286 (1987), Berlin.
Ar1. Arveson, W. : Continuous Analogues of Fock Space, Mem. Amer. Math. Soc., 409 (1989).
Ar2. - : An addition formula for the index of semigroups of endomorphisms of $\mathcal{B}(\mathcal{H})$., Pacific J. Math., 137 (1989), 19-36.
Ar3. - : The index of a quantum dynamical semigroup, J. Funct. Anal., 146, (1997) 557-588.

Ar4. - : On the index and dilations of completely positive semigroups, Internat. J. Math., 10 (1999), 791-823.

Ar5. - : Continuous analogues of Fock space IV : essential states, Acta Math., 164 (1990), 265-300.

Ar6. - : Four lectures on noncommutative dynamics, in Advances in Quantum Dynamics, Contemporary Mathematics, 335, Ameircan Mathematical Society (2003), 1-55.

Ar7. - : Noncommutative Dynamics and E-Semigroups, Springer Monographs in Mathematics, Springer-Verlag (2003).
Be. Belavkin, V. P.: A reconstruction theorem for a quantum random process, (English translation) Theoret. and Math. Phys. 62, no. 3, (1985) 275-289.
BBLS. Barreto, S.D., Bhat, B.V. Rajarama, Liebscher V., Skeide M.: Type I product systems of Hilbert modules, J. Funct. Anal., 212 (2004), 121-181.
Bh1. Bhat, B. V. Rajarama : An index theory for quantum dynamical semigroups, Trans. of Amer. Math. Soc., 348 (1996) 561-583.
Bh2. - : Minimal dilations of quantum dynamical semigroups to semigroups of endomorphisms of $C^{*}$-algebras, J. Ramanujan Math. Soc., 14 (1999) 109124.

Bh3. - : Cocycles of CCR flows, Memoirs of the American Mathematical Society, 149, no. 709 (2001),
BL. Bhat, B.V.Rajarama, Lindsay, J.M.: Regular quantum stochastic cocycles have exponential product systems, in Quantum Probabiloity and Infinite Dimensional Analysis, Proceedings, Greifswald, World Scientific (to appear).
BP1. Bhat, B.V.Rajarama, Parthasarathy, K.R. : Markov dilations of nonconservative dynamical semigroups and a quantum boundary theory, Ann. Inst. Henri Poincaré, Probabilités et Statistiques, 31, no. 4 (1995) 601-651.
BP2. - : Kolmogorov's existence theorem for Markov processes in $C^{*}$-algebras, Proc. Ind. Acad. Sci. Math. Sci., 103 (1994), 253-262.
BS. Bhat, B. V. Rajarama, Skeide, M. : Tensor product systems of Hilbert modules and dilations of completely positive semigroups, Infin. Dimens. Anal. Quantum Probab. Relat. Top., Vol. 3, Number 4, 519-575(2000).
BSr. Bhat, B. V. Rajarama, Srinivasan, R. : On product systems arising from sum system, preprint (2003).
CE. Christensen, E. and Evans, D., Cohomology of operator algebras and quantum dynamical semigroups, J. London Math. Soc. 20 (1979), 358-368.
Da. Davies, E.B. : Quantum Theory of Open Systems, Acad. Press (1976) New York.

EL. Evans, D.E., Lewis, J.T. : Dilations of Irreducible Evolutions in Algebraic Quantum Theory, Comm. Dublin Inst. Adv. Stud., Ser. A no. 24 (1977).
Em. Emch, G. G.: Minimal dilations of CP flows, $C^{*}$ algebras and applications to physics, Springer Lecture Notes in Math. 650 (1978), 156-159.
GKS. Gorini, V., Kossakowski, A., Sudarshan, E.C.G. : Completely positive dynamical semigroups of $n$-level systems, J. Math. Phys. 17 (1976), 821-825.
Go. Gohm, R.: Noncommutative Stationary Processes, Lecture Notes in Math. 1839, Springer-Verlag, Berlin, 2004.
Gu. Guichardet, A.: Symmetric Hilbert spaces and related topics, Springer Lecture Notes in Math. 261 (1972) Berlin.
HP. Hudson, R.L., Parthasarathy, K.R. : Quantum Ito's formula and stochastic evolutions, Commun. Math. Phys. 93, (1984) 301-323.
Ku1. Kümmerer, B. : Markov dilations on $W^{*}$-algebras, J. Funct. Anal. 63,(1985) 139-177.
Ku2. - : Survey on a theory of non-commutative stationary Markov processes, Quantum Prob. and Appl.-III, Springer Lecture Notes in Math. 1303, (1987) 154-182.
La. Lance, E. C. : Hilbert $C^{*}$-modules, Cambridge University Press, 1995.
Li. Lindsay, J. M. : Quantum stochastic analysis - an introduction, this volume.

Lie. Liebscher, V. : Random sets and invariants for (Type II) continuous tensor product systems of Hilbert spaces, preprint 2002.
Lin. Lindblad, G. : On the generators of quantum dynamical semigroups, Comm. Math. Phys. 48 (1976), 119-130.
MS. Muhly, P.S., Solel, B. : Quantum Markov processes (correspondences and dilations ), Internat. J. Math. 13 (2002), 863-906.
Pa. Parthasarathy, K.R. : An Introduction to Quantum Stochastic Calculus, Monographs in Math., Birkhäuser Verlag (1991) Basil.
Po. Popescu, G.: Isometric dilations for infinite sequences of noncommuting operators, Trans. Amer. Math. Soc., 316(1989), 523-536.
Po1. Powers, R.T. : An index theory for semigroups of endomorphisms of $\mathcal{B}(\mathcal{H})$ and type $I I_{1}$ factors, Canad. J. Math., 40 (1988), 86-114.
Po2. - : A non-spatial continuous semigroup of $*$-endomorphisms of $\mathcal{B}(\mathcal{H})$, Publ. Res. Inst. Math. Sci. 23 (1987), 1053-1069.
Po3. - : New examples of continuous spatial semigroups of endomorphisms of $\mathcal{B}(\mathcal{H})$, Internat. J. Math. 10 (1999), 215-288.
Po4. - : Possible classification of continuous spatial semigroups of $*$ - endomorphisms of $\mathcal{B}(\mathcal{H})$, Proceedings of Symposia in Pure Math., Amer. Math. Soc., vol. 59 (1996) 161-173
Sa. Sauvageot, J-L.: Markov quantum semigroups admit covariant Markov $C^{*}$ dilations, Comm. Math. Phys. 106 (1986), 91-103.
Sk. Skeide, M.: Hilbert modules and applications in quantum probability, Habilitationsschrift, Cottbus, 2001.
St. Stinespring, W.F. : Positive functions on $C^{*}$ algebras,. Proc. Amer. Math Soc. 6 (1955), 211-216.
SzF. Sz.-Nagy, B., Foias, C. : Harmonic Analysis of Operators on Hilbert Space, North-Holland (1970) Amsterdam.
Tsi. Tsirelson, B.: Non-isomorphic product systems, preprint 2002 (arXiv: math.FA/0210457 v1 30 Oct 2002).

## Index

$E$-semigroup $\quad 246,278$
$E_{0}$-semigroup 278
$L^{p}$-Markov 38
$L^{p}$-positivity preserving 38
$\rho$-derivation 250
$\sigma$-strong* topology 136
$\sigma$-weak topology 136
*-homomorphism 102
*-representation 104
$c_{0}$-semigroup 199
*-homomorphic cocycle 250
absorbing 283
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time 231
integral of vector valued functions 175
integral sum
convolution 212
integral-sum
formula 211
intensity measure 47
interlacing 19,54
intertwiners between corepresentations 118
invariant subspace 85
invariant subspace of a corepresentation 119
inverse Gaussian subordinator 22
irreducible corepresentation 119
irreducible representation 85
Itô correction 66
Itô stochastic integral 57
Itô's product formula 65
Itô's theorem 63,64
Jordan-Wigner transform 234
jump process 46
ket 183
KMS-properties 142
Kolmogorov map 188, 274
Lévy distribution 13
Lévy flow 69
Lévy Khinchine formula
LCA case 72
Lévy Khintchine formula 16
Lévy measure 9,77
Lévy process
in a group 70
on $\mathbb{R}^{d} \quad 15$
spherically symmetric 82
Lévy stochastic integral 59, 60
Lévy subordinator 21,45
Lévy symbol 10
Lévy's characterisation of Brownian motion 67
Lévy-Itô decomposition 52,93
Lévy-Khintchine formula 53,93 non-commutative 88
Lévy-Kintchine formula 10
Laplace exponent 21
Laplacian 40
LCA group 71
left and right invariance 144
left invariant vector field 75,83
left Lévy process 70
left regular corepresentation of a compact quantum group 121
left translation 70
leg-numbering notation 176
Lie algebra 75
topological 83
Lindbladian 254
linear map
adjoint of 173
closable 173
closed 172
core of 173
positive 174
selfadjoint 174
Lipschitz vondition 68
local martingale 45
lower semi-continuity 130
Markov flow 276
Markov process 26
Markov semigroup 247
Markov-regular cocycle 247
Markovian cocycle 245
martingale 42,218
centered 43
continuous 43
matrix lifting 185
matrix-space tensor product 196
measurable
in the usual sense 198
strong operator 198
strongly 198
weak operator 198
weakly 198
Meyer angle bracket 78
minimal dilation 282
minimal Kolmogorov map 189
modular automorphism group 142
modular conjugation 142
modular element 148
modular operator 142
multi-index 31
multiplicative unitary 150
multiplier $C^{*}$-algebra 251
multiplier C*-algebra 110
multiplier Hopf *-algebra 123
natural filtration 26
non-commutative Fourier transform 88
non-commutative Fourier-Stieltjes transform 85
non-commutative Lévy-Khintchine formula 88
non-degenerate
*-homomorphism 111
*-representation 104
normal
*-homomorphism 136
element 104
linear functional 135
normal distribution 12
normal Markov process 27
number operator 202
one-parameter group of ${ }^{*}$ automorphisms 138
operator
k-bounded 241
annihilation 207
closable 197
closed 197
creation 207
divergence 222
gradient 222
number 202
positive 198
operator space 192
operator-Schwarz inequality 187
ordering of self-adjoint elements 104
orthogonal projection 104
parity process 233

Peter-Weyl theory 120
Phillips theorem 37
Plancherel theorem 73
Poisson integral 48,51
compensated 50
Poisson process $18,34,46,48$
Poisson random measure 51
Poisson random variable 8
Poisson stochastic integral 58
Pontryagin duality 72
positive
linear functional 105
positive definite 6
positive definite kernel 274
positive operator 198
power
of a positive element 107
of a positive linear map 174
predictable 56
predictable $\sigma$-algebra 56
predual 135
pregenerator 200
preservation integral 230
primary dilation 282
product function 211
product system 279
divisible 282
of Hilbert $C^{*}$-modules 288
spatial 282
projective basis 84
pseudo-differential operator 32
pseudo-stable process 82
QS integrals
iterated 235
QS martingale 218
QS process
$\mathrm{h}_{1}$-h $\mathrm{h}_{2}$-process 216
adjoint 216
bounded 217
bounded, on V 220
continuous 217
contractive 217
in V 217
isometric 217
mapping 219
measurable 217
on V 219
parity 233
strongly regular 220
time reversal 217
weakly regular 220
QS-integrable 232
QSDE solution
strong 240
weak 239
quadratic variation 62,64
quantum $\widetilde{S U}(1,1) \quad 167$
quantum $S U(2) \quad 127$
quantum Brownian motion 219
quantum dynamical semigroup 276
quantum group
compact 116
discrete 124
locally compact 144
quantum Wiener integral 219, 229
Radon-Nikodym theorem 143
real Fock space 205
relativistic Schrödinger operator 35
relativistic Schrödinger Operator 41
representation
factorisable 93
irreducible 85
unitary 84
resolvent 30
resolvent set 30
restriction of a corepresentation 119
right Lévy process 70
sample paths 15
scaling constant 148
scaling group 147
Schoenberg correspondence 6
Schur's Lemma for corepresentations 119
Schwartz space 31
second quantisation 208
self-adjoint 39
self-adjoint element 104
self-decomposable 14
self-similar 20
semigroup
E-semigroup 246
$c_{0}$-semigroup 199
Feller 28
Markov 247
of contractions 29
pregenerator 200
semigroup representation 246
semimartingale 53
Shiva 228
simple process 56
Skorohod isometry 223
slice
of bounded linear functionals 109
of normal linear functionals 137
smearing of elements 140
smooth vector field 74
spatial product system 282
spatial tensor product 194
spectrum 106,107
spherically symmetric Lévy process 82
stable Lévy process 20
stable laws 11
stable process 35
in a nilpotent Lie group 81
stable random variable 12
stable subordinator 21
state on a C*-algebra 105
stationary increments 15,70
Stinespring's theorem 190, 275
stochastic differential equations 67
stochastic differentials 60
stochastic dilation
on a $C^{*}$-algebra 257
on a von Neumann algebra 257
stochastic dilation problem 254
stochastic exponential 68
stochastic flow 69
stochastic generator 249
stochastic integral 57
stochastically continuous 15
stopped $\sigma$-algebra 44
stopped random variable 44
stopping time 44
strictly stable 11
strong Markov property 46
strong regularity 220
sub-Markovian 38
submartingale 43
subordinated process 82
subordination 36
subordinator 20
supermartingale 43
Sz. Nagy dilation 273
tangent space 74
Tannaka-Krein duality 128
tempered distributions 31
tensor product
matrix-space 196
of *-homomorphisms 109
of bounded linear functionals 109
of C*-algebras 108
of normal *-homomorphisms 138
of normal linear functionals 137
of von Neumann algebras 137
spatial 194
ultraweak 194
time integral 231
time reversal process 217
time-homogeneous 28
topological Lie algebra 83
transition density 27
transition probabilities 26
type
of a product system 282
type $S$ representation 92
ultraweak tensor product 194
unit
of a product system 281
unitary antipode 147
unitary element 104
unitary matrix corepresentation 119
unitary representation 84
universal compact quantum group 128
variation 50
vector field 74
Vishnu 228
von Neumann algebra 134
weak convergence of measures 7
weak Markov flow 276
weak solution 241
weakly regular process 220
weight
normal 138
nsf 138
on a C*-algebra 130
Wiener space 206


[^0]:    * Supported by the National Science Foundation - Flanders

[^1]:    ${ }^{1}$ Note that if $\mathcal{H}$ is finite dimensional, we can't have such an isometry unless $\mathcal{P}$ is one-dimensional, as we will be having $\operatorname{dim}(\mathcal{H} \otimes \mathcal{P})>\operatorname{dim}(\mathcal{H})$. However there are no such constraints if $\mathcal{H}$ is infinite dimensional.

[^2]:    ${ }^{2}$ In general the opposite product system of a product system need not be isomorphic to the original product system [Tsi], but there is no such problem for these examples.

[^3]:    ${ }^{3}$ Arveson sometimes takes index of any type III product system as $c$, the cardinality of the continuum, as it makes the formula: 'index of tensor product of product systems equals the sum of indices' correct in all situations! (Of course, this is only a convention and is of little help in classification.)

