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Introduction

Random variables and stochastic processes are used to describe the behaviour
of systems in a vast range of areas including statistics, finance, actuarial math-
ematics and computer science, as well as engineering, biology and physics. Due
to an unavoidable lack of information about the state of the system concerned
at a given moment in time, it is often impossible to predict these fluctuations
with certainty — think of meteorology, for example. The unpredictable be-
haviour may be due to more fundamental reasons, as is the case in quantum
mechanics. Here Heisenberg uncertainty limits the accuracy of simultaneous
predictions of so-called complementary observables such as the position and
momentum of a particle.

If the random fluctuations do not depend on time or position, then they
should be described by stochastic processes which are homogeneous in space
and time. In Euclidean space this leads to the important class of stochastic
processes called Lévy processes, which have independent and stationary incre-
ments ([Lév65]). These processes have been attracting increasing interest over
the last decade or so (see [Sko91], [Ber96], [Sat99], [BNMR01] and [App04]).

In quantum mechanics complete knowledge of the state is still insufficient
to predict with certainty the outcomes of all possible measurements. Therefore
its statistical interpretation has to be an essential part of the theory. Quantum
probability starts from von Neumann’s formulation of quantum mechanics
([vN96]) and studies quantum theory from a probabilistic point of view. Two
key papers in the field are [AFL82] and [HP84].

A typical situation where quantum noise plays a role is in the description of
a ‘small’ quantum system interacting with its ‘large’ environment. The state
of the environment, also called heat bath or reservoir, cannot be measured
or controlled completely. However it is reasonable to assume, at least as a
first approximation, that it is homogeneous in time and space, and that the
influence of the system on the heat bath can be neglected.

In concrete models the heat bath is generally described by a Fock space.
The Hilbert space for the joint ‘system plus heat bath’ is then the tensor prod-
uct of the Hilbert space representing the system with this Fock space. The
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separate time evolutions of the heat bath and system are coupled through
their interaction to yield a unitary evolution of the system plus heat bath
which is a cocycle with respect to the free evolution of the heat bath. Thus,
through interaction (in other words, considered as an open system), the evo-
lution of the system becomes non-unitary. In the Heisenberg picture this is
given by a quantum dynamical semigroup, that is a one-parameter semigroup
of completely positive maps (rather than *-automorphisms) on the system
observables, see Quantum Markov processes and applications to physics, by
Burkhard Kümmerer, in volume two of these notes. In the physics literature
the dual Schrödinger picture is usually preferred; this is adopted in the influ-
ential monograph [Dav76].

Fock spaces arose in quantum field theory and in representation theory as
continuous tensor products. The close connection between independent incre-
ment processes on the one hand, and current representations and Fock space
on the other, was realised in the late sixties and early seventies ([Ara70],
[PS72] and [Gui72], see also the survey article [Str00]). The development of
a quantum stochastic calculus was a natural sequel to this discovery. This
calculus involves the integration of operator ‘processes’, that is time-indexed
families of operators adapted to a Fock-space filtration, with respect to the so-
called creation, preservation and annihilation processes. It is modelled on the
Itô integral, but in fact may be based on the nonadapted stochastic calculus
of Hitsuda and Skorohod, see part three of this volume, Quantum stochas-
tic analysis — an introduction, by Martin Lindsay. The relationship between
classical and quantum stochastic calculus is also the subject of the final lec-
ture of part one, Lévy processes in Euclidean spaces and groups, by David
Applebaum.

Part four of this volume, Dilations, cocycles and product systems by Ra-
jarama Bhat, concerns the relation between the unitary evolution of the closed
system plus heat bath and the quantum dynamical semigroup which is the
evolution of the open system itself. It addresses the question of which unitary
evolutions correspond to a given quantum dynamical semigroup.

Formally, quantum groups arise from groups in a similar way to how quan-
tum probability arises from classical probability, and to how C∗-algebra theory
is now commonly viewed as noncommutative topology. Namely, one casts the
axioms for a group (or probability space, or topological space) in terms of the
appropriate class of functions on the group (respectively, probability, or topo-
logical space). This yields a commutative algebra with extra structure, and the
quantum object is then defined by dropping the commutativity axiom. This
procedure has been successfully applied to differential geometry ([Con94]).

For example taking the algebra of representative functions on a group (i.e.
those functions which can be written as matrix elements of a finite-dimensional
representation of the group), one obtains the axioms of a commutative Hopf
algebra ([Swe69]). Dropping commutativity, one arrives at one definition of
a Hopf algebra. At least in finite dimension, the Hopf algebra axioms give a
satisfactory definition of a (finite) quantum group.
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Similarly the essentially bounded measurable functions on a probability
space, with functions equal almost everywhere identified, form a commutative
von Neumann algebra on which the expectation functional yields a state which
is faithful and normal. Conversely, every commutative von Neumann algebra
with faithful normal state is isomorphic to such an algebra of (measure equiv-
alence classes of) random variables on a probability space with state given by
the expectation functional.

Thus the axioms depend on the choice of functions. For example all func-
tions on a group form a Hopf algebra only if the group is finite. The guiding
principle for finding the ‘right’ set of axioms is that it should yield a rich
theory which incorporates a good measure of the classical theory. In the case
of quantum probability there is a straightforward choice. A unital *-algebra
with a state is called an algebraic noncommutative probability space, and sim-
ply a noncommutative probability space when the algebra is a von Neumann
algebra and the state is normal. In the latter case the state is often, but not
always, assumed to be faithful. In fact recent progress in the understanding
of noncommutative stochastic independence has benefitted from a loosening
of the axioms to allow noninvolutive algebras, see Lévy processes on quantum
groups and dual groups, by Uwe Franz in volume two of these notes.

In what is now known as topological quantum group theory, the search
for the ‘right’ foundations has a long history. Only recently have Kustermans
and Vaes obtained a relatively simple set of axioms that is both rich enough
to contain all the examples one would want to consider as quantum groups
whilst still having a satisfactory duality theory, see part two of this volume,
Locally compact quantum groups, by Johan Kustermans.
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1 Introduction

“Probability theory has always generated its problems by its contact with other
areas. There are very few problems that are generated by its own internal
structure. This is partly because, once stripped of everything else, a probability
space is essentially the unit interval with Lebesgue measure.”

S.R.S.Varadhan, AMS Bulletin January (2003)

One of the most beautiful and fruitful ideas in probability theory is that of
infinite divisibility. For a random variable to be infinitely divisible, we re-
quire that it can be decomposed as the sum of n independent, identically
distributed random variables, for any natural number n. Many distributions
of importance for both pure and applied probability have been shown to be
infinitely divisible and some of the best known in a very long list are the nor-
mal law, the Poisson and compound Poisson laws, the t-distribution, the χ2

distribution, the log-normal distribution, the stable laws, the normal inverse
Gaussian and the hyperbolic distributions. The basic ideas of infinite divisi-
bility chrystallised during the heroic age of classical probability in the 1920s
and 1930s - the key result is the beautiful Lévy-Khintchine formula which
gives the general form of the characteristic function for an infinitely divisible
probability distribution. Another important discovery from this era is that
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such distributions are precisely those which arise as limit laws for row sums of
asymptotically negligible triangular arrays of independent random variables.
Gnedenko and Kolmogorov [40] is a classic text for these results - for a more
modern viewpoint, see Jacod and Shiryaev [51].
When we pass from single random variables to stochastic processes, the ana-
logue of infinite divisibility is the requirement that the process has stationary
and independent increments. Such processes were first investigated system-
atically by Paul Lévy (see e.g. Chapter 5 of [56]) and now bear his name in
honour of his groundbreaking contributions.
Many important stochastic processes are Lévy processes - these include
Brownian motion, Poisson and compound Poisson processes, stable processes
and subordinators. Note that any infinitely divisible probability distribution
can be embedded as the law of X(1) in some Lévy process (X(t), t ≥ 0). A
key structural result, which gives great insight into sample path behaviour,
is the Lévy-Itô decomposition which asserts that any Lévy process can be
decomposed as the sum of four terms - a deterministic (drift) which increases
linearly with time, a diffusion term which is controlled by Brownian motion, a
compensated sum of small jumps and a (finite) sum of large jumps. In partic-
ular, this shows that Lévy processes are a natural subclass of semimartingales
with jumps (see e.g. [66], [51]).
Lévy processes are also Markov (in fact Feller) processes and their infinitesimal
generators are represented as integral perturbations of a second order elliptic
differential operator, in a structure which mirrors the Lévy-Khintchine form.
Alternatively, the generator is represented as a pseudo-differential operator
with a symbol determined by the Lévy-Khintchine formula. This latter struc-
ture is paradigmatic of a wide class of Feller processes, wherein the symbol has
the same form but an additional spatial dependence. This is a major theme
of Niels Jacob’s books ([48, 49, 50]).
The last decade has seen Lévy processes come to the forefront of activity in
probability theory and there have been several major developments from both
theoretical and applied perspectives. These include fluctuation theory ([19]),
codification of the genealogical structure of continuous branching processes
([55]), investigations of turbulence via Burger’s equation ([20]), the study of
stochastic differential equations with jumps and associated stochastic flows
[54], construction of Euclidean random fields [2], properties of linearly visco-
elastic materials [23], new examples of times series [24] and a host of applica-
tions to option pricing in “incomplete” financial markets (see e.g. [75], chapter
5 of [13], and references therein). In addition, two important monographs have
appeared which are devoted to the subject ([19], [74]) and a third is to appear
shortly ([13]). Since 1998, conferences to review and discuss new developments
have taken place on an annual basis - the proceedings of the first of these are
collected in [15].
The first four sections of these notes aim to give an overview of the key struc-
tural properties of Lévy processes taking values in Euclidean space, and of
the associated stochastic calculus. They are based very closely on parts of
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Chapters 1 to 4 of [13], but except in a few vital instances, the detailed proofs
have been omitted. Section 1 introduces the concepts of infinite divisibility
and Lévy process and presents the vital Lévy-Khintchine formula, section 2
introduces important concepts such as martingale and stopping times and
concludes with the celebrated Lévy-Itô decomposition. In section 3, we de-
scribe the representations of the generator of the process while section 4 gives
an account of stochastic integration, Itô’s formula and stochastic differential
equations.
The notions of infinite divisibility and Lévy process are sufficiently robust to
allow extensive generalisation from the basic theory in Euclidean space. To
see the Lévy-Khintchine formula in a Hilbert space setting, consult [64], while
the Banach space version is in [59]. Section 5 herein describes group-valued
Lévy processes and this can seen as the classical theory which underlines
the notion of quantum group valued Lévy process, which is described in the
lecture notes of Uwe Franz. We remark that the Lévy process concept also
generalises to Riemannian manifolds [7], to hypergroups [21] and indeed to
quantum hypergroups [36]. Another interesting generalisation, in the spirit
of quantum probability, is the study of infinitely divisible completely positive
mappings from a group to the algebra of bounded operators on a Hilbert space
(see [32]).
Probability theory on groups describes the joyful interplay of the concepts
of chance and symmetry. For Lévy processes, there are three different sub-
categories of topological groups where a good theory can be developed - the
locally compact abelian groups (LCA groups), Lie groups and general locally
compact groups. In the LCA case, the ability to define a Fourier transform
means that many features of the theory are similar to the Euclidean space
case - an account of the Lévy-Khintchine formula can again be found in [64].
The most extensively studied case is that of a Lie group. Mathematically, one
of the joys of working on this topic is the interplay of the different techniques
from semigroup theory, non-commutative harmonic analysis and stochastic
calculus. The first work on this area was an outstanding paper by G.A.Hunt
[45] which gave a Lévy-Khintchine style characterisation of the generator.
Stochastic calculus techniques were introduced in [33], and more recently, [8].
Many new and interesting results can be found in the forthcoming monograph
by Liao [57]. On more general locally compact groups, projective limit tech-
niques arising from the solution of Hilbert’s 5th problem enable us to gain
insight into the structure of the generator, and this is described in H.Heyer’s
classic book [43]. More recent progress in this area can be found in [22] and
[12].
Section 6 of these notes paves the way for Martin Lindsay’s contribution
to this volume, by indicating two mechanisms whereby classical processes
may be embedded into the quantum formalism. The first approach employs
group representations to demonstrate how group-valued Lévy processes in-
duce operator-valued stochastic differential equations whose form is generic
for quantum stochastics. Secondly, we give an account of how Lévy processes
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may be represented by suitable combinations of creation, conservation and
annihilation operators, acting in a suitable Fock space. This beautiful inter-
play of ideas, which evolved in the 1960s and 1970s out of work on factorisable
representations of current groups, reveals the probabilistic origins of quantum
stochastic calculus.

Notation: If T is a topological space, B(T ) is the Borel σ-algebra of all Borel
sets in T . Bb(T ) is the Banach space (with respect to the supremum norm)
of all (real valued) bounded Borel measurable functions on T . Cb(T ) is the
Banach sub-space of all bounded continuous functions on T .
If T is locally compact, C0(T ) is the Banach subspace of all continuous func-
tions on T which vanish at infinity. The linear space Cc(T ) of continuous
functions with compact support is norm-dense in C0(T ).

Acknowledgements: I would like to thank the editors,Uwe Franz and Michael
Schürmann, for giving me the opportunity to contribute to this volume, and
also for the invitation to Greifswald to deliver the lecture course on which
these notes are based, and the superb hospitality which was extended to me
there. I would also like to thank the participants in the school for a number
of observations which have improved the accuracy of these notes. Particular
thanks are due to Uwe Franz who read through the whole article with great
attention to detail and to Robin Hudson, who made a number of helpful
comments about Lecture 6.
Thanks are also due to Cambridge University Press for granting me permission
to include material herein which is taken from [13].

2 Lecture 1: Infinite Divisibility and Lévy Processes in
Euclidean Space

2.1 Some Basic Ideas of Probability

Let (Ω,F , P ) be a probability space, so that Ω is a set, F is a σ-algebra
of subsets of Ω and P is a probability measure defined on (Ω,F) . Random
variables are measurable functions X : Ω → R

d. The law of X is pX , where
for each A ∈ B(Rd), pX(A) = P (X ∈ A). (Xn, n ∈ N) are independent if for
all i1, i2, . . . ir ∈ N, Ai1 , Ai2 , . . . , Air

∈ B(Rd),

P (Xi1 ∈ A1,Xi2 ∈ A2, . . . , Xir
∈ Ar)

= P (Xi1 ∈ A1)P (Xi2 ∈ A2) · · ·P (Xir
∈ Ar).

If X and Y are independent, the law of X + Y is given by convolution

pX+Y = pX ∗ pY , where pX ∗ pY (A) =
∫

Rd

pX(A− y)pY (dy).

Equivalently
∫

Rd f(y)pX ∗ pY (dy) =
∫

Rd

∫
Rd f(x + y)pX(dx)pY (dy), for all

f ∈ Bb(Rd).
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Characteristic function ofX is φX : R
d → C, where φX(u) =

∫
Rd e

i(u,x)pX(dx).

Exercise 1.1. If X and Y are independent, show that φX+Y (u) = φX(u)φY (u),
for all u ∈ R

d. (Note - the converse is false, e.g. consider X +X, where X is
Cauchy distributed).

More generally:-

Theorem 2.1 (Kac’s theorem). X1, . . . , Xn are independent if and only if

E


exp


i

n∑
j=1

(uj ,Xj)




 = φX1(u1) · · ·φXn

(un)

for all u1, . . . , un ∈ R
d.

The characteristic function of a probability measure µ on R
d is φµ(u) =∫

Rd e
i(u,x)µ(dx). Important properties are:-

1. φµ(0) = 1.
2. φµ is positive definite i.e.

∑
i,j cic̄jφµ(ui − uj) ≥ 0, for all ci ∈ C, ui ∈

R
d, 1 ≤ i, j ≤ n, n ∈ N. (Exercise 1.2)

3. φµ is uniformly continuous (Exercise 1.3) - Hint: Look at |φµ(u+h)−φµ(u)|
and use dominated convergence)).

Conversely Bochner’s theorem states that if φ : R
d → C satisfies (1), (2) and is

continuous at u = 0, then it is the characteristic function of some probability
measure µ on R

d.
(For a nice functional analytic proof based on spectral theory of self-adjoint
operators - see Reed and Simon [67], p.330).

ψ : R
d → C is conditionally positive definite if for all n ∈ N and c1, . . . , cn ∈ C

for which
∑n

j=1 cj = 0 we have

n∑
j,k=1

cj c̄kψ(uj − uk) ≥ 0,

for all u1, . . . , un ∈ R
d. ψ : R

d → C will be said to be hermitian if ψ(u) =
ψ(−u), for all u ∈ R

d.

Theorem 2.2 (Schoenberg correspondence). ψ : R
d → C is hermitian

and conditionally positive definite if and only if etψ is positive definite for each
t > 0.

Proof. We only give the easy part here. For the full story see Berg and Forst
[18], p.41 or Parthasarathy and Schmidt [63] pp. 1-4.
Suppose that etψ is positive definite for all t > 0. Fix n ∈ N and choose
c1, . . . , cn and u1, . . . , un as above. We then find that for each t > 0,
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1
t

n∑
j,k=1

cj c̄k(etψ(uj−uk) − 1) ≥ 0,

and so

n∑
j,k=1

cj c̄kψ(uj − uk) = lim
t→0

1
t

n∑
j,k=1

cj c̄k(etψ(uj−uk) − 1) ≥ 0.

�
To see the need to be hermitian, define ψ̃ = ψ + ix, where ψ is hermitian
and conditionally positive definite and x ∈ R, x �= 0. ψ̃ is clearly conditionally
positive definite, but not hermitian and it is then easily verified that etψ̃

cannot be positive definite for any t > 0.
Note the analyst’s convention of using −ψ which they call “negative-definite”.

2.2 Infinite Divisibility

Let µ be a probability measure on R
d. Define µ∗

n

= µ ∗ · · · ∗ µ (n times). We
say that µ has a convolution nth root, if there exists a probability measure µ

1
n

for which (µ
1
n )∗

n

= µ.

µ is infinitely divisible if it has a convolution nth root for all n ∈ N. In this
case µ

1
n is unique.

Theorem 2.3. µ is infinitely divisible iff for all n ∈ N, there exists a proba-
bility measure µn with characteristic function φn such that

φµ(u) = (φn(u))n,

for all u ∈ R
d. Moreover µn = µ

1
n .

Proof. If µ is infinitely divisible, take φn = φ
µ

1
n
. Conversely, for each n ∈ N,

by Fubini’s theorem,

φµ(u) =
∫

Rd

· · ·
∫

Rd

ei(u,y1+···+yn)µn(dy1) · · ·µn(dyn)

=
∫

Rd

ei(u,y)µ∗
n

n (dy)

But φµ(u) =
∫

Rd e
i(u,y)µ(dy) and φ determines µ uniquely. Hence µ = µ∗

n

n .�
- If µ and ν are each infinitely divisible, then so is µ ∗ ν.
- If (µn, n ∈ N) are infinitely divisible and µn

w⇒ µ, then µ is infinitely divisible.

[Note: Weak convergence. µn
w⇒ µ means

lim
n→∞

∫
Rd

f(x)µn(dx) =
∫

Rd

f(x)µ(dx),
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for each f ∈ Cb(Rd). For the even weaker topology of vague convergence,
replace Cb(Rd) by C0(Rd).]

A random variable X is infinitely divisible if its law pX is infinitely divisible,
e.g. X d= Y (n)

1 + · · ·+ Y (n)
n , where Y (n)

1 , . . . , Y
(n)
n are i.i.d., for each n ∈ N.

Examples of Infinite Divisibility

In the following, we will demonstrate infinite divisibility of a random variable
X by finding i.i.d Y (n)

1 , . . . , Y
(n)
n such that X d= Y

(n)
1 + · · · + Y (n)

n , for each
n ∈ N.

Example 1 - Gaussian Random Variables

Let X = (X1, . . . , Xd) be a random vector.
We say that it is (non − degenerate)Gaussian if it there exists a vectorm ∈ R

d

and a strictly positive-definite symmetric d × d matrix A such that X has a
pdf (probability density function) of the form:-

f(x) =
1

(2π)
d
2
√

det(A)
exp

(
−1

2
(x−m,A−1(x−m))

)
, (2.1)

for all x ∈ R
d.

In this case we will write X ∼ N(m,A). The vector m is the mean of X , so
m = E(X) and A is the covariance matrix so that A = E((X −m)(X −m)T ).
A standard calculation yields

φX(u) = ei(m,u)− 1
2 (u,Au), (2.2)

and hence
(φX(u))

1
n = ei(

m
n ,u)− 1

2 (u, 1
n Au),

so we see that X is infinitely divisible with each Y (n)
j ∼ N(m

n ,
1
nA) for each

1 ≤ j ≤ n.
We say that X is a standard normal whenever X ∼ N(0, σ2I) for some σ > 0.

We say that X is degenerate Gaussian if (2.2) holds with det(A) = 0, and
these random variables are also infinitely divisible.

Example 2 - Poisson Random Variables

In this case, we take d = 1 and consider a random variable X taking values in
the set n ∈ N ∪ {0}. We say that X is Poisson if there exists c > 0 for which

P (X = n) =
cn

n!
e−c.

In this case we will write X ∼ π(c). We have e(X) = Var(X) = c. It is easy
to verify (Exercise 1.4) that
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φX(u) = exp[c(eiu − 1)],

from which we deduce that X is infinitely divisible with each Y (n)
j ∼ π( c

n ),
for 1 ≤ j ≤ n, n ∈ N.

Example 3 - Compound Poisson Random Variables

Let (Z(n), n ∈ N) be a sequence of i.i.d. random variables taking values in R
d

with common law µZ and let N ∼ π(c) be a Poisson random variable which
is independent of all the Z(n)’s. The compound Poisson random variable X
is defined as follows:-

X = Z(1) + · · ·+ Z(N).

Proposition 2.4. For each u ∈ R
d,

φX(u) = exp
[∫

(ei(u,y) − 1)cµZ(dy)
]
.

Proof. Let φZ be the common characteristic function of the Zn’s. By condi-
tioning and using independence we find,

φX(u) =
∞∑

n=0

e(ei(u,Z(1)+···+Z(N))|N = n)P (N = n)

=
∞∑

n=0

e(ei(u,Z(1))+···+Z(n)))e−c c
n

n!

= e−c
∞∑

n=0

[cφZ(u)]n

n!

= exp[c(φZ(u)− 1)],

and the result follows on writing φZ(u) =
∫
ei(u,y)µZ(dy). �

If X is compound Poisson as above, we write X ∼ π(c, µZ). It is clearly
infinitely divisible with each Y (n)

j ∼ π( c
n , µZ), for 1 ≤ j ≤ n.

The Lévy-Khintchine Formula

de Finetti (1920’s) suggested that the most general infinitely divisible random
variable could be written X = Y + W , where Y and W are independent,
Y ∼ N(m,A),W ∼ π(c, µZ). Then φX(u) = eη(u), where

η(u) = i(m,u)− 1
2
(u,Au) +

∫
Rd

(ei(u,y) − 1)cµZ(dy). (2.3)

This is WRONG! ν(·) = cµZ(·) is a finite measure here. Lévy and Khintchine
showed that ν can be σ-finite, provided it is what is now called a Lévy measure
on R

d − {0} = {x ∈ R
d, x �= 0}, i.e.
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∫
(|y|2 ∧ 1)ν(dy) <∞. (2.4)

Since |y|2 ∧ ε ≤ |y|2 ∧ 1 whenever 0 < ε ≤ 1, it follows from (2.4) that

ν((−ε, ε)c) <∞ for all ε > 0.

Exercise 1.5. Show that every Lévy measure on R
d − {0} is σ-finite.

Exercise 1.6. Deduce that ν is a Lévy measure if and only if∫ |y|2
1 + |y|2 ν(dy) <∞. (2.5)

[Hint: Verify the inequalities

|y|2
1 + |y|2 ≤ |y|2 ∧ 1 ≤ 2

|y|2
1 + |y|2 ,

for each y ∈ R
d.]

Here is the fundamental result of this lecture:-

Theorem 2.5 (Lévy-Khintchine). A Borel probability measure µ on R
d

is infinitely divisible if there exists a vector b ∈ R
d, a non-negative symmetric

d× d matrix A and a Lévy measure ν on R
d − {0} such that for all u ∈ R

d,

φµ(u) = exp

[
i(b, u)− 1

2
(u,Au) +

∫
Rd−{0}

(ei(u,y) − 1− i(u, y)χB̂(y))ν(dy)

]
.

(2.6)
where B̂ = B1(0) = {y ∈ R

d; |y| < 1}.
Conversely, any mapping of the form (2.6) is the characteristic function of
an infinitely divisible probability measure on R

d.

The triple (b, A, ν) is called the characteristics of the infinitely divisible ran-
dom variable X. Define η = log φµ, where we take the principal part of the
logarithm. η is called the Lévy symbol by me, the characteristic exponent by
others.
We’re not going to prove this result here. To understand it, it is instructive to
let (Un, n ∈ N) be a sequence of Borel sets in B1(0) with Un ↓ {e}. Observe
that

η(u) = lim
n→∞

ηn(u) where each

ηn(u) = i

[(
m−

∫
Uc

n∩B̂

yν(dy), u

)]
− 1

2
(u,Au) +

∫
Uc

n

(ei(u,y) − 1)ν(dy),

so η is in some sense (to be made more precise later) the limit of a sequence
of sums of Gaussians and independent compound Poissons. Interesting phe-
nomena appear in the limit as we’ll see below. First, we classify Lévy symbols
analytically:-
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Theorem 2.6. η is a Lévy symbol if and only if it is a continuous, hermitian
conditionally positive definite function for which η(0) = 0.

Proof. Suppose that η is a Lévy symbol - then so is tη, for each t > 0.
Then there exists a probability measure µ(t), for each t ≥ 0 such that
φµ(t)(u) = etη(u) for each u ∈ R

d. η is continuous and η(0) = 0. Since φµ

is positive definite then η is hermitian and conditionally positive definite by
the Schoenberg correspondence.
Conversely, suppose that η is continuous, hermitian and conditionally positive
definite with η(0) = 0. By the Schoenberg correspondence and Bochner’s the-
orem, there exists a probability measure µ for which φµ(u) = eη(u) for each
u ∈ R

d. Since, for each n ∈ N, η
n is another continuous, hermitian condition-

ally positive definite function which vanishes at the origin, we see that µ is
infinitely divisible and the result follows. �

Stable Laws

This is one of the most important subclasses of infinitely divisible laws.
We consider the general central limit problem in dimension d = 1, so let
(Yn, n ∈ N) be a sequence of real valued random variables and consider the
rescaled partial sums

Sn =
Y1 + Y2 + · · ·+ Yn − bn

σn
,

where (bn, n ∈ N) is an arbitrary sequence of real numbers and (σn, n ∈ N) an
arbitrary sequence of positive numbers. We are interested in the case where
there exists a random variable X for which

lim
n→∞

P (Sn ≤ x) = P (X ≤ x), (2.7)

for all x ∈ R i.e. (Sn, n ∈ N) converges in distribution to X. If each bn = nm
and σn =

√
nσ for fixed m ∈ R, σ > 0 then X ∼ N(m,σ2) by the usual

Laplace - de-Moivre central limit theorem.
More generally a random variable is said to be stable if it arises as a limit as
in (2.7). It is not difficult (see e.g. Gnedenko and Kolmogorov [40]) to show
that (2.7) is equivalent to the following:-

There exist real valued sequences (cn, n ∈ N) and (dn, n ∈ N) with each cn > 0
such that

X1 +X2 + · · ·+Xn
d= cnX + dn (2.8)

where X1, . . . , Xn are independent copies of X. X is said to be strictly stable
if each dn = 0.
To see that (2.8) ⇒ (2.7) take each Yj = Xj , bn = dn and σn = cn. In fact
it can be shown (see Feller [35], p.166) that the only possible choice of cn in
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(2.8) is cn = σn
1
α , where 0 < α ≤ 2 and σ > 0. The parameter α plays a key

role in the investigation of stable random variables and is called the index of
stability.
Note that (2.8) can also be expressed in the equivalent form

φX(u)n = eiudnφX(cnu),

for each u ∈ R.
It follows immediately from (2.8) that all stable random variables are infinitely
divisible and the characteristics in the Lévy-Khintchine formula are given by
the following result.

Theorem 2.7. If X is a stable real-valued random variable, then its charac-
teristics must take one of the two following forms.

1. When α = 2, ν = 0 (so X ∼ N(b, A)).
2. When α �= 2, A = 0 and ν(dx) =

c1
x1+α

χ(0,∞)(x)dx+
c2

|x|1+α
χ(−∞,0)(x)dx,

where c1 ≥ 0, c2 ≥ 0 and c1 + c2 > 0.

A proof is given in Sato [74], p.80.
A careful transformation of the integrals in the Lévy-Khintchine formula gives
a different form for the characteristic function which is often more convenient
(see Sato [74], p.86).

Theorem 2.8. A real-valued random variable X is stable if and only if there
exists σ > 0,−1 ≤ β ≤ 1 and µ ∈ R such that for all u ∈ R,

1.

φX(u) = exp
[
iµu− 1

2
σ2u2

]
when α = 2.

2.

φX(u) = exp
[
iµu− σα|u|α(1− iβsgn(u) tan(

πα

2
))
]

when α �= 1, 2.

3.

φX(u) = exp
[
iµu− σ|u|(1 + iβ

2
π

sgn(u) log(|u|))
]

when α = 1.

It can be shown that E(X2) < ∞ if and only if α = 2 (i.e. X is Gaussian)
and E(|X|) <∞ if and only if 1 < α ≤ 2.
All stable random variables have densities fX , which can in general be ex-
pressed in series form (see Feller [35], Chapter 17, section 6). In three impor-
tant cases, there are closed forms.

1. The Normal Distribution

α = 2, X ∼ N(µ, σ2).
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2. The Cauchy Distribution

α = 1, β = 0 fX(x) =
σ

π[(x− µ)2 + σ2]
.

3. The Lévy Distribution

α =
1
2
, β = 1 fX(x) =

( σ
2π

) 1
2 1

(x− µ) 3
2

exp
(
− σ

2(x− µ)

)
, for x > µ.

Exercise 1.7. (The Cauchy Distribution)
Prove directly that

∫ ∞

−∞
eiux σ

π[(x− µ)2 + σ2]
dx = eiµu−σ|u|.

[Hint. One approach is to use the calculus of residues. Alternatively, by integrating

from −∞ to 0 and then 0 to ∞, separately, deduce that

∫ ∞

−∞
e−itxe−|x|dx =

2

1 + t2
.

Now use Fourier inversion.]

Note that if a stable random variable is symmetric then Theorem 2.8 yields

φX(u) = exp(−ρα|u|α) for all 0 < α ≤ 2, (2.9)

where ρ = σ, when 0 < α < 2, and ρ = σ√
2
, when α = 2, and we will write

X ∼ SαS in this case.
Although it does not have a closed form density, the symmetric stable dis-
tribution with α = 3

2 is of considerable practical importance. It is called the
Holtsmark distribution and its three-dimensional generalisation has been used
to model the gravitational field of stars (see Feller [35], p.173).

One of the reasons why stable laws are so important in applications is the
nice decay properties of the tails. The case α = 2 is special in that we have
exponential decay, indeed for a standard normal X there is the elementary
estimate

P (X > y) ∼ e−
1
2 y2

√
2πy

as y →∞,

(see Feller [34], Chapter 7, section 1).
When α �= 2 we have the slower polynomial decay as expressed in the follow-
ing,

lim
y→∞

yαP (X > y) = Cα
1 + β

2
σα,

lim
y→∞

yαP (X < −y) = Cα
1− β

2
σα,

where Cα > 1 (see Samorodnitsky and Taqqu [73], p.16-18 for a proof and
an explicit expression for the constant Cα). The relatively slow decay of the
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tails for non-Gaussian stable laws makes them ideally suited for modelling
a wide range of interesting phenomena, some of which exhibit “long-range
dependence”.
The generalisation of stability to random vectors is straightforward - just
replace X1, . . . , Xn, X and each dn in (2.8) by vectors and the formula in
Theorem 2.7 extends directly. Note however that when α �= 2 in the random
vector version of Theorem 2.7, the Lévy measure takes the form

ν(dx) =
c

|x|d+α
dx

where c > 0.
The corresponding extension of Theorem 2.8 can be found in e.g. Sato [74],
p.83.
We can generalise the definition of stable random variables if we weaken the
conditions on the random variables (Y (n), n ∈ N) in the general central limit
problem by requiring these to be independent, but no longer necessarily iden-
tically distributed. In this case the limiting random variables are called self-
decomposable (or of class L) and they are also infinitely divisible. Alternatively
a random variable X is self-decomposable if and only if for each 0 < a < 1,
there exists a random variable Ya which is independent of X such that

X
d= aX + Ya ⇔ φX(u) = φX(au)φYa

(u),

for all u ∈ R
d. Self-decomposable distributions are discussed in Sato [74] p.90-

99, where it is shown that an infinitely divisible law on R is self-decomposable
if and only if the Lévy measure is of the form:

ν(dx) =
k(x)
|x| dx,

where k is decreasing on (0,∞) and increasing on (−∞, 0). There has recently
been increasing interest in these distributions both from a theoretical and
applied perspective.

Other examples of infinitely divisible distributions:-

- gamma distribution (χ2 is a special case).

- lognormal distribution

- Student t distribution

- Hyperbolic distributions (important in finance !)

- Riemann zeta distribution φu(v) =
ζ(u+ iv)
ζ(u+ i0)

where ζ is the Riemann zeta

function.

- Relativistic distribution - minus the relativistic free energy

ηm,c(p) = −[
√
m2c4 + c2|p|2 −mc2].

(p is momentum, c is velocity of light, m is rest mass).
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3 Lévy Processes

Let X = (X(t), t ≥ 0) be a stochastic process defined on a probability space
(Ω,F , P ). We say that it has independent increments if for each n ∈ N and
each 0 ≤ t1 < t2 < · · · < tn+1 < ∞, the random variables (X(tj+1) −
X(tj), 1 ≤ j ≤ n) are independent and it has stationary increments if each

X(tj+1)−X(tj)
d= X(tj+1 − tj)−X(0).

We say that X is a Lévy process if

(L1) Each X(0) = 0 (a.s),

(L2) X has independent and stationary increments,

(L3) X is stochastically continuous i.e. for all a > 0 and for all s ≥ 0,

lim
t→s

P (|X(t)−X(s)| > a) = 0.

Note that in the presence of (L1) and (L2), (L3) is equivalent to the condition

lim
t↓0
P (|X(t)| > a) = 0

for all a > 0 (indeed, this follows easily from the fact that P (|Y | > a) = P (Y ∈
Ba(0)c), for any R

d-valued random variable Y ). Recall that the sample paths
of a process are the maps t→ X(t)(ω) from R

+ to R
d, for each ω ∈ Ω.

We are now going to explore the relationship between Lévy processes and
infinite divisibility.

Proposition 3.1. If X is a Lévy process, then X(t) is infinitely divisible for
each t ≥ 0.

Proof. For each n ∈ N, we can write

X(t) = Y (n)
1 (t) + · · ·+ Y (n)

n (t)

where each Y (n)
k (t) = X(kt

n )−X( (k−1)t
n ). The Y (n)

k (t)’s are i.i.d. by (L2). ��

By Proposition 3.1, we can write φX(t)(u) = eη(t,u) for each t ≥ 0, u ∈ R
d,

where each η(t, .) is a Lévy symbol.

Exercise 1.6 Show that if X = (X(t), t ≥ 0) is stochastically continuous, then
the map t→ φX(t)(u) is continuous for each u ∈ R

d.

Theorem 3.2. If X is a Lévy process, then

φX(t)(u) = etη(u),

for each u ∈ R
d, t ≥ 0, where η is the Lévy symbol of X(1).
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Proof. Suppose that X is a Lévy process and for each u ∈ R
d, t ≥ 0, define

φu(t) = φX(t)(u) then by (L2) we have for all s ≥ 0,

φu(t+ s) = E(ei(u,X(t+s)))
= E(ei(u,X(t+s)−X(s))ei(u,X(s)))
= E(ei(u,X(t+s)−X(s)))E(ei(u,X(s)))
= φu(t)φu(s) . . . (i)

Now φu(0) = 1 . . . (ii) by (L1), and the map t→ φu(t) is continuous. However
the unique continuous solution to (i) and (ii) is given by φu(t) = etα(u), where
α : R

d → C. Now by Proposition 3.1, X(1) is infinitely divisible, hence α is a
Lévy symbol and the result follows. �
We now have the Lévy-Khinchine formula for a Lévy process X = (X(t), t ≥
0):-

E(ei(u,X(t))) = (3.1)

exp

(
t

[
i(b, u)− 1

2
(u,Au) +

∫
Rd−{0}

(ei(u,y) − 1− i(u, y)χB̂(y))ν(dy)

])
,

for each t ≥ 0, u ∈ R
d, where (b, A, ν) are the characteristics of X(1).

We will define the Lévy symbol and the characteristics of a Lévy process X
to be those of the random variable X(1). We will sometimes write the former
as ηX when we want to emphasise that it belongs to the process X.

Exercise 1.8. Let X be a Lévy process with characteristics (b, A, ν) show that
−X = (−X(t), t ≥ 0) is also a Lévy process and has characteristics (−b, A, ν̃)
where ν̃(A) = ν(−A) for each A ∈ B(Rd). Show also that for each c ∈ R, the
process (X(t) + tc, t ≥ 0) is a Lévy process and find its characteristics.

Exercise 1.9. Show that if X and Y are stochastically continuous processes
then so is their sum X + Y = (X(t) + Y (t), t ≥ 0). [Hint: Use the elementary
inequality

P (|A + B| > c) ≤ P
(
|A| >

c

2

)
+ P

(
|B| >

c

2

)
,

where A and B are random vectors and c > 0].

Exercise 1.10. Show that the sum of two independent Lévy processes is again
a Lévy process (Hint: Use Kac’s theorem to establish independent increments).

Let pt be the law of X(t), for each t ≥ 0. By (L2), we have for all s, t ≥ 0
that:

pt+s = pt ∗ ps.

By (L3), we have pt
w→ δ0 as t→ 0, i.e. limt→0 f(x)pt(dx) = f(0).

(pt, t ≥ 0) is a weakly continuous convolution semigroup of probability mea-
sures on R

d. Conversely, given any such semigroup, we can always construct
a Lévy process on path space via Kolmogorov’s construction.
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3.1 Examples of Lévy Processes

Example 1, Brownian Motion and Gaussian Processes

A (standard) Brownian motion in R
d is a Lévy process B = (B(t), t ≥ 0) for

which

(B1) B(t) ∼ N(0, tI) for each t ≥ 0,
(B2) B has continuous sample paths.

It follows immediately from (B1) that if B is a standard Brownian motion,
then its characteristic function is given by

φB(t)(u) = exp
{
−1

2
t|u|2

}
,

for each u ∈ R
d, t ≥ 0.

We introduce the marginal processes Bi = (Bi(t), t ≥ 0) where each Bi(t)
is the ith component of B(t), then it is not difficult to verify that the Bi’s
are mutually independent Brownian motions in R. We will call these one-
dimensional Brownian motions in the sequel.
Brownian motion has been the most intensively studied Lévy process. In the
early years of the twentieth century, it was introduced as a model for the
physical phenomenon of Brownian motion by Einstein and Smoluchowski and
as a description of the dynamical evolution of stock prices by Bachelier. The
theory was placed on a rigorous mathematical basis by Norbert Wiener in the
1920’s. The first part of Nelson [61] contains a nice historical account of these
developments from the physical point of view.
We could try to use the Kolmogorov existence theorem to construct Brownian
motion from the following prescription on cylinder sets of the form IH

t1,...,tn
=

{ω ∈ Ω;ω(t1) ∈ [a1, b1], . . . , ω(tn) ∈ [an, bn]} where H = [a1, b1] × · · · [an, bn]
and we have taken Ω to be the set of all mappings from R

+ to R
d:

P (IH
t1,...,tn

) =
∫

H

1
(2π)

n
2
√
t1(t2 − t1) . . . (tn − tn−1)

exp
(
−1

2

(
x2

1

t1
+

(x2 − x1)2

t2 − t1
+ · · ·+ (xn − xn−1)2

tn − tn−1

))
dx1 · · · dxn.

However there is then no guarantee that the paths are continuous. The litera-
ture contains a number of ingenious methods for constructing Brownian mo-
tion. One of the most delightful of these (originally due to Paley and Wiener)
obtains this, in the case d = 1, as a random Fourier series

B(t) =
√

2
π

∞∑
n=0

sin(πt(n+ 1
2 ))

n+ 1
2

ξ(n),

for each t ≥ 0, where (ξ(n), n ∈ N) is a sequence of i.i.d. N(0, 1) random
variables (see Chapter 1 of Knight [52]) for a modern account). A nice con-
struction of Brownian motion from a wavelet point of view can be found in
Steele [78], pp. 35-9.
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We list a number of useful properties of Brownian motion in the case d = 1.
This is far from exhaustive and for further examples as well as details of
the proofs, the reader is advised to consult the literature such as Sato [74],
pp.22-28, Revuz and Yor [68], Rogers and Williams [69].

• Brownian motion is locally Hölder continuous with exponent α for every
0 < α < 1

2 i.e. for every T > 0, ω ∈ Ω there exists K = K(T, ω) such that

|B(t)(ω)−B(s)(ω)| ≤ K|t− s|α,

for all 0 ≤ s < t ≤ T .
• The sample paths t→ B(t)(ω) are almost surely nowhere differentiable.
• For any sequence, (tn, n ∈ N) in R

+ with tn ↑ ∞,

lim inf
n→∞

B(tn) = −∞ a.s. lim sup
n→∞

B(tn) =∞ a.s.

• The law of the iterated logarithm:-

P

(
lim sup

t↓0

B(t)
(2t log(log(1

t )))
1
2

= 1

)
= 1.

Let A be a non-negative symmetric d × d matrix and let σ be a square root
of A so that σ is a d×m matrix for which σσT = A. Now let b ∈ R

d and let
B be a Brownian motion in Rm. We construct a process C = (C(t), t ≥ 0) in
R

d by
C(t) = bt+ σB(t), (3.2)

then C is a Lévy process with each C(t) ∼ N(tb, tA). It is not difficult to verify
that C is also a Gaussian process, i.e. all its finite dimensional distributions
are Gaussian. It is sometimes called Brownian motion with drift. The Lévy
symbol of C is

ηC(u) = i(b, u)− 1
2
(u,Au).

We will see in the next section that a Lévy process has continuous sample
paths if and only if it is of the form (3.2).

Example 2 - The Poisson Process

The Poisson process of intensity λ > 0 is a Lévy process N taking values in
N ∪ {0} wherein each N(t) ∼ π(λt) so we have

P (N(t) = n) =
(λt)n

n!
e−λt,

for each n = 0, 1, 2, . . .. The Poisson process is widely used in applications and
there is a wealth of literature concerning it and its generalisations. We define
non-negative random variables (Tn,N∪{0}) (usually called waiting times) by
T0 = 0 and for n ∈ N,
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Tn = inf{t ≥ 0;N(t) = n},

then it is well known that the Tn’s are gamma distributed. Moreover, the
inter-arrival times Tn − Tn−1 for n ∈ N are i.i.d. and each has exponential
distribution with mean 1

λ . The sample paths of N are clearly piecewise con-
stant, on finite intervals, with “jump” discontinuities of size 1 at each of the
random times (Tn, n ∈ N).
For later work it is useful to introduce the compensated Poisson process Ñ =
(Ñ(t), t ≥ 0) where each Ñ(t) = N(t) − λt. Note that E(Ñ(t)) = 0 and
E(Ñ(t)2) = λt for each t ≥ 0 .

Example 3 - The Compound Poisson Process

Let (Z(n), n ∈ N) be a sequence of i.i.d. random variables taking values in R
d

with common law µZ and let N be a Poisson process of intensity λ which is
independent of all the Z(n)’s. The compound Poisson process Y is defined as
follows:-

Y (t) = Z(1) + . . .+ Z(N(t)), (3.3)

for each t ≥ 0, so each Y (t) ∼ π(λt, µZ).
By Proposition 2.4 we see that Y has Lévy symbol

ηY (u) =
[∫

(ei(u,y) − 1)λµZ(dy)
]
.

Again the sample paths of Y are piecewise constant, on finite intervals, with
“jump discontinuities” at the random times (T (n), n ∈ N), however this time
the size of the jumps is itself random, and the jump at T (n) can be any value
in the range of the random variable Z(n).

Example 4 - Interlacing Processes

Let C be a Gaussian Lévy process as in Example 1 and Y be a compound
Poisson process as in Example 3, which is independent of C. Define a new
process X by

X(t) = C(t) + Y (t),

for all t ≥ 0, then it is not difficult to verify that X is a Lévy process with
Lévy symbol of the form (2.3). Using the notation of Examples 2 and 3, we
see that the paths of X have jumps of random size occurring at random times.
In fact we have,

X(t) = C(t) for 0 ≤ t < T1,

= C(T1) + Z1 when t = T1,

= X(T1) + C(t)− C(T1) for T1 < t < T2,

= X(T2−) + Z2 when t = T2,

and so on recursively. We call this procedure an interlacing as a continuous
path process is “interlaced” with random jumps. From the remarks after The-
orem 2.5, it seems reasonable that the most general Lévy process might arise
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as the limit of a sequence of such interlacings, and we will investigate this
further in the next section.

Example 5 - Stable Lévy Processes

A stable Lévy process is a Lévy process X in which the Lévy symbol is given
by theorem 2.7. So, in particular, each X(t) is a stable random variable. Of
particular interest is the rotationally invariant case whose Lévy symbol is
given by

η(u) = −σα|u|α,
where α is the index of stability (0 < α ≤ 2). One of the reasons why these
are important in applications is that they display self-similarity. In general, a
stochastic process Y = (Y (t), t ≥ 0) is self-similar with Hurst index H > 0
if the two processes (Y (at), t ≥ 0) and (aHY (t), t ≥ 0) have the same finite-
dimensional distributions for all a ≥ 0. By examining characteristic functions,
it is easily verified that a rotationally invariant stable Lévy process is self-
similar with Hurst index H = 1

α , so that e.g. Brownian motion is self-similar
with H = 1

2 . A nice general account of self-similar processes can be found in
Embrechts and Maejima [31]. In particular, it is shown therein that a Lévy
process X is self-similar if and only if each X(t) is strictly stable.
Just as with Gaussian processes, we can extend the notion of stability beyond
the class of stable Lévy processes. In general then, we say that a stochastic
process X = (X(t), t ≥ 0) is stable if all its finite-dimensional distributions are
stable. For a comprehensive introduction to such processes, see Samorodnitsky
and Taqqu [73], Chapter 3.

3.2 Subordinators

A subordinator is a one-dimensional Lévy process which is increasing a.s. Such
processes can be thought of as a random model of time evolution, since if
T = (T (t), t ≥ 0) is a subordinator we have

T (t) ≥ 0 for each t > 0 a.s. and T (t1) ≤ T (t2) whenever t1 ≤ t2 a.s.

Now since for X(t) ∼ N(0, At) we have P (X(t) ≥ 0) = P (X(t) ≤ 0) = 1
2 , it

is clear that such a process cannot be a subordinator. More generally we have

Theorem 3.3. If T is a subordinator then its Lévy symbol takes the form

η(u) = ibu+
∫

(0,∞)

(eiuy − 1)λ(dy), (3.4)

where b ≥ 0, and the Lévy measure λ satisfies the additional requirements

λ(−∞, 0) = 0 and
∫

(0,∞)

(y ∧ 1)λ(dy) <∞.

Conversely, any mapping from R
d → C of the form (3.4) is the Lévy symbol

of a subordinator.
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A proof of this can be found in Rogers and Williams [69], pp.78-9.

We call the pair (b, λ), the characteristics of the subordinator T .

Exercise 1.11. Show that the additional constraint on Lévy measures of sub-
ordinators is equivalent to the requirement

∫
(0,∞)

y
1+yλ(dy) <∞.

Now for each t ≥ 0, the map u → E(eiuT (t)) can clearly be analytically con-
tinued to the region {iu, u > 0} and we then obtain the following expression
for the Laplace transform of the distribution

E(e−uT (t)) = e−tψ(u),

where ψ(u) = −η(iu) = bu+
∫

(0,∞)

(1− e−uy)λ(dy) (3.5)

for each t, u ≥ 0. We note that this is much more useful for both theoretical
and practical application than the characteristic function.
The function ψ is usually called the Laplace exponent of the subordinator.

Examples

(1) The Poisson Case

Poisson processes are clearly subordinators. More generally a compound Pois-
son process will be a subordinator if and only if the Z(n)’s in equation (3.3)
are all R

+ valued.

(2) α-Stable Subordinators

Using straightforward calculus, we find that for 0 < α < 1, u ≥ 0,

uα =
α

Γ (1− α)

∫ ∞

0

(1− e−ux)
dx

x1+α
.

Hence by (3.5), Theorem 3.3 and Theorem 2.7, we see that for each 0 < α < 1
there exists an α-stable subordinator T with Laplace exponent

ψ(u) = uα.

and the characteristics of T are (0, λ) where λ(dx) = α
Γ (1−α)

dx
x1+α .

Note that when we analytically continue this to obtain the Lévy symbol we
obtain the form given in Theorem 2.8(2) with µ = 0, β = 1 and σα = cos

(
απ
2

)
.

(3) The Lévy Subordinator

The 1
2 -stable subordinator has a density given by the Lévy distribution (with

µ = 0 and σ = t2

2 )

fT (t)(s) =
(

t

2
√
π

)
s−

3
2 e−

t2
4s ,
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for s ≥ 0. The Lévy subordinator has a nice probabilistic interpretation as a
first hitting time for one-dimensional standard Brownian motion (B(t), t ≥ 0),
more precisely

T (t) = inf{s > 0;B(s) =
t√
2
}. (3.6)

Exercise 1.12. Show directly that for each t ≥ 0,

E(e−uT (t)) =
∫ ∞

0

e−usfT (t)(s)ds = e−tu
1
2 ,

where (T (t), t ≥ 0) is the Lévy subordinator.
Hint: Write gt(u) = E(e−uT (t)). Differentiate with respect to u and make the sub-

stitution x = t2

4us
to obtain the differential equation g′

t(u) = − t
2
√

u
gt(u). Via the

substitution y = t
2
√

s
we see that gt(0) = 1 and the result follows (see also Sato [74]

p.12).

(4) Inverse Gaussian Subordinators

We generalise the Lévy subordinator by replacing Brownian motion by the
Gaussian process C = (C(t), t ≥ 0) where each C(t) = B(t) + µt and µ ∈ R.
The inverse Gaussian subordinator is defined by

T (t) = inf{s > 0;C(s) = δt}

where δ > 0 and is so-called since t → T (t) is the generalised inverse of a
Gaussian process.
Using martingale methods, we can show that for each t, u > 0,

E(e−uT (t)) = e−tδ(
√

2u+µ2−µ), (3.7)

In fact each T (t) has a density:-

fT (t)(s) =
δt√
2π
eδtµs−

3
2 exp

{
−1

2
(t2δ2s−1 + µ2s)

}
, (3.8)

for each s, t ≥ 0.
In general any random variable with density fT (1) is called an inverse Gaussian
and denoted as IG(δ, µ).

(5) Gamma Subordinators

Let (T (t), t ≥ 0) be a gamma process with parameters a, b > 0 so that each
T (t) has density

fT (t)(x) =
bat

Γ (at)
xat−1e−bx,

for x ≥ 0; then it is easy to verify that for each u ≥ 0,
∫ ∞

0

e−uxfT (t)(x)dx =
(
1 +

u

b

)−at

= exp
(
−ta log

(
1 +

u

b

))
.
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From here it is a straightforward exercise in calculus to show that
∫ ∞

0

e−uxfT (t)(x)dx =
∫ ∞

0

(1− e−ux)ax−1e−bxdx,

From this we see that (T (t), t ≥ 0) is a subordinator with b = 0 and
λ(dx) = ax−1e−bxdx. Moreover ψ(u) = a log

(
1 + u

b

)
is the associated Bern-

stein function (see below).

Before we go further into the probabilistic properties of subordinators we’ll
make a quick diversion into analysis.
Let f ∈ C∞((0,∞)) with f ≥ 0. We say it is completely monotone if
(−1)nf (n) ≥ 0 for all n ∈ N, and a Bernstein function if (−1)nf (n) ≤ 0
for all n ∈ N. We then have the following

Theorem 3.4. 1. f is a Bernstein function if and only if the mapping x→
e−tf(x) is completely monotone for all t ≥ 0.

2. f is a Bernstein function if and only if it has the representation

f(x) = a+ bx+
∫ ∞

0

(1− e−yx)λ(dy),

for all x > 0 where a, b ≥ 0 and
∫∞
0

(y ∧ 1)λ(dy) <∞.
3. g is completely monotone if and only if there exists a measure µ on [0,∞)

for which

g(x) =
∫ ∞

0

e−xyµ(dy).

A proof of this result can be found in Berg and Forst [18], pp.61-72.
To interpret this theorem, first consider the case a = 0. In this case, if
we compare the statement of Theorem 3.4 with equation (3.5), we see that
there is a one to one correspondence between Bernstein functions for which
limx→0 f(x) = 0 and Laplace exponents of subordinators. The Laplace trans-
forms of the laws of subordinators are always completely monotone functions
and a subclass of all possible measures µ appearing in Theorem 3.4 (3) is
given by all possible laws pT (t) associated to subordinators. A general Bern-
stein function with a > 0 can be given a probabilistic interpretation by means
of “killing”.

One of the most important probabilistic applications of subordinators is to
“time change”. Let X be an arbitrary Lévy process and let T be a subor-
dinator defined on the same probability space as X such that X and T are
independent. We define a new stochastic process Z = (Z(t), t ≥ 0) by the
prescription

Z(t) = X(T (t)),

for each t ≥ 0 so that for each ω ∈ Ω,Z(t)(ω) = X(T (t)(ω))(ω). The key
result is then the following.
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Theorem 3.5. Z is a Lévy process.

For the proof, see [13], section 1.3.2 or Sato [74], pp.199-200.

Exercise 1.13. Show that for each A ∈ B(Rd), t ≥ 0,

pZ(t)(A) =
∫

(0,∞)

pX(u)(A)pT (t)(du).

We compute the Lévy symbol of the subordinated process Z.

Proposition 3.6.
ηZ = −ψT ◦ (−ηX).

Proof. For each u ∈ R
d, t ≥ 0,

E(eiηZ(t)(u)) = E(ei(u,X(T (t))))

=
∫

E(ei(u,X(s)))pT (t)(ds)

=
∫
e−s(−ηX(u))pT (t)(ds)

= E(e−ηX(u)T (t))
= e−tψT (−ηX(u)). �

Note: The penultimate step in the above proof necessitates analytic continu-
ation of the map u→ E(eiuT (t)) to the region Ran(ηX).

Example 1: From Brownian Motion to 2α-stable Processes

Let T be an α-stable subordinator (with 0 < α < 1) and X be a d-dimensional
Brownian motion with covariance A = 2I, which is independent of T . Then for
each s ≥ 0, u ∈ R

d, ψT (s) = sα and ηX(u) = −|u|2, and hence ηZ(u) = −|u|2α,
i.e. Z is a rotationally invariant 2α-stable process.

In particular, if d = 1 and T is the Lévy subordinator, then Z is the Cauchy
process, so each Z(t) has a symmetric Cauchy distribution with parameters
µ = 0 and σ = 1. It is interesting to observe from (3.6) that Z is constructed
from two independent standard Brownian motions.

Example 2 : From Brownian Motion to Relativity

Let T be the Lévy subordinator and for each t ≥ 0 define

fc,m(s; t) = e−m2c4s+mc2tfT (t)(s)

for each s ≥ 0 where m, c > 0.
It is then an easy exercise to deduce that

∫ ∞

0

e−usfc,m(s; t)ds = e−t[(u+m2c4)
1
2 −mc2].
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Since the map u→ −t[(u+m2c4)
1
2 −mc2] is a Bernstein function which van-

ishes at the origin, we deduce that there is a subordinator Tc,m = (Tc,m(t), t ≥
0) where each Tc,m(t) has density fc,m(·; t). Now let B be a Brownian mo-
tion with covariance A = 2c2I which is independent of Tc,m, then for the
subordinated process, we find

ηZ(p) = −[(c2p2 +m2c4)
1
2 −mc2]

so that Z is a relativistic process.

Another important example, which has been applied to option pricing by
Ole Barndorff-Nielsen, is the normal inverse Gaussian process obtained by
subordinating Brownian motion with drift by an independent inverse Gaussian
subordinator (see [13], section 1.3.2 and references therein).

Question: What is a “quantum subordinator” ?

4 Lecture 2: Semigroups Induced by Lévy Processes

4.1 Conditional Expectation, Filtrations

Recall our probability space (Ω,F , P ). Let G be a sub-σ-algebra of F . If
E(|X|) < ∞,E(X|G) is the associated conditional expectation of X given G.
It is a G-measurable random variable.
Some properties:-

• E(E(X|G)) = E(X).
• |E(X|G)| ≤ E(|X||G).
• If Y is a G-measurable random variable and E(|(X,Y )|) <∞, then

E((X,Y )|G) = (E(X|G), Y ) a.s.

• If H is a sub-σ-algebra of G then

E(E(X|G)|H) = E(X|H) a.s.

• If X is independent of G then E(X|G) = E(X) a.s..
• The mapping EG : L2(Ω,F , P ) → L2(Ω,G, P ) defined by EG(X) =

E(X|G) is an orthogonal projection.

A less-well known result which is very useful in proving Markovianity is:-

Lemma 4.1. Let G be a sub-σ-algebra of F . If X and Y are R
d-valued random

variables such that X is G-measurable and Y is independent of G, then

E(f(X,Y )|G) = Gf (X) a.s.

for all f ∈ Bb(R2d), where Gf (x) = E(f(x, Y )), for each x ∈ R
d.
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One way of proving this is using approximation by simple functions - see Sato
[74] p.7.

A filtration is an increasing family (Ft, t ≥ 0) of sub-σ-algebras of F . A
stochastic process X = (X(t), t ≥ 0) is adapted to the given filtration if each
X(t) is Ft-measurable.
e.g. any process is adapted to its natural filtration, FX

t = σ{X(s); 0 ≤ s ≤ t}.

4.2 Markov and Feller Processes

An adapted process X = (X(t), t ≥ 0) is a Markov process if for all f ∈
Bb(Rd), 0 ≤ s ≤ t <∞,

E(f(X(t))|Fs) = E(f(X(t))|X(s)) (a.s.). (4.1)

(i.e. “past” and “future” are independent, given the present).
Define a family of operators {Ts,t, 0 ≤ s ≤ t <∞} on Bb(Rd) by the prescrip-
tion

(Ts,tf)(x) = E(f(X(t))|X(s) = x),

for each f ∈ Bb(Rd), x ∈ R
d. We recall that I is the identity operator, If = f ,

for each f ∈ Bb(Rd).

Theorem 4.2. (a) Ts,t is a linear operator on Bb(Rd) for each 0 ≤ s ≤ t <
∞.

(b) Ts,s = I for each s ≥ 0.

(c) Tr,sTs,t = Tr,t whenever 0 ≤ r ≤ s ≤ t <∞.

(d) f ≥ 0 ⇒ Ts,t(f) ≥ 0 for all 0 ≤ s ≤ t <∞, f ∈ Bb(Rd).

(e) Ts,t is a contraction, i.e. ||Ts,t|| ≤ 1 for each 0 ≤ s ≤ t <∞.
(f) Tt(1) = 1 for all t ≥ 0.

Proof. (a), (b), (d) and (f) are obvious. (e) is Exercise 2.1.
For (c), let f ∈ Bb(Rd), x ∈ R

d, then for each 0 ≤ r ≤ s ≤ t < ∞, applying
conditioning and the Markov property (4.1) yields,

(Tr,tf)(x) = E(f(X(t))|X(r) = x)
= E(E(f(X(t))|Fs)|X(r) = x)
= E(E(f(X(t))|X(s))|X(r) = x)
= E((Ts,tf)(X(s))|X(r) = x)
= (Tr,s(Ts,tf))(x). �

Transition probabilities. These are defined as follows:-

ps,t(x,A) = P (X(t) ∈ A|X(s) = x) = (Ts,tχA)(x),
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for each x ∈ R
d, A ∈ B(Rd).

By the properties of conditional probability:

(Ts,tf)(x) =
∫

Rd

f(y)ps,t(x, dy). (4.2)

We say that a Markov process is normal if for each A ∈ B(Rd), 0 ≤ s ≤ t <∞,
the mappings x→ ps,t(x,A) are measurable.

Theorem 4.3 (The Chapman Kolmogorov Equations). If X is a nor-
mal Markov process, then for each 0 ≤ r ≤ s ≤ t <∞, x ∈ R

d, A ∈ B(Rd),

pr,t(x,A) =
∫

Rd

ps,t(y,A)pr,s(x, dy). (4.3)

Proof. Note that sinceX is normal, the mappings y → ps,t(y,A) are integrable.
Now applying Theorem 4.2 and (4.2), we obtain

pr,t(x,A) = (Tr,tχA)(x)
= (Tr,s(Ts,tχA))(x)

=
∫

Rd

(Ts,tχA)(y)pr,s(x, dy)

=
∫

Rd

ps,t(y,A)pr,s(x, dy).

�
Important fact: Adapted Lévy processes are Markov processes.

To see this, let X be a Lévy process with associated convolution semigroup
of laws (qt, t ≥ 0). Use (L2) and Lemma 4.1 to write

E(f(X(t))|Fs) = E(f(X(s) +X(t)−X(s))|Fs)

=
∫

Rd

f(X(s) + y)qt−s(dy)

It follows that

(Ts,tf)(x) = (T0,t−sf)(x) =
∫

Rd

f(x+ y)qt−s(dy).

and ps,t(x,A) = qt−s(A− x).
Writing T0,t = Tt, Theorem 4.2 (b) reduces to the semigroup law TsTt = Ts+t.

For a Lévy process (Ttf)(x) = E(f(x + X(t))), so Lévy processes induce
translation invariant semigroups.

Exercise 2.2 A Markov process is said to have a transition density if for each
x ∈ R

d, 0 ≤ s ≤ t <∞ there exists a measurable function y → ρs,t(x, y) such
that
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ps,t(x,A) =
∫

A

ρs,t(x, y)dy.

Deduce that a Lévy process X = (X(t), t ≥ 0) has a transition density if and
only if qt has a density ft for each t ≥ 0, and hence show that

ρs,t(x, y) = ft−s(y − x),
for each 0 ≤ s ≤ t <∞, x, y ∈ R

d.
Write down the transition densities for (a) standard Brownian motion, (b) the
Cauchy process.

Exercise 2.3 Suppose that the Markov process X has a transition density.
Deduce that

ρr,t(x, z) =
∫

Rd

ρr,s(x, y)ρs,t(y, z)dy,

for each 0 ≤ r ≤ s ≤ t <∞, x, y, z ∈ R
d.

In general a Markov process is (time)-homogeneous if

Ts,t = T0,t−s,

for all 0 ≤ s ≤ t < ∞ and using (4.2), it is easily verified that this holds if
and only if

ps,t(x,A) = p0,t−s(x,A),

for each 0 ≤ s ≤ t <∞, x ∈ R
d, A ∈ B(Rd).

A homogeneous Markov process X is said to be a Feller process if

1. Tt : C0(Rd) ⊆ C0(Rd) for all t ≥ 0.
2. limt↓0 ||Ttf − f || = 0 for all f ∈ C0(Rd).

In this case, the semigroup associated to X is called a Feller semigroup.

Theorem 4.4. If X is a Feller process, then its transition probabilities are
normal.

Proof. See Revuz and Yor [68] page 83. �
The class of all Feller processes is far from empty as the following result shows.

Theorem 4.5. Every Lévy process is a Feller process.

Proof. (sketch) Easy use of dominated convergence (Exercise 2.4) shows that
each Tt : C0(Rd) ⊆ C0(Rd).
For the second part:-
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||Ttf − f || = sup
x∈Rd

|Ttf(x)− f(x)|

≤
∫

Bδ(0)

sup
x∈Rd

|f(x+ y)− f(x)|qt(dy) +
∫

Bδ(0)c

sup
x∈Rd

|f(x+ y)− f(x)|qt(dy)

As t → 0, the first term → 0 by uniform continuity of f , the second term
≤ 2||f ||qt(Bδ(0)c) → 0 by stochastic continuity. �.

5 Analytic Diversions

5.1 Semigroups and Generators

Let B be a real Banach space and L(B) be the algebra of all bounded linear
operators on B. A one-parameter semigroup of contractions on B is a family
of bounded, linear operators (Tt, t ≥ 0) on B for which

1. Ts+t = TsTt for all s, t ≥ 0.
2. T0 = I.
3. ||Tt|| ≤ 1 for all t ≥ 0.
4. The map t → Tt from R

+ to L(B) is strongly continuous at zero, i.e.
limt→0 ||Ttψ − ψ|| = 0 for all ψ ∈ B.

From now on we will say that (Tt, t ≥ 0) is a semigroup whenever it satisfies
the above conditions.

Exercise 2.5 If (Tt, t ≥ 0) is a semigroup in a Banach space B, show that the
map t→ Tt is strongly continuous from R

+ to L(B), i.e. lims→t ||Ttψ−Tsψ|| =
0 for all t ≥ 0, ψ ∈ B.

Exercise 2.6 Let A be a bounded operator in a Banach space B and for each
t ≥ 0, ψ ∈ B, define

Ttψ =
∞∑

n=0

tn

n!
Anψ = “etAψ”.

Show that (Tt, t ≥ 0) is a strongly continuous semigroup of bounded operators
in B. Show further that (Tt, t ≥ 0) is norm continuous, in that limt→0 ||Tt −
I|| = 0.

In general, define

DA = {ψ ∈ B;∃φψ ∈ B such that lim
t→0

∣∣∣∣
∣∣∣∣Ttψ − ψ

t
− φψ

∣∣∣∣
∣∣∣∣ = 0}.

It is easy to verify that DA is a linear space and we may thus define a linear
operator A in B with domain DA, by the prescription Aψ = φψ, so that for
each ψ ∈ DA,
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Aψ = lim
t→0

Ttψ − ψ
t

.

A is called the infinitesimal generator, or sometimes just the generator of
the semigroup (Tt, t ≥ 0). A commonly used notation is “Tt = etA”. In the
case where (Tt, t ≥ 0) is the Feller semigroup associated to a Feller process
X = (X(t), t ≥ 0), we sometimes call A the generator of X.

Some facts about generators:-

• DA is dense in B.
• TtDA ⊆ DA for each t ≥ 0.
• TtAψ = ATtψ for each t ≥ 0, ψ ∈ DA.
• A is closed.
• Define the resolvent set, ρ(A) = {λ ∈ C;λI − A is invertible}, then

(0,∞) ⊆ ρ(A) and for each λ > 0, the resolvent,

Rλ(A) = (I −A)−1 =
∫ ∞

0

e−λtTtdt.

A good source for material on semigroups is Davies [29].

5.2 The Fourier Transform and Pseudo-differential Operators

Let f ∈ L1(Rd,C), then its Fourier transform is the mapping f̂ ∈ L1(Rd,C),
where

f̂(u) = (2π)−
d
2

∫
Rd

e−i(u,x)f(x)dx (5.1)

for all u ∈ R
d. If we define F(f) = f̂ , then F is a bounded linear operator on

L1(Rd,C) which is called the Fourier transformation.
We introduce two important families of linear operators in L1(Rd,C), trans-
lations (τx, x ∈ R

d) and phase multiplications (ex, x ∈ R
d) by

(τxf)(y) = f(y − x), (exf)(y) = ei(x,y)f(y),

for each f ∈ L1(Rd,C), x, y ∈ R
d.

It is easy to show that each of τx and ex are isometric isomorphisms of
L1(Rd,C). Two key, easily verified properties of the Fourier transform are

τ̂xf = e−xf̂ and êxf = τxf̂ , (5.2)

for each x ∈ R
d.

Furthermore, if we define the convolution f ∗ g of f, g ∈ L1(Rd,C) by

(f ∗ g)(x) = (2π)−
d
2

∫
Rd

f(x− y)g(y)dy,
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for each x ∈ R
d, then we have (̂f ∗ g) = f̂ ĝ.

Perhaps the most natural context in which to discuss F is the Schwartz space
of rapidly decreasing functions. These are smooth functions which are such
that they, and all their derivatives decay to zero at infinity faster than any
negative power of |x|. To make this precise, we first need some standard no-
tation for partial differential operators. Let α = (α1, . . . , αd) be a multi-index
so α ∈ (N ∪ {0})d. We define |α| = α1 + · · ·+ αd and

Dα =
1
i|α|

∂α1

∂xα1
1

. . .
∂αd

∂xαd

d

.

Similarly, if x = (x1, . . . , xd) ∈ R
d, then xα = xα1

1 · · ·xαd

d .
Now we define Schwartz space S (Rd,C) to be the linear space of all f ∈
C∞(Rd,C) for which

sup
x∈Rd

|xβDαf(x)| <∞,

for all multi-indices α and β. Note that C∞
c (Rd,C) ⊂ S (Rd,C) and the

“Gaussian function” x→ e−|x|2 is in S (Rd,C). S (Rd,C) is dense in C0(Rd,C)
and in Lp(Rd,C) for all 1 ≤ p <∞. These statements remain true when C is
replaced by R.
S (Rd,C) is a Fréchet space with respect to the family of norms {||.||N , N ∈
N ∪ {0}} where for each f ∈ S (Rd,C),

||f ||N = max
|α|≤N

sup
x∈Rd

(1 + |x|2)N |Dαf(x)|.

The dual of S (Rd,C) with this topology is the space S ′(Rd,C) of tempered
distributions.
F is a continuous bijection of S (Rd,C) into itself with a continuous inverse
and we have the important

Theorem 5.1 (Fourier inversion). If f ∈ S (Rd,C) then

f(x) = (2π)−
d
2

∫
Rd

f̂(u)ei(u,x)du.

In the final part of this section, we show how the Fourier transform allows
us to build pseudo-differential operators. We begin by examining the Fourier
transform of differential operators. More or less everything flows from the
following simple fact:

Dαei(u,x) = uαei(u,x),

for each x, u ∈ R
d and each multi-index α.

Using Fourier inversion and dominated convergence, we then find that

(Dαf)(x) = (2π)−
d
2

∫
Rd

uαf̂(u)ei(u,x)du,
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for all f ∈ S (Rd,C), x ∈ R
d.

If p is a polynomial in u of the form p(u) =
∑

|α|≤k cαu
α where k ∈ N and each

cα ∈ C, we can form the associated differential operator P (D) =
∑

|α|≤k cαD
α

and by linearity

(P (D)f)(x) = (2π)−
d
2

∫
Rd

p(u)f̂(u)ei(u,x)du.

The next step is to employ variable coefficients. If each cα ∈ C∞(Rd), for ex-
ample, we may define p(x, u) =

∑
|α|≤k cα(x)uα and P (x,D) =

∑
|α|≤k cα(x)Dα.

We then find that

(P (x,D)f)(x) = (2π)−
d
2

∫
Rd

p(x, u)f̂(u)ei(u,x)du.

The passage from D to P (x,D) has been rather straightforward, but now we
will take a leap into the unknown and abandon formal notions of differentia-
tion. So we replace p by a more general function σ : R

d×R
d → C. Informally,

we may then define a pseudo-differential operator σ(x,D) by the prescription:-

(σ(x,D)f)(x) = (2π)−
d
2

∫
Rd

σ(x, u)f̂(u)ei(u,x)du,

and σ is then called the symbol of this operator. Of course we have been
somewhat cavalier here and we should make some further assumptions on the
symbol σ to ensure that σ(x,D) really is a bona fide operator. There are
various classes of symbols which may be defined to achieve this. One of the
most useful is the Hörmander class Sm

ρ,δ. This is defined to be the set of all
σ ∈ C∞(Rd) such that for each multi-index α and β,

|Dα
xD

β
uσ(x, u)| ≤ Cα,β(1 + |u|2) 1

2 (m−ρ|α|+δ|β|),

for each x, u ∈ R
d, where Cα,β > 0,m ∈ R and ρ, δ ∈ [0, 1]. In this case

σ(x,D) : S (Rd,C) → S (Rd,C) and extends to an operator S ′(Rd,C) →
S ′(Rd,C).
For those who hanker after operators in Banach spaces, note the following,

• If ρ > 0 and m < −d+ ρ(d− 1), then σ(x,D) : Lp(Rd,C) → Lp(Rd,C) for
1 ≤ p ≤ ∞.

• If m = 0 and 0 ≤ δ < ρ ≤ 1, then σ(x,D) : L2(Rd,C) → L2(Rd,C).

Proofs of these and more general results can be found in Taylor [79]. However,
note that this book, like most on the subject, is written from the point of view
of partial differential equations, where it is natural for the symbol to be smooth
in both variables. For applications to Markov processes, this is too restrictive
and we usually impose much weaker requirements on the dependence of σ in
the x-variable (see Jacob [48]).
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6 Generators of Lévy Processes

The next result is the key theorem of this lecture.

Theorem 6.1. Let X be a Lévy process with Lévy symbol η and characteris-
tics (b, a, ν). Let (Tt, t ≥ 0) be the associated Feller semigroup and A be its
infinitesimal generator.

1. For each t ≥ 0, f ∈ S(Rd), x ∈ R
d,

(Ttf)(x) = (2π)−
d
2

∫
Rd

ei(u,x)etη(u)f̂(u)du,

so that Tt is a pseudo-differential operator with symbol etη.
2. For each f ∈ S(Rd), x ∈ R

d,

(Af)(x) = (2π)−
d
2

∫
Rd

ei(u,x)η(u)f̂(u)du,

so that A is a pseudo-differential operator with symbol η.
3. For each f ∈ S(Rd), x ∈ R

d,

(Af)(x) = bi∂if(x) +
1
2
aij∂i∂jf(x) +

+
∫

Rd−{0}
[f(x+ y)− f(x)− yi∂if(x)χB̂(y)]ν(dy). (6.1)

Proof. (Sketch) I’ll leave out all the analytic details and just present the “bare
bones” of the calculations.

1. We apply Fourier inversion to find for all t ≥ 0, f ∈ S(Rd), x ∈ R
d,

(Ttf)(x) = E(f(X(t) + x)) = (2π)−
d
2 E

[∫
Rd

ei(u,x+X(t))f̂(u)du
]
.

Apply Fubini’s theorem to obtain

(Ttf)(x) = (2π)−
d
2

∫
Rd

ei(u,x)
E(ei(u,X(t)))f̂(u)du

= (2π)−
d
2

∫
Rd

ei(u,x)etη(u)f̂(u)du.

2. For each f ∈ S(Rd), x ∈ R
d, we have by the result of (1),

(Af)(x) = lim
t→0

1
t
((Ttf)(x)− f(x))

= (2π)−
d
2 lim

t→0

∫
Rd

ei(u,x) e
tη(u) − 1
t

f̂(u)du.

Use dominated convergence to deduce the required result.
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3. Applying the Lévy-Khinchine formula to the result of (2), we obtain for
each f ∈ S(Rd), x ∈ R

d,

(Af)(x) = (2π)−
d
2

∫
Rd

ei(x,u)

[
i(b, u)− 1

2
(au, u)+

+
∫

Rd−{0}
(ei(u,y) − 1− i(u, y)χB̂(y))ν(dy)

]
f̂(u)du.

The result now follows immediately from elementary properties of the
Fourier transform.

�

The results of Theorem 6.1 can be written in the convenient shorthand form,

(T̂ (t)f)(u) = etη(u)f̂(u) Âf(u) = η(u)f̂(u),

for each t ≥ 0, f ∈ S(Rd), u ∈ R
d.

Example 1: Standard Brownian Motion

Let X be a standard Brownian motion in R
d. Then X has characteristics

(0, I, 0) and so we see from (6.1) that

A =
1
2

d∑
i=1

∂2
i =

1
2
�,

where � is the usual Laplacian operator.

Example 2: Brownian Motion with Drift

Let X be a Brownian motion with drift in R
d. Then X has characteristics

(b, a, 0) and A is a diffusion operator of the form

A = bi∂i +
1
2
aij∂i∂j ,

Example 3 : The Poisson Process

Let X be a Poisson process with intensity λ > 0. Then X has characteristics
(0, 0, λδ1) and A is a difference operator

(Af)(x) = λ(f(x+ 1)− f(x)),

for all f ∈ S(Rd), x ∈ R
d. Note that ||Af || ≤ 2λ||f ||, so that A extends to a

bounded operator on the whole of C0(Rd).

Example 4: The Compound Poisson Process
Exercise 2.7. Verify that

(Af)(x) =
∫

Rd

(f(x+ y)− f(x))ν(dy),
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for all f ∈ S(Rd), x ∈ R
d, where ν is a finite measure. A again extends to a

bounded operator on the whole of C0(Rd).

Example 5 : Rotationally Invariant Stable Processes

Let X be a rotationally invariant stable process of index α where 0 < α < 2.
Its symbol is given by η(u) = −|u|α for all u ∈ R

d( see section 1.2.5). It is
instructive to pretend that η is the symbol of a legitimate differential operator,
then using the usual correspondence uj → −i∂j , for 1 ≤ j ≤ d, we would write

A = η(D) = −(
√
−∂2

1 − ∂2
2 − . . .− ∂2

d)α

= −(−∆)
α
2 .

In fact, it is very useful to interpret η(D) as a “fractional power of the Lapla-
cian”. We will consider fractional powers of more general generators in the
next section.

Example 6: Relativistic Schrödinger Operators

Fix m, c > 0 and consider the Lévy symbol −Em,c which represents (minus)
the free energy of a particle of mass m moving at relativistic speeds (when
d = 3),

Em,c(u) =
√
m2c4 + c2|u|2 −mc2.

Arguing as above, we make the correspondence uj → −i∂j , for 1 ≤ j ≤ d.
Readers with a background in physics, will recognise that this is precisely
the prescription for “quantisation” of the free energy, and the corresponding
generator is then given by

A = −(
√
m2c4 − c2∆−mc2).

−A is called a relativistic Schrödinger operator by physicists. Of course, it
is more natural from the point of view of quantum mechanics to consider
this as an operator in L2(Rd) - see later. For more on relativistic Schrödinger
operators from both a probabilistic and physical point of view, see Carmona
et al. [25], and references therein.

The pseudo-differential operator representation of generators extends to a
wide class of Markov processes - the symbols will, in general, be functions
of x as well as u. They will still have a “Lévy-Khinchine type structure”,
but the characteristics are no longer constant. Results of this type are due to
Courrège, and have been used in recent years by Jacob, Schilling and Hoh to
study path properties of Feller processes (see e.g. Jacob [48]).
Note that if X is a Lévy process, we can also give the resolvent a probabilistic
interpretation - for each λ > 0, (Rλ(A)f)(x) = E(f(x+X(τ))), where τ is an
exponentially distributed “random time”, which is independent of the process

X and has rate
1
λ

. It is not difficult to check that Rλ(A) is a pseudo-differential

operator with symbol (λ− η(·))−1.
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6.1 Subordination of Semigroups

We now apply some of the ideas developed above to the subordination of
semigroups.
In the following, X will always denote a Lévy process in R

d with symbol ηX ,
Feller semigroup (TX

t , t ≥ 0) and generator AX .
Let S = (S(t), t ≥ 0) be a subordinator, so that S is an one-dimensional,
increasing Lévy process and for each u, t > 0,

E(e−uS(t)) = e−tψ(u),

where ψ is the Bernstein function given by

ψ(u) = bu+
∫ ∞

0

(1− e−uy)λ(dy),

with b ≥ 0 and
∫∞
0

(y ∧ 1)λ(dy) <∞.
Recall from Theorem 3.5 and Proposition 3.6 that Z = (Z(t), t ≥ 0) is again
a Lévy process where each Z(t) = X(T (t)) and the symbol of Z is ηZ =
−ψ ◦ (−ηX). We write (TZ

t , t ≥ 0) and AZ for the semigroup and generator
associated to Z, respectively.

Theorem 6.2. 1. For all t ≥ 0, f ∈ Bb(Rd), x ∈ R
d,

(TZ
t f)(x) =

∫ ∞

0

(TX
s f)(x)pS(t)(ds).

2. For all f ∈ S(Rd),

AZf = bAXf +
∫ ∞

0

(TX
s f − f)λ(ds).

Proof.

1. By Exercise 1.13, for each A ∈ B(Rd), pZ(t)(A) =
∫∞
0
pX(s)(A)pS(t)(ds).

Hence for each t ≥ 0, f ∈ Bb(Rd), x ∈ R
d, we obtain

(TZ
t f)(x) = E(f(Z(t) + x))

=
∫

Rd

f(x+ y)pZ(t)(dy)

=
∫ ∞

0

(∫
Rd

f(x+ y)pX(s)(dy)
)
pS(t)(ds)

=
∫ ∞

0

(TX
s f)(x)pS(t)(ds).



Lévy Processes in Euclidean Spaces and Groups 37

2.
ηZ(u) = −ψ ◦ (−ηX) = bηX(u) +

∫ ∞

0

(esηX(u) − 1)λ(ds) . . . (i),

but by Theorem 6.1 (2), we have

(AZf)(x) = (2π)−
d
2

∫
Rd

ei(u,x)ηZ(u)f̂(u)du . . . (ii).

The required result now follows from substituting (i) into (ii), a straight-
forward application of Fubini’s theorem and a further application of The-
orem 6.1 (1) and (2). The details are left as an exercise.

�
The formula ηZ = −ψ ◦ (−ηX) suggests a natural functional calculus wherein
we define AZ = −ψ(−AX) for any Bernstein function ψ. As an example, we
may generalise the fractional power of the Laplacian, discussed in the last
section, to define (−AX)α for any Lévy process X and any 0 < α < 1. To
carry this out, we employ the α-stable subordinator. This has characteristics
(0, λ) where λ(dx) = α

Γ (1−α)
dx

x1+α . Theorem 6.2 (2) then yields the beautiful
formula

− (−AX)αf =
α

Γ (1− α)

∫ ∞

0

(TX
s f − f)

ds

s1+α
, (6.2)

for all f ∈ S(Rd).
Theorem 6.2 has a far-reaching generalisation which we quote without proof:-

Theorem 6.3 (Phillips). Let (Tt, t ≥ 0) be a strongly continuous, contrac-
tion semigroup of linear operators on a Banach space B with infinitesimal
generator A and let (S(t), t ≥ 0) be a subordinator with characteristics (b, λ).

• The prescription

TS
t φ =

∫ ∞

0

(Tsφ)pS(t)(ds),

for each t ≥ 0, φ ∈ B, defines a strongly continuous, contraction semigroup
(TS

t , t ≥ 0) in B.
• If AS is the infinitesimal generator of (TS

t , t ≥ 0), then DA is a core for
AS and for each φ ∈ DA,

ASφ = bAφ+
∫ ∞

0

(TX
s φ− φ)λ(ds).

• If B = C0(Rd) and (Tt, t ≥ 0) is a Feller semigroup, then (TS
t , t ≥ 0) is

also a Feller semigroup.

For a proof of this result see e.g. Sato [74] p.212-5.
This powerful theorem enables the extension of (6.2) to define fractional pow-
ers of arbitrary infinitesimal generators of semigroups.
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7 Lp-Markov Semigroups and Lévy Processes

We fix 1 ≤ p < ∞ and let (Tt, t ≥ 0) be a strongly continuous, contraction
semigroup of operators in Lp(Rd). We say that it is sub-Markovian if f ∈
Lp(Rd) and

0 ≤ f ≤ 1 (a.e.) ⇒ 0 ≤ Ttf ≤ 1 (a.e.),

for all t ≥ 0.

Any semigroup on Lp(Rd) can be restricted to the dense subspace Cc(Rd). If
this restriction can then be extended to a semigroup on Bb(Rd) which satisfies
Tt(1) = 1 then the semigroup is said to be conservative.

A semigroup which is both sub-Markovian and conservative is said to be Lp-
Markov.

Notes (a) Be mindful that the phrases “strongly continuous” and “contrac-
tion” in the above definition are now with respect to the Lp norm, given by
||g||p =

(∫
Rd |g(x)|pdx

) 1
p , for each g ∈ Lp(Rd).

(b) If (Tt, t ≥ 0) is sub-Markovian then it is Lp-positivity preserving in that
f ∈ Lp(Rd) and f ≥ 0 a.e. ⇒ Ttf ≥ 0 a.e. for all t ≥ 0.

Example Let X = (X(t), t ≥ 0) be a Markov process on R
d and define

the usual stochastic evolution (Ttf)(x) = E(f(X(t))|X(0) = x) for each
f ∈ Bb(Rd), x ∈ R

d, t ≥ 0. Suppose that (Tt, t ≥ 0) also yields a strongly
continuous, contraction semigroup on Lp(Rd), then it is clearly Lp-Markov.

Our good friends the Lévy processes provide a natural class for which the
conditions of the last example hold, as the next theorem demonstrates.

Theorem 7.1. If X = (X(t), t ≥ 0) is a Lévy process, then for each 1 ≤ p <
∞, the prescription (Ttf)(x) = E(f(X(t)+x)) where f ∈ Lp(Rd), x ∈ R

d, t ≥
0 gives rise to an Lp-Markov semigroup (Tt ≥ 0).

We omit the proof - but we should check that Tt is a bona fide operator in
Lp. Let qt be the law of X(t), for each t ≥ 0. For all f ∈ Lp(Rd), t ≥ 0, by
Jensen’s inequality (or Hölder’s inequality if you prefer) and Fubini’s theorem,
we obtain

||Ttf ||pp =
∫

Rd

∣∣∣∣
∫

Rd

f(x+ y)qt(dy)
∣∣∣∣
p

dx

≤
∫

Rd

∫
Rd

|f(x+ y)|pqt(dy)dx

=
∫

Rd

(∫
Rd

|f(x+ y)|pdx
)
qt(dy)

=
∫

Rd

(∫
Rd

|f(x)|pdx
)
qt(dy) = ||f ||pp,



Lévy Processes in Euclidean Spaces and Groups 39

and we have proved that each Tt is a contraction in Lp(Rd).
For the case, p = 2 we can explicitly compute the domain of the infinitesimal
generator of a Lévy process. To establish this, let X be a Lévy process with
Lévy symbol η and let A be the infinitesimal generator of the associated L2-
Markov semigroup. Define
Hη(Rd) =

{
f ∈ L2(Rd);

∫
Rd |η(u)|2|f̂(u)|2du <∞

}
.

Theorem 7.2. DA = Hη(Rd).

See [13] or Berg and Forst [18], p.92. for the proof. Readers should note that
the proof has also established the pseudo-differential operator representation

Af = (2π)−
d
2

∫
Rd

ei(u,x)η(u)f̂(u)du,

for all f ∈ Hη(Rd).
The space Hη(Rd) is called an anisotropic Sobolev space by Jacob [48]. Note
that if we take X to be a standard Brownian motion then η(u) = − 1

2 |u|2, for
all u ∈ R

d and

Hη(Rd) =
{
f ∈ L2(Rd);

∫
Rd

|u|4|f̂(u)|2du <∞
}
.

This is precisely the Sobolev space, usually denoted H2(Rd) which can equiv-
alently be defined as the completion of C∞

c (Rd) with respect to the norm

||f ||2 =
(∫

Rd

(1 + |u|2)2|f̂(u)|2du
) 1

2

,

for each f ∈ C∞
c (Rd). By Theorem 7.2, H2(Rd) is the domain of the Laplacian

∆ acting in L2(Rd).
Exercise 2.8. Write down the domains of the fractional powers of the Laplacian
(−∆)

α
2 , where 0 < α < 2.

7.1 Self-Adjoint Semigroups

We begin with some general considerations.
Let H be a Hilbert space and (Tt, t ≥ 0) be a strongly continuous, contraction
semigroup in H. We say that (Tt, t ≥ 0) is self-adjoint if Tt = T ∗

t , for each
t ≥ 0.

Theorem 7.3. There is a one-to-one correspondence between the generators
of self-adjoint semigroups in H and linear operators A in H such that −A is
positive, self-adjoint.

See Davies [29] p. 99-100 for a proof.
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Theorem 7.4. If X is a Lévy process, then its associated semigroup (Tt, t ≥
0) is self-adjoint in L2(Rd) if and only if X is symmetric.

Proof. We’ll prove the easy part of this here. Suppose that X is symmetric,
then qt(A) = qt(−A) for each A ∈ B(Rd), t ≥ 0, where qt is the law of X(t).
Then for each f ∈ L2(Rd), x ∈ R

d, t ≥ 0,

(Ttf)(x) = E(f(x+X(t)) =
∫

Rd

f(x+ y)qt(dy)

=
∫

Rd

f(x+ y)qt(−dy) =
∫

Rd

f(x− y)qt(dy)

= E(f(x−X(t)).

So for each f, g ∈ L2(Rd), t ≥ 0, using Fubini’s theorem, we obtain

< Ttf, g > =
∫

Rd

(Ttf)(x)g(x)dx

=
∫

Rd

E(f(x−X(t))g(x)dx

=
∫

Rd

(∫
Rd

f(x− y)g(x)dx
)
qt(dy)

=
∫

Rd

(∫
Rd

f(x)g(x+ y)dx
)
qt(dy)

= < f, Ttg > .

�

Corollary 7.5. Let A be the infinitesimal generator of a Lévy process with
Lévy symbol η, then −A is positive, self-adjoint if and only if

η(u) = −1
2
(u, au) +

∫
Rd−{0}

(cos(u, y)− 1)ν(dy),

for each u ∈ R
d, where a is a positive definite symmetric matrix and ν is a

symmetric Lévy measure.

Equivalently, we see that A is self-adjoint if and only if �η = 0.

In particular, we find that the discussion of this section has yielded a prob-
abilistic proof of the self-adjointness of the following important operators in
L2(Rd).

Example 1 The Laplacian

In fact, we consider multiples of the Laplacian and let a = 2γI where γ > 0,
then for all u ∈ R

d,

η(u) = −γ|u|2 and A = γ∆.
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Example 2 Fractional Powers of the Laplacian

Let 0 < α < 2, and for all u ∈ R
d,

η(u) = |u|α and A = −(−∆)
α
2 .

Example 3 Relativistic Schrödinger Operators

Let m, c > 0 and for all u ∈ R
d,

Em,c(u) =
√
m2c4 + c2|u|2 −mc2 and A = −(

√
m2c4 − c2∆−mc2).

Note that in all three of the above examples, the domain of each operator is
the non-isotropic Sobolev space of Theorem 7.2.
Examples 1 and 3 are important in quantum mechanics as the observables
(modulo a minus sign) which describe the kinetic energy of a particle moving
at non-relativistic (for a suitable value of γ) and relativistic speeds, respec-
tively. We emphasise that it is vital that we know that such operators really
are self-adjoint (and not just symmetric, say) so that they legitimately satisfy
the quantum-mechanical formalism.
Note that, in general, if AX is the self-adjoint generator of a Lévy process and
(S(t), t ≥ 0) is an independent subordinator then the generator AZ of the
subordinated process Z is also self-adjoint. This follows immediately from (i)
in the proof of Theorem 6.2 (2).

Dirichlet Forms
Let A be the self-adjoint generator of a symmetric Lévy process and for each
f, g ∈ C∞

c (Rd), define
E(f, g) = − < f,Ag >,

then E extends to a symmetric Dirichlet form in L2(Rd), i.e. a closed sym-
metric form in H with domain D, such that f ∈ D ⇒ (f ∨ 0) ∧ 1 ∈ D and

E((f ∨ 0) ∧ 1) ≤ E(f) (7.1)

for all f ∈ D, where we have written E(f) = E(f, f). A straightforward
calculation (Exercise 2.9) yields

E(f, g) =
1
2
aij

∫
Rd

(∂if)(x)(∂jg)(x)dx

+
1
2

∫
(Rd×Rd)−D

(f(x)− f(x+ y))(g(x)− g(x+ y))ν(dy)dx

where D is the diagonal, D = {(x, x), x ∈ R
d}. This is the prototype for the

Beurling-Deny formula for symmetric Dirichlet forms. Remarkably, (7.1) en-
codes the Markov property and this has deep consequences (see e.g. Fukushima
et. al. [38], Chapter 3 of [13] and references therein).
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8 Lecture 3: Analysis of Jumps

“As a further precaution, to render any escape impossible, they passed a rope
around his neck, ran the two ends between his legs and tied them to his wrists
- the device know in prisons as ‘the martingale’ ”.

Victor Hugo “Les Miserables”

Starting with this lecture, we enter the world of modern stochastic analysis.
We begin by looking at some key concepts.

8.1 Martingales

From now on we will assume that our filtration (Ft, t ≥ 0) satisfies the “usual
hypotheses”: -

1. (Completeness) F0 contains all sets of P -measure zero.
2. (Right continuity) Ft = Ft+ where Ft+ =

⋂
ε>0 Ft+ε.

Given a filtration (Ft, t ≥ 0), we can always enlarge it to satisfy the com-
pleteness property (1) by the following trick. Let N denote the collection of
all sets of P -measure zero in F and define Gt = Ft ∨ N for each t ≥ 0, then
(Gt, t ≥ 0) is another filtration of F which we call the augmented filtration.
Now let X be an adapted process defined on a filtered probability space which
also satisfies the integrability requirement E(|X(t)|) < ∞ for all t ≥ 0. We
say that it is a martingale if for all 0 ≤ s < t <∞,

E(X(t)|Fs) = X(s) a.s.

Note that if X is a martingale, then the map t→ E(X(t)) is constant.
Here’s a nice example of a martingale built from a Lévy process.

Proposition 8.1. If X is a Lévy process with Lévy symbol η, then for each
u ∈ R

d,Mu = (Mu(t), t ≥ 0) is a complex martingale with respect to FX

where each
Mu(t) = ei(u,X(t))−tη(u).

Proof. E(|Mu(t)|) = e−tη(u) <∞ for each t ≥ 0.
For each 0 ≤ s ≤ t, write Mu(t) = Mu(s)ei(u,X(t)−X(s))−(t−s)η(u); then by
(L2) and Theorem 3.2,

E(Mu(t)|FX
s ) = Mu(s)E(ei(u,X(t−s)))e−(t−s)η(u)

= Mu(s) as required.

�
Exercise 3.1 Show that the following processes, whose values at each t ≥ 0 are
given below, are all martingales:-
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(i) C(t) = σB(t) where B(t) is a standard Brownian motion, and σ is an r×d
matrix.
(ii) |C(t)|2 − tr(A)t where A = σTσ.
(iii) exp ((u,C(t))− 1

2 (u,Au)) where u ∈ R
d.

(iv) Ñ(t) where Ñ is a compensated Poisson process with intensity λ.
(v) Ñ(t)2 − λt.
(vi) (E(Y |Ft), t ≥ 0) where Y is an arbitrary random variable in a filtered
probability space for which E(|Y |) <∞.

Martingales which are of the form (vi) above are called closed. Note that in
(i) to (v), the martingales have mean zero. In general, martingales with this
latter property are said to be centered. A martingale M = (M(t), t ≥ 0) is
said to be L2, if E(|M(t)|2) < ∞ for each t ≥ 0 and is continuous if it has
continuous sample paths.

A more wide-ranging concept than the martingale is the following:-
An adapted processX for which E(|X(t)|) <∞ for all t ≥ 0 is a submartingale
if for all 0 ≤ s < t <∞, 1 ≤ i ≤ d,

E(Xi(t)|Fs) ≥ Xi(s) a.s

X is called a supermartingale if −X is a submartingale.
By a straightforward application of the conditional form of Jensen’s inequality
(Exercise 3.2) we see that if X is a real-valued martingale and if f : R → R

is convex with E(|f(X(t))|) <∞ for all t ≥ 0, then f(X) is a submartingale.
In particular, if each X(t) ≥ 0 (a.s.) then (X(t)p, t ≥ 0) is a submartingale
whenever 1 < p <∞ and E(|X(t)|p) <∞ for all t ≥ 0.
The following estimate is very useful for sharpening pointwise convergence to
uniform convergence on compacta:-

Theorem 8.2 (Doob’s Martingale Inequality). If (X(t), t ≥ 0) is a
positive submartingale, then for any p > 1,

E

(
sup

0≤s≤t
X(s)p

)
≤ qpE(X(t)p),

where
1
p

+
1
q

= 1.

See e.g. Revuz and Yor [68] for a proof.

8.2 Càdlàg Paths

A function f : R
+ → R

d is càdlàg if it is continue à droite et limité à gauche,
i.e. right continuous with left limits. Such a function has only jump disconti-
nuities.
Define f(t−) = lims↑t f(s) and ∆f(t) = f(t)− f(t−). If f is càdlàg, {0 ≤ t ≤
T,∆f(t) �= 0} is at most countable.
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Here are some important facts about the paths of martingales and Lévy
processes, see e.g. Revuz and Yor [68] for the proofs of the first, Protter [66]
or [13] for proofs of the others.

• If M is a martingale, whose filtration satisfies the usual hypotheses, then
M has a càdlàg modification.

• Every Lévy process has a càdlàg modification which is itself a Lévy process.
• If X is a Lévy process with càdlàg paths, then its augmented natural

filtration is right continuous.

From now on, we will always make the following assumptions:-

• (Ω,F , P ) will be a fixed probability space equipped with a filtration (Ft, t ≥
0) which satisfies the usual hypotheses.

• Every Lévy process X = (X(t), t ≥ 0) will be assumed to be Ft-adapted
and have càdlàg sample paths.

• X(t)−X(s) is independent of Fs for all 0 ≤ s < t <∞.

8.3 Stopping Times

A stopping time is a random variable T : Ω → [0,∞] for which the event
(T ≤ t) ∈ Ft, for each t ≥ 0.
Any ordinary deterministic time is clearly a stopping time. A more interesting
example which has many important applications is the first hitting time of a
process to a set. Let X be an Ft-adapted càdlàg process and A ∈ B(Rd) then

TA = inf{t ≥ 0;X(t) ∈ A}.

e.g. if A is open, {TA ≥ t} =
⋂

r∈Q,r≤t{X(r) ∈ Ac} ∈ Ft.
If X is an adapted process and T is a stopping time (with respect to the same
filtration) then the stopped random variable X(T ) is defined by

X(T )(ω) = X(T (ω))(ω),

and the stopped σ-algebra FT , by

FT = {A ∈ F ;A ∩ {T ≤ t} ∈ Ft,∀t ≥ 0}.

If X is càdlàg, then X(T ) is FT -measurable.
A key application of these concepts is in providing the following “random
time” version of the martingale notion

Theorem 8.3 (Doob’s Optional Stopping Theorem). If X is a càdlàg
martingale and S and T are bounded stopping times for which S ≤ T (a.s.),
then X(S) and X(T ) are both integrable with

E(X(T )|FS) = X(S) a.s.
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For a proof, see e.g. Revuz and Yor [68]. An immediate corollary is that

E(X(T )) = E(X(0)),

for each bounded stopping time T .

Exercise 3.3 If S and T are stopping times and α ≥ 1 show that S+T, αT, S∧T
and S ∨ T are also stopping times.

If T is an unbounded stopping time and one wants to employ Theorem 8.3,
a useful trick is to replace T by the bounded stopping times T ∧ n (where
n ∈ N) and then take the limit as n→∞ to obtain the required result. This
procedure is sometimes called localisation.

A local martingale. This is an adapted process M = (M(t), t ≥ 0) for which
there exists a sequence of stopping times τ1 ≤ τ2 ≤ . . . ≤ τn →∞ (a.s.), such
that each of the processes (M(t ∧ τn), t ≥ 0) is a martingale. Any martingale
is clearly a local martingale.

Here’s a nice application of stopping times.

Theorem 8.4. Let B = (B(t), t ≥ 0) be a one-dimensional standard Brown-
ian motion and for each t ≥ 0 define

T (t) = inf{s > 0;B(s) =
t√
2
};

then T = (T (t), t ≥ 0) is the Lévy subordinator.

Proof. (cf. Rogers and Williams [69] p.18). Clearly each T (t) is a stopping
time. By Exercise 3.1(ii), the process given for each θ ∈ R, by Mθ(t) =
exp (θB(t)− 1

2θ
2t) is a continuous martingale with respect to the augmented

natural filtration for Brownian motion. Now by Theorem 8.3, for each t ≥
0, n ∈ N, we have

1 = E(exp {θB(T (t) ∧ n)− 1
2
θ2(T (t) ∧ n)}).

In this case (see [13]), the limiting argument works and we have,

1 = E(exp {θB(T (t))− 1
2
θ2T (t)})

= e

θt√
2 E exp {−1

2
θ2T (t)}.

On substituting θ =
√

2u, we obtain

E(exp{−uT (t)}) = exp(−t
√
u).

�
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Exercise 3.4 Generalise the proof given above to find the characteristic func-
tion for the inverse Gaussian subordinator.

If X is an Ft-adapted process and T is a stopping time then we may define a
new process XT = (XT (t), t ≥ 0) by the procedure

XT (t) = X(T + t)−X(T ),

for each t ≥ 0. The following result is called the strong Markov property for
Lévy processes.

Theorem 8.5 (Strong Markov Property). If X is a Lévy process and T
is a stopping time, then on the set (T <∞)

1. XT is again a Lévy process which is independent of FT .
2. For each t ≥ 0,XT (t) has the same law as X(t).
3. XT has càdlàg paths and is FT+t-adapted.

See Protter [66] or [13] for the proof.

8.4 The Jumps of A Lévy Process - Poisson Random Measures

The jump process∆X = (∆X(t), t ≥ 0) associated to a Lévy process is defined
by

∆X(t) = X(t)−X(t−),

for each t ≥ 0.

Theorem 8.6. If N is a Lévy process which is increasing (a.s.) and is such
that (∆N(t), t ≥ 0) takes values in {0, 1}, then N is a Poisson process.

Proof. Define a sequence of stopping times recursively by T0 = 0 and Tn =
inf{t > Tn−1;N(t + Tn−1) − N(Tn−1)) �= 0} for each n ∈ N. It follows from
(L2) that the sequence (T1, T2 − T1, . . . , Tn − Tn−1, . . .) is i.i.d.
By (L2) again, we have for each s, t ≥ 0,

P (T1 > s+ t) = P (N(s) = 0, N(t+ s)−N(s) = 0)
= P (T1 > s)P (T1 > t)

From the fact that N is increasing (a.s.), it follows easily that the map t →
P (T1 > t) is decreasing and by a straightforward application of stochastic
continuity (L3) we find that the map t → P (T1 > t) is continuous at t = 0.
Hence there exists λ > 0 such that P (T1 > t) = e−λt for each t ≥ 0. So T1

has an exponential distribution with parameter λ and

P (N(t) = 0) = P (T1 > t) = e−λt,

for each t ≥ 0.
Now assume as an inductive hypothesis that P (N(t) = n) = e−λt (λt)n

n! , then
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P (N(t) = n+ 1) = P (Tn+2 > t, Tn+1 ≤ t) = P (Tn+2 > t)− P (Tn+1 > t).

But Tn+1 = T1 + (T2 − T1) + · · ·+ (Tn+1 − Tn)

is the sum of (n+1) i.i.d. exponential random variables, and so has a gamma
distribution with density fTn+1(s) = e−λs λn+1sn

n! for s > 0.
The required result follows on integration. �
The following result shows that ∆X is not a straightforward process to
analyse.

Lemma 8.7. If X is a Lévy process, then for fixed t > 0,∆X(t) = 0 (a.s.).

Proof. Let (t(n), n ∈ N) be a sequence in R
+ with t(n) ↑ t as n → ∞,

then since X has càdlàg paths, limn→∞X(t(n)) = X(t−). However, by (L3)
the sequence (X(t(n)), n ∈ N) converges in probability to X(t), and so has
a subsequence which converges almost surely to X(t). The result follows by
uniqueness of limits. �
Much of the analytic difficulty in manipulating Lévy processes arises from the
fact that it is possible for them to have

∑
0≤s≤t

|∆X(s)| = ∞ a.s.

and the way in which these difficulties are overcome exploits the fact that we
always have ∑

0≤s≤t

|∆X(s)|2 <∞ a.s.

We will gain more insight into these ideas as the discussion progresses.

Exercise 3.5 Show that
∑

0≤s≤t |∆X(s)| < ∞ (a.s.) if X is a compound
Poisson process.

Rather than exploring ∆X itself further, we will find it more profitable to
count jumps of specified size. More precisely, let 0 ≤ t <∞ and A ∈ B(Rd −
{0}). Define

N(t, A) = #{0 ≤ s ≤ t;∆X(s) ∈ A}
=
∑

0≤s≤t

χA(∆X(s)).

Note that for each ω ∈ Ω, t ≥ 0, the set function A→ N(t, A)(ω) is a counting
measure on B(Rd − {0}) and hence

E(N(t, A)) =
∫
N(t, A)(ω)dP (ω)

is a Borel measure on B(Rd − {0}). We write µ(·) = E(N(1, ·) and call it the
intensity measure associated to X.
We say that A ∈ B(Rd − {0}) is bounded below if 0 /∈ Ā.
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Lemma 8.8. If A is bounded below, then N(t, A) <∞ (a.s.) for all t ≥ 0.

Proof. Define a sequence of stopping times (TA
n , n ∈ N) by TA

1 = inf{t >
0;∆X(t) ∈ A}, and for n > 1, TA

n = inf{t > TA
n−1;∆X(t) ∈ A}. Since X has

càdlàg paths, we have TA
1 > 0 (a.s.) and limn→∞ T

A
n = ∞ (a.s.). Indeed if

either of these were not the case, then the set of all jumps in A would have
an accumulation point, and this is not possible if X is càdlàg. Hence, for each
t ≥ 0,

N(t, A) =
∑
n∈N

χ{T A
n ≤t} <∞ a.s.

��
Be aware that if A fails to be bounded below, then Lemma 8.8 may no longer
hold, because of the accumulation of large numbers of small jumps.
The following result should at least be plausible, given Theorem 8.6 and
Lemma 8.8. See [13] for a proof.

Theorem 8.9. 1. If A is bounded below, then (N(t, A), t ≥ 0) is a Poisson
process with intensity µ(A).

2. If A1, . . . , Am ∈ B(Rd − {0}) are disjoint, then the random variables
N(t, A1), . . . , N(t, Am) are independent.

It follows immediately that µ(A) < ∞ whenever A is bounded below, hence
the measure µ is σ-finite.

The main properties of N , which we will use extensively in the sequel, are
summarised below:-.

1. For each t > 0, ω ∈ Ω,N(t, .)(ω) is a counting measure on B(Rd − {0}).
2. For each A bounded below, (N(t, A), t ≥ 0) is a Poisson process with

intensity µ(A) = E(N(1, A)).
3. The compensator (Ñ(t, A), t ≥ 0) is a martingale-valued measure where
Ñ(t, A) = N(t, A)− tµ(A), for A bounded below, i.e.
For fixed A bounded below, (Ñ(t, A), t ≥ 0) is a martingale.
For fixed t ≥ 0, ω ∈ Ω, Ñ(t, ·)(ω) is a σ-finite measure (almost surely).

8.5 Poisson Integration

Let f be a Borel measurable function from R
d to R

d and let A be bounded
below then for each t > 0, ω ∈ Ω, we may define the Poisson integral of f as
a random finite sum by

∫
A

f(x)N(t, dx)(ω) =
∑
x∈A

f(x)N(t, {x})(ω).

Note that each
∫

A
f(x)N(t, dx) is an R

d-valued random variable and gives rise
to a càdlàg stochastic process, as we vary t.
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Now since N(t, {x}) �= 0 ⇔ ∆X(u) = x for at least one 0 ≤ u ≤ t, we have
∫

A

f(x)N(t, dx) =
∑

0≤u≤t

f(∆X(u))χA(∆X(u)). (8.1)

In the sequel, we will sometimes use µA to denote the restriction to A of the
measure µ. In the following theorem, V ar stands for variance.

Theorem 8.10. Let A be bounded below, then

1.
(∫

A
f(x)N(t, dx), t ≥ 0

)
is a compound Poisson process, with characteris-

tic function

E

(
ei(u,

∫
A

f(x)N(t,dx))
)

= et
∫

A
(ei(u,x)−1)µf (dx),

for each u ∈ R
d, where µf = µ ◦ f−1.

2. If f ∈ L1(A,µA), then

E

(∫
A

f(x)N(t, dx)
)

= t
∫

A

f(x)µ(dx).

3. If f ∈ L2(A,µA), then

Var
(∣∣∣∣
∫

A

f(x)N(t, dx)
∣∣∣∣
)

= t
∫

A

|f(x)|2µ(dx).

Proof. - part of it!

1. For simplicity, we will prove this result in the case where f ∈ L1(A,µA).
The general proof for arbitrary measurable f can be found in Sato [74]
p.124. First let f be a simple function and write f =

∑n
j=1 cjχAj

where
each cj ∈ R

d. We can assume, without loss of generality, that the Aj ’s are
disjoint Borel subsets of A. By Theorem 8.9, we find that

E

(
ei(u,

∫
A

f(x)N(t,dx))
)

= E

(
ei(u,

∑n
j=1 cjN(t,Aj))

)

=
n∏

j=1

E

(
ei(u,cjN(t,Aj))

)

=
n∏

j=1

et(ei(u,cj)−1)µ(Aj)

= et
∫

A
(ei(u,f(x))−1)µ(dx).

Now for an arbitrary f ∈ L1(A,µA), we can find a sequence of simple
functions converging to f in L1 and hence a subsequence which converges
to f almost surely. Passing to the limit along this subsequence in the
above yields the required result, via dominated convergence.
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(2) and (3) follow from (1) by differentiation. �

It follows from Theorem 8.10 (2) that a Poisson integral will fail to have a
finite mean if f /∈ L1(A,µ).

Exercise 3.6 Show that if
∫

A
|f(x)|µ(dx) <∞ then

∑
0≤u≤t

|f(∆X(u))|χA(∆X(u)) <∞ (a.s.).

For each f ∈ L1(A,µA), t ≥ 0, we define the compensated Poisson integral by
∫

A

f(x)Ñ(t, dx) =
∫

A

f(x)N(t, dx)− t
∫

A

f(x)µ(dx).

A straightforward argument, as in Exercise 3.1(iv), shows that(∫
A
f(x)Ñ(t, dx), t ≥ 0

)
is a martingale and we will use this fact extensively

in the sequel. Note that by Theorem 8.10 (2) and (3), we can easily deduce
the following two important facts:

E

(
ei(u,

∫
A

f(x)Ñ(t,dx))
)

= et
∫

A
(ei(u,x)−1−i(u,x))µf (dx), (8.2)

for each u ∈ R
d, and for f ∈ L2(A,µA),

E

(∣∣∣∣
∫

A

f(x)Ñ(t, dx)
∣∣∣∣
2
)

= t
∫

A

|f(x)|2µ(dx). (8.3)

8.6 Processes of Finite Variation

We begin by introducing a useful class of functions. Let P = {a = t1 < t2 <
· · · < tn < tn+1 = b} be a partition of the interval [a, b] in R, and define its
mesh to be δ = max1≤i≤n |ti+1 − ti|. We define the variation VarP(g) of a
càdlàg mapping g : [a, b] → R

d over the partition P by the prescription

VarP(g) =
n∑

i=1

|g(ti+1)− g(ti)|.

If V (g) = supP VarP(g) < ∞, we say that g has finite variation on [a, b]. If
g is defined on the whole of R (or R

+), it is said to have finite variation if it
has finite variation on each compact interval.
It is a trivial observation that every non-decreasing g is of finite variation.
Conversely if g is of finite variation, then it can always be written as the
difference of two non-decreasing functions (to see this, just write g = V (g)+g

2 −
V (g)−g

2 , where V (g)(t) is the variation of g on [a, t]).
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Functions of finite variation are important in integration, for suppose that
we are given a function g which we are proposing as an integrator, then as a
minimum we will want to be able to define the Stieltjes integral

∫
I
fdg, for all

continuous functions f (where I is some finite interval). It is shown on p.40-41
of Protter [66], that a necessary and sufficient condition for obtaining such an
integral as a limit of Riemann sums is that g has finite variation.

Exercise 3.7 Show that all the functions of finite variation on [a, b] (or on R)
form a vector space.

A stochastic process (X(t), t ≥ 0) is of finite variation if the paths (X(t)(ω),
t ≥ 0) are of finite variation for almost all ω ∈ Ω. The following is an important
example for us.

Example Poisson Integrals

Let N be a Poisson random measure with intensity measure µ and let f :
R

d → R
d be Borel measurable. For A bounded below, let Y = (Y (t), t ≥ 0)

be given by Y (t) =
∫

A
f(x)N(t, dx), then Y is of finite variation on [0, t] for

each t ≥ 0. To see this, we observe that for all partitions P of [0, t], we have

VarP(Y ) ≤
∑

0≤s≤t

|f(∆X(s))|χA(∆X(s)) <∞ a.s. (8.4)

where X(t) =
∫

A
xN(t, dx), for each t ≥ 0.

Exercise 3.8 Let Y be a Poisson integral as above and let η be its Lévy symbol.
For each u ∈ R

d, consider the martingales Mu = (Mu(t), t ≥ 0) where each

Mu(t) = ei(u,Y (t))−tη(u).

Show that Mu is of finite variation. (Hint: Use the mean value theorem.)

Exercise 3.9 Show that every subordinator is of finite variation.

In fact, a necessary and sufficient condition for a Lévy process to be of finite
variation is that there is no Brownian part (i.e. a = 0 in the Lévy-Khinchine
formula), and

∫
|x|<1

|x|ν(dx) <∞, see e.g. Bertoin [19] p.15.

8.7 The Lévy-Itô Decomposition

This is the key result of this lecture.
First, note that for A bounded below, for each t ≥ 0

∫
A

xN(t, dx) =
∑

0≤u≤t

∆X(u)χA(∆X(u))

is the sum of all the jumps taking values in the set A up to the time t. Since
the paths of X are càdlàg, this is clearly a finite random sum. In particular,
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∫
|x|≥1

xN(t, dx) is the sum of all jumps of size bigger than one. It is a com-
pound Poisson process, has finite variation but may have no finite moments.
Conversely it can be shown that X(t)−

∫
|x|≥1

xN(t, dx) is a Lévy process hav-
ing finite moments to all orders.
Now lets turn our attention to the small jumps. We study compensated in-
tegrals, which we know are martingales. Introduce the notation M(t, A) =∫

A
xÑ(t, dx), for t ≥ 0 and A bounded below. For each m ∈ N, let

Bm =
{
x ∈ R

d, 1
m+1 < |x| ≤

1
m

}
and for each n ∈ N, let An =

⋃n
m=1Bm.

It can be shown that∫
|x|<1

xÑ(t, dx) = L2 − lim
n→∞

M(t, An),

and hence it is a martingale. Moreover, on taking limits in (8.2), we get

E

(
exp i

(
u,

∫
|x|<1

xÑ(t, dx)

))
= et

∫
|x|<1(e

i(u,x)−1−i(u,x))µ(dx).

Consider

Ba(t) = X(t)− bt−
∫
|x|<1

xÑ(t, dx)−
∫
|x|≥1

xN(t, dx),

where b = E

(
X(1)−

∫
|x|≥1

xN(1, dx)
)
. The process Ba is a centred martin-

gale with continuous sample paths. With a little more work, we can show that
Cov(Bi

a(t)Bj
a(t)) = aijt. From this and Lévy’s celebrated martingale charac-

terisation of Brownian motion (to be proved in the next lecture) we have that
Ba is a Brownian motion with covariance a. Hence we have

Theorem 8.11 (The Lévy-Itô Decomposition).

If X is a Lévy process, then there exists b ∈ R
d, a Brownian motion Ba with

covariance matrix a in R
d and an independent Poisson random measure N

on R
+ × (Rd − {0}) such that for each t ≥ 0,

X(t) = bt+Ba(t) +
∫
|x|<1

xÑ(t, dx) +
∫
|x|≥1

xN(t, dx) (8.5)

Note that the three processes in (8.5) are all independent.

Exercise 3.10 Write down the Lévy-Itô decompositions for the cases where X
is (a) α-stable, (b) a subordinator, (c) a subordinated process.

Exercise 3.11 Deduce that if X is a Lévy process then for each t ≥ 0,
∑

0≤s≤t

(∆X(s))2 <∞ (a.s.).
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An interesting by-product of the Lévy-Itô decomposition is the Lévy-Khin-
tchine formula, which follows easily by independence in the Lévy-Itô decom-
position:-

Corollary 8.12. If X is a Lévy process, then for each u ∈ R
d, t ≥ 0,

E(ei(u,X(t))) = (8.6)

exp

(
t

[
i(b, u)− 1

2
(u,Au) +

∫
Rd−{0}

(ei(u,y) − 1− i(u, y)χB(y))µ(dy)

])

(8.7)

so the intensity measure µ is the Lévy measure for X.

The process
∫
|x|<1

xÑ(t, dx) is the compensated sum of small jumps. The
compensation takes care of the analytic complications in the Lévy-Khintchine
formula in a probabilistically pleasing way, since it is an L2-martingale.
The process

∫
|x|≥1

xN(t, dx) describes the “large jumps” - it is a compound
Poisson process, but may have no finite moments.

H.Geman, D.Madan and M.Yor [39] have proposed a nice financial interpre-
tation for the jump terms in the Lèvy-Itô decomposition:- where the intensity
measure is infinite, the stock price manifests “infinite activity” and this is
the mathematical signature of the jitter arising from the interaction of pure
supply shocks and pure demand shocks. On the other hand, where the in-
tensity measure is finite, we have “finite activity”, and this corresponds to
sudden shocks that can cause unexpected movements in the market, such as
a terrorist atrocity or a major earthquake.

Semimartingales A stochastic process X is a semimartingale if it is an adapted
process such that for each t ≥ 0,

X(t) = X(0) +M(t) + C(t),

where M = (M(t), t ≥ 0) is a local martingale and C = (C(t), t ≥ 0) is an
adapted process of finite variation. In particular

Every Lévy process is a semimartingale.

To see this, use the Lévy-Itô decomposition to write

M(t) = Ba(t) +
∫
|x|<1

xÑ(t, dx) - a martingale,

C(t) = bt+
∫
|x|≥1

xN(t, dx).
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8.8 The Interlacing Construction

The interlacing technique gives greater insight into the Lévy-Itô decomposi-
tion.
Let Y = (Y (t), t ≥ 0) be a Lévy process with Lévy measure ν whose jumps
are bounded by 1 so that we have the Lévy-Itô decomposition

Y (t) = bt+Ba(t) +
∫
|x|<1

xÑ(t, dx),

for each t ≥ 0. For the following construction to be non-trivial we will find
it convenient to assume that Y may have jumps of arbitrarily small size, i.e.
there exists no 0 < a < 1 such that ν((−a, a)) = 0. Now define a sequence
(εn, n ∈ N) which decreases monotonically to zero by

εn = sup

{
y ≥ 0,

∫
0<|x|<y

x2ν(dx) ≤ 8−n

}
.

We define an associated sequence of Lévy processes Yn = (Yn(t), t ≥ 0)
wherein the size of each jump is bounded below by εn and above by 1 as
follows:

Yn(t) = bt+Ba(t) +
∫

εn≤|x|<1

xÑ(t, dx)

= Cn(t) +
∫

εn≤|x|<1

xN(t, dx),

where for each n ∈ N, Cn is the Brownian motion with drift given by

Cn(t) = Ba(t) + t

(
b−
∫

εn≤|x|<1

xν(dx)

)
,

for each t ≥ 0.
Now

∫
εn≤|x|<1

xN(t, dx) is a compound Poisson process with jumps ∆Y (t)
taking place at times (Tm

n ,m ∈ N). We can thus build the process Yn by
interlacing:

Yn(t) = Cn(t) for 0 ≤ t < T 1
n ,

= Cn(T 1
n) +∆Y (T 1

n) when t = T 1
n ,

= Yn(T 1
n) + Cn(t)− Cn(T 1

n) for T 1
n < t < T

2
n ,

= Yn(T 2
n−) +∆Y (T 2

n) when t = T2,

and so on recursively.
Our main result is the following
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Theorem 8.13. For each t ≥ 0,

lim
n→∞

Yn(t) = Y (t) a.s.

and the convergence is uniform on compact intervals of R
+.

The proof can be found in [13], section 2.5.2.
Now let X be an arbitrary Lévy process then by the Lévy-Itô decomposition,
for each t ≥ 0

X(t) = Y (t) +
∫
|x|≥1

xN(t, dx).

But
∫
|x|≥1

xN(t, dx) is a compound Poisson process and so the paths of X
can be obtained by a further interlacing with jumps of size bigger than 1.

9 Lecture 4: Stochastic Integration

In this lecture, we give a rather rapid account of classical stochastic integration
in a form suitable for application to Lévy processes.
Let X = M + C be a semimartingale. The problem of stochastic integration
is to make sense of objects of the form

∫ t

0

F (s)dX(s) =
∫ t

0

F (s)dM(s) +
∫ t

0

F (s)dC(s).

The second integral can be well-defined using the usual Lebesgue-Stieltjes
approach. The first one cannot - indeed if M is a continuous martingale of
finite variation, then M is a.s. constant (see Revuz and Yor [68]).
Refer to the martingale part of the Lévy-Itô decomposition (8.11). Define a
“martingale-valued measure” by

M(t, E) = B(t)δ0(E) + Ñ(t, E − {0}),

for E ∈ B(Rd), where B = (B(t), t ≥ 0) is a one-dimensional Brownian
motion. The following key properties then hold:-

• M((s, t], E) =M(t, E)−M(s,E) is independent of Fs, for 0 ≤ s < t <∞.
• E(M((s, t], E)) = 0.
• E(M((s, t], E)2) = ρ((s, t], E)

where ρ((s, t], E) = (t− s)(δ0(E) + ν(E − {0})).

We’re going to unify the usual stochastic integral with the Poisson integral,
by defining:
∫ t

0

∫
E

F (s, x)M(ds, dx) =
∫ t

0

G(s)dB(s) +
∫ t

0

∫
E−{0}

F (s, x)Ñ(ds, dx).
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where G(s) = F (s, 0). Of course, we need some conditions on the class of
integrands:-
Fix E ∈ B(Rd) and 0 < T <∞ and let P denote the smallest σ-algebra with
respect to which all mappings F : [0, T ] × E × Ω → R satisfying (1) and (2)
below are measurable.

1. For each 0 ≤ t ≤ T , the mapping (x, ω) → F (t, x, ω) is B(E) ⊗ Ft mea-
surable,

2. For each x ∈ E,ω ∈ Ω, the mapping t→ F (t, x, ω) is left continuous.

We call P the predictable σ-algebra. A P-measurable mapping G : [0, T ]×E×
Ω → R is then said to be predictable. The definition clearly extends naturally
to the case where [0, T ] is replaced by R

+.
Note that by (1), if G is predictable then the process t→ G(t, x, ·) is adapted,
for each x ∈ E. If G satisfies (1) and is left continuous then it is clearly
predictable.
Define H2(T,E) to be the linear space of all equivalence classes of mappings
F : [0, T ] × E × Ω → R which coincide almost everywhere with respect to
ρ× P and which satisfy the following conditions:

• F is predictable,
• ∫ T

0

∫
E

E(|F (t, x)|2)ρ(dt, dx) <∞.

It can be shown that H2(T,E) is a real Hilbert space with respect to the inner
product < F,G >T,ρ=

∫ T

0

∫
E

E((F (t, x), G(t, x)))ρ(dt, dx).

Define S(T,E) to be the linear space of all simple processes inH2(T,E), where
F is simple if for some m,n ∈ N, there exists 0 ≤ t1 ≤ t2 ≤ · · · ≤ tm+1 = T
and there exists a family of disjoint Borel subsets A1, A2, . . . , An of E with
each µ(Ai) <∞ such that

F =
m∑

j=1

n∑
k=1

Fk(tj)χ(tj ,tj+1]χAk
,

where each Fk(tj) is a bounded Ftj
-measurable random variable. Note that

F is left continuous and B(E) ⊗ Ft measurable, hence it is predictable. An
important fact is that

S(T,E) is dense in H2(T,E),

and this is proved in [13] - see also Steele [78] for a very careful treatment of
the Brownian case.
One of Itô’s greatest achievements was the definition of the stochastic integral
IT (F ), for F simple, by separating the “past” from the “future” within the
Riemann sum:-
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IT (F ) =
m∑

j=1

n∑
k=1

Fk(tj)M((tj , tj+1], Ak). (9.1)

Exercise 4.1 Deduce that, if F,G ∈ S(T,E) and α, β ∈ R, then αF + βG ∈
S(T,E) and

IT (αF + βG) = αIT (F ) + βIT (G).

Lemma 9.1. For each T ≥ 0, F ∈ S(T,E),

E(IT (F )) = 0, E(IT (F )2) =
∫ T

0

∫
E

E(|F (t, x)|2)ρ(dt, dx).

Proof. E(IT (F )) = 0 is a straightforward application of linearity and indepen-
dence. The second result is quite messy - we lose nothing important by just
looking at the Brownian case, with d = 1. So let F (t) =

∑m
j=1 F (tj)χ(tj ,tj+1],

then IT (F ) =
∑m

j=1 F (tj)(B(tj+1)−B(tj)), and

IT (F )2 =
m∑

j=1

m∑
p=1

F (tj)F (tp)(B(tj+1)−B(tj))(B(tp+1)−B(tp)).

Now fix j and split the second sum into three pieces - corresponding to p <
j, p = j and p > j. When p < j, F (tj)F (tp)(B(tp+1) − B(tp)) ∈ Ftj

which is
independent of B(tj+1)−B(tj),

E[F (tj)F (tp)F (tj)(B(tj+1)−B(tj))(B(tp+1)−B(tp))]
= E[F (tj)F (tp)F (tj)(B(tp+1)−B(tp))]E(B(tj+1)−B(tj)) = 0.

Exactly the same argument works when p > j. What remains is the case
p = j, and by independence again,

E(IT (F )2) =
m∑

j=1

E(F (tj)2)E(B(tj+1)−B(tj))2

=
m∑

j=1

E(F (tj)2)(tj+1 − tj). �

We deduce from Lemma 9.1 and Exercise 4.1, that IT is a linear isometry from
S(T,E) into L2(Ω,F , P ), and hence it extends to an isometric embedding of
the whole of H2(T,E) into L2(Ω,F , P ). We continue to denote this extension
as IT and we call IT (F ) the (Itô) stochastic integral of F ∈ H2(T,E). When
convenient, we will use the Leibniz notation IT (F ) =

∫ T

0

∫
E
F (t, x)M(dt, dx).

The following theorem summarises some useful properties of the stochastic
integral.

Theorem 9.2. If F,G ∈ H2(T,E) and α, β ∈ R, then :
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1. IT (αF + βG) = αIT (F ) + βIT (G).
2. E(IT (F )) = 0, E(IT (F )2) =

∫ T

0

∫
E

E(|F (t, x)|2)ρ(dt, dx).
3. (It(F ), t ≥ 0) is Ft-adapted.
4. (It(F ), t ≥ 0) is a square-integrable martingale.

Proof. (1) and (2) are Exercise 4.2
For (3), let (Fn, n ∈ N) be a sequence in S(T,E) converging to F ; then each
process (It(Fn), t ≥ 0) is clearly adapted. Since each It(Fn) → It(F ) in L2 as
n → ∞, we can find a subsequence (Fnk

, nk ∈ N) such that It(Fnk
) → It(F )

a.s. as nk →∞, and the required result follows.

(4) Let F ∈ S(T,E) and (without loss of generality) choose 0 < s = tl <
tl+1 < t. Then it is easy to see that It(F ) = Is(F ) + Is,t(F ) and hence
Es(It(F )) = Is(F ) + Es(Is,t(F )) by (3). However,

Es(Is,t(F )) = Es


 m∑

j=l+1

n∑
k=1

Fk(tj)M((tj , tj+1], Ak)




=
n∑

j=l+1

n∑
k=1

Es(Fk(tj))E(M((tj , tj+1], Ak)) = 0.

The result now follows by the continuity of Es in L2. Indeed, let (Fn, n ∈ N)
be a sequence in S(T,E) converging to F ; then we have

||Es(It(F ))− Es(It(Fn))||2 ≤ ||It(F )− It(Fn)||2
= ||F − Fn||T,ρ → 0 as n→∞.

�
We can extend the stochastic integral IT (F ) to integrands in P2(T,E). This is
the linear space of all equivalence classes of mappings F : [0, T ]×E ×Ω → R

which coincide almost everywhere with respect to ρ × P , and which satisfy
the following conditions:

• F is predictable.
• P

(∫ T

0

∫
E
|F (t, x)|2ρ(dt, dx) <∞

)
= 1.

If F ∈ P2(T,E), (It(F ), t ≥ 0) is always a local martingale, but not necessarily
a martingale. See [13], section 4.2.2 for details.

Poisson Stochastic Integrals

Let A be an arbitrary Borel set in R
d − {0} which is bounded below, and

introduce the compound Poisson process P = (P (t), t ≥ 0), where each P (t) =∫
A
xN(t, dx). Let K be a predictable mapping, then generalising equation

(8.1), we define
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∫ T

0

∫
A

K(t, x)N(dt, dx) =
∑

0≤u≤T

K(u,∆P (u))χA(∆P (u)), (9.2)

as a random finite sum.
In particular, if H satisfies the square-integrability condition given above, we
may then define, for each 1 ≤ i ≤ d,
∫ T

0

∫
A

Hi(t, x)Ñ(dt, dx) =
∫ T

0

∫
A

Hi(t, x)N(dt, dx)−
∫ T

0

∫
A

Hi(t, x)ν(dx)dt.

The definition (9.2) can, in principle, be used to define stochastic integrals
for a more general class of integrands than we have been considering. For
simplicity, let N = (N(t), t ≥ 0) be a Poisson process of intensity 1 and let
f : R → R, then we may define

∫ t

0

f(N(s))dN(s) =
∑

0≤s≤t

f(N(s−) +∆N(s))∆N(s).

Exercise 4.3. Show that for each t ≥ 0,
∫ t

0

N(s)dÑ(s)−
∫ t

0

N(s−)dÑ(s) = N(t).

Hence deduce that the process whose value at time t is
∫ t

0
N(s)dÑ(s) cannot

be a local martingale.

Within any theory of stochastic integration, it is highly desirable that the sto-
chastic integral of a process against a martingale as integrator should at least
be a local martingale. The last example illustrates the perils of abandoning
the requirement of predictability on our integrands, which ensures that this
is the case.

Lévy-type stochastic integrals

We take E = B̂ − {0} throughout this subsection. We say that an R
d-valued

stochastic process Y = (Y (t), t ≥ 0) is a Lévy-type stochastic integral if it can
be written in the following form for each 1 ≤ i ≤ d, t ≥ 0,

Y i(t) = Y i(0) +
∫ t

0

Gi(s)ds+
∫ t

0

F i
j (s)dB

j(s) +
∫ t

0

∫
|x|<1

Hi(s, x)Ñ(ds, dx)

+
∫ t

0

∫
|x|≥1

Ki(s, x)N(ds, dx), (9.3)

where for each 1 ≤ i ≤ d, 1 ≤ j ≤ m, t ≥ 0, |Gi| 12 , F i
j ∈ P2(T ),Hi ∈ P2(T,E)

and K is predictable. B is an m-dimensional standard Brownian motion and
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N is an independent Poisson random measure on R
+ × (Rd −{0}) with com-

pensator Ñ and intensity measure ν, which we will assume is a Lévy measure.
We will assume that the random variable Y (0) is F0-measurable, and then it
is clear that Y is an adapted process.
We can often simplify complicated expressions by employing the notation of
stochastic differentials to represent Lévy-type stochastic integrals. We then
write (9.3) as

dY (t) = G(t)dt+ F (t)dB(t) +H(t, x)Ñ(dt, dx) +K(t, x)N(dt, dx).

When we want to particularly emphasise the domains of integration with
respect to x, we will use an equivalent notation

dY (t) = G(t)dt+F (t)dB(t)+
∫
|x|<1

H(t, x)Ñ(dt, dx)+
∫
|x|≥1

K(t, x)N(dt, dx).

Clearly Y is a semimartingale.

Let M = (M(t), t ≥ 0) be an adapted process which is such that MJ ∈
P2(t, A) whenever J ∈ P2(t, A) (where A ∈ B(Rd) is arbitrary) . For example,
it is sufficient to take M to be adapted and left-continuous.
For these processes we can define an adapted process Z = (Z(t), t ≥ 0) by the
prescription that it has the stochastic differential

dZ(t) = M(t)G(t)dt+M(t)F (t)dB(t) +M(t)H(t, x)Ñ(dt, dx)
+M(t)K(t, x)N(dt, dx),

and we will adopt the natural notation,

dZ(t) = M(t)dY (t).

Example (Lévy Stochastic Integrals)
Let X be a Lévy process with characteristics (b, a, ν) and Lévy-Itô decompo-
sition given by equation (8.5):

X(t) = bt+Ba(t) +
∫
|x|<1

xÑ(t, dx) +
∫
|x|≥1

xN(t, dx),

for each t ≥ 0. Let L ∈ P2(t) for all t ≥ 0 and in (9.3), choose each F i
j =

ai
jL,H

i = Ki = xiL. Then we can construct processes with the stochastic
differential

dY (t) = L(t)dX(t) (9.4)

We call Y a Lévy stochastic integral.
In the case where X has finite variation, the Lévy stochastic integral Y can
also be constructed as a Lebesgue-Stieltjes integral, and this coincides, up to
set of measure zero, with the prescription (9.4).



Lévy Processes in Euclidean Spaces and Groups 61

For many applications of interest, X is α-stable - for an alternative approach
to stochastic integration in this case, see [71].

Example: The Ornstein Uhlenbeck Process (OU Process)

Y (t) = e−λtY0 +
∫ t

0

e−λ(t−s)dX(s) (9.5)

where Y0 is a F0-measurable random variable. The condition
∫
|x|>1

log(1 +
|x|)ν(dx) < ∞ is necessary and sufficient for there to be a choice of distri-
bution for Y0 such that it is stationary. There are important applications to
finance which have recently been developed by Ole Barndorff-Nielsen and Neil
Sheppard [16]. Intriguingly, every self-decomposable random variable can be
naturally embedded in an OU process whose Lévy measure satisfies the loga-
rithmic moment condition given above [80].

Exercise 4.4 If X is a standard Brownian motion show that each Y (t) is
Gaussian with mean e−λty0 and variance 1

2λ (1− e−2λtI).

WhenX is a Brownian motion, the OU process is a good model of the physical
phenomenon of Brownian motion (see Nelson [61]).

9.1 Itô’s Formula

We begin with the easy case - Itô’s formula for Poisson stochastic integrals of
the form

W i(t) =W i(0) +
∫ t

0

∫
A

Ki(t, x)N(dt, dx) (9.6)

for 1 ≤ i ≤ d, where t ≥ 0, A is bounded below and each Ki is predictable.
Itô’s formula for such processes takes a particularly simple form.

Lemma 9.3. If W is a Poisson stochastic integral of the form (9.6) then for
each f ∈ C(Rd), and for each t ≥ 0, with probability one, we have

f(W (t))− f(W (0)) =
∫ t

0

∫
A

[f(W (s−) +K(s, x))− f(W (s−))]N(ds, dx).

Proof. Let Y (t) =
∫

A
xN(dt, dx) and recall that the jump times for Y are

defined recursively as TA
0 = 0 and for each n ∈ N, TA

n = inf{t > TA
n−1;∆Y (t) ∈

A}. We then find that,
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f((W (t))− f(W (0))

=
∑

0≤s≤t

f(W (s))− f(W (s−))

=
∞∑

n=1

f(W (t ∧ TA
n ))− f(W (t ∧ TA

n−1))

=
∞∑

n=1

[f(W (t ∧ TA
n −)) +K(t ∧ TA

n ,∆Y (t ∧ TA
n ))− f(t ∧W (TA

n −))]

=
∫ t

0

∫
A

[f(W (s−) +K(s, x))− f(W (s−))]N(ds, dx).

�
The celebrated Itô formula for Brownian motion is probably well-known to
you so I’ll briefly outline the proof. Let (Pn, n ∈ N) be a sequence of partitions
of the form Pn = {0 = t

(n)
0 < t

(n)
1 < . . . < t

(n)
m(n) < t

(n)
m(n)+1 = T} and suppose

that limn→∞ δ(Pn) = 0, where the mesh, δ(Pn) = max0≤j≤m(n) |t(n)
j+1 − t

(n)
j |.

As a preliminary - you need the following:-

Lemma 9.4. If Wkl ∈ H2(T ) for each 1 ≤ k, l ≤ m, then

L2 − lim
n→∞

n∑
j=0

Wkl(t
(n)
j )(Bk(t(n)

j+1)−Bk(t(n)
j ))(Bl(t(n)

j+1)−Bl(t(n)
j ))

=
m∑

k=1

∫ T

0

Wkk(s)ds.

The proof is similar to that of Lemma 9.1 - but you will need the Gaussian
moment E(B(t)4) = 3t2 (see e.g. [13], section 4.4.1 for details).
Now let M be a Brownian integral with drift of the form

M i(t) =
∫ t

0

F i
j (s)dB

j(s) +
∫ t

0

Gi(s)ds, (9.7)

where each F i
j , (G

i)
1
2 ∈ P2(t), for all t ≥ 0, 1 ≤ i ≤ d, 1 ≤ j ≤ m.

For each 1 ≤ i ≤ j, we introduce the quadratic variation process denoted as
([M i,M j ](t), t ≥ 0) by

[M i,M j ](t) =
m∑

k=1

∫ T

0

F i
k(s)F j

k (s)ds.

We will explore quadratic variation in greater depth in the sequel. The fol-
lowing slick method of proving Itô’s formula is based on the proof in Kunita
[53], pp.64-5.
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Theorem 9.5 (Itô’s Theorem 1).
If M = (M(t), t ≥ 0) is a Brownian integral with drift of the form (9.7), then
for all f ∈ C2(Rd), t ≥ 0, with probability 1, we have

f(M(t))−f(M(0)) =
∫ t

0

∂if(M(s))dM i(s)+
1
2

∫ t

0

∂i∂jf(M(s))d[M i,M j ](s).

Proof. Let (Pn, n ∈ N) be a sequence of partitions of [0, t] as above. By
Taylor’s theorem, we have, for each such partition (where we suppress the
index n).

f(M(t))− f(M(0)) =
m∑

k=0

f(M(tk+1))− f(M(tk))

= J1(t) +
1
2
J2(t),

where

J1(t) =
m∑

k=0

∂if(M(tk))(M i(tk+1)−M i(tk)),

J2(t) =
m∑

k=0

∂i∂jf(Nk
ij)(M

i(tk+1)−M i(tk))(M j(tk+1)−M j(tk)),

and where the Nk
ij ’s are each F(tk+1)-adapted R

d-valued random variables
satisfying |Nk

ij −M(tk)| ≤ |M(tk+1)−M(tk)|.
We write each J2(t) = K1(t) +K2(t), where

K1(t) =
m∑

k=0

∂i∂jf(M(tk))(M i(tk+1)−M i(tk))(M j(tk+1)−M j(tk)),

K2(t) =
m∑

k=0

[∂i∂jf(Nk
ij)−∂i∂jf(M(tk))](M i(tk+1)−M i(tk))(M j(tk+1)−M j(tk)).

Now take limits as n → ∞. It turns out that K2(t) → 0, in probability and
the result follows. �
Itô’s formula for general Lévy-type stochastic integrals is obtained essentially
by combining the Poisson and Brownian results and making sure you take
good care of the compensators for small jumps. You should be able to guess
the right result. See e.g. [13] or Ikeda and Watanabe [47] for a proof.
To give a precise statement, consider a Lévy-type stochastic integral of the
form

dY (t) = G(t)dt+ F (t)dB(t) +H(t, x)Ñ(dt, dx) +K(t, x)N(dt, dx). (9.8)
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Theorem 9.6 (Itô’s Theorem 2).
If Y is a Lévy-type stochastic integral of the form (9.8), then for each f ∈
C2(Rd), t ≥ 0, with probability 1, we have

f(Y (t))− f(Y (0)) =
∫ t

0

∂if(Y (s−))dY i
c (s) +

1
2

∫ t

0

∂i∂jf(Y (s−))d[Y i
c , Y

j
c ](s)

+
∫ t

0

∫
|x|≥1

[f(Y (s−) +K(s, x))− f(Y (s−))]N(ds, dx)

+
∫ t

0

∫
|x|<1

[f(Y (s−) +H(s, x))− f(Y (s−))]Ñ(ds, dx)

+
∫ t

0

∫
|x|<1

[f(Y (s−) +H(s, x))− f(Y (s−))

− Hi(s, x)∂if(Y (s−))
]
ν(dx)ds.

Tedious but straightforward algebra (Exercise 4.6) yields the following form,
which is important since it extends to general semimartingales:-

Theorem 9.7 (Itô’s Theorem 3). If Y is a Lévy-type stochastic integral
of the form (9.8), then for each f ∈ C2(Rd), t ≥ 0, with probability 1, we have

f(Y (t))− f(Y (0)) =
∫ t

0

∂if(Y (s−))dY i(s) +
1
2

∫ t

0

∂i∂jf(Y (s−))d[Y i
c , Y

j
c ](s)

+
∑

0≤s≤t

[f(Y (s))− f(Y (s−))−∆Y i(s)∂if(Y (s−))].

Here Yc denotes the continuous part of Y defined by Y i
c (t) =

∫ t

0
Gi(s)ds +∫ t

0
F i

j (s)dB
j(s).

A current fascinating area of investigation involves extending Itô’s formula to
fractional Brownian motion, which is not a semimartingale, see e.g. [4].

9.2 Quadratic Variation and Itô’s Product Formula

We extend the definition of quadratic variation to the more general case of
Lévy-type stochastic integrals Y = (Y (t), t ≥ 0) of the form (9.8). So for each
t ≥ 0 we define a d×dmatrix-valued adapted process [Y, Y ] = ([Y, Y ](t), t ≥ 0)
by the following prescription for its (i, j)th entry (1 ≤ i, j ≤ d),

[Y i, Y j ](t) = [Y i
c , Y

j
c ](t) +

∑
0≤s≤t

∆Y i(s)∆Y j(s). (9.9)

Each [Y i, Y j ](t) is almost surely finite, and we have
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[Y i, Y j ](t) =
m∑

k=1

∫ T

0

F i
k(s)F j

k (s)ds+
∫ t

0

∫
|x|<1

Hi(s, x)Hj(s, x)N(ds, dx)

+
∫ t

0

∫
|x|≥1

Ki(s, x)Kj(s, x)N(ds, dx), (9.10)

so that we clearly have each [Y i, Y j ](t) = [Y j , Y i](t). Note that the integral
over small jumps in this case is always finite (Why ?)

Exercise 4.7 Show that for each α, β ∈ R and 1 ≤ i, j, k ≤ d, t ≥ 0,

[αY i + βY j , Y k](t) = α[Y i, Y k](t) + β[Y j , Y k](t).

The importance of [Y, Y ] is that it measures the deviation in the stochastic
differential of products from the usual Leibniz formula. The following result
makes this precise

Theorem 9.8 (Itô’s Product Formula). If Y 1 and Y 2 are real-valued
Lévy-type stochastic integrals of the form (9.8), then for all t ≥ 0, with prob-
ability one, we have that

Y 1(t)Y 2(t) = Y 1(0)Y 2(0) +
∫ t

0

Y 1(s−)dY 2(s)

+
∫ t

0

Y 2(s−)dY 1(s) + [Y 1, Y 2](t).

Proof. We consider Y 1 and Y 2 as components of a vector Y = (Y 1, Y 2) and
we take f in Theorem 9.7 to be the smooth mapping from R

2 to R given by
f(x1, x2) = x1x2.
By Theorem 9.7, we then obtain, for each t ≥ 0, with probability one,

Y 1(t)Y 2(t) = Y 1(0)Y 2(0) +
∫ t

0

Y 1(s−)dY 2(s)

+
∫ t

0

Y 2(s−)dY 1(s) + [Y 1
c , Y

2
c ](t)

+
∑

0≤s≤t

[Y 1(s)Y 2(s)− Y 1(s−)Y 2(s−)

− (Y 1(s)− Y 1(s−))Y 2(s−)− (Y 2(s)− Y 2(s−))Y 1(s−)],

from which the required result easily follows. �
Exercise 4.8 Extend this result to the case where Y 1 and Y 2 are d-dimensional.

We can learn much about the way our Itô formulae work by writing the
product formula in differential form:-

d(Y 1(t)Y 2(t)) = Y 1(t−)dY 2(t) + Y 2(t−)dY 1(t) + d[Y 1, Y 2](t).
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By equation (9.10), we see that the term d[Y 1, Y 2](t), which is sometimes
called an Itô correction, arises as a result of the following formal product
relations between differentials:-

dBi(t)dBj(t) = δijdt ; N(dt, dx)N(dt, dy) = N(dt, dx)δ(x− y),

for 1 ≤ i, j ≤ m, with all other products of differentials vanishing and if you
have little previous experience of this game, these relations are a very valuable
guide to intuition.

For completeness, we will give another characterisation of quadratic variation
which is sometimes quite useful. We recall the sequence of partitions (Pn, n ∈
N), with mesh tending to zero which were introduced earlier.

Theorem 9.9. If X and Y are real-valued Lévy-type stochastic integrals of
the form (9.8), then for each t ≥ 0, with probability one, we have

[X,Y ](t) = lim
n→∞

mn∑
j=0

(X(t(n)
j+1)−X(t(n)

j ))(Y (t(n)
j+1)− Y (t(n)

j )),

where the limit is taken in probability.

Proof. By polarisation, it is sufficient to consider the case X = Y . Using the
identity

(x− y)2 = x2 − y2 − 2y(x− y)
for x, y ∈ R, we deduce that

mn∑
j=0

(X(t(n)
j+1)−X(t(n)

j ))2 =
mn∑
j=0

X(t(n)
j+1)

2 −
mn∑
j=0

X(t(n)
j )2

− 2
mn∑
j=0

X(t(n)
j )(X(t(n)

j+1)−X(t(n)
j )),

and the required result follows from Itô’s product formula (Theorem 9.8). ��
Many of the results of this lecture extend from Lévy-type stochastic integrals
to arbitrary semimartingales and full details can be found in Jacod-Shiryaev
[51] and Protter [66]. In particular, if F is a simple process and X is a semi-
martingale we can again use Itô’s prescription to define

∫ t

0

F (s)dX(s) =
∑

F (tj)(X(tj+1)−X(tj)),

and then pass to the limit to obtain more general stochastic integrals. Itô’s
formula can be established in the form given in Theorem 9.7 and the quadratic
variation of semimartingales defined as the correction term in the correspond-
ing Itô product formula.
Although stochastic calculus for general semimartingales is not the subject
of this book, we do require one result - the famous Lévy characterisation of
Brownian motion.
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Theorem 9.10 (Lévy’s characterisation). Let M = (M(t), t ≥ 0) be a
continuous centered martingale, which is adapted to a given filtration (Ft, t ≥
0). If [Mi,Mj ](t) = aijt for each t ≥ 0, 1 ≤ i, j ≤ d where a = (aij) is a
positive definite symmetric matrix, thenM is an Ft-adapted Brownian motion
with covariance a.

Proof. Fix u ∈ R
d and define the process (Yu(t), t ≥ 0) by Yu(t) = ei(u,M(t)),

then by Itô’s formula, we obtain

dYu(t) = iujYu(t)dMj(t)−
1
2
uiujYu(t)d[Mi,Mj ](t)

= iujYu(t)dMj(t)−
1
2
(u, au)Yu(t)dt.

Upon integrating from s to t, we obtain

Yu(t) = Yu(s) + iuj

∫ t

s

Yu(τ)dMj(τ)−
1
2
(u, au)

∫ t

s

Yu(τ)dτ.

Now take conditional expectations of both sides with respect to Fs, and use
the conditional Fubini Theorem to obtain

E(Yu(t)|Fs) = Yu(s)− 1
2
(u, au)

∫ t

s

E(Yu(τ)|Fs)dτ.

Hence E(ei(u,M(t))|Fs) = e−
1
2 (u,au)(t−s).

Exercise 4.8 Confirm that this is enough to make M a Brownian motion. �
Note: A number of interesting propositions which are equivalent to the Lévy
characterisation can be found in Kunita [53], p.67.

9.3 Stochastic Differential Equations

Using Picard iteration one can show the existence of a unique solution to

dY (t) = b(Y (t−))dt+ σ(Y (t−))dB(t) + (9.11)

+
∫
|x|<c

F (Y (t−), x)Ñ(dt, dx) +
∫
|x|≥c

G(Y (t−), x)N(dt, dx),

which is a convenient shorthand for the system of SDE’s:-

dY i(t) = bi(Y (t−))dt+ σi
j(Y (t−))dBj(t) + (9.12)

+
∫
|x|≤c

F i(Y (t−), x)Ñ(dt, dx) +
∫
|x|>c

Gi(Y (t−), x)N(dt, dx),

where each 1 ≤ i ≤ d. The conditions under which this holds are:-
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(1) Lipschitz Condition

There exists K1 > 0 such that for all y1, y2 ∈ R
d,

|b(y1)− b(y2)|2 + ||a(y1, y1)− 2a(y1, y2) + a(y2, y2)|| (9.13)

+
∫
|x|<c

|F (y1, x)− F (y2, x)|2ν(dx) ≤ K1|y1 − y2|2.

(2) Growth Condition

There exists K2 > 0 such that for all y ∈ R
d,

|b(y)|2 + ||a(y, y)||+
∫
|x|<c

|F (y, x)|2ν(dx) ≤ K2(1 + |y|2). (9.14)

(3) Big Jumps Condition

G is jointly measurable and y → G(y, x) is continuous for all |x| ≥ 1.

Here, || · || is the matrix seminorm ||a|| =
∑d

i=1 |ai
i|, and a(x, y) = σ(x)σ(y)T .

We also impose the standard initial condition Y (0) = Y0 (a.s.) for which Y0 is
independent of (Ft, t > 0). Full details and proofs can be found in section 6.2
of [13].
A special case of considerable interest is

dY (t) = L(Y (t−))dX(t).

You can check that the conditions given above boil down to the single require-
ment that L be globally Lipshitz, in order to get existence and uniqueness.

Example:- Stochastic Exponentials

dY (t) = Y (t−)dX(t),

i.e. dY i(t) = Y i(t−)dXi(t) for each 1 ≤ i ≤ d. This has a unique solution
given (in the case d = 1, with Y0 = 1(a.s.)) by the stochastic (Doléans-Dade)
exponential

Y (t) = EX(t) = exp
{
X(t)− 1

2
[Xc,Xc](t)

} ∏
0≤s≤t

(1 +∆X(s))e−∆X(s),

for each t ≥ 0.

Solutions of SDEs are Markov processes and, in the case where there are no
jumps, diffusion processes. In general, we obtain a Feller semigroup (Ttf)(y) =
E(f(Y (t))|Y (0) = y) with generator L. We have C2

0 (Rd) ⊆ Dom(L) and
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(Lf)(y) = bi(y)(∂if)(y) +
1
2
aij(y, y)(∂i∂jf)(y) (9.15)

+
∫
|x|<c

(f(y + F (y, x))− f(y)− F i(y, x)(∂if)(y))ν(dx)

+
∫
|x|≥c

(f(y +G(y, x))− f(y))ν(dx),

for each f ∈ C2
0 (Rd), y ∈ R

d.

Sometimes it useful to study solutions of SDE’s as two-parameter processes
corresponding to a “starting time” s and a “finishing time” t. We also consider
solutions as functions of the initial condition as well as of chance i.e. each
Φs,t : R

d ×Ω → R
d.

dΦs,t(y) = b(Φs,t−(y))dt+ σ(Φs,t−(y))dB(t) (9.16)

+
∫
|x|<c

F (Φs,t−(y), x)Ñ(dt, dx) +
∫
|x|≥c

G(Φs,t−(y), x)N(dt, dx)

with initial condition Φs,s(y) = y (a.s.). These form a stochastic flow i.e.
(i) Φr,t = Φs,t ◦ Φr,s (a.s.), for all 0 ≤ r < s < t <∞,

(ii) Φs,s(y) = y (a.s.), for all s ≥ 0, y ∈ R
d.

If, in addition, each Φs,t is almost surely a homeomorphism (Ck-diffeomor-
phism) of R

d, we say that Φ is a stochastic flow of homeomorphisms (Ck-
diffeomorphisms, respectively).

If, in addition to (i) and (ii), we have that

(iii) For each n ∈ N, 0 ≤ t1 < t2 < · · · < tn <∞, y ∈ R
d, the random variables

{Φtj ,tj+1(y); 1 ≤ j ≤ n− 1} are independent.

(iv) The mappings t→ Φs,t(y) are càdlàg, for each y ∈ R
d, 0 ≤ s < t,

we say that Φ is a Lévy flow.

If (iv) can be strengthened from “càdlàg” to “continuous”, we say that Φ is a
Brownian flow.

It is not difficult to show that solutions to (9.16) are a Lévy flow. The system-
atic study of Lévy flows was initiated by Fujiwara and Kunita in the important
paper [37]. A review of progress in finding conditions which guarantee the dif-
feomorphism property is in [13], see also [54].

10 Lecture 5: Lévy Processes in Groups

10.1 Lévy Processes in Locally Compact Groups - The Basics

Let G be a topological group with identity e, so G is a group which is also a
topological space in which the composition G×G→ G, given by (σ, τ) → στ
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and the inverse G→ G given by σ → σ−1 are continuous. For each σ ∈ G, left
translation lσ : G→ G is defined by lσ(τ) = στ . Each lσ is an homeomorphism
of G. rσ is defined similarly.
We assume throughout that G is Hausdorff and locally compact. Every such
group is equipped with a non-zero left-invariant regular Borel measure, called
Haar measure m, which is unique up to multiplication by a positive constant,
so m(σA) = m(A) for all σ ∈ G,A ∈ B(G). We often write m(dτ) = dτ . We
may thus equip G with the Banach spaces Lp(G,m) = Lp(G), for 1 ≤ p ≤ ∞.
We’ll also need C0(G), the Banach space (under the sup norm) of continuous
functions f : G → R which vanish at infinity, i.e. given any ε > 0, there
exists a compact K ⊂ G such that |f(σ)| < ε, whenever x ∈ G−K. For each
σ ∈ G, f ∈ C0(G), define Lσf = f ◦ lσ, then Lσ is an isometric isomorphism
of C0(G) (and also of each Lp(G)). Rσf = f ◦ rσ has similar properties.
Note that if G is compact, then m is always finite and also right-invariant.
m(·)
m(G)

is then a probability measure on G, which is called normalised Haar
measure.
Now consider a stochastic process (Y (t), t ≥ 0) taking values in G. The group
structure allows us to construct left increments Y (s)−1Y (t) and right incre-
ments Y (t)Y (s)−1 of the process Y for 0 ≤ s < t < ∞ and unless the group
is abelian there is no reason why these should coincide.
We say that a process Y has stationary and independent left increments if

1. for each n ∈ N and 0 ≤ t1 . . . ≤ tn <∞,
the random variables Y (t1)−1Y (t2), . . . , Y (tn−1)−1Y (tn) are independent,

2. for each 0 ≤ s < t <∞, Y (s)−1Y (t) has the same law as Y (t− s).
Now we can define a left Lévy process in G to be a process Y satisfying the
following

1. Y has stationary and independent left increments
2. Y (0) = e (a.s.)
3. Y is (left) stochastically continuous i.e.

lim
s→t

P (Y (s)−1Y (t) ∈ A) = 0

for all A ∈ B(G) with e /∈ Ā

We can similarly define a right Lévy process by replacing “left” with “right”
in (1) and (3) above.

Exercise 5.1 Deduce that there is a one to one correspondence between left
and right Lévy processes in G wherein the right Lévy process corresponding
to the left Lévy process Y is Y −1 = (Y −1(t), t ≥ 0).

In the light of the above we will drop the left/right distinction and concentrate
on left Lévy processes which we will call Lévy processes from now on. Note
that when G = R

d, then our processes are precisely the usual ones.
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What mathematical tools can we use to investigate Lévy processes in Lie
groups ? We cannot define a characteristic function in general so Fourier
methods are not obviously available (we’ll have plenty more to say about this
later). What about the semigroup approach ?
Let (pt, t ≥ 0) be the law of the Lévy process Y , then it follows from the
definition that (pt, t ≥ 0) is a weakly continuous convolution semigroup of
probability measures on G where the convolution operation is defined for
measures µ and ν on G by

(µ ∗ ν)(A) =
∫

G

µ(dτ)ν(τ−1A)

for each A ∈ B(G). So that in particular we have, for all s, t ≥ 0,

ps+t = ps ∗ pt and wklimt↓0pt = δe (10.1)

where δe is Dirac measure concentrated at e. Define a family of linear operators
(Tt, t ≥ 0) on C0(G) by the prescription

(Ttf)(τ) = E(f(τY (t))) =
∫

G

f(τσ)pt(dσ) (10.2)

for each t ≥ 0, f ∈ C0(G), τ ∈ G.

Exercise 5.2. Show that (Tt, t ≥ 0) is a Feller semigroup.

Note that LτTt = TtLτ , for all τ ∈ G, t ≥ 0.

We would like to be able to characterise the generator of this semigroup. It
will help to look at some sub-categories of “locomp groups” and return to the
general case later.

10.2 Lévy Processes in LCA Groups

In this section, we assume that G is abelian and write all group operations
additively. So G is a LCA group (locally compact, abelian). An excellent
reference for all the group theory developed below is Rudin [72].
Let Ĝ be the set of all continuous homomorphisms from G into the one-torus
T = {z ∈ C; |z| = 1}. Then Ĝ is also a locally compact abelian group called
the dual group of G. Elements of Ĝ are called characters of G. We emphasise
the duality between G and Ĝ by writing γ(τ) = 〈γ, τ〉, for each τ ∈ G, γ ∈ Ĝ.
So we have

〈γ, τ1 + τ2〉 = 〈γ, τ1〉〈γ, τ2〉, 〈γ,−τ〉 = 〈γ, τ〉,

for each γ ∈ Ĝ, τ1, τ2, τ ∈ G.
Useful facts:
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G discrete ⇒ Ĝ compact.

G compact ⇒ Ĝ discrete.

e.g. R̂ = R, T̂ = Z, Ẑ = T.

In general, we have Pontryagin duality - ̂̂G ∼= G.

The Lévy-Khintchine Formula

Let µ be a probability measure on G. Define its characteristic function φµ :
Ĝ→ C by

φµ(γ) =
∫

G

〈γ, τ〉µ(dτ).

Lemma 10.1. Let µ1, µ2 be probability measures on G. For each γ ∈ G,

φµ1∗µ2(γ) = φµ1(γ)φµ2(γ).

Proof. By Fubini’s theorem,

φµ1∗µ2(γ) =
∫

G

〈γ, τ〉(µ1 ∗ µ2)(dτ)

=
∫

G

∫
G

〈γ, τ + σ〉µ1(dτ)µ2(dσ)

=
∫

G

∫
G

〈γ, τ〉〈γ, σ〉µ1(dτ)µ2(dσ)

= φµ1(γ)φµ2(γ). �

Exercise 5.3 Show that φµ is positive definite, i.e.
∑

i,j cic̄jφµ(γi − γj) ≥ 0,
for all ci ∈ C, γi ∈ Ĝ, 1 ≤ i, j ≤ n, n ∈ N.

We can now follow much of the path developed in Lecture 1 - there are gen-
eralisations of Bochner’s theorem, Schoenberg’s correspondence, infinite di-
visibility etc. For details see Chapter IV of Parthasarathy [64]. We will pass
straight to Lévy processes Y = (Y (t), t ≥ 0).
The main result about these in LCA groups is the generalised Lévy-Khintchine
formula, a proof of which can again be found in Parthasarathy [64]. For each
t ≥ 0, γ ∈ Ĝ, consider the characteristic function:-

E(〈γ, Y (t)〉) =
∫

G

〈γ, τ〉pt(dτ).

Theorem 10.2 (Lévy Khinchine formula - LCA case). For each t ≥
0, γ ∈ Ĝ,

E(〈γ, Y (t)〉) = etη(γ),

where η : Ĝ→ C is of the form
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η(γ) = il(γ) + q(γ) +
∫

G−{0}
[〈γ, τ〉 − 1− ig(τ, γ)]ν(dτ), where

• l : Ĝ→ R is a continuous homomorphism,
• q : Ĝ → R is a continuous non-negative quadratic form, i.e. q(γ1 + γ2) +
q(γ1 − γ2) = 2q(γ1) + 2q(γ2),

• ν is a σ-finite measure on G−{0} for which ν(V c) <∞, for every neigh-
borhood of the identity V ∈ B(G) and

∫
G−{0}(1 − �〈γ, τ〉)ν(dτ) < ∞ for

all γ ∈ Ĝ.
• g : G × Ĝ → R is continuous, bounded on compact sets and is subject to

other technical conditions which are listed in [64], lemma 5.3.

Note The general theory of infinite divisibility in LCA groups is complicated
by the existence of idempotents, i.e. probability measures µ for which µ∗µ = µ.

Exercise 5.3 Show that if G is compact, then its normalised Haar measure is
idempotent.

If Y is a Lévy process with laws (pt, t ≥ 0), then pt cannot be idempotent and
this simplifies matters for us.

Semigroups and The Fourier Transform

If f ∈ L1(G), we define its Fourier transform f̂ by

f̂(γ) =
∫

G

〈γ,−τ〉f(τ)dτ, for each γ ∈ Ĝ.

Then f̂ ∈ C0(Ĝ). In fact L1(G) is a commutative Banach algebra under
convolution, Ĝ is its maximal ideal space and f → f̂ is the Gelfand transform.
We also have the Plancherel theorem whereby the mapping f → f̂ extends
from an isometric embedding of L1(G) ∩ L2(G) into L2(Ĝ) to a unitary iso-
morphism between L2(G) and L2(Ĝ). If f ∈ L1(G) ∩ L2(G), we can, by
taking adjoints, use Fourier inversion to write f(τ) =

∫
Ĝ
〈γ, τ〉f̂(γ)dγ. Now

let (Tt, t ≥ 0) be the Feller semigroup of Y acting in L2(G), then we can
imitate the argument of Lecture 2 to write, via Fubini’s theorem and the
Lévy-Khintchine formula :-

(Ttf)(τ) = E(f(τ + Y (t)))

=
∫

Ĝ

E(〈γ, τ + Y (t)〉)f̂(γ)dγ

=
∫

Ĝ

〈γ, τ〉E(〈γ, Y (t)〉)f̂(γ)dγ

=
∫

Ĝ

〈γ, τ〉etη(γ)f̂(γ)dγ
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If A is the infinitesimal generator of (Tt, t ≥ 0), then formal differentiation
yields the pseudo-differential operator representation:-

(Af)(τ) =
∫

Ĝ

〈γ, τ〉η(γ)f̂(γ)dγ.

In Berg and Forst [18], this argument is made precise and it is shown that this
representation holds on the non-isotropic Sobolev space Dom(A) = Hη(G) =
{f ∈ L2(G); ηf̂ ∈ L2(Ĝ)}. [18] is also a good source for extending other
aspects of Lévy processes in Euclidean space to LCA’s, such as subordination.

10.3 Lévy Processes in Lie Groups

Background on Lie Groups

If you are new to Lie theory, a nice introduction can be found in the articles
by Segal and Carter in [26] and the second half of Simon [77].

A Lie group is a groupG which is also a C∞ manifold in which the composition
G×G→ G, given by (σ, τ) → στ and the inverse G→ G given by σ → σ−1

are C∞.

Examples The Classical Groups - e.g. GL(n,C), SL(n,R), U(n), O(n),
SU(n), SO(n), Sp(n), Spin(n) etc.

The Heisenberg Group H
n is R

2n+1 equipped with the composition law

(a1, q1, p1)(a2, q2, p2) = (a1 + a2 +
1
2
(p1 · q2 − q1 · p2), q1 + q2, p1 + p2),

where each ai ∈ R, qi, pi ∈ R
n(i = 1, 2).

O(m,n) is the group of linear transformations in R
m+n which leave invariant

the pseudo-metric

x2
1 + · · ·+ x2

m − x2
m+1 − · · ·x2

m+n,

e.g. O(3, 1) is the Lorentz group.

If M is any d-dimensional C∞-manifold then for each p ∈M,Tp(M) denotes
the tangent space at p. It is a d-dimensional linear space which consists pre-
cisely of all the point derivations at p, i.e. Xp ∈ Tp(M) if and only if Xp is a
linear map from C∞(M) to R and

Xp(fg) = Xp(f)g(p) + f(p)Xp(g),

for all f, g ∈ C∞(M).
In local co-ordinates, each Xp = ai

p∂i, where ai
p ∈ R(1 ≤ i ≤ d). The tangent

bundle T (M) =
⋃

p∈M Tp(M) inherits a differential structure from M and
becomes a 2d-dimensional C∞-manifold. X is a smooth vector field if it is a
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smooth section of T (M) i.e. X : M → T (M) is C∞ and X(p) ∈ Tp(M), for
each p ∈ M . In local co-ordinates, X(p) = ai(p)∂i where each ai : R

d → R is
C∞.
If M and N are both C∞ manifolds and φ : M → N is C∞, then we can
“linearise” φ to obtain its differential which is a linear map from Tp(M) to
Tφ(p)(N). This is defined as follows:- let Xp ∈ Tp(M), f ∈ C∞(N) - define
Yp ∈ Tφ(p)(N), by

(Ypf)(φ(p)) = (Xp(f ◦ φ))(p),
then dφ(Xp) = Yp.

Note that if φ is bijective then so is dφ.

LetG be a Lie group. FixX ∈ Te(G). Define a vector field byXL(τ) = dlτ (X).
XL(·) is called a left invariant vector field since each XL(σ) = dlστ−1XL(τ).
Right invariant vector fields XL are defined similarly, using right instead of
left translation. The linear space of all left invariant vector fields induces a
d-dimensional Lie algebra structure onto g = Te(G). You should think of
g as a “linearisation” of G. The fact that g is a (real) Lie algebra means
that g is a finite-dimensional real vector space equipped with a bilinear map
[·, ·] : g× g→ g for which

1. [X,Y ] = −[Y,X]
2. (The Jacobi Identity) [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0

for all X,Y,Z ∈ g.

Examples: G = SO(n),g = so(n) - the space of all skew-symmetric n × n
matrices having zero trace.

G = H
n. A basis for the Lie algebra of left-invariant vector fields is {T,L1, . . . ,

Ln,M1, . . . ,Mn}, where for 1 ≤ j ≤ n,

T =
∂

∂t
, Lj =

∂

∂qj
+

1
2
pj
∂

∂t
,Mj =

∂

∂pj
− 1

2
qj
∂

∂t

and we have the commutation relations, for 1 ≤ j, k ≤ n,

[Lj , Lk] = [Mj ,Mk] = [Mj , T ] = [Lj , T ] = 0, [Mj , Lk] = δjkT.

Fix X ∈ g and consider the differential equation
dψ(t)
dt

= X(ψ(t)), with

initial condition ψ(0) = e. In local co-ordinates, if X(p) = ai(p)∂i, then
dψ(t)i

dt
= ai(ψ(t))(1 ≤ i ≤ d). We write ψ(t) = exp(tX), then (exp(tX), t ∈ R)

is a one-parameter subgroup of G i.e.

exp((s+ t)X) = exp(sX) exp(tX), [exp(tX)]−1 = exp(−tX).

The mapping g→ G given by X → exp(X) is called the exponential map. exp
has some nice properties, e.g. we can always find a neighborhood V of 0 in g
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which is mapped diffeomorphically by exp to a neighbourhood N of e in G.
Fix a basis X1, . . . , Xn of g. Smooth functions x1, . . . , xn : N → R are called
canonical co-ordinates for G at e (with respect to X1, . . . , Xn) if

xi

(
exp

(
n∑

i=1

aiXi

))
= ai,

whenever
∑n

i=1 a
iXi ∈ V .

The following formulae can be useful: - for each X ∈ g, f ∈ C∞(G), τ ∈ G,

(XLf)(τ) =
d

da
f(τ exp(aX))

∣∣∣∣
a=0

, (XRf)(τ) =
d

da
f(exp(aX)τ)

∣∣∣∣
a=0

If h1,h2 ⊆ g, define [h1,h2] = {[X,Y ],X ∈ h1, Y ∈ h2}. We obtain a de-
creasing sequence of subsets (in fact these are ideals) of g, (gn, n ∈ N) by
g1 = [g,g] and for n > 2,gn = [g,gn−1]. We say that g and G are nilpotent
if gn = 0 for some n ∈ N (and hence for all m > n), e.g. Hn is nilpotent.

Hunt’s Representation Formula

Now let Y = (Y (t), t ≥ 0) be a Lévy process with laws (pt, t ≥ 0) in a
Lie group G with Lie algebra g. Let (T (t), t ≥ 0) be the associated Feller
semigroup acting in C0(G). The starting point for studying Lévy processes in
Lie groups is a wonderful formula due to Hunt [45] who effectively generalised
(6.1) from Lecture 2 to give a Lévy-Khintchine type decomposition for the
infinitesimal generator A of Y . In the sequel, we’ll write D = Dom(A).
We first fix a basis (Xj , 1 ≤ j ≤ n) of g and define the dense linear manifold
CL

2 (G) by

CL
2 (G) = {f ∈ C0(G);XL

i (f) ∈ C0(G), XL
i X

L
j (f) ∈ C0(G) for all 1 ≤ i, j ≤ n}.

CL
2 (G) is a Banach space with respect to the norm

||f ||2,L = ||f ||+
n∑

i=1

||XL
i f ||+

n∑
j,k=1

||XL
j X

L
k f ||.

The space CR
2 (G) and the norms || · ||2,R are defined similarly. Note that the

smooth functions of compact support C∞
c (G) ⊆ CL

2 (G) ∩ CR
2 (G).

There exist functions xi ∈ C∞
c (G), 1 ≤ i ≤ n so that (x1, . . . , xn) are a system

of canonical co-ordinates for G at e.
Furthermore, there exists a map h ∈ D which is such that

1. h > 0 on G− {e},
2. There exists a compact neighborhood of the identity V such that for all
τ ∈ V ,

h(τ) =
n∑

i=1

xi(τ)2.
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Any such function is called a Hunt function in G. A positive measure ν defined
on B(G− {e}) is called a Lévy measure whenever

∫
G−{e}

h(σ)ν(dσ) <∞

for some Hunt function h.

Hunt’s theorem, which is given below is the main result of [45]. The argu-
ments were later simplified for lesser mortals by S.Ramaswami - a student
of K.R.Parthasarathy. These were then incorporated into the proof given by
Herbert Heyer in his seminal 1977 treatise [43]. A quite slick proof will appear
shortly in Liao [57].

Theorem 10.3 (Hunt’s theorem). Let Y be a Lévy process in G with
infinitesimal generator A then

1. CL
2 (G) ⊆ Dom(A).

2. For each τ ∈ G, f ∈ CL
2 (G),

Af(τ) = biXL
i f(τ) + aijXL

i X
L
j f(τ) (10.3)

+
∫

G−{e}
(f(τσ)− f(τ)− yi(σ)XL

i f(τ))ν(dσ),

where b = (b1, . . . bn) ∈ R
n, a = (aij) is a non-negative-definite, symmetric

n× n real-valued matrix and ν is a Lévy measure on G− {e}.
Conversely, any linear operator with a representation as in (10.3) is the re-
striction to C2(G) of the infinitesimal generator of a unique convolution semi-
group of probability measures.

Proof.(Sketch) This is quite long and involved. Of necessity we’ll take a crude
approach so as to get across the main ideas as to how the first part is obtained.
The essence of Hunt’s proof resides in a careful analysis of the generating
functional

Bf = lim
t→∞

1
t
[(Ttf)(e)− f(e)] = lim

t→∞

1
t

∫
G

(f(σ)− f(e))pt(dσ).

Note that if f ∈ D, then (Af)(τ) = B(Lτf).
Ramaswami proved the following two useful results. Given any Borel neigh-
borhood N of e,

(i) supt>0

pt(N c)
t

<∞ (ii) supt>0

1
t

∫
N

(
n∑

i=1

xi(σ)2
)
pt(dσ) <∞.

Now limt→0
(Ttf)(σ)− f(σ)

t
certainly exists uniformly in σ ∈ G, for all f ∈

CL
2 (G) ∩ D. After some argument (and using Ramamswami’s lemmas), we

have that there exists C > 0 such that
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∣∣∣∣ (Ttf)(σ)− f(σ)
t

∣∣∣∣ ≤ C||f ||2,R,

for all f ∈ CL
2 (G). Since CL

2 (G) ∩D is dense in CL
2 (G), we conclude that the

limt→0
(Ttf)(σ)− f(σ)

t
exists uniformly in σ ∈ G for all f ∈ CL

2 (G). Hence

CL
2 (G) ⊆ D.

Let f ∈ CL
2 , then Bf exists. For each τ ∈ G define,

g(τ) = f(τ)− f(e)− αix
i(τ)− βijx

i(τ)xj(τ),

where αi −XL
i f(e) and βij = XL

i X
L
j f(e). Hence

B(f) = lim
t→0

1
t

∫
G

g(σ)pt(dσ) + αiB(xi) + βijB(xixj).

After some work, we get

lim
t→0

1
t

∫
G

g(σ)pt(dσ) =
∫

G−{e}
g(σ)ν(dσ)

=
∫

G−{e}
(f(σ)− f(e)− xi(σ)(XL

i f)(e))ν(dσ)

− βij

∫
G−{e}

xi(σ)xj(σ)ν(dσ).

Now rearrange terms to find (10.3) at τ = e. You can now get the general
result on replacing f by Lσf �

Martingale Representation

More insight into the nature of the paths of Lévy processes in Lie groups can
be obtained from the following result, due to Applebaum and Kunita [8].
In the following, we take Ft = σ{Y (s), 0 ≤ s ≤ t}, for each t ≥ 0.
We will need the Doob-Meyer decomposition for real valued martingales
(M(t), t ≥ 0) and (N(t), t ≥ 0), which asserts that there is a unique
predictable process - denoted as (〈M(t), N(t)〉, t ≥ 0) which is such that
M(t)N(t)−M(0)N(0)− 〈M(t), N(t)〉 is a local martingale. If M and N are
continuous, then 〈M(t), N(t)〉 = [M,N ](t), for each t ≥ 0. 〈·, ·〉 is sometimes
called the Meyer angle bracket.

Theorem 10.4. If Y = (Y (t), t ≥ 0) is a càdlàg Lévy process in G with
infinitesimal generator A of the form (10.3), then there exists

• an Ft-adapted Poisson random measure N on R
+ × (G− {e}),

• an n-dimensional Ft-adapted Brownian motion B = (B(t), t ≥ 0) with
mean zero and covariance Cov(Bi(t), Bj(t)) = 2taij, for each t ≥ 0, which
is independent of N ,
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such that for each f ∈ CL
2 (G), t ≥ 0,

f(Y (t)) = f(e) +
∫ t

0

(XL
i f)(Y (s−))dBi(s) +

∫ t

0

(Af)(Y (s−))ds+

+
∫ t

0

∫
G−{e}

[f(Y (s−)σ)− f(Y (s−))]Ñ(ds, dσ),

where Ñ(ds, dσ) = N(ds, dσ)− dsν(dσ).
Furthermore, Y is uniquely determined by B and N and

Ft = σ{B(s), N((s, t]× E); 0 ≤ s ≤ t, E ∈ B(G− {e})},

for each t ≥ 0.

Proof (Sketch). For each 0 ≤ s ≤ t < ∞, τ ∈ G, we introduce the notation
Ys,t(τ) = τY (s)−1Y (t). Now fix s ≥ 0. For each f ∈ C2(G)L, τ ∈ G, define
Mf,τ

s = (Mf,τ
s,t , t ≥ s) by

Mf,τ
s,t = f(Ys,t(τ))− f(e)−

∫ t

s

Af(Ys,u(τ))du.

Then Mf,τ
s is a centred L2-martingale. We can compute the associated Meyer

angle bracket to obtain

〈Mf,τ1
s,t ,M

g,τ2
s,t 〉 =

∫ t

s

B(f, g)(Ys,u(τ1), Ys,u(τ2))du,

for each f, g ∈ CL
2 (G), τ1, τ2 ∈ G, where B is the “carré de champ”. This is

defined by polarisation, from

B(f, f)(ρ, ρ) = (Af2)(ρ)− 2f(ρ)(Af)(ρ),

and a calculation then yields,

B(f, g)(ρ1, ρ2) = 2
n∑

i,j=1

aij(XL
i f)(ρ1)(X

L
j g)(ρ2)

+
∫

G−{e}
(f(ρ1τ)− f(ρ1))(g(ρ2τ)− g(ρ2))ν(dτ),

for each ρ1, ρ2 ∈ G. Now let P = {0 = t0 < t1 < t2 < · · · } be a partition of R
+

with mesh δ(P) = maxn∈N(tn−tn−1) <∞. We define a centred L2-martingale
(ZP,f,τ

t , t ≥ 0) by
ZP,f,τ

t =
∑
n∈N

Mf,τ
t∧tn−1,t∧tn

,

for each t ≥ 0. Then we obtain another centred L2-martingale (Zf,τ
t , t ≥ 0)

by
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Zf,τ
t = L2 − lim

δ(P)→0
ZP,f,τ

t ,

for each t ≥ 0. Moreover, for each f, g ∈ C2(G), τ1, τ2 ∈ G, t ≥ 0, we have

〈Zf,τ1
t , Zg,τ2

t 〉 = tB(f, g)(τ1, τ2) and Mf,τ
s,t =

∫ t

s

dZf,Ys,u−(τ)
u ,

in the sense of the non-linear stochastic integral of Fujiwara and Kunita [37],
lemma 4.2.
For each t ≥ 0, let Zf,τ

t = Z
(c),f,τ
t + Z

(d),f,τ
t be the unique decomposition

into continuous and discontinuous centred martingales. For each 0 ≤ s ≤ t <
∞, E ∈ B(G− {e}), define

N((s, t], E) = #{0 ≤ s < u ≤ t;∆Y (u) ∈ E}.

ThenN extends to a Poisson random measure on R
+×(G−{e}) with intensity

measure ν, and for each t ≥ 0,

Z
(d),f,τ
t =

∫ t

0

∫
G−{e}

(f(τσ)− f(τ))Ñ(ds, dσ).

For each 1 ≤ i ≤ n, t ≥ 0, define Bi(t) = Y
(c),xi,e
t . Then for each 1 ≤ i, j ≤

n, 〈Bi(t), Bj(t)〉 = 2taij . Hence (B(t), t ≥ 0) is a d-dimensional Brownian
motion, by Lévy’s characterisation, and for each t ≥ 0,

Z
(c),f,τ
t =

∑
1≤i≤n

XL
i f(τ)B

i(t),

from which the required result follows. �
One of the motivations for proving this result was to obtain a class of Lévy
flows on manifolds - briefly if there is an action of a Lie group G on a manifold
M (i.e. a homomorphism from G into the group Diff(M)), then the right in-
crement X(t)X(s)−1 is mapped to a stochastic flow of diffeomorphisms acting
on M .
In the case where G is simply connected and nilpotent, Pap [62] has given a re-
cursive formula for the construction of Y . In particular, if G is the Heisenberg
group H

n, then there exists a Lévy process (A(t), Q1(t), . . . Qn(t), P1(t), . . . ,
Pn(t)) on R

2n+1 which is such that for each t ≥ 0, we have

Y (t) = (CA,Q,P (t), Q1(t), . . . Qn(t), P1(t), . . . , Pn(t)) a.s.,

where CA,Q,P (t) = A(t) +
1
2

n∑
j=1

∫ t

0

(Pj(s−)dQj(s)−Qj(s−)dPj(s)).

For further work on Lévy processes on H
n, see [6].
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Examples of Lévy Processes in G

Example 1: Brownian Motion on a Lie Group

A left-invariant Brownian motion on G is the unique solution of the Stratono-
vitch SDE

dY (t) = XL
i (Y (t)) ◦ dBi(t) (10.4)

with Y (0) = e (a.s.) and we have taken a = 1
2I.

If we write each XL
i (·) = cji (·)∂i, in local co-ordinates, we have for Y (t) =

(Y 1(t), . . . , Y n(t)),

dY j(t) = cji (Y (t))dBi(t) +
1
2

n∑
i=1

∂k(cji (Y (t))(cki (Y (t))dt.

We have 2A = ∆G =
∑n

j=1(X
L
j )2 which is a left-invariant Laplacian in G. In

the case, where a = cI, with c �= 1
2 we call the solution to (10.4) a c-Brownian

motion.
As we have defined it above, Brownian motion depends upon the choice of
basis (XL

1 , . . . , X
L
n ). If we equip G with a left-invariant Riemannian metric

m and require that (XL
1 , . . . , X

L
n ) is orthonormal with respect to the corre-

sponding inner product, then Y is a geometrically intrinsic object and ∆G is
the Laplace-Beltrami operator associated to (G,m).
Brownian motion has been the most intensively studied Lévy process in Lie
groups. Recently it has played a key role in the development of analysis and
geometry in path groups and loop groups (see e.g. Chapter XI of [60]).

Example 2: The Compound Poisson Process

Let (γn, n ∈ N) be a sequence of i.i.d random variables taking values in G
with common law µ and let (N(t), t ≥ 0) be an independent Poisson process
with intensity λ > 0. We define the compound Poisson process in G by

Y (t) = γ1γ2 . . . γN(t) (10.5)

for t > 0.
Exercise 5.5 Show that in this case the generator is bounded and is given as

Af(τ) =
∫

G

(f(τσ)− f(τ))ν(dσ)

for each f ∈ C0(G) where the Lévy measure ν(·) = λµ(·) is finite.

Example 3: Stable Processes in Nilpotent Lie Groups

A dilation of a Lie group G is a family of automorphisms δ = (δ(r), r > 0) for
which

1. δ(r)δ(s) = δ(rs) for all r, s > 0
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2. The map from (0,∞) → G given by r → δ(r)(τ) is continuous for all
τ ∈ G

3. δ(r)(τ) → e as r → 0, for all τ ∈ G.

Let Y be a Lévy process in G. We say that it is stable with respect to the
dilation δ if

δ(r)Y (s) has the same law as Y (rs) for each r, s > 0.

Dilations (and hence stable Lévy processes) can only exist on simply con-
nected nilpotent groups. For more on this topic, see the survey article [10]
and references therein to works of H.Kunita.

Example 4: Subordinated Processes

Let Y = (Y (t), t ≥ 0) be a Lévy process on G and T = (T (t), t ≥ 0) be
a subordinator which is independent of Y . Just as in the Euclidean case,
we can construct a new Lévy process Z = (Z(t), t ≥ 0) by the prescription
Z(t) = Y (T (t)), for each t ≥ 0. For example, suppose that Y is an c-Brownian
motion, with c = 1, and T is an independent α-stable subordinator. In this
case, we can employ Phillip’s theorem (theorem 6.3) to see that the generator
of Z is −(−∆G)α, on Dom(∆G). Such processes are called pseudo-stable by
Cohen [27].

Lévy processes in Lie groups is a subject which is currently undergoing intense
development - see the survey article [10] and the forthcoming book by Liao
[57]. The latter contains a lot of interesting material on the asymptotics of
Lévy processes on non-compact semi-simple Lie groups, as t→∞.
In a recent fascinating paper, Liao [58] has found some classes of Lévy
processes on compact Lie groups which have L2-densities. The density then
has a “non-commutative Fourier series” expansion via the Peter-Weyl theo-
rem. In the special case of c-Brownian motion on SU(2), Liao obtains the
following beautiful formula for its density ρt at time t:

ρt(θ) =
∞∑

n=1

n exp
(
−c(n

2 − 1)t
32π2

)
sin(2πnθ)
sin(2πθ)

,

where θ ∈ (0, 1] parameterises the maximal torus {diag
(
e2πiθ, e−2πiθ

)
, θ ∈

[0, 1)}.
Another important theme, originally due to Gangolli in the 1960’s, is to study
spherically symmetric Lévy processes on semi-simple Lie groups G (i.e. those
whose laws are bi-invariant under the action of a fixed compact subgroup K.)
Using Harish-Chandra’s theory of spherical functions, one can do “Fourier
analysis” and obtain a Lévy-Khintchine type formula. One of the reasons why
this is interesting is that G/K is a Riemannian (globally) symmetric space and
all such spaces can be obtained in this way. The Lévy process in G projects
to a Lévy process in G/K and this is the prototype for constructions of Lévy
processes in more general Riemannian manifolds (see [10], [7]).
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10.4 Lévy Processes on Locally Compact Groups - Reprise

Now that we know about Lévy processes in Lie groups, we can return to
the problem of trying to understand these in general locally compact groups.
First, a little more background:-
Let (I,<) be a partially ordered set. Suppose that for every i ∈ I, there exists
a locally compact group Gi, such that for every i, j ∈ I with i < j, there is a
continuous open homomorphism πij : Gj → Gi, such that πik = πij ◦ πjk,
for all i < j < k. The projective limit lim

←−i∈I

Gi is the closed subgroup{
(xi, i ∈ I) ∈

∏
i∈I Gi;xi = πij(xj) for all i, j ∈ I, i < j

}
. In the 1950’s, Yam-

abe proved that every connected locally compact group can be represented as
a projective limit of Lie groups.
Let (Hi, i ∈ I) be a family of compact, normal subgroups of a locally compact
group G. We say that they form a Lie system if

1. i < j ⇒ Hj ⊆ Hi.
2.
⋂

i∈I Hi = {e}.
3. G/Hi is a Lie group for all i ∈ I.

A locally compact group G is said to be Lie projective if there exists a Lie
system (Hi, i ∈ I) such that G = lim

←−i∈I

G/Hi. Gluškov proved that in every

locally compact group G there exists an open Lie projective subgroup G1

which contains the connected component of the identity.
A topological Lie algebra is a (not necessarily finite dimensional) Lie algebra for
which the Lie bracket is jointly continuous in the vector topology. Projective
limits of Lie algebras were introduced by Lashoff. Suppose that for every i ∈ I,
there exists a topological Lie algebra gi, such that for every i, j ∈ I with i < j,
there is a continuous open Lie algebra homomorphism pij : gj → gi, such that
pik = pij ◦ pjk, for all i < j < k. The projective limit lim

←−i∈I

gi is the closed

subalgebra{
(Xi, i ∈ I) ∈

∏
i∈I gi;Xi = pij(Xj) for all i, j ∈ I, i < j

}
.

The relationship between projective Lie groups and projective Lie algebras is
straightforward when G = lim

←−i∈I

Gi, with each Gi a Lie group. In this case

g = lim
←−i∈I

L(Gi) is a topological Lie algebra wherein pij = dπij , for each

i, j ∈ I, i < j. We then call g the Lie algebra of the locally compact group G
and sometimes denote it by L(G). There is a natural notion of exponential
map from L(G) to G which works as follows. If X = (Xi, i ∈ I) ∈ L(G), then

exp(X) = (exp(Xi), i ∈ I).

For each X ∈ L(G), the map t → exp(tX) is a continuous homomorphism
from R to G. We define the left invariant vector field XL associated to X in
the obvious way, i.e.

(XLf)(σ) = lim
h→0

f(σ exp(hX))− f(σ)
h

,
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where f ∈ C(G) is such that the limit on the right hand side exists for all
σ ∈ G. If G is an arbitrary locally compact group, we can apply Gluškov’s
theorem to define the Lie algebra L(G) of G to be that of G1, so that

L(G) = lim
←−i∈I

L (G1/Hi) .

For each i ∈ I, πi is the canonical surjection from G1 onto G1/Hj and dπi is
then the canonical surjection from L(G) onto L(G1/Hj).
We will briefly summarize some recent probabilistic progress. In the late 1980’s
E.Born (a student of Siebert) showed that the Lie algebra of a locally compact
group always has a projective basis - to be more precise, let S be a set for which
I ⊆ S. A family (Xi, i ∈ S) in L(G)−{0} is called a projective basis if for each
j ∈ I, there is a finite subset Sj ⊂ S, such that (dπj(Xi), i ∈ Sj) is a basis for
L(G/Hj) and dπj(Xi) = 0 whenever i /∈ Sj . In [22] he uses this to obtain an
explicit generalisation of Hunt’s formula (10.3) in the general locally compact
case, building on earlier more general results described in Heyer [43]. More
recently, Born’s formula was applied to establish a generalisation of Theorem
10.4 to this setting [12].
Brownian motion on compact (non-Lie) groups is currently a topic of intense
investigation by A.Bendikov and L.Saloffe-Coste at Cornell. They have made
a case-study of the infinite torus T

∞ = {(zn, n ∈ N); zn ∈ T}. A fascinating
investigation of sample paths can be found in [17]. It will be interesting to see
if such nice results can also be obtained for more general Lévy processes.

11 Lecture 6: Two Lévy Paths to Quantum Stochastics

11.1 Path 1: - Unitary Representations of Lévy Processes in Lie
Groups

An important role is played in quantum stochastic calculus by unitary
operator-valued processes (U(t), t ≥ 0), which satisfy SDEs of the form

dU(t) = U(t)dM(t), U(0) = I

acting in H0 ⊗ Γ (L2(R+),H1), where H1,H0 are complex separable Hilbert
spaces and Γ is the symmetric Fock functor. Here (M(t), t ≥ 0) is a suitable
operator-valued semimartingale built from annihilation, creation and conser-
vation processes, as described in Martin Lindsay’s lectures. Although not
generally considered by probabilists, such equations also arise classically in
a natural way. To see one approach to this, we will need to dabble in group
representations

The Non-Commutative Fourier-Stieltjes Transform

Let G be a locally compact group and H a complex, separable Hilbert space.
A unitary representation of G in H is a strongly continuous homomorphism
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π from G into U(H), the group of all unitary operators in H, equipped with
the strong operator topology. So we have the following:-

• For each g ∈ G, π(g) is a unitary operator in H.
• For each g, h ∈ G, π(gh) = π(g)π(h).
• For each g ∈ G, π(e) = I, π(g−1) = π(g)∗.
• For each ψ ∈ H, the mapping from G to H given by g → π(g)ψ is contin-

uous.

A closed subspace H1 of H is invariant for π if π(H1) ⊆ H1. A representation
is irreducible if the only invariant subspaces are {0} and H.
Later on we will need the direct sum of representations, so if πi are unitary rep-
resentations of G in Hi, for i = 1, 2, then π1⊕π2 is the unitary representation
of G in H1 ⊕H2 for which (π1 ⊕ π2)(ψ1, ψ2) = (π1ψ1, π2ψ2).

Now suppose that we want to try to do Fourier analysis in G. If G is abelian,
we have seen that we can build Fourier transforms by using the dual group
Ĝ. But Ĝ is precisely the set of all irreducible representations of G.
Now take G to be an arbitrary locally compact group, let µ be a probability
measure on G and fix a representation π (not necessarily irreducible) of G in
someH. Following Heyer [42], we define the non-commutative Fourier-Stieltjes
transform of µ at π to be the Bochner integral:-

µ̂(π)ψ =
∫

G

(π(σ)ψ)µ(dσ),

where ψ ∈ H. µ̂(π) ∈ B(H) and is in fact a contraction, since

||µ̂(π)ψ|| =
∣∣∣∣
∣∣∣∣
∫

G

(π(σ)ψ)µ(dσ)
∣∣∣∣
∣∣∣∣

≤
∫

G

||π(σ)ψ||µ(dσ)

=
∫

G

||ψ||µ(dσ) = ||ψ||.

The next result shows that µ̂(π) is a good generalisation of the characteristic
function of a probability measure on abelian G.

Theorem 11.1. If µ1 and µ2 are probability measures in G, then

̂(µ1 ∗ µ2)(π) = µ̂1(π).µ̂2(π).

Proof For each ψ ∈ H,
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̂(µ1 ∗ µ2)(π)ψ =
∫

G

(π(σ)ψ)(µ1 ∗ µ2)(dσ)

=
∫

G

∫
G

(π(σ)ψ)µ1(dτ)µ2(τ−1dσ)

=
∫

G

∫
G

(π(τσ)ψ)µ1(dτ)µ2(dσ)

=
∫

G

∫
G

π(τ)π(σ)ψµ1(dτ)µ2(dσ)

= µ̂1(π).µ̂2(π)ψ.

Exercise 6.1 Define the dual measure µ̃ to µ by µ̃(A) = µ(A−1), for each
A ∈ B(G). Show that ̂̃µ(π) = (µ̂)(π)∗.

Now let X = (X(t), t ≥ 0) be a Lévy process in G. We follow [11] and define
a unitary operator valued process U = (U(t), t ≥ 0) by

Uπ(t) = π(X(t)).

We further define T π
t = E(Uπ(t)), for each t ≥ 0. If pt is the law of X(t)

observe that
T π

t = p̂t(π).

Theorem 11.2. (T π
t , t ≥ 0) is a one-parameter semigroup of linear operators

acting in H.

Proof By Theorem 11.1,

T π
t+s = p̂t+s(π) = p̂t ∗ ps(π) = p̂t(π)p̂s(π) = T π

t T π
s .

The proof of strong continuity is Exercise 6.2 �
Exercise 6.3 Define a bounded continuous function f on G by f(τ) =
〈ψ1, π(τ)ψ2〉, where ψ1, ψ2 ∈ H. Deduce that (Ttf)(e) = 〈ψ1, T π

t ψ2〉.
Question: What can we say about the generator of this semigroup?

First we need some more background on the “infinitesimal structure” of group
representations. Let V ω = {ψ ∈ H, g → π(g)ψ is analytic }. V ω is the set of
analytic vectors for π in G. It is a dense linear manifold in H. For each Y ∈ g,
define a linear operator dπ(Y ) on V ω by

dπ(Y )ψ =
d

da
π(exp(aY ))ψ

∣∣∣∣
a=0

.

dπ(Y ) is essentially skew-adjoint on V ω. To see that, at least, skew-symmetry
holds, let ψ1, ψ2 ∈ V ω, then
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〈dπ(Y )ψ1, ψ2〉 =
d

da
〈π(exp(aY ))ψ1, ψ2〉

∣∣∣∣
a=0

=
d

da
〈ψ1, π(exp(aY )−1)ψ2〉

∣∣∣∣
a=0

=
d

da
〈ψ1, π(exp(−aY ))ψ2〉

∣∣∣∣
a=0

= −〈ψ1, dπ(Y )ψ2〉

In the sequel we will require the following linear operator Lπ in H:

Lπψ = bidπ(Xi)ψ + aijdπ(Xi)dπ(Xj)ψ +

+
∫

G−{e}
(π(σ)− I − xi(σ)dπ(Xi))ψν(dσ) (11.1)

where ψ ∈ V ω ⊂ Dom(Lπ) (see [11]).
The following result shows that the unitary process satisfies an operator-
valued SDE of the type we encounter in quantum stochastic calculus:-

Theorem 11.3. For each t ≥ 0 the following operator-valued SDE holds on
the domain V̂ ω:

Uπ(t) = I +
∫ t

0

Uπ(s−)dπ(Xi)dBi(s) +
∫ t

0

Uπ(s−)Lπds (11.2)

+
∫ t

0

∫
G−{e}

Uπ(s−)(π(σ)− I)N̂(ds, dσ)

Proof Let ψ1, ψ2 ∈ V ω and consider the map f : G→ C defined by

f(σ) =< ψ1, π(σ)ψ2 >

Although f is not necessarily in CL
2 (G), it is bounded and uniformly continu-

ous (for the left uniform structure in G) and we can still apply Theorem 10.4
to such functions to obtain

< ψ1, (Uπ(t)− I)ψ2 > =
∫ t

0

XL
i < ψ1, U

π(s−)ψ2 > dB
i(s)

+
∫ t

0

A < ψ1, U
π(s−)ψ2 > ds

+
∫ t

0

∫
G−{e}

[f(X(s−)σ)− f(X(s−))]N̂(ds, dσ)

The weak form of the required result for U now follows from the fact that for
any τ ∈ G,Y ∈ g,

Y L < ψ1, π(τ)ψ2 > =
d

da
< ψ1, π(τ)π(exp(aY ))ψ2 >

∣∣∣∣
a=0

= < ψ1, π(τ)dπ(Y )ψ2 >,
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and by a similar argument
∫ t

0

∫
G−{e}

[f(X(s−)σ)− f(X(s−))]Ñ(ds, dσ)

=
∫ t

0

∫
G−{e}

〈ψ1, [π(X(s−)σ)− π(X(s−))]ψ2〉Ñ(ds, dσ)

=
∫ t

0

∫
G−{e}

〈ψ1, [Uπ(s−)π(σ)− Uπ(s−)]ψ2〉Ñ(ds, dσ).

You also need Exercise 6.4

A〈ψ1, π(τ)ψ2〉 = 〈ψ1, π(τ)Lπψ2〉

The strong result follows by a density argument, once you’ve checked that the
stochastic integrals yield well-defined linear operators. �
Taking expectations in (11.2), we obtain for all ψ ∈ V ω,

T π
t ψ − ψ =

∫ t

0

T π
s L

πψds.

Hence the action of the infinitesimal generator of (T π
t , t ≥ 0) is given by Lπ.

Formally, we can think of
Tπ

t = etL
π

as a non-commutative Lévy-Khintchine formula, where we think of Lπ as
a “function” of irreducible representations. This insight is made precise by
Siebert [76] who effectively showed that the convolution semigroup (pt, t ≥ 0)
is uniquely determined by the actions of Lπ on a suitable domain, for each
irreducible representation π of G.
From now on, we drop the π superscript to simplify notation. Following
the philosophy of quantum stochastics, we obtain a stochastic process j =
(j(t), t ≥ 0) taking values in the automorphism group of B(H) if we define

j(t)(a) = U(t)aU(t)∗,

for all t ≥ 0, a ∈ B(H). To examine this infinitesimally, we need to take care
with unbounded operators. Fix a (left) Haar measure onG and consider L1(G)
which is a commutative Banach ∗-algebra, with respect to convolution and the
involution f̃(τ) → f(τ−1) (c.f. Example 5.16 in J. Kustermans’ lectures). We
define the “non-commutative Fourier transform” of f ∈ L1(G) by

π(f) =
∫

G

π(τ)f(τ)dτ

Clearly π(f) ∈ B(H), and in fact π is a homomorphism from L1(G) into
B(H), and a ∗-homomorphism when G is unimodular- (Exercise 6.5 - prove
this).
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In fact we will restrict yet further to the ∗-subalgebra C∞
c (G) of L1(G) and

work on B = π(C∞
c (G)), (so that we can differentiate!). We then find that

for each t ≥ 0, f ∈ C∞
c (G), the following operator-valued SDE holds on the

domain V ω, where [·, ·] now denotes the commutator:

j(t)π̂(f) = π̂(f) +
∫ t

0

j(s)(M(π̂(f)))ds+
∫ t

0

j(s)([dπ̂(Xi), π̂(f)])dBi(s)

+
∫ t

0

∫
G−{e}

j(s)(π̂(σ)π̂(f)π̂(σ−1)− π̂(f))N̂(ds, dσ). (11.3)

Here the (unbounded) linear operator M on B(H) is given by

M(π(f)) = bi[dπ(Xi), π(f)] + aij [dπ(Xi), [dπ(Xj), π(f)]] +

+
∫

G−{e}
(π(σ)π(f)π(σ−1)− π(f)− xi(σ)[dπ(Xi), π(f)])ν(dσ).

We have V ω ∈ Dom(M(π(f)) for each f ∈ C∞
K (G).

If we define S(t)(π(f)) = E(j(t)(π(f)), then (S(t), t ≥ 0) extends to a quan-
tum dynamical semigroup on the von Neumann algebra generated by B. The
action of the infinitesimal generator on B is given by the linear operator M.
For full details see [11].

The monograph by Diaconis [28] is an excellent source for other applications
of group representations within probability theory.

11.2 Lévy Processes in Fock Space

In this last part, we touch on a beautiful area of mathematics which involves
the interaction between factorisable representations of current groups, coho-
mology of groups, infinite divisibility and Fock space. This was developed in
the 1960s by H.Araki, R.F.Streater, K.R.Parthasarathy and K.Schmidt and
continued through the 1970s and 80s via the work of I.M.Gelf’and, M.J.Graev
and A.M.Vershik and also S.Albeverio, R.Høegh-Krohn and their collabora-
tors.
We will only touch on this subject. Our aim is to answer the question -

Can we naturally represent Lévy processes as operator-valued processes in
Fock space?

Good references for the general theory are Erven and Falkowski [30] and
Guichardet [41], and for the probabilistic developments - Parthasarathy [65]
- particularly Chapter II, section 21.
We need some simple ideas from cohomology:-
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Cohomology of Groups

Let G be a Lie group and M a Hausdorff space which is a left G-module. For
each n ∈ N, define

Cn(G,M) = {f :

n times︷ ︸︸ ︷
G× · · · ×G→M,f is continuous }.

We also need C0(G,M) = C1({e},M) which we can just identify withM itself.
Elements of Cn(G,M) are called n cochains taking values inM . The sequence
of coboundary operators {δn, n ∈ N ∪ {0}}, where each δn : Cn(G,M) →
Cn+1(G,M) is given by

(δnf)(σ1, . . . , σn+1) = σ1f(σ2, . . . , σn+1) +
n∑

i=1

(−1)if(σ1, . . . , σiσi+1, . . . , σn+1)

+ (−1)n+1f(σ1, . . . , σn),

for each f ∈ Cn(G,M), σ1, . . . , σn+1 ∈ G. A tedious calculation yields, for all
n ∈ N ∪ {0},

δn+1 ◦ δn = 0 ⇒ Im(δn) ⊆ Ker(δn+1)

Elements of Ker(δn) are called n-cocycles.
Elements of Im(δn−1) are called n-coboundaries.
Hn(G,M) = Ker(δn)/Im(δn−1) is called the nth cohomology group of G with
coefficients in M .

Exercise 6.6 Check that all 1-coboundaries are of the form σ → σψ − ψ,
where ψ ∈ M is fixed. Check that f is a 1-cocycle if and only if σ1f(σ2) =
f(σ1σ2)− f(σ1) for all σ1, σ2 ∈ G.
If f is a 1-cocycle, show that

1. f(e) = 0,
2. σ−1f(σ) = −f(σ−1), for all σ ∈ G.

In all the situations we will be interested in, M will be a complex separable
Hilbert space H. We will fix a unitary representation π of G in H. The left
action G×H → H is (g, ψ) → π(g)ψ.

Exercise 6.7 Suppose that U is a projective unitary representation of a Lie
group G in a Hilbert space H, so that there exists a continuous map g :
G×G→ T, such that for each σ1, σ2 ∈ G, g(σ1, e) = g(e, σ2) = 1 and

U(σ1σ2) = g(σ1, σ2)U(σ1)U(σ2).

Write each g(σ1, σ2) = eis(σ1,σ2),and show that s is a 2-cocycle where M = R

and π is the trivial action on M = R (i.e. each π(σ) = 1).
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The Lévy-Khintchine Formula - Fock Style

We need some “basic Focklore” - details of which are covered in Martin Lind-
say’s notes.

• Γ (h) is symmetric Fock space over a complex separable Hilbert space h.
• {e(f), f ∈ h} are the total set of exponential vectors in Γ (h). The Fock

vacuum is e(0).
• The Weyl operators - {W (f), f ∈ h} are unitary in Γ (h) - their action on

exponential vectors is given by

W (f)e(g) = e−
1
2 ||f ||

2−<f,g>e(f + g),

for each g ∈ h.
• The second quantisation of a unitary operator V in h is Γ (V ) which is

unitary in Γ (h). For each f ∈ h,

Γ (V )e(f) = e(V f) Γ (V )W (f)Γ (V )−1 =W (V f).

• Let u, v ∈ h and T = T ∗ have domain D in h. We denote the annihilation
operator a(u), the creation operator a†(v) and the conservation operator
λ(T ). “By their matrix elements, shall ye know them”-

< e(f), a(u)e(g) >=< u, g > e<f,g>, < e(f), a†(v)e(g) >=< f, v >
e<f,g>

< e(f), λ(T )e(g) >=< f, Tg > e<f,g>.

Note that in the first two relations, f and g are arbitrary vectors in h - in
the third g ∈ Dom(T ).

The Euclidean group of h is the semidirect product U(h) h which is U(h)×h
equipped with the composition law,

(V1, f1) (V2, f2) = (V1V2, f1 + V1f2).

Define the extended Weyl operator W (V, f) = W (f)Γ (V ).

Exercise 6.8 Check that the extended Weyl operators yield a projective unitary
representation of U(h) h in Γ (h), i.e.

W (V1, f1)W (V2, f2) = e−i�<f1,V1f2>W ((V1, f1) (V2, f2)).

Now let π : G→ U(G) be a unitary representation of a Lie group G in h and
let ρ be a 1-cocycle for G acting on h. We will also assume that we can find
a continuous map β : G→ R for which

β(σ1σ2)− β(σ1)− β(σ2) = � < ρ(σ−1
1 ), ρ(σ2) >,

for all σ1, σ2 ∈ G. We will show that such maps β can exist below. Now for
each σ ∈ G, define the following unitary operator in Γ (h):
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U(σ) = eiβ(σ)W (π(σ), ρ(σ)). (11.4)

Exercise 6.9 Show that U : G→ U(Γ (h)) is a continuous unitary representa-
tion of G in Γ (h), so that - in particular each U(σ1σ2) = U(σ1)U(σ2).

U is called a type S representation by Guichardet [41].

All of this seems quite abstract and a long way from probability theory.
However, the following example (due to K.R.Parthasarathy) will yield some
familiar-looking expressions.

Take G = R. We write h = h1 ⊕ h2. Fix two vectors ψi ∈ hi, i = 1, 2. We
define a unitary representation π′ = I ⊕ π of R in h. Observe that by Stone’s
theorem, there exists a self-adjoint operator T =

∫
R
λP (dλ) in h (which may

be unbounded), such that for each y ∈ R,

π(y) = eiyT =
∫

R

eiyλP (dλ) (11.5)

Now ρ is a 1-cocycle for the action of π′ in h, where

ρ(y) = yψ0 + (π(y)− I)ψ1.

You can check that we can then take

β(y) = my + � < ψ1, (π(y)− I)ψ1 >,

where m ∈ R is arbitrary.
From (11.4), we get a continuous one-parameter unitary group (U(y), y ∈ R)
in Γ (h). The fun really starts when we compute the vacuum expectation of
U , i.e.

< e(0), U(y)e(0) >= exp
(
iβ(y)− 1

2
||ρ(y)||2

)
.

Easy computations yield

||ρ(y)||2 = y2||ψ0||2 + ||(π(y)− I)ψ1||2

= y2||ψ0||2 − 2� < ψ1, (π(y)− I)ψ1 > .

Now combining this with the expression for β given above, we obtain

< e(0), U(y)e(0) >

= exp {imy − 1
2
y2||ψ0||2+ < ψ1, (π(y)− I)ψ1 >}

= exp
(
imy − 1

2
y2||ψ0||2 +

∫
R

(eiλy − 1)ν(dλ)
)
, (11.6)

where ν(dλ) =< ψ1, P (dλ)ψ1 >. Applying the spectral theorem again, we
can write U(y) = eiyX and < e(0), U(y)e(0) >=

∫
R
eiyxp(dx) where p is a



Lévy Processes in Euclidean Spaces and Groups 93

probability measure on R. Thus we see that (11.6) is a Lévy -Khintchine
formula, and X is a realisation of an infinitely divisible random variable, with
a finite Lévy measure.
One way of extending these ideas to get the most general form of the Lévy
-Khintchine formula, is to set up a partition R =

⋃
n∈N

En, where each En ∈
B(R) with E0 = {0}, E1 = [−1, 1]c. Next pick a sequence (ψn, n ∈ N) in
h such that each P (En)ψn = ψn and

∑∞
n=2 ||Tψn||2 < ∞. (e.g. You could

work in h = L2(R − {0}, ν), where ν is any Lévy measure. Then take each
En = (− 1

n−1 ,−
1
n ) ∪ ( 1

n ,
1

n−1 ), ψn = χEn
, T (x) = multiplication by x.)

Now replace the prescriptions given above for ρ and β by

ρ(y) = yψ0 +
∞∑

n=1

(π(y)− I)ψn,

β(y) = my + � < ψ1, (π(y)− I)ψ1 > +
∞∑

n=2

� < ψn, (π(y)− I − iyT )ψn > .

Exercise 6.10 Check that this really gives you the most general form of the
Lévy-Khintchine formula.

Finally, we must bring time back into the picture. Return to the case of a
general Lie group G. We replace G with the current group C(R+, G) of all
Borel measurable functions from R

+ to G which have compact support. This is
a group under pointwise operations. Now if π is a unitary representation of G
in a complex separable Hilbert space, H, then π̃ is a unitary representation of
C(R+, G) in L2(R+,H), where for each f ∈ C(R+, G), ψ ∈ L2(R+,H), t ≥ 0,
we have

((π̃(f))ψ)(t) = π(f(t))ψ(t).

To get a type S representation Ũ of C(R+, G), we simply replace Γ (h) with
Γ (L2(R+, h)) and instead of the previous “characteristics” (π, ρ, β), we employ
(π̃, ρ̃, β̃), where for each f ∈ C(R+, G), t ≥ 0,

(ρ̃(f))(t) = ρ(f(t)), β̃(f) =
∫ t

0

β(f(s))ds.

Exercise 6.11. Check that Ũ really is a type S representation.

Note. If we define the expectation functional E(f) =< e(0), Ũ(f)e(0) >, for
each f ∈ C(R+, G), then E(fg) = E(f)E(g), whenever f and g have disjoint
support, i.e. the representation Ũ is factorisable in the sense of H.Araki [14].

From now on, take G = R. First observe (Exercise 6.12), that if you take
ft,y ∈ C(R+,R) to be of the form ft,y(s) = χ[0,t)(s)y, for fixed t ≥ 0, y ∈ R,
then on replacing U with Ũ in (11.6), we obtain the Lévy-Khintchine formula
for a Lévy process (X(t), t ≥ 0). Now we will find the analogue of the Lévy-Itô
decomposition in Γ (L2(R+, h)). For simplicity, we work in the case where the
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Lévy measure ν is finite. If we hold t constant and vary y, then Ũt(y) = Ũ(ft,y)
is a continuous one-parameter unitary group and by Stone’s theorem, we may
write Ũt(y) = eiyX(t), where (X(t), t ≥ 0) is the Fock space realisation of a
Lévy process. Choose f1, f2 ∈ L2(R+, h) where f2 takes values in Dom(H).
We also require that ψ1 ∈ Dom(H).
Now (Exercise 6.13), compute

< e(f1),X(t)e(f2) >=
d

dy
< e(f1), Ũt(y)e(f2) >

∣∣∣∣
y=0

,

to obtain

X(t) = mt+ i(a(χ[0,t) ⊗ ψ0)− a†(χ[0,t) ⊗ ψ0))

+ a†(χ[0,t) ⊗Hψ1) + λ(χ[0,t) ⊗H) + a(χ[0,t) ⊗Hψ1) + t < ψ1,Hψ1 > .

Comparing with (8.11) - we can identify the drift term as mt, the Brownian
motion part (in momentum form) as i(a(χ[0,t)⊗ψ0)−a†(χ[0,t)⊗ψ0)) and the
Poisson part as a†(χ[0,t)⊗Tψ1)+λ(χ[0,t)⊗T )+a(χ[0,t)⊗Tψ1)+t < ψ1,Hψ1 >.
Making the analogy with (8.11) more precise, we should really write the latter
as an integral over jumps - we can do this, at least formally, by utilising the
spectral decomposition of H =

∫
R
λP (dλ) so that e.g.

a†(χ[0,t) ⊗Hψ1) =
∫

R

λa†(χ[0,t) ⊗ P (dλ)ψ1).

More generally, to build a quantum stochastic calculus based on the noise gen-
erated by a Poisson random measure - we need to consider quantum stochastic
spectral integrals based on A†(dt, P (dλ)ψ1), A(dt, P (dλ)ψ1) and Λ(dt, P (dλ)).
For details of this, see [5] and references therein, where you will find full
“quantised” generalisations of (11.2) and (11.3).

It would be nice to be able to use Fock space methods to learn more about
Lévy processes in Lie groups and this would involve extending the ideas given
above to the current group C(R+, G). This only seems to work well when there
is a natural analogue of the Fourier transform available, e.g. in [9], Harish-
Chandra’s spherical transform was used to obtain a Fock space representa-
tion for spherically symmetric Lévy processes in non-compact semi-simple Lie
groups.
In the case of compact Lie groups whose Lie algebra is also compact (in a
certain technical sense), Albeverio and Høegh-Krohn [3] have introduced a
non-factorisable representation, called the energy representation which is in-
timately related to Brownian motion on the group. It would be nice to have
some greater insight into this from a Fock space point of view. Some interest-
ing connections between current algebra representations and quantum Lévy
processes are explored in [1]. A great deal of information about representa-
tions of current and other infinite dimensional groups can be found in the
monograph [46], and Fock space certainly plays a major role here.
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Current groups of the general type C(M,G), where M is a manifold, are of
interest to physics - whereM represents space-time and G is a gauge group. If
you takeM = S1 then you get loop groups, which have been intensively studied
by mathematicians. The link with probability is through the Brownian bridge
and this leads to the wonderful world of logarithmic Sobolev inequalities and
spectral gaps (see [44] for a very readable introduction to these concepts).
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groups, J.Math Kyoto Univ 33, 1103-23 (1993) 4, 78

9. D.Applebaum, Compound Poisson processes and Lévy processes in groups and
symmetric spaces, J.Theor. Prob. 13, 383-425 (2000) 94
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13. D.Applebaum, Lévy Processes and Stochastic Calculus, Cambridge University
Press, to appear (2004) 3, 4, 5, 24, 25, 39, 41, 44, 45, 46, 48, 55, 56, 58, 62, 63, 68, 69

14. H.Araki, Factorisable representations of current algebra, Publ. Res. Inst. Math.
Sci. Kyoto Univ. 5, 361-422 (1970) 93

15. O.E.Barndorff-Nielsen, T.Mikosch, S.Resnick (eds), Lévy Processes: Theory and
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24. P.J.Brockwell, Lévy-driven CARMA processes, Ann.Inst.Statist.Math. 53, 113-
24 (2001) 3

25. R.Carmona, W.C.Masters, B.Simon, Relativistic Schrödinger operators: asymp-
totic behaviour of the eigenvalues, J.Funct.Anal. 91, 117-42 (1990) 35

26. R.Carter, G.Segal, I.Macdonald, Lectures on Lie Groups and Lie Algebras, Lon-
don Math.Soc Student Texts 32, Cambridge University Press (1995) 74

27. S.Cohen, Some Markov properties of stochastic differential equations with
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Introduction

These lecture notes are intended as an introduction to the theory of locally
compact quantum groups that are studied in the framework of operator alge-
bras, i.e. C*-algebras and von Neumann algebras. The presentation revolves
around the definition of a locally compact quantum group as given in [KuV00a]
and [KuV03].
Historically the first aim in constructing axiomatizations of ‘quantized’ locally
compact groups was the extension of the Pontryagin duality to non-abelian
groups. Because in general the dual of a non-abelian group will not be a group
any more, one searched for a larger category which included both groups and
group duals. After pioneering work by Tannaka, Krein, Kac and Takesaki,
among others, this problem was completely solved independently by M. Enock
and J.-M. Schwartz (see [ES92] for a survey) and by Kac and Vainerman
([KaV73], [KaV74]) in the seventies. The object they defined is called a Kac
algebra.
In [Wor87b] S. L. Woronowicz constructed a C*-algebra with comultiplication,
quantum SU(2), which had so many group-like properties that it was justified
to call it a ‘quantum group’. But this example did not fit in the category of
Kac algebras. So it became clear that the category of Kac algebras was too
small to include all quantum groups, and that it should be enlarged.
The first success in this direction was obtained by Woronowicz who succeeded
to define the compact quantum groups ([Wor87a],[Wor98]) in a simple way
and who proved, most importantly, the existence and uniqueness of a Haar
state.
The next success provided us with another approach. In [BS] S. Baaj and
G. Skandalis made a study of multiplicative unitaries, which can be consid-
ered as an abstract study of the Kac-Takesaki operator of a locally compact
group. With an irreducible and regular multiplicative unitary they associate
two C*-algebras, which are each others dual, with a comultiplication and a
densely defined antipode. In this way they obtain both the compact quantum
groups and, in a certain sense, the Kac algebras. At the same time a multitude
of different aspects of multiplicative unitaries are investigated in this paper,
rendering it an invaluable source of information.
Still one wanted to give a more intrinsic definition of a locally compact quan-
tum group, with a C*-algebra (or von Neumann algebra) with comultiplica-
tion as a starting point. An essential idea in this direction was put forward
by Kirchberg in [Kir], who proposed to allow the antipode of a Kac algebra
to be deformed by a ‘scaling group’ which should be a one-parameter group
of automorphisms of the underlying von Neumann algebra. Then T. Masuda
and Y. Nakagami formulated the definition of a Woronowicz algebra in [MN],
generalizing Kac algebras by introducing this scaling group. They were able
to construct the dual within the same category, and their theory included
the known examples, the Kac algebras and the compact quantum groups in
a certain sense. However there is an objection to their theory and that is the
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complexity of the axioms : a Woronowicz algebra is a quintuple consisting of a
von Neumann algebra, a comultiplication, a Haar weight, a unitary antipode
and a scaling group, satisfying a lot of relations. For these reasons, this defini-
tion was not satisfactory. A C*-algebraic version of this definition is discussed
in [MNW].
Finally a relatively simple definition was proposed by Vaes and the author
in [KuV00a] and [KuV03] but is has to be said that a lot of ideas of the
work of Kac, Vainerman, Enock, Schwartz, Baaj and Skandalis (and the polar
decomposition due to Kirchberg) play an important role in [KuV00a] and
[KuV03].
In these lecture notes we will follow [KuV03] in which the definition of a lo-
cally compact quantum group is formulated in the framework of von Neumann
algebras, because this provides us with the simplest definition. Since the oper-
ator algebra theory involved is rather complicated a large part of these lecture
notes are devoted to a careful explanation of all the concepts involved. We
therefore opted to be precise, rather than to be exhaustive.
The first section gives a quick introduction to the basic theory of C*-algebras.
The second section looks at locally compact quantum groups in an effort to
motivate the later definitions of quantum groups. The third section discusses
compact quantum groups in the C*-algebra framework due to Woronowicz.
Here the C*-algebra framework is preferable because of the presence of an
existence theorem for the quantum analogue of the Haar measure for compact
quantum groups. In the fourth section we introduce the necessary tools from
the theory of von Neumann algebras.
The definition of a locally compact quantum group and its main consequences
are discussed in the fifth section. Two examples of locally compact quantum
groups are studied in the sixth section. In the appendix we collected a number
of concepts for the convenience of the reader that is not that well acquainted
with the theory of unbounded operators in Hilbert spaces.
In the last part of this introduction we fix some notations and conventions.
We want to stress that the notations and conventions used in this text might
differ from the ones used in other texts of these lecture notes.
If X is a set we will denote the identity mapping on X by ιX or even ι if it is
clear which set is under consideration. The domain of a function f is denoted
by D(f). Let Y be another set and S, T two functions S : D(S) ⊆ X → Y
and T : D(T ) ⊆ X → Y . We say that S ⊆ T if and only if D(S) ⊆ D(T ) and
S(x) = T (x) for all x ∈ D(S).
The set of all natural numbers, not including 0, is denoted by N. Also, N0 =
N∪ {0}. For a vector space V and a subset U ⊆ V , the linear span of U in V
is denoted by 〈U〉.
We will always work with complex Hilbert spaces. Let H be a Hilbert space.
The inner product on H will be denoted by 〈 . , . 〉. In this text, all such inner
products will be linear in the first and antilinear in the second argument.
Notice that this is contrary to most other texts in these lecture notes! A
linear operator T in H is a map T : D(T ) ⊆ H → H for which the domain



102 Johan Kustermans

D(T ) is a linear subspace of H and the action of T on D(T ) is linear. If
D(T ) = H, we call T a linear operator on H. You can find extra information
on linear operators in Hilbert spaces in the appendix.
If S, T are linear operators in H and λ ∈ C the linear operators S+T , λS and
S T in H are defined such that D(S + T ) = D(S) ∩ D(T ), D(λS) = D(S),
D(ST ) = { v ∈ D(T ) | T (v) ∈ D(S) } and (S + T )(v) = S(v) + T (v) for all
v ∈ D(S + T ), (λS)(v) = λS(v) for all v ∈ D(S) and (S T )(v) = S(T (v)) for
all v ∈ D(S T ).
A ∗-algebra A is an (associative) complex algebra together with an anti-linear
map .∗ : A → A satisfying (ab)∗ = b∗a∗ and (a∗)∗ = a for all a, b ∈ A. The
map .∗ is called the ∗-operation (star-operation) of the ∗-algebra. If A,B are
∗-algebras, we call a map π : A → B a ∗-homomorphism from A to B if π is
linear, multiplicative and satisfies π(a∗) = π(a)∗ for all a ∈ A.

1 Elementary C*-algebra theory

This section serves as a quick introduction to basic C*-algebra theory needed
to understand and work with the definition of a locally compact quantum
group that we will give later on. There are several good books on the subject
available, eg. [Mur], [KR1] and [KR2]. The order in which results are stated
does not respect the chronology of the build up of the theory.

Definition 1.1. A C∗-algebra A is a ∗-algebra equipped with a norm ‖ · ‖ for
which A is complete and such that (i) ‖ab‖ ≤ ‖a‖ ‖b‖ and (ii) ‖a∗a‖ = ‖a‖2
for all a, b ∈ A.

It follows from (i) and (ii) that ‖a∗‖ = ‖a‖ for all a ∈ A. We do in general not
assume that A has a unit element for the multiplication, but if it does have a
unit element and A �= {0}, we call A unital and denote the unit element by
1. The space of continuous linear functionals on A will be denoted by A∗.
A C*-subalgebra of A is a *-subalgebra of A that is closed for the norm
topology. By restricting all algebraic operations and the norm to such a C*-
subalgebra one obtains a new C*-algebra.
If A is a *-algebra and ‖.‖ is a norm on A satisfying property (i) and (ii)
in the definition above, we say that ‖.‖ is a C*-norm on A. Let A denote
the Banach space that is the completion of A with respect to this norm. By
extending the product and ∗-operations of A by continuity to a product and
∗-operation on A, we turn A into a genuine C*-algebra.

Example 1.2. (1) Consider a locally compact Hausdorff space X and let
C0(X) be the space of complex valued continuous functions on X that vanish
at infinity. By definition, a function f : X → C vanishes at infinity if for
every ε > 0 there exists a compact subset K ⊆ X so that |f(x)| ≤ ε for all
x ∈ X \K.
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This set of functions C0(X) is a commutative C*-algebra for the pointwise
algebraic operations and the sup-norm: if f, g ∈ C0(X) and λ ∈ C, then

(f + g)(x) = f(x) + g(x) , (λf)(x) = λ f(x) ,
(fg)(x) = f(x)g(x) , f∗(x) = f(x)

for all x ∈ X and
‖f‖ = sup { |f(x)| | x ∈ X } .

Notice that C0(X) has a unit if and only if X is compact, in which case the
unit is given by the constant function that takes the value 1 on the whole of
X.
There is also another natural commutative C*-algebra associated to X,
namely the space Cb(X) of all bounded continuous functions on X. One turns
Cb(X) into a ∗-algebra and defines a norm on Cb(X) by the same formulas
as above. The resulting ∗-algebra always has a unit given by the constant
function that takes the value 1 on the whole of X. Of course, if X is compact,
then C0(X) = Cb(X) = C(X), the space of all continuous functions on X.
(2) Let H be a Hilbert space. Recall that, in this text, all such inner products
will be linear in the first and antilinear in the second argument! The algebra
of bounded linear operators on H will be denoted by B(H). It is a unital C*-
algebra for the usual operator adjoint and operator norm, i.e. (i) 〈T ∗v, w〉 =
〈v, Tw〉 and (ii) ‖T‖ = sup{ ‖Tu‖ | u ∈ H, ‖u‖ ≤ 1 } for all T ∈ B(H) and
v, w ∈ H.
The algebra B0(H) of compact operators on H is a C*-subalgebra of B(H),
it is even a two-sided ideal inside B(H) (in the literature one also uses the
notation K(H) for B0(H) ). Recall that a linear operator T on H is called
compact if for every bounded subset D ⊆ H, the closure of T (D) is compact.
If v, w ∈ H we define θv,w ∈ B0(H) by θv,w(u) = 〈u,w〉 v for all u ∈ H. The
linear span of such operators θv,w is norm dense in B0(H).
The algebra B0(H) has an identity if and only if the Hilbert space is finite-
dimensional. In this case, B0(H) = B(H) ∼= Mn(C), the *-algebra of n by n
complex matrices, where n is the dimension of the Hilbert space H.

Since C*-algebras are ∗-algebras we can talk about ∗-homomorphisms and
∗-isomorphisms between C*-algebras. The next proposition guarantees that
these are the natural morphisms between C*-algebras. As a consequence, if
A,B are C*-algebras we say that A ∼= B if and only if A is ∗-isomorphic to B.

Proposition 1.3. Consider two C*-algebras A,B and a ∗-homomorphism
π : A → B. Then, π is contractive, i.e. ‖π(x)‖ ≤ ‖x‖ for all x ∈ A. More-
over, π(A) is a C*-subalgebra of B. If π is injective, then π is isometric, i.e.
‖π(x)‖ = ‖x‖ for all x ∈ A.

This implies that if A is a ∗-algebra, there exists at most one norm on A for
which A is C*-algebra (there might be no such norm at all). Notice that the
closedness of π(A) in B is a non-trivial claim!
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Let H be a Hilbert space. If B is a ∗-subalgebra of B(H), we call B non-
degenerate if the subspace BH := 〈 b v | b ∈ B, v ∈ H 〉 is dense in H.
If A is a C*-algebra, a ∗-representation π of A on H is by definition a ∗-
homomorphism π : A → B(H). We call π non-degenerate if π(A) is non-
degenerate in B(H). We call π faithful if and only if it is injective.
The next two theorems show that the examples given above are in fact typical
examples of C*-algebras.

Theorem 1.4 (Gelfand). Consider a commutative C*-algebra A. Then,
there exists a locally compact space X, unique up to a homeomorphism, such
that A ∼= C0(X).

Theorem 1.5 (Gelfand-Naimark). Consider a C*-algebra A. Then, there
exists a Hilbert space H and an injective non-degenerate ∗-representation
π : A→ B(H).

Remark 1.6. Consider a ∗-algebra A and define the map ‖.‖∗ : A → [0,∞] by

‖a‖∗ = sup{ ‖θ(a)‖ | K a Hilbert space, θ : A → B(K) a ∗-homomorphism }

for all a ∈ A. Suppose that if a ∈ A, then (1) ‖a‖∗ <∞ and (2) ‖a‖∗ = 0 ⇔
a = 0. Then ‖.‖∗ is a C*-norm and the completion of A with respect to ‖.‖∗
is called the enveloping C*-algebra of A.

Being a *-algebra we can identify special kinds of elements inside a C*-algebra
A. Recall the following terminology for a ∈ A.

1. a is self-adjoint ⇔ a∗ = a.
2. a is normal ⇔ a∗a = aa∗.
3. a is an (orthogonal) projection ⇔ a = a∗ = a2.
4. If A is unital, the element a is unitary ⇔ a∗a = aa∗ = 1.

In a C*-algebra the notion of positivity is a powerful one and can be stated
in several different ways, one of which is the following one:

Definition 1.7. Consider a C*-algebra A. An element a ∈ A is called positive
⇔ there exists b ∈ A such that a = b∗b. The set of positive elements of A is
denoted by A+.

The set of positive elements A+ is closed in the norm topology, closed under
addition and scalar multiplication by positive numbers andA+∩(−A+) = {0}.
We define a partial order relation ≤ on the real linear space of self-adjoint
elements Ah of A as follows. If a, b ∈ Ah, then a ≤ b ⇔ b− a ∈ A+.
In our examples above positivity takes on the familiar form:

Example 1.8. (1) If X is a locally compact Hausdorff space and f ∈ C0(X),
then f ≥ 0 ⇔ f(x) ≥ 0 for all x ∈ X.
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(2) If H is a Hilbert space and T ∈ B(H), then T ≥ 0 ⇔ 〈Tv, v〉 ≥ 0 for all
v ∈ H.

It is important to note that positivity does not depend on the C*-algebra in
which the element is being considered: if B is a C*-subalgebra of A and a ∈ B,
then a is positive in A ⇔ a is positive in B.
Having a notion of positivity for elements in a C*-algebra we can introduce
the notion of positivity for linear functionals.

Definition 1.9. If A is a C*-algebra, a linear functional ω on A is called
positive if ω(x) ≥ 0 for all x ∈ A+. The set of positive linear functionals on
A is denoted by A∗

+.

A positive linear functional ω on A is automatically continuous (and if A is
unital, ‖ω‖ = ω(1) ). A state on A is by definition a positive linear functional
on A of norm one. The set A∗

+ is closed for the norm topology and is closed
under addition and scalar multiplication by positive numbers. Any continuous
linear functional is a linear combination of positive linear functionals.

Example 1.10. (1) Let X be a locally compact Hausdorff space. By the theo-
rem of Riesz we have a bijection from the vector space of regular (necessarily
finite) complex measures on X and C0(X)∗ which associates to every reg-
ular complex measure µ on X the linear functional ωµ ∈ C0(X)∗ given by
ωµ(f) =

∫
X
f dµ for all f ∈ C0(X). Under this bijection the set of finite

positive measures on X corresponds to C0(X)∗+.
(2) Consider a Hilbert space H. If v, w ∈ H we define ωv,w ∈ B(H)∗ by
ωv,w(x) = 〈xv,w〉 for all x ∈ B(H). Notice that ‖ωv,w‖ = ‖v‖ ‖w‖. The linear
functional ωv,v is positive.

Just as a positive measure defines an L2-space, any positive linear functional
on a C*-algebra has a natural L2-space associated to it.

Definition 1.11 (Gelfand-Naimark-Segal). Consider a C*-algebra A and
a positive linear functional ω on A. A triple (H, π, ξ) is called a cyclic GNS-
construction for ω if (i) H is a Hilbert space, (ii) π is a ∗-representation of A
on H and (iii) ξ is a vector in H so that ω(a) = 〈π(a)ξ, ξ〉 for all a ∈ A and
π(A) ξ is dense in H.

Such a GNS-construction always exist (and is not so difficult to construct) and
is easily seen to be unique up to a unitary transformation. The representation
π will be referred to as a GNS-representation of ω and the vector ξ will be
referred to as a cyclic vector of the GNS-construction. If a ∈ A one should
think of π(a)ξ as the equivalence class corresponding to a in the L2-space H.

A powerful tool for C*-algebras is the possibility of ‘defining continuous func-
tions of normal elements’ in a C*-algebra. We will give a precise statement of
this fact in the next proposition but in order to do so we need the notion of
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a spectrum of an element in a unital C*-algebra A. If a ∈ A, the spectrum
σ(a) ⊆ C is defined as

σ(a) = {λ ∈ C | a− λ 1 is not invertible in A }

The spectrum σ(a) is a non-empty compact subset of C contained in the closed
disc of radius ‖a‖.

Proposition 1.12 (Functional Calculus). Consider a unital C*-algebra A
and a normal element a in A. There exists a unique unital ∗-homomorphism
π : C(σ(a)) → A such that π(ισ(a)) = a. We call π the (continuous) functional
calculus of a. For any continuous function f ∈ C(σ(a)) we set f(a) = π(f).

Notice that if p is a complex polynomial in two variables, then p(z, z̄)(a) =
p(a, a∗) by the algebraic properties of π. By Stone-Weierstrass the polynomial
functions p(z, z̄) are norm dense in C(σ(a)). If one combines this with the fact
that π is continuous, the uniqueness of π is obvious.
One can also easily see that if

∑∞
n=0 rn z

n is a complex power series so that∑∞
n=0 |rn| ‖a‖n < ∞ and f ∈ C(σ(a)) is defined by f(z) =

∑∞
n=0 rn z

n for
all z ∈ σ(a), then

f(a) =
∞∑

n=0

rn a
n = lim

k→∞

k∑
n=0

rn a
n ,

where the last limit is to be understood in the norm-topology. So we get for
instance

ea =
∞∑

n=0

an

n!
.

Notice that we can only construct this continuous functional calculus for nor-
mal elements. If a is any element in a unital Banach algebra, one can also
define a functional calculus for complex analytic functions defined on an open
subset of C that contains the spectrum σ(a). This functional calculus is called
the Riesz functional calculus of a. If a is a normal element in a unital C*-
algebra, the continuous functional calculus of a extends the Riesz functional
calculus of a. But we will not make any use of the Riesz functional calculus
in these notes.
If B is a C*-subalgebra of A so that B contains the unit element of A and a
is a normal element of B, then σA(a) = σB(b) and the functional calculus of
a with respect to A and the functional calculus of a with respect to B agree.
If A is not unital, one defines a functional calculus for normal elements by
extending A to a unital C*-algebra in which A sits as a closed two sided ideal
and using the functional calculus above. There are several ways of extending A
to a unital algebra just as there are several ways to compactify a non-compact
Hausdorff space. Let us first look at the simplest one that in the commutative
case agrees with the one-point compactification.
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Definition 1.13. Consider a non-unital C*-algebra A. The unital C*-algebra
Ã is defined as follows. As a vector space, Ã = A ⊕ C. The multiplication,
∗-operation and norm on Ã are defined by the formulas

(a, λ) (b, ν) = (ab+ λb+ νa, λν) , (a, λ)∗ = (a∗, λ̄)

and
‖(a, λ)‖ = sup{ ‖a c+ λc‖ | c ∈ A, ‖c‖ ≤ 1 }

for all a, b ∈ A and λ, ν ∈ C.

Notice that (0, 1) is the unit element of Ã. The C*-algebra A is embedded
in Ã via the map A → Ã : a → (a, 0) and as such A is a closed two sided
essential ideal of Ã. Notice that these two facts determine the formulae for
the product and ∗-operation on Ã. Recall that an ideal I in an algebra B is
called essential if for all b ∈ B, we have (∀x ∈ I : xb = 0) ⇒ b = 0 and
(∀x ∈ I : bx = 0) ⇒ b = 0.
If A is unital one can still define the *-algebra Ã this way but one needs
another formula for the norm to obtain a C*-algebra. But we will not make
use of this fact.
If A is a non-unital algebra and a ∈ A one defines the spectrum σ(a) of a as
σ(a) = σÃ(a) ⊆ C. Notice that 0 ∈ σ(a). If f ∈ C(σ(a)) and f(0) = 0 we
define the element f(a) ∈ A as f(a) = π(f), where π is the functional calculus
of a with respect to Ã. The condition f(0) = 0 guarantees that f(a) belongs
to A (as opposed to Ã \A).
Among all normal elements the self-adjoint and positive elements can be iden-
tified by their spectrum:

Proposition 1.14. Consider a C*-algebra A and a normal element a ∈ A.
Then

1. a is self-adjoint ⇔ σ(a) ⊆ R,
2. a is positive ⇔ σ(a) ⊆ R

+.

The functional calculus is also used to define powers of positive elements.

Definition 1.15. Consider a C*-algebra A and a ∈ A+. If α ∈ R
+ we define

aα = f(a) ∈ A+, where f ∈ C(σ(a)) is defined by f(t) = tα for all t ∈ σ(a).

The fact that the functional calculus of a is a ∗-homomorphism implies several
familiar formulas for its powers, e.g. aα+β = aα aβ for all α, β ∈ R

+. If
moreover A is unital and a is invertible, this same method can be used to
define any complex power of a.
Although a C*-algebra does not have to be unital, we can always approximate
a unit.
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Proposition 1.16. Consider a C*-algebra A. There exists a net (ui)i∈I in
A+ such that

1. ‖ui‖ ≤ 1 for all i ∈ I,
2. ui ≤ uj if i, j ∈ I and i ≤ j,
3. For all a ∈ A, the nets (ui a)i∈I and (a ui)i∈I converge to a in the norm

topology.

A net (ui)i∈I in A satisfying conditions (1),(2),(3) of the above proposition
is called an approximate unit for A. If A is separable (that is, A contains a
countable dense subset), then A has an approximate unit that is a sequence.

Tensor Products of C*-algebras

Let A,B be C*-algebras. The algebraic tensor product A B is a *-algebra,
where the product and ∗-operation are determined by (a⊗b)(c⊗d) = (ac)⊗(bd)
and (a⊗ b)∗ = a∗⊗ b∗ for all a, b, c, d ∈ A. We can therefore look at C*-norms
on A B (see the comments after Definition 1.1).
There exist in general different C*-norms α on the algebraic tensor product
A B and all of them are automatically compatible with the original norms
on A and B (that is, α(a ⊗ b) = ‖a‖ ‖b‖ for all a ∈ A, b ∈ B) but there is a
smallest and biggest C*-norm.
Out of all these norms, we will now single out and describe the smallest one.
For this purpose, take a faithful ∗-representation π of A on a Hilbert space H
and a faithful ∗-representation θ of B on a Hilbert space K.
Recall that B(H) B(K) is naturally embedded in B(H⊗K) in the following
way. Given two elements x ∈ B(H), y ∈ B(K), the element x⊗ y ∈ B(H⊗K)
is defined so that (x ⊗ y)(v ⊗ w) = (xv) ⊗ (yw) for all v ∈ H, w ∈ K.
Moreover, ‖x ⊗ y‖ = ‖x‖ ‖y‖. Therefore we have a faithful ∗-representation
π θ : A B → B(H⊗K) given by (π θ)(a⊗ b) = π(a)⊗ θ(b) for all a ∈ A
and b ∈ B.
The mapping A B → R

+ : z "→ ‖ (π θ)(z) ‖ is a C*-norm on A B and the
completion of A B with respect to this norm is denoted by A⊗B (or A⊗minB
if ones wants to distinguish it from other C*-norms) and called the spatial (or
minimal) tensor product of the C*-algebras A and B. One can prove that this
norm does not depend on the choice of the faithful ∗-representations π and θ.

Example 1.17. (1) If X and Y are two locally compact Hausdorff spaces there
exists a natural injective ∗-homomorphism C0(X) C0(Y ) ↪→ C0(X⊗Y ) which
identifies a simple tensor f⊗g in the algebraic tensor product C0(X) C0(Y )
with a function on X × Y given by (f ⊗ g)(x, y) = f(x) g(y) for all x ∈ X,
y ∈ Y . This way the algebraic tensor product C0(X)  C0(Y ) becomes a
dense *-subalgebra of C0(X × Y ). As such C0(X) C0(Y ) inherits the norm
of C0(X × Y ) and this norm is the spatial C*-norm (which is in fact the only
C*-norm on C0(X) C0(Y ) ). As a consequence, C0(X)⊗C0(Y ) = C0(X×Y ).
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(2) Let H and K be Hilbert spaces, A a C*-subalgebra of B(H) and B a
C*-subalgebra of B(K). As discussed above can A  B be considered as a
∗-subalgebra of B(H ⊗ K) and is A ⊗ B nothing else than the norm closure
of A B in B(H⊗K). In this setting B0(H)⊗B0(K) = B0(H⊗K) but if H
and K are infinite dimensional, B(H)⊗B(K) � B(H⊗K).

We will need the following results concerning bounded linear functionals.

Proposition 1.18. Let ω ∈ A∗ and η ∈ B∗. There exists a unique element
ω ⊗ η ∈ (A ⊗ B)∗ satisfying (ω ⊗ η)(a ⊗ b) = ω(a) η(b) for all a ∈ A, b ∈ B.
Moreover, ‖ω ⊗ η‖ = ‖ω‖ ‖η‖. If ω and η are positive, then ω ⊗ η is positive.

The minimal tensor product enjoys moreover the useful property that the set
{ω ⊗ η | ω ∈ A∗, η ∈ B∗ } separates the elements of A ⊗ B, a property not
shared by the other C*-algebraic tensor products of A and B.

Proposition 1.19. Let ω ∈ A∗. Then there exists a unique bounded linear
mapping ω ⊗ ι : A ⊗ B → B such that (ω ⊗ ι)(a ⊗ b) = ω(a) b for all a ∈
A, b ∈ B. Such a mapping ω ⊗ ι is referred to as a slice-map. Moreover,
(ω ⊗ η)(x) = η((ω ⊗ ι)(x)) for all x ∈ A⊗B and η ∈ B∗.

Of course, a similar results holds for mappings of the form ι⊗ ω.

Proposition 1.20. Consider C*-algebras A1,A2,B1,B2 and ∗-homomorphisms
π : A1 → A2 and θ : B1 → B2. There exists a unique ∗-homomorphism
π⊗ θ : A1⊗A2 → B1⊗B2 so that (π⊗ θ)(a⊗ b) = π(a)⊗ θ(b) for all a ∈ A1

and b ∈ B1. If π and θ are injective, then π ⊗ θ is injective.

We defined the tensor products between two C*-algebras, but the same prin-
ciples can be adapted to define the minimal tensor product of any finite
number of C*-algebras. Then the obvious associativity results hold and we
will use them without further mention. For instance, if A1,A2,A3 are C*-
algebras, there exists unique isomorphisms of C*-algebras π1 : (A1 ⊗ A2) ⊗
A3 → A1 ⊗ A2 ⊗ A3 and π2 : A1 ⊗ (A2 ⊗ A3) → A1 ⊗ A2 ⊗ A3 so that
π1

(
(a1 ⊗ a2)⊗ a3

)
= a1 ⊗ a2 ⊗ a3 and π2

(
a1 ⊗ (a2 ⊗ a3)

)
= a1 ⊗ a2 ⊗ a3 for

all a1 ∈ A1, a2 ∈ A2 and a3 ∈ A3. For the rest of these lecture notes we will
therefore identify A1 ⊗A2 ⊗A3, (A1 ⊗A2)⊗A3 and A1 ⊗ (A2 ⊗A3).
There also exists a unique ∗-isomorphism χ : A1 ⊗ A2 → A2 ⊗ A1 so that
χ(a1 ⊗ a2) = a2 ⊗ a1 for all a1 ∈ A1 and a2 ∈ A2. We call χ the flip-map on
A1 ⊗A2.

The multiplier C*-algebra

If A is a non-unital C*-algebra we saw in Definition 1.13 how one can extend A
to a unital algebra. In the next part we introduce another way of extending A
that in the commutative case corresponds to the Stone-Čech compactification
of a locally compact Hausdorff space.
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Definition 1.21. Let A be a C∗-algebra. A multiplier x of A is a pair x =
(r, �) of maps r, � : A→ A satisfying r(a) b = a �(b) for all a, b ∈ A. The maps
r, � are automatically linear, bounded and satisfy the module properties

r(ab) = a r(b) �(ab) = �(a) b

for all a, b ∈ A. We set a x = r(a) and x a = �(a) for all a ∈ A. The set of
multipliers of A is denoted by M(A).

The boundedness of l and r follows from the Closed Graph Theorem 7.1. The
defining relation for the multiplier x is nothing but an associativity-relation
(ax)b = a(xb) for all a, b ∈ A. A multiplier x is obviously determined if one
knows how elements of A are multiplied to the left and the right of x and this
is the way one should think of multipliers (not as pairs of mappings).
The set of multipliers M(A) is made into a C∗-algebra by defining the sum
and the product in such a way that the following obvious formulas hold. If
x, y ∈M(A) and a ∈ A,

(x+ y)a = xa+ ya a(x+ y) = ax+ ay
(xy)a = x(ya) a(xy) = (ax)y ,

and similarly for the scalar multiplication. The ∗-operation is defined such
that

x∗a = (a∗x)∗ ax∗ = (xa∗)∗.

The norm is given by

‖x‖ = sup{ ‖xb‖ | b ∈ A, ‖b‖ ≤ 1 } = sup{ ‖bx‖ | b ∈ A, ‖b‖ ≤ 1 } .

The multiplier algebra M(A) always contains a unit element (the pair con-
sisting of the identity mappings on A) and if we define for all c ∈ A, the linear
maps Lc, Rc : A→ A by Lc(a) = ca and Rc(a) = ac for all a ∈ A, we obtain
an injective ∗-isomorphism A → M(A) : c "→ (Lc, Rc). From now on we will
identify A with its image in M(A). As such, A is an essential two-sided ideal
in M(A). If A is unital, then M(A) = A.
In practice we will work with concrete realizations of the multiplier algebra
M(A) as follows. Most of the time one can find a natural C*-algebra B so that
A is an essential two-sided ideal of B and their exists a unital ∗-isomorphism
π : M(A) → B such that π(La, Ra) = a for all a ∈ A. In this case we will
always identifyM(A) with B and work with the explicit C*-algebra B instead
of the abstract definition of M(A). Let us give two examples.

Example 1.22. i) If X is a locally compact Hausdorff space thenM(C0(X)) =
Cb(X).
ii) If H is a Hilbert space, then M(B0(H)) equals B(H).
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We already mentioned that ∗-homomorphism are the natural morphisms be-
tween C*-algebras but this is not completely accurate. In the next definition
we introduce another natural notion of a morphism which is sometimes (like
in the context of quantum groups) better suited to the needs of non-unital
algebras.

Definition 1.23. Consider two C∗-algebras A and B and a ∗-homomorphism
π : A→M(B). It is called non-degenerate if π(A)B := 〈π(a)b | a ∈ A, b ∈ B 〉
is dense in B.

Notice that for unital A and B, the non-degeneracy of π is equivalent to
π(1) = 1. We need to extend non-degenerate ∗-homomorphisms to the multi-
plier algebra M(A):

Proposition 1.24. Consider two C∗-algebras A,B and a non-degenerate ∗-
homomorphism π : A→ M(B). Then there exists a unique ∗-homomorphism
π̄ : M(A) → M(B) extending π. This extension is unital. For all x ∈ M(A),
we set π(x) = π̄(x).

The extension is determined by

π(x) (π(a)b) = π(xa) b and (bπ(a))π(x) = b π(ax)

whenever a ∈ A, x ∈ M(A) and b ∈ B. The uniqueness of this extension is a
consequence of the non-degeneracy of π.
The above property makes it possible to compose non-degenerate ∗-homomor-
phisms. Simply, if π : A → M(B) and θ : B → M(C) are non-degenerate
∗-homomorphisms, we set θ π = θ ◦ π.

Example 1.25. Consider two locally compact Hausdorff spaces X and Y . If
j : X → Y is a continuous map, we can define a ∗-homomorphism πj :
C0(Y ) → Cb(X) : f → f ◦j. Then πj : C0(Y ) →M(C0(X)) is non-degenerate
and πj(f) = f ◦ j for all f ∈ Cb(Y ). Let Mor(C0(Y ), C0(X)) be the set
of non-degenerate ∗-homomorphisms from C0(Y ) to M(C0(X)). It is not so
hard to prove that the mapping C(X,Y ) → Mor(C0(Y ), C0(X)) : j → πj

is a bijection. This way we get a contravariant functor from the category of
locally compact Hausdorff spaces (with continuous functions as morphisms)
to the category of C*-algebras (with non-degenerate ∗-homomorphisms as
morphisms).
The ∗-homomorphism πj maps C0(Y ) into C0(X) if and only if j is proper,
i.e. j−1(K) is compact for every compact subset K ⊆ Y . Check all the claims
above by appealing to Urysohn’s lemma. Notice also that j is injective if
πj(C0(Y )) ⊇ C0(X).
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2 Locally compact quantum groups in the C*-algebra
setting

Let G be a locally compact group, i.e. G is a group and possesses a locally
compact Hausdorff topology for which the mappings G×G→ G : (s, t) → st
and G→ G : s→ s−1 are continuous.
By the discussion in the previous section we can associate to G a com-
mutative C*-algebra A := C0(G). Notice however that we nowhere use
the group operation to define this C*-algebra. In order to lift the group
operation to the level of the C*-algebra A we mimic the procedure that
is followed in the theory of Hopf-algebras to introduce a comultiplication
∆ : A → M(A ⊗ A) = Cb(G × G) : f → ∆(f) by setting ∆(f)(s, t) = f(st)
for all f ∈ A and s, t ∈ G. Since it is the adjoint of the continuous map
G ×G → G : (s, t) → st, the ∗-homomorphism ∆ is non-degenerate, cfr. Ex-
ample 1.25. This example also gives us a formula for the extension of ∆ to
the multiplier algebra.
Using Proposition 1.20 we get a ∗-homomorphism∆⊗ι : C0(G×G) = A⊗A→
Cb(G×G)⊗Cb(G). Similar to the discussion in Example 1.17 (1) we get that
Cb(G×G)⊗Cb(G) is naturally embedded into Cb(G×G×G) =M(A⊗A⊗A)
and that under this embedding, (∆⊗ ι)(f)(s, t, u) = f(st, u) for all f ∈ A⊗A
and s, t, u ∈ G. This is immediately seen if f is a simple tensor and is then
extended to the whole of A ⊗ A by continuity of ∆ ⊗ ι. Note that this also
implies that ∆⊗ ι is non-degenerate.
Similarly we see that ι ⊗ ∆ : A ⊗ A → M(A ⊗ A ⊗ A) is given by (ι ⊗
∆)(f)(s, t, u) = f(s, tu) for all s, t, u ∈ G.
As a consequence, the associativity of the group operation implies (and is in
fact equivalent) to the well known coassociativity formula

(∆⊗ ι)∆ = (ι⊗∆)∆ (2.1)

which makes sense because ι ⊗ ∆ and ∆ ⊗ ι are non-degenerate and can be
extended to Cb(G×G).
Next one might wonder how the existence of the unit element of G and the
existence and continuity of the inverse operation on G can be translated to
the level of the pair (A,∆). The obvious way is to define the natural counit
ε : A→ C and antipode or coinverse S : A→ A by the formulas

1. ε(f) = f(e) for all f ∈ A, whence ε is a non-zero ∗-homomorphism,
2. S(f)(s) = f(s−1) for all f ∈ A and s ∈ G, whence S is a ∗-automorphism.

The group axioms for the unit and inverse elements are then equivalent to the
formulas

(ε⊗ ι)∆(f) = (ι⊗ ε)∆(f) = f and m(S ⊗ ι)∆(f) = m(ι⊗ S)∆(f) = ε(f) 1
(2.2)
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for all f ∈ A. Here, m : A ⊗ A → A is the non-degenerate ∗-homomorphism
such that m(a ⊗ b) = ab for all a, b ∈ A. Or explicitly, m(f)(s) = f(s, s) for
all f ∈ C0(G × G) and s ∈ G. Notice that Eq. (2.2) makes sense because of
the non-degeneracy of the maps involved (see Proposition 1.24).
Thanks to Gelfand’s Theorem 1.4 and the covariant functor of Example 1.25
we can easily go the other way around in the following way. Suppose that
(A,∆, ε, S) is a quadruple consisting of (1) a commutative C*-algebra A, (2)
a non-degenerate ∗-homomorphism ∆ : A → M(A ⊗ A), (3) a non-zero ∗-
homomorphism ε : A → C and a ∗-automorphism S : A → A satisfying Eqs.
(2.1) and (2.2). Then, there exists a locally compact group G so that the
quadruple (A,∆, ε, S) is isomorphic to the concrete quadruple constructed
from G as explained above.

The basic idea behind the theory of locally compact quantum groups is very
simple: is it possible to develop a rich theory if we replace the commutative
C*-algebra A by a non-commutative C*-algebra A. Luckily for us the an-
swer is no, at least not in this very naive way. Let us indicate some of the
problems involved in such a naive generalization.
There will be no problem in generalizing the notion of a comultiplication ∆.
This will still be a non-degenerate ∗-homomorphism ∆ : A → M(A ⊗ A)
that is coassociative , i.e. (∆ ⊗ ι)∆ = (ι ⊗∆)∆. Problems arise if we try to
generalize the counit and coinverse.

(1) The map m used in the equalities on the right hand side of (2.2) is ill-
defined in the non-commutative setting. It is still defined on the algebraic
tensor product m : A  A → A by m(a ⊗ b) = a b for all a, b ∈ A, but is not
continuous and cannot be extended to the completed tensor product A⊗A.
(2) There are examples of (even unital) C*-algebras with a comultiplication
that deserve to be considered ‘locally compact quantum groups’ but for which
the corresponding antipode is unbounded (also, in general, it does not preserve
the *-operation and it is anti-multiplicative). On the plus side, it turns out
that this ill-behavior can be controlled very well and the antipode still plays
an important role.
(3) The counit can be unbounded. It plays a minor role in the theory of
quantum groups but turns out to be useful from time to time.

In short, the behavior of the antipode and the counit seems to be too erratic
for them to be part of the definition of a locally compact quantum group but
they still have a role to play in the theory.

Exercise 2.1. Consider the Hilbert space H = �2(N) and the C*-algebra
B0(H). We saw in Example 1.17 (2) that the minimal tensor product B0(H)⊗
B0(H) is naturally identified with B0(H⊗H) (as a side remark, there is only
one C*-norm on B0(H)  B0(H)). Consider the linear map m : B0(H)  
B0(H) → B0(H) defined by m(a ⊗ b) = a b for all a, b ∈ B0(H). Show that
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there exists a sequence (xn)∞n=1 in B0(H) B0(H) such that (xn)∞n=1 → 0 in
the norm topology but for which ( ‖m(xn)‖ )∞n=1 →∞.

So we are led to the following vague problem: Consider a C*-algebra A and a
non-degenerate ∗-homomorphism ∆ : A→M(A⊗A) such that

(ι⊗∆)∆ = (∆⊗ ι)∆

What kind of extra conditions does the pair (A,∆) have to satisfy in order for
it to be called a locally compact quantum group?
These extra axioms have to be chosen in such a way that

1. The axioms are as simple as possible and they should be not ‘too’ hard
to verify in explicit examples.

2. From such a definition of a locally compact quantum group, it should be
possible to derive a rich theory that has similarities with the classical the-
ory of locally compact groups but should produce ‘quantum’ phenomena
not seen in the classical case.

3. Certain examples that have been constructed over the years should satisfy
these axioms.

The search for the right set of axioms has lasted for about 30 years and a
acceptable general definition has been presented in [KuV00a] (more precisely,
there are at least two persons who like to think so). The definition in [KuV00a]
is formulated in the C*-algebra setting but in these lecture notes we will
concentrate on the (equivalent) definition in the von Neumann algebra setting
discussed in [KuV03] (see Definition 5.1).
A short discussion of the history and contributions of mathematicians involved
has been given in the introduction of these lecture notes. In special cases like
the compact and discrete one, there exist simpler sets of axioms and they have
in fact been discovered much earlier. These will be discussed in section 3.
How does one get hold of these extra axioms? The basic idea is, again, pretty
simple. In the definition of a locally compact group, one tries to replace the
existence of unit element an inverse operation by other equivalent conditions
which can be translated to conditions on the level of the associated com-
mutative C*-algebra and successfully survive the transformation to the non-
commutative setting.
Let us illustrate this. Consider a locally compact group G and set A = C0(G).
Define the continuous mapping

j : G×G→ G×G : (s, t) "→ (st, s) .

Then j is a homeomorphism and j−1(s, t) = (s−1t, s) for all s, t ∈ G.
Hence, we can define a ∗-isomorphism π : A⊗A→ A⊗A by π(h) = h ◦ j for
every h ∈ A⊗A. If f, g ∈ A, then π(f ⊗ g) = ∆(f)(g ⊗ 1), implying that

1. 〈∆(a)(b⊗ 1) | a, b ∈ A 〉 is a dense subspace of A⊗A.
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2. The linear map T : A A→ A⊗A defined by T (a⊗ b) = ∆(a)(b⊗ 1) is
injective.

Of course, we get similar results involving expressions of the form ∆(a)(1⊗b).
Notice that these kind of conditions still make sense if A is non-commutative.
Imposing these kind of extra conditions is not sufficient in the general case
(it is even not sufficient in the general commutative case) but we will see in
the next section that they are sufficient in the compact and discrete case. It
turns out that the final general solution will hinge on assuming the existence
of generalizations of Haar measures (see Definition 5.1).

3 Compact quantum groups

Arguably the most satisfactory set of axioms of a locally compact quantum
group can be given in the compact case, i.e. when the underlying C*-algebra
has a unit. In this case the existence of the Haar measure can be derived
from a simple set of axioms and a generalization of the Peter-Weyl theory
(with some modifications) can be developed. The definition and its associated
theory are mainly due to S.L. Woronowicz.

3.1 The theoretical setting

Let us first take a look at the classical case:

Exercise 3.1. Consider a compact associative semi-group G, i.e. G carries a
compact Hausdorff topology and the product G×G→ G : (s, t) → st is con-
tinuous and associative. Set A = C(G) and define the unital *-homomorphism
∆ : A→ A⊗A = C(G×G) by∆(f)(s, t) = f(st) for all f ∈ C(G) and s, t ∈ G.
Assume that the spaces 〈∆(a)(b⊗ 1) | a, b ∈ A 〉 and 〈∆(a)(1⊗ b) | a, b ∈ A〉
are dense in A⊗A. Show that G is a compact group:

(1) Define the continuous map j : G×G→ G×G : (s, t) → (st, s). Then j is
injective (why?) so G satisfies the left cancellation property: if s, t, u ∈ G and
st = su, then t = u. Similarly G satisfies the right cancellation property.
(2) Take s in G and define H to be the closure of { sn | n ∈ N }. We call J a
closed ideal of H if J is a non-empty closed subset of H such that gJ ⊆ J for
all g ∈ H. Prove that there is a smallest closed ideal I in H. Then I ⊆ gI for
all g ∈ H. Conclude that G has a unit element that belongs to I. Show also
that s has an inverse in H.
(3) Show that G→ G : s→ s−1 is continuous (remember the map j).

As a consequence the classical case suggests that the following definition might
be the correct generalization to the quantum setting.
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Definition 3.2. Consider a unital C*-algebra A and a unital ∗-homomor-
phism ∆ : A→ A⊗A such that (∆⊗ ι)∆ = (ι⊗∆)∆ and

〈∆(a)(b⊗ 1) | a, b ∈ A〉 and 〈∆(a)(1⊗ b) | a, b ∈ A〉

are dense in A⊗A. Then (A,∆) is called a compact quantum group.

Of course, the fact that in the commutative case this definition is equivalent to
the fact that (A,∆) arises from a compact group as described in the previous
section is no guarantee that the definition above is the right one. It is only
a minimal condition that any definition should satisfy. However, Woronowicz
has showed in [Wor87a] and [Wor98] that this is indeed the correct definition
by developing the associated theory. In the rest of this section we will give
an overview of the most important aspects of this theory. For the rest of this
section we fix a compact quantum group (A,∆).

The invariant state

The essential first step in the development of the theory is the proof of the
existence of the quantum version of the Haar measure. Let us quickly look at
the classical case to find out what kind of object this should be.

Example 3.3. Suppose that A = C(G) where G is a compact group. The Haar
measure µ on G is the unique regular Borel measure on G so that µ(G) = 1
and ∫

G

f(st) dµ(s) =
∫

G

f(ts) dµ(s) =
∫

G

f(s) ds

for all t ∈ G. As in Example 1.10 (1), µ is translated to the positive linear
functional ϕ : A → C given by ϕ(f) =

∫
G
f(s) dµ(s) for all f ∈ C(G).

Then (ϕ⊗ ι)(h)(t) =
∫
h(s, t) dµ(s) and (ι⊗ϕ)(h)(t) =

∫
h(t, s) dµ(s) for all

h ∈ C(G×G) and t ∈ G. This is immediate for elements of the form h1⊗ h2,
where h1, h2 ∈ C(G) and follows for any element in C(G × G) by linearity
and continuity since C(G)  C(G) is dense in C(G × G). It follows that the
invariance of µ is equivalent to

(ϕ⊗ ι)∆(f) = (ι⊗ ϕ)∆(f) = ϕ(f) 1

for all f ∈ C(G).

Hence, in the quantum world, the ‘quantum Haar measure’ takes on the fol-
lowing form.

Theorem 3.4. There exists a unique state ϕ on A so that

(ι⊗ ϕ)∆(a) = (ϕ⊗ ι)∆(a) = ϕ(a) 1

for all a ∈ A. We call ϕ the Haar state of (A,∆).
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The first proof of the existence of ϕ was given by Woronowicz in [Wor87a]
albeit in the case that A is separable. The general case was dealt with by
Van Daele in [VD95]. The uniqueness is in fact a triviality. If ω ∈ A∗ and
(ω ⊗ ι)∆(a) = ω(a) 1 for all a ∈ A, then

ω(a) = ϕ
(
(ω ⊗ ι)∆(a)

)
= ω

(
(ι⊗ ϕ)∆(a)

)
= ϕ(a)ω(1) .

Unlike in the classical case, the Haar state does not have to be faithful! A
positive linear functional ω on A is called faithful if for x ∈ A+, we have
ω(x) = 0 ⇒ x = 0. This can already happen if (A,∆) is the universal dual of
discrete group (see the first example in the next subsection) .

Corepresentation theory

Another important aspect of group theory is the study of group representa-
tions on Hilbert spaces. The representation theory of compact groups works
extremely well because of the Peter-Weyl theory. This theory can be general-
ized to the quantum setting but in order to do so we first need a good notion
of a ‘strongly continuous unitary quantum group representation’. In order to
define these objects, we first need some extra notation.
Let K be a Hilbert space. The mapping ∆⊗ ι : A⊗B0(K) → A⊗A⊗B0(K) is
a non-degenerate ∗-homomorphism and as such extends uniquely to a unital
∗-homomorphism between the multiplier algebras M(A ⊗ B0(K)) → M(A ⊗
A⊗B0(K)).
We have also non-degenerate ∗-homomorphisms π13, π23 : A⊗ B0(K) → A⊗
A⊗B0(K) determined by π13(a⊗ t) = a⊗ 1⊗ t and π23(a⊗ t) = 1⊗ a⊗ t for
all a ∈ A, t ∈ B0(K). The existence of π23 is obvious and π13 = (χ ⊗ ι)π23,
where χ : A ⊗ A → A ⊗ A is the flip map. These maps also extend to the
multiplier algebra and for every x ∈ M(A ⊗ B0(K)), we define x13, x23 ∈
M(A⊗A⊗B0(K)) as x13 = π13(x) and x23 = π23(x).

Definition 3.5. Consider a Hilbert space K. If U ∈ M(A ⊗ B0(K)) is an
invertible element and (∆⊗ ι)(U) = U13 U23, we call U a corepresentation of
(A,∆). If U is moreover a unitary element in M(A ⊗ B0(K)), we call U a
unitary corepresentation of (A,∆).

One uses the terminology ‘corepresentation’ for these objects to avoid confu-
sion with the familiar notion of ∗-representations of the C*-algebra A.

Example 3.6. Suppose that A = C(G) where G is a compact group and let
K be a Hilbert space . Using the fact that there is only one C*-norm on
A  B0(K) it is not difficult to check that we can identify the C*-algebra
C(G)⊗B0(K) with the C*-algebra C(G,B0(K)) of continuous function from
G into B0(K) in such a way that for f ∈ C(G), x ∈ B0(K) and s ∈ G,
we have (f ⊗ x)(s) = f(s)x. The algebraic operations on C(G,B0(K)) are
defined pointwise (same formulas as in Example 1.2) and the norm is given
by ‖g‖ = sup{ ‖g(s)‖ | s ∈ G } for all g ∈ C(G,B0(K)).
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Similarly one can look at the C*-algebra Cs
b (G,B(K)) of all bounded functions

from G into B(K) that are continuous with respect to the strong∗-topology
on B(K) (see the comments after Definition 4.8). Also here, the algebraic
operations are defined pointwise and is the norm the sup-norm defined using
the same formula as above. Observe that Cs

b (G,B(K)) contains C(G,B0(K))
as an essential ideal. Using the fact that M(B0(K)) = B(K) it is not so hard
to show that M(A⊗B0(K)) = Cs

b (G,B(K)).
If U ∈ M(A ⊗ B0(K)), then (∆ ⊗ ι)(U) belongs to M(A ⊗ A ⊗ B0(K)) =
M(C(G×G)⊗B0(K)) = Cs

b (G×G,B(K)) and

(∆⊗ ι)(U)(s, t) = U(st) (∗)

for all s, t ∈ G. This is immediate if U is an elementary tensor in A B0(K).
The equality is then extended by linearity and norm-continuity to any element
in U ∈ C(G,B0(K)). Since the formula in the right hand side of (*) clearly
defines a unital ∗-homomorphism fromM(A⊗B0(K)) intoM(A⊗A⊗B0(K)),
it follows that the equality (*) holds in general.
Similarly, one proves that U13(s, t) = U(s) and U23(s, t) = U(t) for all s, t ∈ G.
As a consequence the multipicativity of U is equivalent with the equality
(∆⊗ ι)(U) = U13 U23.

The theory of corepresentations of compact quantum groups (but the same
is true for the theory of corepresentations of general locally compact quan-
tum groups) has straightforward generalizations of notions like intertwiners,
invariant subspaces, irreducibility and direct sum of corepresentations.

Definition 3.7. Consider Hilbert spaces K,L and corepresentations U of
(A,∆) on K, V of (A,∆) on L. We call T an intertwiner from U to V ⇔
T ∈ B(K,L) and (ω⊗ ι)(V )T = T (ω⊗ ι)(U) for all ω ∈ A∗. The set of inter-
twiners from U to V is denoted by Mor(U, V ). We say that U is equivalent to
V , notation U ∼= V , if Mor(U, V ) contains a bijective operator (by the Closed
Graph Theorem, such an element is necessarily a homeomorphism). We say
that U is unitarily equivalent to V if Mor(U, V ) contains a unitary operator.

If U and V are unitary, then equivalence is the same as unitary equivalence
(this follows from the polar decomposition of any bijective intertwiner). The
next generalization of a classical result implies that we can restrict our atten-
tion most of the time to unitary corepresentations.

Proposition 3.8. Consider a Hilbert space K and a corepresentation U of
(A,∆) on K and define T = (ϕ ⊗ ι)(U∗U) ∈ B(K)+. Then, T in invertible
and the operator V := (1 ⊗ T 1

2 )U(1 ⊗ T− 1
2 ) is a unitary corepresentation of

(A,∆) such that V ∼= W .

Invariant subspaces are also easily defined:



Locally compact quantum groups 119

Definition 3.9. Consider a corepresentation U of (A,∆) on a Hilbert space
K. We call L an invariant subspace of U if and only if L is a closed subspace
of K such that (ω ⊗ ι)(U)L ⊆ L for all ω ∈ A∗. We call U irreducible ⇔ {0}
and K are the only invariant subspaces of U .

Suppose that U is unitary and L is an invariant subspace of U . Then, the
orthogonal complement L⊥ is also invariant with respect to U and we can
restrict U to L in the following way.
If x ∈ B0(L) we define x̃ ∈ B0(K) so that x̃�L= x and x̃�L⊥= 0. Thus, we
get an injective ∗-homomorphism π : B0(L) → B0(K) : x "→ x̃ implying that
ιA ⊗ π embeds A⊗B0(L) into A⊗B0(K). The image of this embedding is in
fact nothing else than the closure of the *-algebra 〈a⊗ x̃ | a ∈ A, x ∈ B0(L) 〉.
Then, there exists a unique unitary corepresentation UL of (A,∆) on L such
that

(ι⊗ π)(UL z) = U (ι⊗ π)(z) and (ι⊗ π)(z UL) = (ι⊗ π)(z)U

for all z ∈ B0(L). If H is a Hilbert space and θ : A → B(H) is a unital
∗-homomorphism, then (θ ⊗ ι)(UL) = (θ ⊗ ι)(U)�H⊗L.
Unitary representations of a compact group are finite dimensional, this re-
mains true in the quantum setting:

Proposition 3.10. All irreducible corepresentations of (A,∆) are finite di-
mensional.

Let K be a finite dimensional Hilbert space. Then A B(K) is complete and
A ⊗ B0(K) = A  B(K) and this C*-algebra is unital. Thus, M(A ⊗ B0(K))
= A⊗ B(K). If we fix an orthonormal basis (ei)n

i=1 for K, we get an obvious
∗-isomorphism η : A ⊗ B(K) → Mn(A) given by η(x)ij = (ι ⊗ ωei,ej

)(x) for
all x ∈ A⊗B(K) and i, j ∈ {1, . . . , n}. Notice that x =

∑n
i,j=1 η(x)ij ⊗ θej ,ei

.
If U ∈ A ⊗ B(K), one checks that (∆ ⊗ ι)(U) = U13 U23 if and only if
∆(η(U)ij) =

∑n
k=1 η(U)ik⊗η(U)kj for all i, j ∈ {1, . . . , n}. In this respect one

calls a unitary matrix u ∈ Mn(A) satisfying ∆(uij) =
∑n

k=1 uik ⊗ ukj for all
i, j ∈ {1, . . . , n}, a unitary matrix corepresentation of (A,∆) of dimension n
and is it sometimes customary to translate notions like intertwiners, invariant
subspaces, irreducibility and direct sums in terms of matrix corepresentations.

Proposition 3.11 (Schur’s Lemma). Consider two irreducible corepresen-
tations U ,V of (A,∆) on Hilbert spaces K,L respectively. Then

1. If U ,V are inequivalent, then Mor(U, V ) = {0}.
2. If U ,V are equivalent, there exists a bijective T ∈ B(K,L) such that

Mor(U, V ) = CT .

Proposition 3.12. Consider a unitary corepresentation U of (A,∆) on a
Hilbert space K. Then, there exists a family (Ki)i∈I of mutually orthogonal
finite dimensional invariant subspaces of K such that K = ⊕i∈I Ki and each
UKi

is irreducible.
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Consider a family of Hilbert spaces (Ki)i∈I and define the Hilbert space K as
the direct sum K = ⊕i∈I Ki. Then we have natural embedding

⊕i∈I A⊗B0(Ki) ↪→ A⊗B0(K) (∗)

by a non-degenerate ∗-homomorphism. As a set, ⊕i∈I A ⊗ B0(Ki) is the set
of all I-tuples (xi)i∈I such that xi ∈ A ⊗ B0(Ki) for all i ∈ I and (‖xi‖)i∈I

belongs to C0(I). The algebraic operations are defined componentwise and for
(xi)i∈I in ⊕i∈I A ⊗ B0(Ki), the norm is defined as ‖ (xi)i∈I ‖ = supi∈I ‖xi‖.
Notice that the space of elements in ⊕i∈I A ⊗ B0(Ki) for which only a finite
number of components are non-zero, is dense in ⊕i∈I A ⊗ B0(Ki). If a ∈ A,
i ∈ I and x ∈ B0(Ki) then the embedding (*) mentioned above sends a ⊗ x
onto a⊗ x̃ where x̃ ∈ B0(K) is defined so that x̃�Ki

= x and x̃�K⊥
i
= 0.

Since the embedding (*) is non-degenerate, it extends canonically to an injec-
tive unital ∗-homomorphism

M
(
⊕i∈I A⊗B0(Ki)

)
↪→M(A⊗B0(K)) .

We have a natural isomorphism

M
(
⊕i∈I A⊗B0(Ki)

) ∼=∏
i∈I

M(A⊗B0(Ki)) .

where
∏

i∈I M(A ⊗ B0(Ki)) is the set of I-tuples (xi)i∈I so that xi belongs
to M(A ⊗ B0(Ki)) for all i ∈ I and (‖xi‖)i∈I ∈ Cb(I). Again, the algebraic
operations are defined componentwise and the norm is the sup-norm extending
the one defined above. Thus, we have a natural embedding∏

i∈I

M(A⊗B0(Ki)) ⊆M(A⊗B0(K)) .

So if we have for every i ∈ I a unitary corepresentation Ui of (A,∆), we define
the direct sum ⊕i∈I Ui ∈ M(A ⊗ B0(K)) as the image of (Ui)i∈I under the
above embedding. Then ⊕i∈I Ui is a unitary corepresentation of (A,∆) on
⊕i∈I Ki.
In the notation of proposition 3.12 we have that ⊕i∈I UKi

∼= U .

Peter-Weyl theory
Although we are working within the framework of C*-algebras, compact quan-
tum groups are in essence algebraic structures as we shall explain below.
However, the big advantage of the C*-algebraic approach is the automatic
existence of the Haar state.

Theorem 3.13. Define A ⊆ A as the set A consisting of all elements of
the form (ι ⊗ ω)(U), where U is a corepresentation of (A,∆) on a finite
dimensional Hilbert space K and ω ∈ B(K)∗. Then A is a dense ∗-subalgebra
A of A. For all a ∈ A, the element ∆(a) belongs to A A, the algebraic tensor
product of A with itself. In fact, (A,∆�A) is a Hopf ∗-algebra and ϕ is faithful
on A. We call A the coefficient ∗-algebra of A
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We can even be more explicit. Denote the counit of (A,∆�A) by ε and the
antipode of (A,∆�A) by S. Note that these linear mappings do not have to
be bounded. In any case, S is closable.
Let (uα)α∈A be a complete family of mutually inequivalent, irreducible unitary
corepresentations of (A,∆). Complete means that every irreducible corepre-
sentation of (A,∆) is equivalent to one of the corepresentations in (uα)α∈A.
We will assume that there exists α0 ∈ A so that uα0 = 1, considered as a
corepresentation on C.
Let α ∈ A. Denote the carrier space of uα by Kα and the dimension of Kα

by nα. Also fix a basis (eαi )nα
i=1 for Ki and define for all i, j ∈ {1, . . . , nα} the

element uα
ij = (ι⊗ ωeα

i ,eα
j
)(uα) ∈ A.

Proposition 3.14. The family
(
uα

i,j | α ∈ A, i, j = 1, . . . , nα

)
is a linear

basis for A and if α ∈ A and i, j ∈ {1, . . . , nα}, then

∆(uα
ij) =

nα∑
k=1

uα
ik ⊗ uα

kj

S(uα
ij) =

(
uα

ji

)∗
ε(uα

ij) = δij

ϕ(uα
ij) = 0 if α �= α0

Theorem 3.15. For each α ∈ A there exists a unique positive invertible
matrix Qα ∈ Mnα

(C) such that for all α, β ∈ A, i, r ∈ {1, . . . , nα} and
j, s ∈ {1, . . . , nβ},

ϕ
(
(uβ

j,s)
∗uα

i,r

)
= δα,β δr,sQ

α
ji .

The left regular corepresentation of a compact quantum group
In order to define the left regular corepresentation of (A,∆) we assume that
A is a unital C*-subalgebra of B(H) for some Hilbert space H (which we
may because of the Gelfand-Naimark Theorem 1.5). Also fix a cyclic GNS-
construction (Hϕ, πϕ, ξϕ) for the Haar state (Definition 1.11).

Proposition 3.16. There exists a unique unitary operator V ∈ B(H ⊗ Hϕ)
such that

V ∗(u⊗ πϕ(a)ξϕ) = (ι⊗ πϕ)(∆(a))(u⊗ ξϕ)

for all u ∈ H and a ∈ A. The operator V belongs to M(A ⊗ B0(Hϕ)) and
(∆⊗ ι)(V ) = V13 V23. We call V the left regular corepresentation of (A,∆).

Notice that the existence of V follows easily from the left invariance of ϕ: if
a, b ∈ A and u, v ∈ H, then

〈(ι⊗ πϕ)(∆(a))(u⊗ ξϕ), (ι⊗ πϕ)(∆(b))(v ⊗ ξϕ)〉 = (ωu,v ⊗ ϕ)(∆(b∗a))
= 〈u, v〉ϕ(b∗a) = 〈u⊗ πϕ(a)ξϕ, v ⊗ πϕ(b)ξϕ〉 .

The fact that V ∗(H⊗Hϕ) = H⊗Hϕ follows from the density axioms in the
definition of a compact quantum group. Check that
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1. (ι⊗ ωπϕ(a)ξϕ,πϕ(b)ξϕ
)(V ) = (ι⊗ ϕ)(∆(b∗)(1⊗ a)) for all a, b ∈ A,

2. (ι⊗ πϕ)∆(x) = V ∗(1⊗ πϕ(x))V for all x ∈ A.

Notice that the first equality implies that 〈 (ι⊗ωv,w)(V ) | v, w ∈ Hϕ 〉 is dense
in A.
Each irreducible corepresentation of (A,∆) is contained in the left regular
corepresentation:

Theorem 3.17. Consider an irreducible unitary corepresentation U of (A,∆)
on some Hilbert space K. Then, there exists a finite dimensional subspace L
of Hϕ such that L is invariant with respect to the left regular corepresentation
and U ∼= VL = V �H⊗L.

The dual of a compact quantum group
Consider a compact quantum group (A,∆) with Haar state ϕ. We denote the
coefficient ∗-algebra of (A,∆) by A and set Φ = ∆�A so that (A, Φ) is a Hopf
∗-algebra. Let us denote the counit of (A, Φ) by ε and the antipode of (A, Φ)
by S. The algebraic dual A′ is a ∗-algebra for the product and ∗-operation
defined by

ω η = (ω ⊗ η)Φ and ω∗(a) = ω(S(a)∗)

for ω, η ∈ A′ and a ∈ A. The counit ε is the unit of the algebra A′. One can
define a ‘comultiplication’ Φ̂ : A → (A  A)′ such that Φ̂(ω)(a ⊗ b) = ω(b a)
for all ω ∈ A′ and a, b ∈ A. We have a natural embedding A′ A′ ⊆ (A A)′

but this is not an equality in general since A is not assumed to be finite
dimensional, and there is no way to give a characterization of (A  A)′ in
terms of A′ A′. This can be solved, how strange this may sound, by looking
at a smaller subalgebra of A′.
For this purpose we single out the subspace

Â := {ϕ(a . ) | a ∈ A} ⊆ A′ ,

where, obviously, ϕ(a . ) is the element in A′ defined by ϕ(a . )(x) = ϕ(ax) for
all x ∈ A.
In general ϕ is not a trace so that ϕ(a . ) is not always equal to ϕ( . a). One
can however prove the existence of an algebra automorphism σ : A → A such
that ϕ(a x) = ϕ(xσ(a)) for all a, x ∈ A. As a consequence,

Â = {ϕ( . a) | a ∈ A} .

Take a, b ∈ A. There exist p1, . . . , pn, q1, . . . , qn ∈ A for which a ⊗ b =∑n
i=1(pi ⊗ 1)Φ(qi). Thus, we get for all x ∈ A,

(
ϕ(a . )ϕ(b . )

)
(x) = (ϕ⊗ ϕ)((a⊗ b)Φ(x))

=
n∑

i=1

(ϕ⊗ ϕ)((pi ⊗ 1)Φ(qi x)) =
n∑

i=1

ϕ(pi)ϕ(qi x) .
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It follows that ϕ(a . )ϕ(b . ) belongs to Â. The uniqueness of the Haar state
on (A, Φ) implies that ϕ(S(x)) = ϕ(x) for all x ∈ A. As a consequence
ϕ(a . )∗ = ϕ(S(a)∗ . ) for all a ∈ A. It follows that Â is a ∗-subalgebra of A′.
It is important to mention that the unit ε of A′ does not have to belong to Â
in general.
An analogous calculation as above implies that Â is an essential two sided
ideal of A′. Although Â is not a C*-algebra, one can define the multiplier
algebra M(Â) of Â in the same way as in Definition 1.21. It is not very hard
to show that A′ =M(Â).
The pair (A A, (ι χ ι)(Φ Φ)) is a Hopf ∗-algebra with Haar state ϕ⊗ϕ
(here, χ is the flip map op A A). It is obvious that (A A)̂ = Â Â, which
by the discussion above implies that M(Â  Â) = (A  A)′. Thus we get a
comultiplication Φ̂ : Â →M(Â  Â).
The pair (Â, Φ̂) is an example of a multiplier Hopf ∗-algebra as introduced
in [VD94]. This means that Φ̂ is coassociative and that the linear mappings
T1, T2 : Â  Â →M(Â  A) defined by

T1(x⊗ y) = Φ̂(x)(y ⊗ 1) and T2(x⊗ y) = Φ̂(x)(1⊗ y)

for all x, y ∈ Â are bijections from Â Â to Â Â. The formulas Ŝ(ω) = ω◦S−1

and ε̂(ω) = ω(1) for all ω ∈ Â define an antipode Ŝ and counit ε̂ for (Â, Φ̂) in
the sense of [VD94].
If one defines a linear mapping ϕ̂ : Â → C by ϕ̂

(
ϕ(a . )

)
= ε(a) for all a ∈ A,

we get a left invariant functional on (Â, Φ̂) in the sense that

(ι ϕ̂)(Φ̂(x)(y ⊗ 1)) = y ϕ̂(x)

for all x, y ∈ Â. One can also prove that ϕ̂(x∗x) ≥ 0 for all x ∈ Â. Of
course, ϕ̂ Ŝ provides a right invariant functional for (Â, ϕ̂) that is not always
proportional to ϕ̂. Since (Â, ∆̂) is the dual of a compact quantum group, we
consider it to be a discrete quantum group. Also remember that, unlike the
classical case, a discrete quantum group does not have to be unimodular.
Since (Â, Φ̂) possesses a left invariant functional, the pair fits into the frame-
work of [VD98] which basically investigates an algebraic version of locally
compact quantum groups. Since ϕ̂ is positive ([VD98] also allows for non-
positive ϕ̂), (Â, Φ̂) fits into the framework studied in [Kus02]. This paper
shows that multiplier Hopf ∗-algebras that have positive invariant functionals
have the same rich structure as general locally compact groups discussed in
these lecture notes. They can however be studied in an algebraic context.
One expects that the dual of a compact quantum group is a ‘discrete’ quantum
group. This is reflected by the following proposition. Notice that if G is a
discrete group, C0(G) =

∑
g∈G C =

∑
g∈GM1(C).

Proposition 3.18. Let (uα)α∈A be a complete family of mutually inequivalent
irreducible unitary corepresentations of (A,∆) and let nα denote the dimen-
sion of uα. Then Â ∼=

∑
α∈A

Mnα
(C).
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Here,
∑

α∈A
Mnα

(C) is an algebraic direct sum where we consider only A-
tuples with only a finite number of non-zero components. Can you prove this
proposition? So it follows that Â embeds into the C*-algebra ⊕α∈AMnα

(C).
Also note that each element in Â extends uniquely to an element in the
topological dual A∗ and as such has a norm as a continuous linear functional.
However, this does not define a C*-norm on Â!
So we get discrete quantum groups as duals of compact quantum groups and
this is the road followed in [PoW]. An intrinsic definition for discrete quantum
groups has been introduced in [ER] and [VD96], albeit in an algebraic setting.
The C*-algebraic version of the definition in [VD96] goes as follows.

Definition 3.19. Consider a C*-algebra B so that there exists a family of
natural numbers (ni)i∈I such that B ∼= ⊕i∈I Mni

(C). Let ∆ : B →M(B⊗B)
be a non-degenerate ∗-homomorphism such that

1. (∆⊗ ι)∆ = (ι⊗∆)∆.
2. The vector spaces ∆(B)(1⊗B) and ∆(B)(B ⊗ 1) are dense subspaces of
B ⊗B.

3. The linear mappings T1 : B  B → B ⊗ B and T2 : B  B → B ⊗ B
defined by

T1(x⊗ y) = ∆(x)(y ⊗ 1) and T2(x⊗ y) = ∆(x)(1⊗ y)

for all x, y ∈ B, are injective.

Then, (B,∆) is called a discrete quantum group.

In this definition, the C*-algebraic direct sum ⊕i∈I Mni
(C) is defined in a

similar way as the one introduced after Proposition 3.12.
Notice that we do not assume the existence of Haar measures, these can be
constructed but do not have to be the canonical traces on B (which is the case
in the classical setting where the Haar measure is just the counting measure).
It is also important to note that T1 and T2 are not continuous in general.

3.2 Examples of compact quantum groups

‘The’ dual of a discrete group
Fix a discrete group G and let K(G) be the vector space of complex valued
functions on G with finite support. If s ∈ G, we define the function δs on
G as the one that takes the value 1 in s and that is 0 elsewhere. Of course,
( δs | s ∈ G ) is a linear basis for K(G). We consider K(G) as the convolution
∗-algebra of G. This means that the product � and ∗-operation .◦ are given
by the formulas

1. (f � g)(t) =
∑

s∈G f(s)g(s
−1t),

2. f◦(t) = f(t−1)
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for all f, g ∈ K(G) and t ∈ G. Thus δs �δt = δst and δ◦s = δs−1 for all s, t ∈ G.
Notice thatK(G) is unital with unit element δe and thatK(G) is commutative
if and only if the group G is commutative. If we define the *-homomorphism
Φ : K(G) → K(G)  K(G) such that Φ(δs) = δs  δs for all s ∈ G, then
(K(G), Φ) is a Hopf ∗-algebra that is cocommutative, i.e. χΦ = Φ. It possesses
an invariant linear functional h : K(G) → C determined by h(δs) = δs,e for
all s ∈ G.
Define the linear mapping T : K(G)  K(G) → K(G)  K(G) such that
T (f ⊗ g) = Φ(g)(f ⊗ 1) for all f, g ∈ K(G). Since (K(G), Φ) is a Hopf ∗-
algebra, T is a bijection. This is not so hard to prove because one can write
down an explicit formula for the inverse of T : if S denotes the antipode of
(K(G), Φ), then T−1(f ⊗ g) = (S−1 ⊗ 1)(Φ(g)) (f ⊗ 1) for all f, g ∈ K(G). It
follows that K(G)  K(G) = 〈Φ(g)(f ⊗ 1) | f, g ∈ K(G) 〉. In a similar way,
K(G) K(G) = 〈Φ(g)(1⊗ g) | f, g ∈ K(G) 〉.
There are in general different ways to put a C∗-norm on the convolution
algebra K(G). Let us discuss the two most natural ones.

(1) Let ‖.‖∗ be the norm introduced in Remark 1.6 with A = K(G). Consider
a Hilbert space K and a ∗-representation θ : K(G) → B(K). If s ∈ G, then
δ◦s � δs = δe implies that θ(δs)∗θ(δs) = θ(δe) is a projection, thus ‖θ(δs)‖ ≤ 1.
Consequently the triangle inequality implies that ‖θ(f)‖ ≤

∑
s∈G |f(s)| and

thus ‖f‖∗ <∞ for all f ∈ K(G).
The ∗-representation of the next paragraph guarantees that that ‖f‖∗ = 0
⇔ f = 0, so that we can apply remark 1.6 and define the C*-algebra C∗(G)
as the enveloping C*-algebra of K(G). The C*-algebra C∗(G) is coined the
group C*-algebra of G. The definition of the norm ‖.‖∗ implies that the ∗-
homomorphism Φ : K(G) → K(G)  K(G) ⊆ C∗(G) ⊗ C∗(G) extends to
a ∗-homomorphism ∆ : C∗(G) → C∗(G) ⊗ C∗(G) and one easily sees that
(C∗(G),∆) is a compact quantum group.
(2) Let �2(G) be the space of square summable functions on G (remember
that the Haar measure of G is the counting measure so that �2(G) = L2(G) ).
Define the linear map π : K(G) → B(�2(G)) such that π(f) g = f � g for all
f ∈ K(G) and g ∈ �2(G). Note that (π(δs) g)(t) = g(s−1t) for all g ∈ �2(G)
and s, t ∈ G, implying that π(δs) is unitary and that π(f) indeed defines a
bounded operator on �2(G). The ∗-homomorphism is easily seen to be faithful.
One defines C∗

r (G) as the closure of π(K(G)) in B(�2(G)), C∗
r (G) is coined

the reduced group C*-algebra of G.
Define the unitary W ∈ B(�2(G × G)) by (Wk)(s, t) = k(s, s−1t) for all
k ∈ �2(G×G) and s, t ∈ G. One checks that (π π)(Φ(f)) =W (π(f)⊗ 1)W ∗

for all f ∈ K(G). So we can define a unital ∗-homomorphism ∆r : C∗
r (G) →

C∗
r (G) ⊗ C∗

r (G) such that ∆r(x) = W (x ⊗ 1)W ∗ for all x ∈ C∗
r (G). Thus,

∆r π = (π  π)Φ. Again, (C∗
r (G),∆r) is a compact quantum group and its

Haar state ϕr is given by the vector functional ϕr = ωδe,δe
.

This Haar state ϕr is faithful. In order to see this, let us define for every
s ∈ G the unitary operator Rs ∈ B(�2(G)) by Rs(f)(t) = f(ts−1) for all
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f ∈ �2(G) and t ∈ G. Then Rsπ(f) = π(f)Rs for all f ∈ K(G), implying
that xRs = Rs x for all x ∈ C∗

r (G). So if x ∈ C∗
r (G) and ϕr(x∗x) = 0, then

x δe = 0. Hence, for every s ∈ G, 0 = Rsxδe = xRsδe = xδs. We conclude
that x = 0.
The definition of the norm ‖.‖∗ implies immediately the existence of a unital
surjective ∗-homomorphism πr : C∗(G) → C∗

r (G) that extends π. Thus (πr ⊗
πr)∆ = ∆rπr. Also, the Haar state ϕ of (C∗(G),∆) is given by ϕ = ϕr πr

since it extends h. As a consequence we see that ϕ is faithful if and only if
πr is faithful. The faithfulness of πr is equivalent to the amenability of G and
there are numerous examples of discrete groups that are not amenable, for
instance the free group on 2 generators F2.

Quantum SU(2)
In the framework of locally compact quantum groups, the compact quantum
group SUq(2) was introduced by Woronowicz. He also unravelled the corepre-
sentation theory of this quantum group by analyzing the ‘quantum Lie algebra’
of this quantum group (see [Wor87b] and [Wor87a]).
Recall that SU(2) is the group of unitary complex matrices in M2(C) of
determinant 1. Alternatively,

SU(2) =
{ (

a −c̄
c ā

)
| a, c ∈ C s.t. |a|2 + |c|2 = 1

}
.

Define the functions α, γ ∈ C(SU(2)) by

α

(
a −c̄
c ā

)
= a and γ

(
a −c̄
c ā

)
= c

for all a, c ∈ C such that |a|2 + |c|2 = 1. Define A as the dense commutative
unital ∗-subalgebra of C(SU(2)) generated by α and γ. Thus, α and γ are
normal, αγ = γ α and α∗α+ γ∗γ = 1.
Define the ∗-homomorphism Φ : A → A  A ⊆ C(SU(2) × SU(2)) by
Φ(f)(s, t) = f(st) for all f ∈ A and s, t ∈ SU(2). Note that (A, Φ) is a
Hopf ∗-algebra such that

Φ(α) = α⊗ α− γ∗ ⊗ γ and Φ(γ) = γ ⊗ α+ α∗ ⊗ γ .

Now we are going to deform this Hopf ∗-algebra A. For this purpose we fix a
non-zero number q ∈ (−1, 1).
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Define A as the universal unital ∗-algebra generated by two elements α,γ and
relations

α∗α+ γ∗γ = 1 αα∗ + q2 γ γ∗ = 1

γ γ∗ = γ∗γ q γ α = αγ q γ∗α = αγ∗ .

The universality property of the ∗-algebra A implies the existence of a unique
∗-homomorphism Φ : A → A A such that

Φ(α) = α⊗ α− q γ∗ ⊗ γ and Φ(γ) = γ ⊗ α+ α∗ ⊗ γ .

Then, (A, Φ) is a Hopf ∗-algebra (one can easily produce a counit and an
antipode). Hence, A A = 〈Φ(a)(b⊗1) | a, b ∈ A 〉 = 〈Φ(a)(b⊗1) | a, b ∈ A 〉,
as explained in the previous example.
But we want to get hold of a C*-algebra. In order to do so we follow the
same procedure as in the previous example. Define the Hilbert space H =
�2(N0)⊗ �2(Z). Let (en)∞n=0 be the standard orthonormal basis of �2(N0) and
let (fk)∞k=−∞ be the standard orthonormal basis of �2(Z). Set e−1 = 0. Then
we can define two bounded linear operators S and T on H such that

S(en ⊗ fk) =
√

1− q2n en−1 ⊗ ek and T (en ⊗ fk) = qn en ⊗ ek+1

for all n ∈ N0 and k ∈ Z. Then, S and T satisfy the same relations as α
and γ do. Therefore the universality of A implies the existence of a unique
∗-representation π : A → B(H) such that π(α) = S and π(γ) = T .
Note first that the relations above imply easily that A is the linear span of
elements of the form αr(γ∗)kγl and (α∗)r′

(γ∗)k′
γl′ , where r, r′, k, k′, l, l′ ∈

N0. It is a little bit tedious but not too hard to check that the elements
Sr(T ∗)kT l and (S∗)r′

(T ∗)k′
T l′ , where r, k, k′, l, l′ ∈ N0, r′ ∈ N, are linearly

independent. This implies that π is injective and that the elements αr(γ∗)kγl

and (α∗)r′
(γ∗)k′

γl′ , where r, k, k′, l, l′ ∈ N0, r′ ∈ N form a basis for A.
As before we want to define a C*-algebra using Remark 1.6. If K is a Hilbert
space and θ : A → B(K) is a unital ∗-homomorphism, then obviously,
θ(α)∗θ(α) + θ(γ)∗θ(γ) = 1 implying that ‖θ(α)‖ ≤ 1 and ‖θ(γ)‖ ≤ 1. This
implies easily that the number ‖x‖∗ is finite for any x ∈ A. Note that the in-
jectivity of π guarantees that ‖.‖∗ is a norm and not a semi-norm. Therefore
we can apply Remark 1.6 and define the C*-algebra A to be the enveloping
C*-algebra of A.
By the definition of the norm ‖.‖∗ there exists a unique unital ∗-homomor-
phism ∆ : A → A⊗ A that extends Φ. The properties of (A, Φ) immediately
imply that (A,∆) is a compact quantum group that we call quantum SU(2)
and denote by SUq(2) = (A,∆). A formula for the Haar state of SUq(2) can
be found in [Wor87a].
There exists a unique ∗-homomorphism πr : A → B(H) that extends π. In
principle, one could use πr to define a reduced version of quantum SU(2) but
it can be shown that πr is injective.
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The irreducible corepresentations of (A,∆) have been computed in
[Wor87b]. As for SU(2) itself, there exist for every n ∈ N a unique (up to uni-
tary equivalence) irreducible unitary corepresentation of SUq(2) of dimension
n. The coefficient ∗-algebra of SUq(2) is nothing else but A.

Universal quantum groups

Proposition 3.20. Let Q be in Mn(C) and assume that it is invertible. Let A
be the universal unital ∗-algebra generated by elements {uij | i, j = 1, . . . , n}
subject to the following relations

u∗u = uu∗ = 1

and
utQuQ−1 = QuQ−1 ut = 1 .

Here u is the matrix (u∗ij)ij and ut is the matrix (uji)ij. The ∗-algebra A
becomes a Hopf ∗-algebra with comultiplication Φ determined by Φ(uij) =∑

k uik ⊗ ukj.

Again, one obtains a compact quantum group (A,∆) by considering ∗-
representations of A over all possible Hilbert spaces as in the previous two
examples. Just as in the case of SUq(2), elements of A are always represented
by bounded operators because u is unitary. The quantum group (A,∆) is
called the universal compact quantum group (see [VDWa]). The reason for us-
ing this terminology is that any compact quantum group will be a ‘quantum
subgroup’ of the universal one (for a suitable Q).
A multitude of properties about universal quantum groups have been proven
by T. Banica in [Ban97] (and about related matters in [Ban96]). A description
of the corepresentation theory of universal compact quantum groups is given
in [Ban97, Thm. 1]. This paper also provides a remarkable characterization
of universal compact quantum groups as compact matrix quantum groups
for which the character of the universal corepresentation, divided by 2, is a
circular element with respect to the Haar measure.
The free product (following Voiculescu) of two compact quantum groups turns
out to be again a compact quantum group, where the Haar measure is the free
product of the Haar measures on the original quantum groups, a fact that is
explained in [Wan95].

Tannaka-Krein duality for compact quantum groups

In the case of compact quantum groups one can use the Tannaka-Krein duality
(see [Wor88] and [Wan97]) to construct examples. Instead of trying to define
a C*-algebra and a comultiplication one constructs a well-behaved category of
abstract corepresentations. The general Tannaka-Krein duality Theorem for
compact quantum groups then guarantees the existence of a unique compact
quantum group such that the category of concrete corepresentations of this



Locally compact quantum groups 129

quantum group agrees with the constructed category of abstract corepresen-
tations. In [Ros] this method is used to associate compact quantum groups to
quantized universal enveloping Lie algebras.

4 Weight theory on von Neumann algebras

In the previous section we saw that for compact and discrete quantum groups,
the existence of the Haar measure follows from a relatively simple set of ax-
ioms. This seems unfortunately not to be true in the general case, the existence
of the Haar measure is incorporated in the definition and plays a pivotal role
in the development of the theory. In the framework of C*-algebras, the role of
measures is played by weights. Weight theory works better for von Neumann
algebras which are the proper generalizations of measure spaces. That is one
of the reasons why we will shift our attention in this and the following section
to von Neumann algebras. Later we will go back to the theory of C*-algebras.
Let us first look at the classical case to motivate the definition of weights in
general and Haar weights in the next section. Therefore take a locally compact
group G and fix a left Haar measure µ on G. Let A be the commutative C*-
algebra C0(G).
Just as finite measures on G easily translate to positive linear functionals on
A, one can easily translate the measure µ to an object on the level of the
C*-algebra A = C0(G) that contains all information about µ. Using µ (but
this is possible for any measure), one defines the map

ϕµ : A+ → [0,∞] : f "→ ϕµ(f) =
∫

G

f dµ .

This map satisfies the following properties

1. ϕµ(f + g) = ϕµ(f) + ϕµ(g) for all f, g ∈ A+,
2. ϕµ(λf) = λϕµ(f) for all f ∈ A+ and λ ∈ R

+,
3. ϕµ(f) <∞ if f ∈ K(G)+,
4. A special case of the lemma of Fatou: Let f ∈ A+ and (fi)∞i=1 a se-

quence of functions so that f converges pointwise to f . Then, ϕµ(f) ≤
lim infi→∞ ϕµ(fi).

This will shortly motivate the definition of a weight on a C*-algebra as an
analogue of a measure. Remember that K(G) is the ∗-algebra of all continuous
functions on G with compact support.
We will also need to translate the left invariance of µ to a condition on ϕµ

but this is not so difficult and is based on the same principle as the one used
in the compact case (see Example 3.3). Take a positive linear functional ω on
A. The theorem of Riesz guarantees the existence of a regular, finite, positive
Borel measure (see [Coh]) ν on G such that ω(f) =

∫
fdν for all f ∈ A. Then,

the theorem of Fubini and the left invariance of µ imply for f ∈ K(G)+,
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ϕµ((ω ⊗ ι)∆(f)) =
∫

(ω ⊗ ι)(∆(f))(s) dµ(s) =
∫ ∫

f(ts)dν(t) dµ(s)

=
∫ ∫

f(ts)dµ(s) dν(t) =
∫ ∫

f(s)dµ(s) dν(t) = ϕµ(f)ω(1) ,

an equation that still makes sense in a general C*-algebra framework.

4.1 Weights on C*-algebras

Fix a C*-algebra A. Recall that we denote the set of positive elements in A
by A+ and the set of positive linear functionals on A by A∗

+.
Let us start of by formalizing the notion of a weight on A as motivated by
the discussion in the introduction above.

Definition 4.1. Consider a function ϕ : A+ → [0,∞] such that

1. ϕ(a+ b) = ϕ(a) + ϕ(b) for all a, b ∈ A+,
2. ϕ(λa) = λϕ(a) for all a ∈ A+ and λ ∈ R

+,

Then we call ϕ a weight on A. We say that ϕ is densely defined if the set
{ a ∈ A+ | ϕ(a) < ∞} is norm dense in A+. We call the weight ϕ proper if
ϕ is densely defined and ϕ is lower semi-continuous with respect to the norm
topology.

We use the convention that 0 · ∞ = 0. Note that this implies that ϕ(0) = 0.
Also note that the first condition implies that ϕ(a) ≤ ϕ(b) if a, b ∈ A+ and
a ≤ b.
In the framework of C*-algebras that are not von Neumann algebras (!) one
usually works with proper weights. In the case of von Neumann algebras, one
strengthens the continuity condition and weakens the density condition by
using another topology but we will come to this shortly.
The introduction above explains this definition but there is one striking differ-
ence. There is no condition involving the analogue of continuous functions with
compact support; the density condition just assumes that there are enough
integrable elements. The reason for this is simple: there is no useful analogue
for continuous functions with compact support. In fact, this explains to a cer-
tain extent the technical difficulties in the theory of locally compact quantum
groups.
Let us recall the notion of lower semi-continuity. Let X be a topological space
and f : X → [0,∞] a function. The easiest characterization of lower semi-
continuity is the following one: f is lower semi-continuous ⇔ for all λ ∈ R

+,
the set {x ∈ X | f(x) ≤ λ } is closed in X.
But lower semi-continuity can also be characterized in terms of nets: f is
lower semi-continuous ⇔ for all x ∈ X and every net (xi)i∈I in X such that
(xi)i∈I → x, we have f(x) ≤ lim infi∈I f(xi). This characterization has the
advantage that it makes sense locally, in a point.
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This also implies that a lower semi-continuous weight ϕ on A satisfies a kind
of dominated convergence theorem: if a ∈ A+ and (ai)i∈I is a net in A+

such that (ai)i∈I → a for the norm topology and ai ≤ a for all i ∈ I, then(
ϕ(ai)

)
i∈I

→ ϕ(a).
Let us distinguish some special elements with respect to a weight.

Definition 4.2. Let ϕ be a weight on A. Then we define the following sets:

1. M+
ϕ = { a ∈ A+ | ϕ(a) <∞},

2. Mϕ = the linear span of M+
ϕ in A,

3. Nϕ = { a ∈ A | ϕ(a∗a) <∞}.

The set M+
ϕ is a hereditary cone in A+ (norm dense in A+ if ϕ is densely

defined). One calls it a ‘cone’ since this set is closed under addition and scalar
multiplication with positive elements. One calls it ‘hereditary’ because if a ∈
A+, b ∈M+

ϕ and a ≤ b, the element a also belongs to M+
ϕ .

The set Mϕ is a ∗-subalgebra of A (norm dense in A if ϕ is densely defined).
One can show that M+

ϕ = Mϕ ∩ A+ and that Mϕ = N ∗
ϕNϕ := 〈 b∗a | a, b ∈

Nϕ 〉. There exists a unique linear map F : Mϕ → C such that F (a) = ϕ(a)
for all a ∈M+

ϕ . If x ∈Mϕ, one defines ϕ(x) := F (x).
The set Nϕ is a left ideal in A (dense in A if ϕ is densely defined).
Notice that Mϕ fulfills the role of the set of integrable elements, while Nϕ

fulfills the role of square integrable elements. ConcerningNϕ it should however
be mentioned that our choice to work with a∗a instead of aa∗ is a matter of
taste.
Just as for positive linear functionals, one can introduce for any weight a
GNS-construction (see Definition 1.11). The main difference lies in the fact
that for weights that are not continuous positive linear functionals, the cyclic
vector is non-existent.

Definition 4.3. Consider a weight ϕ on A together with a Hilbert space Hϕ,
a ∗-homomorphism πϕ : A→ Hϕ and a linear map Λϕ : Nϕ → Hϕ such that

1. Λϕ(Nϕ) is dense in Hϕ,
2. 〈Λϕ(a), Λϕ(b)〉 = ϕ(b∗a) for all a, b ∈ Nϕ,
3. πϕ(x)Λϕ(a) = Λϕ(xa) for all x ∈ A and x ∈ Nϕ.

Then, we call the triple (Hϕ, πϕ, Λϕ) a GNS-construction for ϕ.

Such a GNS-construction can be easily constructed and is unique up to unitary
equivalence. It is clear that Hϕ is just the analogue of L2(G,µ) and that
πϕ(x) is just the (left) multiplication operator with x. The map Λϕ is used to
distinguish between a as an element of A and a as an element of Hϕ.
If ϕ is lower semi-continuous, the ∗-representation πϕ is non-degenerate and
the mapping Λϕ : Nϕ → Hϕ is closed with respect to the norm topologies on
A and Hϕ. The notion of a closed linear map can be found in the appendix.
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If ϕ ∈ A+
∗ and (Hϕ, πϕ, ξϕ) is a cyclic GNS-construction for ϕ (see Definition

1.11), we get a GNS-construction (Hϕ, πϕ, Λϕ) for ϕ according to the definition
above by defining Λϕ : A→ Hϕ : a→ Λϕ(a) = πϕ(a)ξϕ.
We will be mainly (but not exclusively) be interested in weights that are
faithful:

Definition 4.4. We call a weight ϕ on A faithful if for every a ∈ A+, we
have ϕ(a) = 0 ⇔ a = 0.

Note that ϕ is faithful ⇔ Λϕ is injective. If ϕ is faithful and densely defined,
then πϕ is faithful. The faithfulness of ϕµ in the introduction is equivalent to
the fact the support of µ equals G.
Loosely speaking, any lower semi-continuous weight can be approximated by
positive linear functionals. Let us make this precise:

Proposition 4.5. Let ϕ be a lower semi-continuous weight on A. Define F =
{ω ∈ A∗

+ | ω ≤ ϕ }. Then ϕ(a) = sup{ω(a) | ω ∈ F } for all a ∈ A+.

If ω ∈ A∗
+, the inequality ω ≤ ϕ means that ω(a) ≤ ϕ(a) for all a ∈ A+.

There exists a stronger form of this property:

Proposition 4.6. Let ϕ be a lower semi-continuous weight on A. Define G =
{ t ω | ω ∈ A∗

+, ω ≤ ϕ, 0 < t < 1 }. Then G is upwardly directed and ϕ(a) =
sup{ω(a) | ω ∈ G } = limω∈G ω(a) for all a ∈ A+.

The statement that G is upwardly directed means that for all ω, η ∈ G there
exists θ ∈ G such that ω ≤ θ and η ≤ θ. As a consequence, G can be used
as an index set for a net, as we have done above. Note that by linearity this
proposition also implies that ϕ(a) = limω∈G ω(a) for all a ∈Mϕ.

Up till now, this discussion concerning weights revolved around concepts that
clearly have their roots in the classical framework. One might hope that the
notion of (possibly faithful) weights allows for a completely satisfactory non-
commutative integration theory. This is indeed the case if one works in the
framework of von Neumann algebra’s but in the framework of C*-algebra’s
one needs sometimes to impose extra conditions to get a useful weight theory.
In a weakened form these extra conditions are automatically satisfied in the
von Neumann algebra framework. To formulate these extra conditions we
have to enter into the world of one-parameter groups of ∗-automorphisms on
C*-algebras and von Neumann algebras.
But let us look at the simplest non-trivial case. Fix n ∈ N and set A =
Mn(C), the C*-algebra of complex n by n matrices. Define the positive linear
functional τ : A → C as the trace on A, i.e. τ(x) =

∑n
i=1 xii for all x ∈ A.

Although A is not commutative, any 2 elements from A always commute
under τ : τ(xy) = τ(yx) for all x, y ∈ A.
This is not the case for any positive linear functional on A, but with the
necessary modifications there still is a certain degree of commutation under
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the functional. We will make this statement precise in the following. Therefore
fix a positive, invertible matrix δ in Mn(A) and define the faithful, positive
(why?) functional ϕ of A by ϕ(x) = τ(x δ) for all x ∈ A.

Exercise 4.7. Prove that every faithful, positive linear functional on A is of
this form.

One easily checks that for x, y ∈ A,

ϕ(xy) = ϕ
(
y (δ x δ−1)

)
. (4.1)

In Proposition 1.12 we have seen that if f is a complex valued function on
the spectrum σ(δ), one defines a new operator f(δ). Of course, in this case
this takes on a more familiar form as explained below. There exists a unitary
matrix u ∈ A and positive numbers λ1, . . . , λn > 0 such that

δ = u∗




λ1 0 · · · 0

0 λ2
. . .

...
...

. . . . . . 0
0 · · · 0 λn


 u .

Thus σ(δ) = {λ1, . . . , λn} and if we have a function f : {λ1, . . . , λn} → C,
then

f(δ) = u∗




f(λ1) 0 · · · 0

0 f(λ2)
. . .

...
...

. . . . . . 0
0 · · · 0 f(λn)


 u .

Recall that if z ∈ C, the complex power δz ∈ A is defined as δz = f(δ) where
f : σ(δ) → C : λ "→ λz. Thus, the following properties hold:

1. If r ∈ R, then δr is an invertible, positive operator in A and δir a unitary
operator in A.

2. For all y, z ∈ C, we have δy+z = δy δz and (δz)∗ = δz̄.

Using δ we now can define a one-parameter group σ of ∗-automorphisms on
A, σ : R "→ Aut (A) : t "→ σt where σt(x) = δitx δ−it for all x ∈ A and t ∈ R.
Note that σs+t = σs σt for all s, t ∈ R.
It makes perfect sense to extend the definition of σt to complex parameters
z ∈ C and define an algebra automorphism σz on A by σz(x) := δizx δ−iz

for all x ∈ A. Note that σz is an algebra homomorphism but not always a
∗-homomorphism. Now,

1. σy+z = σy σz for all y, z ∈ C,
2. σz(x)∗ = σz̄(x∗) for all z ∈ C and x ∈ A.
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Later on we will get into situations where we have been given a one-parameter
group σ : R → Aut (A) which can not be defined in terms of such an operator
δ. Therefore we would like to find a characterization of the algebra automor-
phism σz in terms of the ∗-automorphism (σt)t∈R without referring to δ. Here
the theory of analytic functions enters the story.
In this context we call a function f : C → A analytic if for every i, j ∈
{1, . . . , n}, the function C → C : z "→ f(z)ij is analytic. For instance, the
function C → A : z → δz is analytic.
The identity theorem for analytic functions from complex analysis implies
that σz can be defined in terms of the family (σt)t∈R as follows:
Consider a ∈ A. There exists a unique analytic function f : C → A such that
f(t) = σt(a) for all t ∈ R. Moreover, σz(a) = f(z) for all z ∈ C.
Equation (4.1) can be rewritten as

ϕ(xy) = ϕ(y σ−i(x)) for all x, y ∈ A (4.2)

and it is also easily checked that

ϕ(σt(x)) = ϕ(x) for all x ∈ A . (4.3)

One can show that σ : R → Aut (A) is completely determined by these two
conditions and σ is called the modular automorphism group of ϕ.
One should however not be fooled by the lack of complexity above. We are
working in a situation that is much simpler than the general case because

1. ϕ is a continuous functional, not an unbounded weight.
2. For every z ∈ C\R the map σz is defined on the whole of A and obviously

continuous.
3. Because there exists a faithful trace τ on A, we can write ϕ in terms of

such an operator δ.

4.2 Von Neumann algebras

An important class of C*-algebras is formed by the class of von Neumann alge-
bras. If C*-algebras are considered to be the quantizations of locally compact
Hausdorff spaces, von Neumann algebras are the non-commutative analogues
of measure spaces.

Definition 4.8. Let H be a Hilbert space andM a unital ∗-subalgebra of B(H)
that is closed with respect to the weak topology on B(H). Then M is called a
von Neumann algebra (on H).

Recall that the weak (also called, weak operator), strong and strong∗ topology
on B(H) are determined by the following convergence properties.
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Let (Ti)i∈I be a net in B(H) and T an element in B(H). Then

i) (Ti)i∈I converges weakly to T ⇔ ( 〈Tiξ, η〉 )i∈I → 〈Tξ, η〉 for all ξ, η ∈ H,
ii) (Ti)i∈I converges strongly to T ⇔ (Tiξ )i∈I → Tξ for all ξ ∈ H,
iii) (Ti)i∈I converges strongly∗ to T ⇔ (Ti)i∈I converges strongly to T and
(T ∗

i )i∈I converges strongly to T ∗.

Example 4.9. i) Consider a σ-finite measure space (X,M, µ). The ∗-algebra
of (equivalence classes of) essentially bounded measurable functions on X is
denoted by L∞(X), the space of (equivalence classes of) square integrable
functions on X by L2(X). Let π : L∞(X) → B(L2(X)) denote the ∗-
homomorphism that associates to every element in L∞(X) the natural multi-
plication operator. Then π(L∞(X)) is a von Neumann algebra on L2(X) and
π is an isometry.
ii) If H is a Hilbert space, B(H) is a von Neumann algebra that is the weak
closure of B0(H).

If H is a Hilbert space and A ⊆ B(H), we define the set A′ ⊆ B(H) as

A′ = {x ∈ B(H) | ∀y ∈ A : xy = yx } ,

the set A′ is called the commutant of A in B(H).
In a lot of cases, von Neumann algebras are obtained by taking the weak
closure of a non-degenerate ∗-algebra of bounded operators on some Hilbert
space. The bicommutant theorem asserts that this topological closure can be
obtained by algebraic means through the use of commutants.

Theorem 4.10. Consider a Hilbert spaceH and a non-degenerate ∗-subalgebra
A of B(H). Then the weak closure of A in B(H) equals the bicommutant A′′.
In particular, if A is a von Neumann algebra on H, we have that A′′ = A.

This theorem and the fact that any element in a C*-algebra can be written
as a linear combination of unitary elements of this C*-algebra, leads to the
following affiliation relation for von Neumann algebras . Let M be a von
Neumann algebra acting on a Hilbert space H. A densely defined closed linear
operator T on H is said to be affiliated with M in the von Neumann algebraic
sense if u∗Tu = T for every unitary u ∈M ′.
Any von Neumann algebra is obviously a C*-algebra so it carries the norm
topology, but in the next paragraph we will describe a topology that is far
more relevant to von Neumann algebras.

Definition 4.11. Let M be a von Neumann algebra acting on a Hilbert space
H and ω a linear functional on M that, on the open unit ball of M , is con-
tinuous with respect to the weak operator topology. Then we call ω normal.
The space of normal linear functionals on M is called the predual of M and
is denoted by M∗. Note that M∗ is a closed subspace of M∗ and, as such,
inherits the norm from M∗.
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The cone of positive linear functionals in the predual M∗ is denoted by M+
∗ .

For ξ, η ∈ H, we define ωξ,η ∈ B(H)∗ by ωξ,η(x) = 〈xξ, η〉 for all x ∈ B(H).
The restriction of ωξ,η to M will also be denoted by ωξ,η; this restriction
obviously belongs to M∗. Even stronger, the linear span of {ωξ,η | ξ, η ∈ H}
is norm dense in M∗.
The predual induces one of the preferred topologies on M :

Definition 4.12. Consider a von Neumann algebra M . The σ-weak topology
on M is by definition the initial topology on M induced by the predual M∗.

Thus, on bounded subsets of M the relative weak topology and relative σ-
weak topology agree. As a Banach space, the von Neumann algebra M can
be recovered from its predual in the following way. Let x ∈ M and define
ex ∈ (M∗)∗ by ex(ω) = ω(x) for all ω ∈M∗. The mapping

M → (M∗)∗ : x "→ ex

is an isometric isomorphism.
In the commutative setting, the predual can be easily described in more fa-
miliar terms.

Example 4.13. Let us return to example 4.9 i) and denote the space of (equiva-
lence classes of) integrable functions on X by L1(X). Any element f ∈ L1(X)
defines a linear functional ωf ∈ π(L∞(X))∗ by ωf (g) =

∫
f g dµ for all

g ∈ L∞(X). The mapping L1(X) → π(L∞(X))∗ : f "→ ωf is an isometric
isomorphism.

In the theory of von Neumann algebras, ∗-homomorphisms have to satisfy an
extra continuity property to be useful. Hence the following definition.

Definition 4.14. Consider von Neumann algebras M,N and a unital ∗-
homomorphism π : M → N . We call π normal if π is σ-weakly continuous,
i.e. if ωπ ∈M∗ for every ω ∈ N∗.

Notice that π is normal if and only if π is weakly continuous on bounded
subsets of M . If π is normal, then π(M) is a von Neumann algebra.
There is also another preferred topology on any von Neumann algebra.

Definition 4.15. If ω ∈ M∗ we define semi-norms pω and p∗ω by pω(x) =
ω(x∗x)

1
2 and pω(x) = ω(xx∗)

1
2 for all x ∈ M . The σ-strong∗ topology is by

definition the locally convex vector topology on M induced by the family of
semi-norms { pω, p

∗
ω | ω ∈M∗ }.

On bounded subsets of M the relative strong∗ topology and the relative σ-
strong∗ agree. In most of the statements involving von Neumann algebras one
can replace the σ-weak topology by the σ-strong∗ topology. For instance, ifM ,
N are von Neumann algebras and π : M → N is a unital ∗-homomorphism,
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then π is normal ⇔ π is σ-strongly∗-continuous ⇔ π is strongly∗-continuous
on bounded subsets of M . We have moreover for any ω ∈M∗ that ω belongs
to M∗ ⇔ ω is σ-strongly∗ continuous. If K is a convex subset of M , then K
is σ-weakly closed if and only if it is σ-strongly∗ closed.

Example 4.16. It is about time to introduce some well-known important op-
erator algebras associated to a locally compact group G. Let µ be a left Haar
measure G. First recall the definition of the convolution ∗-algebra L1(G). The
product � and ∗-operation .◦ on L1(G) are defined as follows. If f, g ∈ L1(G),
then

(1) (f � g)(t) =
∫

G
f(s) g(s−1t) dµ(s) for almost all t ∈ G,

(2) f◦(t) = δ(t)−1 f(t−1) for t ∈ G (here, δ is the modular function of G).

Remember that the integral converges for almost all t ∈ G, not necessarily for
all t ∈ G. If f and g belong to K(G), the integral is everywhere convergent
and f � g and f◦ belong to K(G). This convolution ∗-algebra is a Banach
∗-algebra for the L1-norm.
We have a faithful ∗-representation from the convolution algebra λ : L1(G) →
B(L2(G)) such that

(λ(f) g)(t) =
∫
f(s)g(s−1t) dµ(s)

for all f ∈ L1(G), g ∈ L2(G) and t ∈ G.
The group von Neumann algebra L(G) of G is by definition the weak closure of
λ(L1(G)) in B(L2(G)). The reduced group C*-algebra C∗

r (G) is by definition
the norm closure of λ(L1(G)) in B(L2(G)).
Finally we use Example 1.6 with A = L1(G) to define the group C*-algebra
C∗(G) as the enveloping C*-algebra of L1(G).

The notion of a tensor product of von Neumann algebras is similar to that of
the minimal tensor product of C*-algebras.

Definition 4.17. Let M,N be two von Neumann algebras acting on Hilbert
spaces H, K respectively. The tensor product of the von Neumann algebras M
and N is the von Neumann algebra on H⊗K, denoted by M ⊗̄N and defined
as the weak operator closure of M  N in B(H⊗K).

The commutant of such a tensor product is easily described in terms of M
and N by the neat (but difficult to prove) formula

(M ⊗̄N)′ = M ′ ⊗̄N ′ .

Let ω ∈ M∗, η ∈ N∗. Then ω ⊗̄ η is by definition the unique element in
(M ⊗̄N)∗ extending the algebraic tensor product ω  η.
Given x ∈ M ⊗̄N , the slice (ω ⊗̄ ι)(x) ∈ N is defined so that η

(
(ω ⊗̄ ι)(x)

)
= (ω ⊗̄ η)(x) for all η ∈ N∗. Similarly one defines the slice (ι ⊗̄ η)(x) ∈M .
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Consider von Neumann algebrasM1,M2,N1,N2 and normal unital ∗-homomor-
phisms π1 : M1 → N1 and π2 : M2 → N2. Then, there exists a unique
normal unital ∗-homomorphism π1 ⊗̄π2 : M1 ⊗̄M1 → N1 ⊗̄N2 such that
(π1 ⊗ π2)(x1 ⊗ x2) = π1(x1)⊗ π2(x2) for all x1 ∈M1 and x2 ∈M2.
As mentioned in the previous section, the relevant notion of continuity and
density for weights on von Neumann algebra are different for the ones used
on C*-algebras.

Definition 4.18. Consider a weight ϕ on a von Neumann algebra M . Then

1. We call ϕ semi-finite if M+
ϕ is σ-strongly∗ dense in M+.

2. We call ϕ normal if ϕ is lower semi-continuous with respect to the σ-
strong∗ topology on M+.

There are different equivalent conditions for normality, for instance a weight ϕ
on M is normal ⇔ for every increasing net (xi)i∈I in M+ and every x ∈M+

for which (xi)i∈I → x in the σ-strong∗ topology, (ϕ(xi))i∈I → ϕ(x).
The expression ‘normal semi-finite faithful weight’ is in the literature also
abbreviated to ‘nsf weight’. We will almost exclusively work with nsf weights.

Let ϕ be a nsf weight on a von Neumann algebra M and (Hϕ, πϕ, Λϕ) is a
GNS-construction ϕ. Then πϕ is an injective normal ∗-homomorphism and
Λϕ is closed for the σ-strong∗ topology on M and the norm topology on Hϕ.
Propositions 4.5 and 4.6 remain true if one changes the definition of F and G
to include only functionals in M+

∗ .

4.3 One-parameter groups and their analytic extensions

Let us first formalize the notion of a one-parameter group of ∗-automorphisms
on a ∗-algebra and the two relevant (to us) continuity properties.

Definition 4.19. Consider a ∗-algebra A and σ : R → Aut(A) a map from R

into the set of ∗-automorphisms on A such that αs+t = αs αt for all s, t ∈ R.
Then, we call α a one-parameter group of ∗-automorphisms on A.

1. If A is a C*-algebra, we say that α is norm continuous ⇔ for every a ∈ A,
the function R → A : t → αt(a) is continuous with respect to the norm
topology on A.

2. If A is a von Neumann algebra, we say that α is strongly continuous ⇔ for
every a ∈ A, the function R → A : t → αt(a) is continuous with respect
to the strong topology on A.

Note that is it enough to check continuity in 0 to conclude continuity every-
where. Remember also that if A is a C*-algebra, then ‖αt(a)‖ = ‖a‖ for all
t ∈ R and a ∈ A. So if A is a von Neumann algebra, the strong continuity in
the above definition is equivalent to the σ-strong∗ continuity.
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Now fix a von Neumann algebraM acting on a Hilbert space H and a strongly
continuous one-parameter group of ∗-automorphisms on M . In the rest of this
section we explain the notion of the analytic extensions of σ that generalizes
the discussion at the end of subsection 4.1.
We first need the right notion of analyticity but it turns out that a straight-
forward generalization of the more familiar notion suffices. Therefore consider
a Banach space E, O an open subset of C and a function f : O → E.

(1) If z0 ∈ O, we call f differentiable in z0 ⇔ the limit limz→z0
f(z)−f(z0)

z−z0
exists in E for the norm topology. If f is differentiable in z0, we define f ′(z0)
as this limit.
(2) We call f analytic on O if f is differentiable in every point of O.

The analyticity of E-valued functions can be described in terms of analyticity
of ordinary complex valued functions by the following remarkable result:

f is analytic on O ⇔ ω ◦ f : O → C is analytic on O for every ω ∈ E∗.
(4.4)

The ⇒-implication is obvious (and (ω ◦ f)′(z) = ω(f ′(z)) for all z ∈ O) but
the reverse implication needs the Uniform Boundedness Principle (see e.g.
[Con]). If E = M , we can even replace E∗ by the predual M∗ in the above
statement.
Using the equivalence above together with Hahn-Banach, one can easily trans-
fer a number of properties that are known for analytic complex valued func-
tions to the world of E-valued analytic functions (like infinite differentiability,
Cauchy’s Theorem, the Identity Theorem and Morera’s Theorem; note that
only the first and last of these two properties need the non-trivial implication
of the equivalence above).

If z ∈ C we define the closed horizontal strip S(z) in the complex plane as

S(z) = { y ∈ C | 0 ≤ Im y ≤ Im z or Im z ≤ Im y ≤ 0 } .

Definition 4.20. Consider z ∈ C. Define the mapping αz : D(αz) ⊆M →M
such that the domain D(αz) of αz consists of all elements x ∈ M for which
there exists a function f : S(z) →M satisfying

1. f is σ-strongly∗ continuous and norm bounded on S(z),
2. f is analytic on the interior S(z)◦ of S(z),
3. f(t) = αt(x) for all t ∈ R.

If x ∈ D(αz), the function f described above is unique and we define αz(x) =
f(z). We call αz the analytic extension of α in z.

The uniqueness of f can be seen by combining the Schwarz’ Mirror principle,
the Identity Theorem and Hahn-Banach.
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Let x ∈ M . One calls x analytic with respect to α if x ∈ D(αz) for all z ∈ C,
which is equivalent to the existence of an analytic function f : C → M such
that f(t) = αt(x) for all t ∈ R.
These analytic extensions satisfy the following basic properties for y, z ∈ C.

1. D(αz) is a subalgebra of M and αz : D(αz) → M is a homomorphism of
algebras.

2. D(αz)∗ = D(αz̄) and αz(x)∗ = αz̄(x∗) for all x ∈ D(αz).
3. αy αt = αt αy = αy+t for all t ∈ R.
4. αy αz ⊆ αy+z and D(αy αz) = D(αy+z) ∩ D(αz). If y and z lie on the

same side of the real axis, then αy αz = αy+z.
5. If z ∈ C and y ∈ S(z), then D(αz) ⊆ D(αy).
6. αz is injective, Ranαz = D(α−z) and (αz)−1 = α−z.
7. αz is closed for the σ-strong∗ topology. Recall that the notion of closedness

is given in the appendix.

Some of the proofs of these properties rely on the Phragmen-Lindelöf Theorem
(see [Rud, Thm. 12.8]):

Proposition 4.21 (Phragmen-Lindelöf). Consider a function f : S(i) →
C so that

1. f is continuous and bounded on S(i),
2. f is analytic on S(i)◦

and define M = sup
(
{ |f(t)| | t ∈ R } ∪ { |f(t + i)| | t ∈ R }

)
. Then

|f(z)| ≤M for all z ∈ S(i).

It is very easy to construct elements in the domain of αz once we have a
good notion of integrating M -valued functions because then we can ‘smear’
elements with respect to α to obtain elements in the domain of αz.

Proposition 4.22. Consider x ∈M and n ∈ N. Define x(n) ∈M as

x(n) =
n√
π

∫
exp(−n2t2)αt(x) dt .

Then x(n) is analytic with respect to α and

αz(x(n)) =
n√
π

∫
exp(−n2(t− z)2)αt(x) dt .

for all z ∈ C. If x ∈ D(αz), then αz(x(n)) =
(
αz(x)

)
(n).

The appendix discusses a notion of integration of vector-valued functions
that will suffice for our purposes. The integrals above can be understood
in the σ-weak sense, i.e. ω(x(n)) = n√

π

∫
exp(−n2t2)ω(αt(x)) dt for all
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ω ∈ M∗. These equalities also hold in the strong sense, i.e. x(n) v =
n√
π

∫
exp(−n2t2)αt(x) v dt for all v ∈ H.

This proposition also implies that 〈 a(n) | a ∈ D(αz), n ∈ N 〉 is a core for αz

(see the appendix for the notion of a core).
The definition of the analytic extensions (and the statement of its main prop-
erties) is given with respect to the σ-strong∗ topology. But we can everywhere
replace the σ-strong∗ topology by the σ-weak topology and still obtain the
same analytic extension.
The process of smearing elements with respect to a one-parameter group
of ∗-automorphisms (or with respect to a finite number of commuting one-
parameter groups of automorphisms via a multiple integral) is one of the most
useful techniques to create well-behaved elements in the theory of locally com-
pact quantum groups.
By definition, αi is determined by the family of ∗-automorphisms (αt)t∈R. But
also the converse is true. In the statement of the next proposition we could
have used any number, different from 0, on the imaginary axis.

Proposition 4.23. Consider two strongly continuous one-parameter groups
of ∗-automorphisms α,β on M . Then, α = β ⇔ αi = βi.

If we work with a C*-algebra A and a norm continuous one-parameter group
α of ∗-automorphisms on A, then the analytic extension αz is defined in the
same way as above but one replaces the σ-strong∗ topology by the norm
topology.

4.4 The KMS-properties of normal semi-finite faithful weights on
von Neumann algebras

Tomita-Takesaki Theory

Consider a von Neumann algebraM and a nsf weight ϕ onM . The next theo-
rem contains one of the most important results of the theory of von Neumann
algebras and which follows from the celebrated Tomita-Takesaki theory. Since
2002 a modern and comprehensive account of this theory can be found in
[Tak02a]. It is important to mention that there does not exist a C*-algebraic
version of the theorem below.

Theorem 4.24. There exists a unique strongly continuous one-parameter
group σ of ∗-automorphisms on M so that ϕσt = ϕ for all t ∈ R and so
that for all x, y ∈ Nϕ ∩N ∗

ϕ there is a bounded continuous complex function f
on the strip {z ∈ C | 0 ≤ Im z ≤ 1}, analytic on the interior of this strip, and
satisfying

f(t) = ϕ(σt(x)y) and f(t+ i) = ϕ(yσt(x))
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for all t ∈ R. We call σ the modular automorphism group for ϕ and one uses
the notation σϕ = σ.

The properties in the statement of the above theorem are referred as the
KMS-properties of the weight ϕ (KMS stands for Kubo, Martin, Schwinger).
This theorem implies the next useful results for nsf weights.

Proposition 4.25. i) Consider a ∈ D(σ−i) and x ∈ Mϕ. Then a x and
xσ−i(a) belong to Mϕ and ϕ(a x) = ϕ(xσ−i(a)).
ii) Let a ∈ D(σ i

2
). Then ϕ(a∗a) = ϕ(σ i

2
(a)σ i

2
(a)∗).

On the level of a GNS space (Hϕ, πϕ, Λϕ) of ϕ, the following operators are of
great importance. The notion of a positive operator can be found in Definition
7.3.

Definition 4.26. i) There exists a unique injective positive operator ∇ on
Hϕ such that ∇itΛϕ(a) = Λϕ(σϕ

t (a)) for all a ∈ Nϕ. We call ∇ the modular
operator of ϕ and use the notation ∇ϕ = ∇.
ii) There exists a unique anti-unitary operator J on Hϕ such that J Λϕ(a) =
Λϕ(σϕ

i
2
(a)∗) for all a ∈ Nϕ ∩D(σϕ

i
2
). We call J the modular conjugation of ϕ

and use the notation Jϕ = J .

The operator∇ϕ induces σϕ in the GNS-space, Jϕ induces an anti-∗-isomorphism
from πϕ(A) to the commutant πϕ(A)′:

1. πϕ(σϕ
t (x)) = ∇it

ϕ πϕ(x)∇−it
ϕ for all t ∈ R, x ∈M .

2. Jϕπϕ(M)Jϕ = πϕ(M)′

Let us also mention the following result. If x ∈ Nϕ and a ∈ D(σϕ
i
2
), then

x a ∈ Nϕ and
Λϕ(x a) = Jϕ πϕ(σϕ

i
2
(a))∗Jϕ Λϕ(x) .

It should be said that in reality the theory is build up the other way
around. Starting from a nsf weight, one introduces the closure T of the map
Λϕ(Nϕ ∩ N ∗

ϕ) "→ Λϕ(Nϕ ∩ N ∗
ϕ) : Λϕ(x) → Λϕ(x∗). Next, one defines the

anti-unitary J and the injective positive self-adjoint operator ∇ by taking
the polar decomposition T = J∇ 1

2 of T . One uses ∇ to define the modular
automorphism group σ of ϕ and proves all the properties mentioned above
(including theorem 4.24) by using the theory of left Hilbert algebras and the
associated Tomita-Takesaki theory.
In this case there is also another characterization of the analytic extensions
σϕ

z for z ∈ C. Let x ∈M .

1. If x ∈ D(σϕ
z ), then πϕ(x)∇iz

ϕ ⊆ ∇iz
ϕ πϕ(σϕ

z (x)).
2. If x ∈M , then x belongs to D(σϕ

z ) if and only if there exists y ∈M such
that πϕ(x)∇iz

ϕ ⊆ ∇iz
ϕ πϕ(y).
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The Radon-Nikodym derivative

Consider a von Neumann algebra M on a Hilbert space H and a nsf weight
ϕ on M with GNS-construction (H,π,Λ) and modular automorphism group
σ. We will also consider an injective positive operator δ in H (see Definition
7.3) affiliated with M so that there exists a positive number λ > 0 satisfying
σt(δ) = λt δ for all t ∈ R.
The fact that δ is affiliated to M is equivalent to the fact that δit ∈M for all
t ∈ R.
It is natural to look for a precise definition of the weight that is formally
equal to ϕ(δ

1
2 · δ 1

2 ). If λ �= 1, the method of defining this weight in [PT] is
not applicable anymore.
Instead we will work with a reverse GNS-construction. Define L as the left
ideal of element x ∈M so that x δ

1
2 is bounded. If x ∈ L, we define x ·δ 1

2 ∈M
as the unique continuous linear extension of xδ

1
2 .

Now, define the subspace N0 of M as

N0 = {x ∈ L | x · δ 1
2 ∈ Nϕ }

Then N0 is a σ-strongly∗ dense left ideal of M and the mapping N0 → H :
x "→ Λ

(
x · δ 1

2
)

is closable with respect to the σ-strong∗ topology on M and
the norm topology on H. We define Λδ to be the closure of this mapping
and its domain by N . Then N is a σ-strongly∗ dense left ideal of M and
Λδ(x y) = π(x)Λδ(y) for all x ∈ A, y ∈ N .
Define the strongly continuous one-parameter group σ′ of ∗-automorphisms
on M by σ′t(x) = δit σt(x) δ−it for t ∈ R and x ∈ A. Then,

Proposition 4.27. There exists a unique nsf weight ϕδ on M so that Nϕδ
=

N and ϕδ(y∗x) = 〈Λδ(x), Λδ(y)〉 for all x, y ∈ Nϕδ
. Furthermore, σ′ is the

modular automorphism group of ϕδ.

Now, we stumble on another aspect of weight theory that works much better
in the von Neumann algebraic approach than in the C*-algebraic approach;
we have an analogue of the Radon-Nikodym theorem:

Theorem 4.28. Consider another nsf weight ψ on M with modular automor-
phism groups σ′. Consider also a number λ > 0. Then the following statements
are equivalent.

1. ϕσ′t = λt ϕ for all t ∈ R.
2. ψ σt = λ−t ψ for all t ∈ R.
3. There exists an injective positive operator δ in H affiliated with M such

that σt(δ) = λt δ for t ∈ R and ψ = ϕδ.

If these conditions hold, we call δ the Radon-Nikodym derivative of ψ with
respect to ϕ.
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The proof of this result can be found in [Va01b]. In fact, this paper deals with
the generalization of this theorem to the case were the modular automorphism
groups merely commute. In the general case (where they do not necessarily
commute), all the information about the relation between ϕ and ψ is encoded
in the Connes cocycle. We will not go further into these matters because we
do not need them in these notes.

5 The definition of a locally compact quantum group

At this stage we have gathered the necessary information from the general
theory of von Neumann algebras to state the general definition of a locally
compact quantum group and discuss its main consequences. Since we work
most of the time in the framework of von Neumann algebras we will denote
the tensor product between von Neumann algebras, normal ∗-homomorphism
and functionals in the predual by ⊗ (and not by ⊗̄). Proofs of all the results
in this section can be found in [KuV00a] and [KuV03].

5.1 The definition and its basic consequences

Definition 5.1. Consider a von Neumann algebra M and a unital normal
∗-homomorphism ∆ :M →M ⊗M such that

(a) (∆⊗ ι)∆ = (ι⊗∆)∆
(b) There exists two nsf weights ϕ,ψ on M such that

1. ϕ
(
(ω ⊗ ι)∆(x)

)
= ϕ(x)ω(1) for all x ∈M+

ϕ and ω ∈M+
∗ ,

2. ψ
(
(ι⊗ ω)∆(x)

)
= ψ(x)ω(1) for all x ∈M+

ψ and ω ∈M+
∗ .

Then (M,∆) is called a locally compact quantum group (in the von Neumann
algebraic setting).

We call ∆ the comultiplication of (M,∆). A weight ϕ as describe above is
called a left Haar weight on (M,∆) , property (1) is called the left invariance
of ϕ. A weight ψ as described above is called a right Haar weight on (M,∆),
property (2) is called the right invariance of ψ. It can be proven

1. ϕ
(
(ω ⊗ ι)∆(x)

)
= ϕ(x)ω(1)

2. ψ
(
(ι⊗ ω)∆(x)

)
= ψ(x)ω(1)

for all x ∈ M+ and ω ∈ M+
∗ . Although this is a nice generalization of the

invariance properties, it is not very important to develop most of the ba-
sic theory. It is however vital in developing certain applications of quantum
groups.
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It might seem strange to call (M,∆) a locally compact quantum group
because von Neumann algebras are generalizations of measure spaces. We will
however show later on that there is a natural C*-algebra sitting inside M .

For the rest of this section we fix a locally compact quantum group (M,∆)
and a left Haar weight ϕ on M . At this point we do not fix a right Haar
weight because we will shortly produce a natural one. As before, the order
of the statements of results does not agree with the chronological order the
theory is built up.
Left invariant weights (but also right ones) are unique up to a constant:

Theorem 5.2. Consider a semi-finite normal weight η on M . If
η
(
(ω ⊗ ι)∆(x)

)
= η(x)ω(1) for all x ∈ M+

η and ω ∈ M+
∗ , there exists λ ≥ 0

such that η = λϕ.

Note that we do not assume faithfulness of the weight η involved.

Remark 5.3. Let us take a look at the classical situation of a locally compact
σ-compact group G. Because we want to work with von Neumann algebras, we
use (with some abuse of language) the von Neumann algebra L∞(G) of (equiv-
alence classes) of essentially bounded measurable functions on G (instead of
C0(G)) and use the natural identification L∞(G) ⊗ L∞(G) = L∞(G × G)
to define the normal ∗-homomorphism ∆G : L∞(G) → L∞(G) × L∞(G) by
∆G(f)(s, t) = f(st) for f ∈ L∞(G) and s, t ∈ G. Thus, (L∞(G),∆G) is a
locally compact quantum group.
Take a left Haar measure µ on G and define the left Haar weight ϕG on L∞(G)
by ϕG(f) =

∫
G
f dµ for all f ∈ L∞(G)+. In this case NϕG

= L2(G)∩L∞(G)
and we define a map ΛG : NϕG

→ L2(G) by ΛG(f) = f for all f ∈ L2(G) ∩
L∞(G). Thus, (L2(G), πG, ΛG) is a GNS-construction for ϕG.
In order to further develop the theory of quantum groups, it is important to
introduce the antipode of the quantum group as a quantum analogue of the
inverse operation on a group. As explained in section 2 the classical way of
defining the antipode is not possible so we have to find an alternative way to
do so.
Let SG be the antipode on L∞(G), i.e. SG(f)(s) = f(s−1) for f ∈ L∞(G) and
s ∈ G. Consider the linear map ι ϕG : K(G) K(G) ⊆ K(G×G) → K(G).
If f ∈ K(G)  K(G), it is clear that (ι  ϕG)(f)(s) =

∫
f(s, t) dµ(t) for all

s ∈ G. Therefore, let us denote by ι⊗ϕG the extension of ι ϕG to K(G×G)
that integrates out the second variable.
Choose g, h ∈ K(G). The left invariance of µ implies for s ∈ G,

SG

(
(ι⊗ ϕG)(∆G(f)(1⊗ g))

)
(s) = (ι⊗ ϕG)(∆G(f)(1⊗ g))(s−1)

=
∫

G

(
∆G(f)(1⊗ g)

)
(s−1, t) dµ(t) =

∫
G

f(s−1t)g(t) dµ(t)

=
∫

G

f(t)g(st) dµ(t) = (ι⊗ ϕG)((1⊗ f)∆G(g))(s) .
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Thus, SG

(
(ι⊗ϕG)(∆G(f)(1⊗ g))

)
= (ι⊗ϕG)((1⊗ f)∆G(g)) which provides

us with a formula for the antipode SG that only uses ϕG and ∆G.

Let us now return to our general quantum group (M,∆). The above formula
in the classical case suggests a definition for the antipode in the general case
but necessitates the definition of ι⊗ϕ as an extension of ι ϕ :M Mϕ →M
in our general framework. First define the set

M+
ι⊗ϕ = {x ∈ (M ⊗M)+ | ∀ω ∈M∗

+ : (ω ⊗ ι)(x) ∈M+
ϕ } .

Then M+
ι⊗ϕ is a hereditary cone in (M ⊗M)+ and one can show (and it is

not very difficult) the existence of a unique map ι ⊗ ϕ : M+
ι⊗ϕ → M+ such

that
ω
(
(ι⊗ ϕ)(x)) = ϕ((ω ⊗ ι)(x))

for all x ∈M+
ι⊗ϕ and ω ∈M+

∗ . This map is linear.
Define the ∗-subalgebra Mι⊗ϕ of M ⊗M as the linear span of M+

ι⊗ϕ. Since
M+

ι⊗ϕ is a hereditary cone,M+
ι⊗ϕ =Mι⊗ϕ∩(M⊗M)+. There exists a unique

linear map F : Mι⊗ϕ → M so that (ι ⊗ ϕ)(a) = F (a) for all a ∈ M+
ι⊗ϕ. We

set (ι ⊗ ϕ)(x) = F (x) for all x ∈ Mι⊗ϕ. Notice that M  Mϕ ⊆ Mι⊗ϕ and
(ι⊗ ϕ)(x⊗ y) = xϕ(y) for all x ∈M and y ∈Mϕ.
One also defines the left ideal Nι⊗ϕ in M ⊗ M as the set of all elements
x ∈ M ⊗M for which x∗x ∈ M+

ι⊗ϕ. As for weights, Mι⊗ϕ = N ∗
ι⊗ϕN ∗

ι⊗ϕ

(linear span!). Note that M  Nϕ ⊆ Nι⊗ϕ.
The above discussion is valid for any normal weight on M .
If a, b ∈ Nϕ, the left invariance of ϕ implies immediately that ∆(a) and ∆(b)
belong to Nι⊗ϕ and thus, that (1⊗ b∗)∆(a) and ∆(b)∗(1⊗a) belong to Mι⊗ϕ

so that we can apply ι ⊗ ϕ to these elements. Therefore the following vital
theorem in the theory of quantum groups makes sense.

Theorem 5.4. There exists a unique σ-strongly∗ closed, linear operator
S : D(S) ⊆M →M such that the linear space

〈 (ι⊗ ϕ)(∆(b∗)(1⊗ a)) | a, b ∈ Nϕ 〉

is a core for S with respect to the σ-strong∗ topology and

S
(
(ι⊗ ϕ)(∆(b∗)(1⊗ a))

)
= (ι⊗ ϕ)((1⊗ b∗)∆(a))

for all a, b ∈ Nϕ. We call S the antipode of (M,∆). Moreover, the domain
and image of S are σ-strongly∗ dense in M .

The linear operator S is unbounded in general. The domain D(S) is a
subalgebra of M and S is an injective algebra anti-homomorphism, i.e.
S(xy) = S(y)S(x) for all x, y ∈ D(S). If x ∈ D(S), then S(x)∗ ∈ D(S)
and S(S(x)∗)∗ = x. Consequently, D(S)∗ = D(S−1) and S(x)∗ = S−1(x∗) for
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all x ∈ D(S). It may happen that S �= S−1, as is the case in the example of
SUq(2) discussed in section 3.
Just as for densely defined, closed, linear operators in Hilbert spaces, we can
produce a polar decomposition of the antipode (this idea is due to Kirch-
berg, see [Kir]). As a matter of fact, the polar decomposition of S is obtained
through the polar decomposition of the relevant Hilbert space operator.

Proposition 5.5. There exists a unique ∗-anti-automorphism R : M → M
and a unique strongly continuous one parameter group of ∗-automorphisms
τ : R → Aut (M) so that

S = Rτ− i
2
, R2 = ι and τtR = Rτt for all t ∈ R .

We call R the unitary antipode and τ the scaling group of (M,∆). Note that
S2 = τ−i.

Let us denote the modular automorphism group of ϕ by σ. Then the following
important commutation relations involving the comultiplication ∆ and τ , σ
and R hold.

Proposition 5.6. If t ∈ R,

1. ∆τt = (τt ⊗ τt)∆
2. ∆σt = (τt ⊗ σt)∆
3. ∆R = χ(R⊗R)∆.

Here χ : M ⊗M → M ⊗M is the flip ∗-automorphism. The last equality of
this proposition justifies the following definition.

Definition 5.7. We define the right Haar weight ψ on (M,∆) by ψ = ϕR.

If one looks at this definition one might wonder why we needed the existence
of the right Haar weight as a condition in the definition of a locally compact
quantum group. In reality the existence of the right Haar weight is used in
the proof of the existence of the antipode and its polar decomposition (but
also in the proof of the unitarity of W introduced in Definition 5.12).
Denote the modular automorphism group of ψ by σ′. Thus, σ′t = Rσ−tR for
all t ∈ R. All the one-parameter groups σ, σ′ and τ mutually commute, e.g.
σs τt = τt σs for all s, t ∈ R. Let us extend the list of commutation relations.

Proposition 5.8. If t ∈ R, then

1. ∆σ′t = (σ′t ⊗ τ−t)∆.
2. ∆τt = (σt ⊗ σ′−t)∆

By definition of a modular automorphism, ϕσt = ϕ and ψ σ′t = ψ for all
t ∈ R. The next result deals with the remaining invariance properties.
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Proposition 5.9. There exists a unique number ν > 0 so that for all t ∈ R

and x ∈M+,

ϕ(τt(x)) = ν−t ϕ(x) ϕ(σ′t(x)) = νt ϕ(x)

ψ(τt(x)) = ν−t ψ(x) ψ(σt(x)) = ν−t ψ(x) .

We call ν de scaling constant of (M,∆).

It has taken a long time, but recently the examples of the az + b and ax+ b
quantum group (see [WZ] and [VD01]) have shown that it can happen that
ν �= 1 (but not in the case of compact and discrete quantum groups).
In the classical case, the modular function connects the left and right Haar
measure. Also this result has an analogue in the quantum world. Let us denote
the Hilbert space on which M acts by H.

Proposition 5.10. There exists a unique injective positive operator δ in H
such that δ is affiliated to M and

1. σt(δ) = νt δ for all t ∈ R,
2. ψ = ϕδ.

We call δ the modular element of (M,∆).

Recall that the definition of ψδ is given in Proposition 4.27; formally, ψδ =
ψ(δ

1
2 . δ

1
2 ). In the classical case, the modular function is a group homomor-

phism. Also this property has its generalization.

Proposition 5.11. If t ∈ R, then ∆(δit) = δit ⊗ δit.

In the last part of this section we introduce the multiplicative unitary of the
quantum group. Although we introduce it at the end of this section that ex-
plains the basic theory derived from the definition, the multiplicative unitary
is in reality constructed in the beginning of the build up of the theory.
In order to define the multiplicative unitary we need the tensor product weight
ϕ ⊗ ϕ on M ⊗M . Set F = {ω ∈ M+

∗ | ∀x ∈ M : ω(x) ≤ ϕ(x) }. We define
the normal weight ϕ⊗ ϕ on M ⊗M by

(ϕ⊗ ϕ)(x) = sup
ω,η∈F

(ω ⊗ η)(x)

for all x ∈ (M ⊗M)+. It follows from the von Neumann algebraic versions of
Propositions 4.5 and 4.6 that this is indeed a weight, thatMϕ Mϕ ⊆Mϕ⊗ϕ

and that (ϕ⊗ϕ)(a⊗b) = ϕ(a)ϕ(b) for all a, b ∈Mϕ. One can show hat ϕ⊗ϕ
is a nsf weight on M ⊗M .
Take a GNS-construction (Hϕ, πϕ, Λϕ) for ϕ. There exists a natural GNS-
construction for ϕ ⊗ ϕ that we describe in the following. One can show that
the linear map

Λϕ  Λϕ : Nϕ  Nϕ → Hϕ ⊗Hϕ



Locally compact quantum groups 149

is closable with respect to the σ-strong∗ topology on M ⊗M and the norm
topology on Hϕ ⊗ Hϕ. Denote its closure with respect to this topologies by
Λϕ⊗Λϕ. Then, (Hϕ⊗Hϕ, πϕ⊗πϕ, Λϕ⊗Λϕ) turns out to be a GNS-construction
for ϕ⊗ϕ. This tensor product construction can be performed for any two nsf
weights on any two von Neumann algebras.
The left invariance of ϕ implies that for a, b, c, d ∈ Nϕ, the elements∆(b)(a⊗1)
and ∆(d)(c⊗ 1) belong to D(Nϕ⊗ϕ) and

〈(Λϕ ⊗ Λϕ)(∆(b)(a⊗ 1)), (Λϕ ⊗ Λϕ)(∆(d)(c⊗ 1))〉
= 〈Λϕ(a)⊗ Λϕ(b), Λϕ(c)⊗ Λϕ(d)〉 .

This justifies the following definition

Definition 5.12. There exists a unique bounded linear operator W on Hϕ ⊗
Hϕ such that

W ∗(Λϕ(a)⊗ Λϕ(b)) = (Λϕ ⊗ Λϕ)(∆(b)(a⊗ 1)) .

for all a, b ∈ Nϕ. The operator W ∗ is isometric.

The first important step in the build up of the theory is the proof of the next
proposition (that requires the existence of a right Haar weight!)

Proposition 5.13. The operator W is a unitary operator on Hϕ ⊗Hϕ.

Remark 5.14. Let (A,∆) be a compact quantum group so that A is a unital
C*-subalgebra of B(H) for some Hilbert space H. Let h be the Haar state of
(A,∆) with cyclic GNS-construction (Hh, πh, ξh).
Define M as the weak closure of πh(A) in B(Hh), so M is a von Neumann
algebra acting on Hh. Let V ∈ M(A ⊗ B0(Hh)) be the left regular corepre-
sentation of (A,∆) introduced in Proposition 3.16 and consider the unitary
(πh ⊗ ι)(V ) ∈ B(Hh ⊗Hh). The remarks after Proposition 3.16 imply that

(πh ⊗ πh)∆(a) = (πh ⊗ ι)(V )∗(1⊗ πh(a))(πh ⊗ ι)(V )

for all a ∈ A. Thus, if we define a normal ∗-homomorphism ∆ :M →M ⊗M
by

∆(x) = (πh ⊗ ι)(V )∗(1⊗ x)(πh ⊗ ι)(V )

for all x ∈M , we get ∆πh = (πh ⊗ πh)∆.
Define the state ϕ ∈M∗ as ϕ = ωξh,ξh

, implying that ϕπh = h. Then, (M,∆)
is a locally compact quantum group in the sense of Definition 5.1 and ϕ is
a left and right Haar weight on (M,∆) (the proof of the faithfulness of ϕ is
non-trivial).
If we define a GNS-construction (Hh, ι, Λϕ) for ϕ by Λϕ(x) = x ξh for all
x ∈M , we see that (πh ⊗ ι)(V ) =W in this case.



150 Johan Kustermans

5.2 The dual quantum group

In this subsection we still work with the locally compact quantum group
(M,∆) and the notations of the previous section but we assume that the
GNS-construction (Hϕ, πϕ, Λϕ) is chosen such that πϕ = ι (if this is not the
case, we can always work with πϕ(M) instead of M). The unitary operator
introduced in Definition 5.12 plays a central role in the theory and is called
the multiplicative unitary of (M,∆). We say that it is ‘multiplicative’ since
W satisfies the Pentagonal equation

W12W13W23 =W23W12 ,

which follows from the coassociativity of ∆. Here we use the leg-numbering
notation explained in the appendix.
This unitary contains all the information of the quantum group (M,∆). To
be more precise,

1. M is the σ-strong∗ closure of the algebra { (ι⊗ ω)(W ) | ω ∈ B(Hϕ)∗ },
2. ∆(x) = W ∗(1⊗ x)W for all x ∈M .

Exercise 5.15. Use the Pentagonal equation to verify that the vector space
{ (ι ⊗ ω)(W ) | ω ∈ B(Hϕ)∗ } is indeed an algebra. Also prove the last claim
involving the comultiplication.

If a, b ∈ Nϕ, it is easy to check (do so!) that

(ι⊗ ωΛϕ(a),Λϕ(b))(W ∗) = (ι⊗ ϕ)((1⊗ b∗)∆(a))

and
(ι⊗ ωΛϕ(a),Λϕ(b))(W ) = (ι⊗ ϕ)(∆(b∗)(1⊗ a)) .

Comparing this with Theorem 5.4 one sees that this implies that for all ω ∈
B(Hϕ)∗ the element (ι⊗ ω)(W ) belongs to D(S) and S((ι⊗ ω)(W )) =
(ι⊗ ω)(W ∗). Prove this.

Remark 5.16. The multiplicative unitary W is also used to define the dual
quantum group. To motivate this definition we look first at the classical case.
Thus, we suppose that M = L∞(G) where G is a locally compact σ-compact
group with left Haar measure µ. Recall the definition of the group von Neu-
mann algebra L(G) of G in Example 4.16.
In this case Definition 5.12 implies that WG := W ∈ B(L2(G × G)) is given
by

(W ∗
Gf)(s, t) = f(s, st) and (WGf)(s, t) = f(s, s−1t)

for all f ∈ L2(G × G), s, t ∈ G. Note that in this case the unitarity of WG

follows easily.
If f1, f2 ∈ L2(G), we have for g ∈ L2(G) and s ∈ G,
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(
(ωf1,f2 ⊗ ι)(WG) g

)
(s) =

∫
f2(s)f1(s)g(s−1t) dµ(t) = (λ(f̄2f1) g)(s), (5.1)

implying that { (ω ⊗ ι)(WG) | ω ∈ B(L2(G))∗ } = λ(L1(G)).

This discussion motivates the use of the von Neumann algebra in the next
theorem. In this theorem Σ denotes the flip operator on Hϕ ⊗Hϕ.

Theorem 5.17. Define M̂ as the σ-strong∗ closure of the subalgebra
{ (ω⊗ι)(W ) | ω ∈ B(Hϕ)∗ } in B(Hϕ). Then M̂ is a von Neumann subalgebra
of B(Hϕ) and there exists a unique normal, injective ∗-homomorphism
∆̂ : M̂ → M̂ ⊗ M̂ so that ∆̂(x) = ΣW (x ⊗ 1)W ∗Σ for all x ∈ M̂ . Then,
(M̂, ∆̂) is a locally compact quantum group that is called the Pontryagin dual
of (M,∆).

There are authors that leave the flip Σ out of the definition of ∆̂. We leave it
in so that the dual weight defined in proposition 5.22 is a left and not a right
Haar weight on (M̂, ∆̂) is.

Proposition 5.18. The multiplicative unitary W belongs to M ⊗ M̂ and

(∆⊗ ι)(W ) =W13W23 and (ι⊗ ∆̂)(W ) =W13W12 .

The two equalities are direct consequences of the Pentagonal equation. In the
rest of this section we identify the basic structural elements of (M̂, ∆̂).
Recall that the predual M∗ is the ‘L1-space’ of M . It is a Banach space
and we can turn it into a Banach algebra by the following (usual) product
ω η = (ω⊗ η)∆ for all ω, η ∈M∗. The co-associativity of the comultiplication
implies the associativity of this product on M∗.
Define the linear map λ :M∗ → M̂ : ω → (ω ⊗ ι)(W ). One easily checks that
λ is an injective algebra homomorphism.

Lemma 5.19. Consider x ∈ Nϕ and ω ∈M∗. Then (ω ⊗ ι)∆(x) ∈ Nϕ and

(ω ⊗ ι)(W ∗)Λϕ(x) = Λϕ

(
(ω ⊗ ι)∆(x)

)
.

Exercise 5.20. Prove this lemma. If v ∈ Hϕ, we define the bounded linear
mapping θv : C → Hϕ : λ "→ λ v. Then ωv,w(x) = θ∗w x θv for all x ∈ B(Hϕ)
en v, w ∈ Hϕ. Check

(ωv,w ⊗ ι)(y)∗ (ωv,w ⊗ ι)(y) ≤ ‖w‖2 (ωv,v ⊗ ι)(y∗y)

for all y ∈ B(Hϕ ⊗ Hϕ). Check that if a ∈ Nϕ, the element (ωv,w ⊗ ι)∆(a)
belongs to Nϕ. At the same time, estimate the norm ‖Λϕ

(
(ωv,w ⊗ ι)∆(a)

)
‖.

Check Eq. (5.19) if ω = ωΛϕ(c),Λϕ(d), where c, d ∈ Nϕ. Extend it to any
element of M∗ by appealing to the closedness of Λϕ.
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In the next part we construct the left Haar weight on (M̂, ∆̂). Define

I = {ω ∈M∗ | ∃v ∈ Hϕ,∀x ∈ Nϕ : ω(x∗) = 〈v, Λϕ(x) 〉 } .

We define the linear map ξ : I → Hϕ as follows. For ω ∈ I, the vector v
described above is unique and we set ξ(ω) := v.

Exercise 5.21. Prove the following facts.

1. The mapping I → Hϕ : ω "→ ξ(ω) is linear and closed with respect to the
norm topologies on M∗ and Hϕ.

2. If ω ∈ I and η ∈M∗, then η ω ∈ I. What is ξ(η ω) ?
3. Consider a ∈ Nϕ and b ∈ Nϕ ∩ D(σ i

2
). Then ωΛϕ(a),Λϕ(b) ∈ I. What is

ξ(ωΛϕ(a),Λϕ(b)) ? Recall the results of subsection 4.4.

Notice that the last property implies that I is dense inM∗ and ξ(I) is dense in
Hϕ (both for the norm topology). So we see that (Hϕ, λ, ξ) satisfies properties
similar to that of a GNS-construction of a weight but remember that M∗ is
not a C*-algebra. However, we have the following

Proposition 5.22. The linear map λ(I) ⊆ M̂ → Hϕ : λ(ω) "→ ξ(ω) is clos-
able with respect to the σ-strong∗ topology on M̂ and the norm topology on
Hϕ. Denote the closure of this map by Λ̂ϕ : D(Λ̂ϕ) ⊆ M̂ → Hϕ. There exists
a unique nsf weight ϕ̂ on M̂ such that (Hϕ, ι, Λ̂ϕ) is a GNS-construction for
ϕ̂. We call ϕ̂ the dual weight of ϕ.

We will denote the modular automorphism group of ϕ̂ by σ̂. At the level of
λ(I) we can easily write down a formula for σ̂: if t ∈ R and ω ∈ M∗, then
σ̂t(λ(ω)) = λ(ω′) where ω′ ∈ M∗ is defined by ω′(x) = ω(δ−it τ−t(x)) for all
x ∈M and t ∈ R.

Proposition 5.23. The nsf weight ϕ̂ is a left Haar weight of (M̂, ∆̂).

The unitary antipode of (M̂, ∆̂) is denoted by R̂, the scaling group of (M̂, ∆̂)
by τ̂ . These operators are related to R and τ as follows.

1. R̂(λ(ω)) = λ(ωR),
2. τ̂t(λ(ω)) = λ(ωτ−t) for all t ∈ R,

where ω ∈ M∗. Moreover, ν−1 is the scaling constant of (M̂, ∆̂). The minus
sign in (2) is a direct consequence of the presence of the flip operator in the
definition of ∆̂.

Exercise 5.24. Let us calculate the multiplicative unitary of (M̂, ∆̂):

1. Consider ω ∈ I and x ∈M . Show that ω( . x) ∈ I and calculate ξ
(
ω( . x)

)
.
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2. Let ω ∈ I and µ ∈ M∗. Calculate (µ ⊗ ι)∆̂(λ(ω)) and conclude from (1)
that (µ⊗ ι)∆̂(λ(ω)) belongs to λ(I). Write down Λ̂ϕ

(
(µ⊗ ι)∆̂(λ(ω))

)
.

3. Convert these equalities into equalities on the level of Nϕ̂ and µ ∈ M̂∗. Go
back to lemma 5.19 to write down the multiplicative unitary of (M̂, ∆̂).

Once we know the multiplicative unitary of (M̂, ∆̂), it is just a bookkeeping
exercise to generalize the famous Pontryagin Biduality Theorem. Have a go at
it! In the formulation of this biduality result, ( ˆ̂

M,
ˆ̂
∆) denotes the Pontryagin

dual of (M̂, ∆̂), etc. The uniqueness of Haar weights up to a constant comes
in handy to conclude that Nϕ = N ˆ̂ϕ.

Theorem 5.25. We have that ( ˆ̂
M,

ˆ̂
∆) = (M,∆). Moreover, ˆ̂

Λϕ = Λϕ, whence
ˆ̂ϕ = ϕ.

We have seen that for a locally compact group G, the convolution algebra
L1(G) possesses a ∗-operation, but we did not mention this in connection with
M∗. In general, the unboundedness of S, implies that there is no ∗-operation
defined on the whole ofM∗. For this purpose one introduces a dense subalgebra
M �

∗ of M∗ as:
M �

∗ = {ω ∈M∗ | ∃θ ∈M∗ : ω̄S ⊆ θ } .

Here, ω̄ ∈ M∗ is defined by ω̄(x) = ω(x∗) for all x ∈ M . For ω ∈ M �
∗ the

element θ described above is unique and we set ω∗ := θ.
With this ∗-operation, M �

∗ becomes a ∗-algebra. Note that M �
∗ = {ω ∈ M∗ |

∃θ ∈ M∗ : ωτ i
2
⊆ θ }. This should convince you that M �

∗ is indeed dense in

M∗ for the norm topology. Also check that λ(ω∗) = λ(ω)∗ for all ω ∈M �
∗.

5.3 Quantum groups on the Hilbert space level

A lot of the theory of quantum groups is played out on the level of the Hilbert
space Hϕ. In this section we collect some basic formulas. We still work with
the locally compact group (M,∆) and notations of the previous subsections.
Denote the modular operator of ϕ by ∇ and the modular conjugation of ϕ
by J . Moreover, denote the modular operator of ϕ̂ by ∇̂ and the modular
conjugation of ϕ̂ by Ĵ (with respect to the GNS-construction (Hϕ, ι, Λ̂ϕ) ).
Then the following formulas hold for x ∈M , y ∈ M̂ and t ∈ R.

1. τt(x) = ∇̂itx ∇̂−it and τ̂t(y) = ∇ity∇−it,

2. R(x) = Ĵ x∗Ĵ and R̂(y) = J y∗J ,

3. (Ĵ ⊗ J)W (Ĵ ⊗ J) = W ∗ and (∇̂it ⊗∇it)W (∇̂−it ⊗∇−it) = W .
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We also have the right Haar weight ψ = ϕR with a GNS-construction
(Hϕ, ι, Λψ) defined by Λψ = (Λϕ)δ. See the comments before Proposition
4.27, formally Λψ(a) = Λϕ(aδ

1
2 ). Then, the modular conjugation of ψ with

respect to (Hϕ, ι, Λψ) is given by ν
i
4 J .

But it is also possible to connect Λϕ and Λψ via R and Ĵ : if x ∈ Nψ, then
R(x)∗ ∈ Nϕ and Λψ(x) = Ĵ Λϕ(R(x)∗). This implies that Ĵ J = ν

i
4 J Ĵ .

There is still another important injective positive operator in Hϕ that we
will introduce now. Because ϕ τt = ν−t ϕ for all t ∈ R, there exists a unique
injective, positive operator P in Hϕ such that P it Λϕ(x) = ν

t
2 Λϕ(τt(x)) for

all x ∈ Nϕ and t ∈ R (here we use Proposition 5.9 ). One can show that
P it Λ̂ϕ(y) = ν−

t
2 Λ̂ϕ(τ̂t(y)) for all y ∈ Nϕ̂ and t ∈ R. Then,

1. τt(x) = P itxP−it and τ̂t(y) = P ity P−it for t ∈ R, x ∈M and y ∈ M̂ .
2. W (P it ⊗ P it) = (P it ⊗ P it)W .

5.4 The C*-algebra version of a locally compact quantum group

In order to define the C*-algebra version of a quantum group we need some
extra information concerning multiplier algebras and tensor products. We al-
ways use the minimal tensor product between C*-algebras and denote it by
⊗min. The tensor products between von Neumann algebras will still be de-
noted by ⊗.
If H is a Hilbert space and B a non-degenerate C*-subalgebra of the B(H),
the multiplier algebra M(B) is easily described as a unital C*-subalgebra of
B(H) as follows:

M(B) = {x ∈ B(H) | ∀b ∈ B : x b ∈ B and b x ∈ B } .

Given C*-algebra B1,B2 there exists a natural injective ∗-homomorphism

θ :M(B1)⊗min M(B2) ↪→M(B1 ⊗min B2)

such that

(b1⊗b2) θ(x1⊗x2) = (b1x1)⊗(b2x2) and θ(x1⊗x2) (b1⊗b2) = (x1b1)⊗(x2b2)

for x1 ∈M(B1), x2 ∈M(B2) and b1 ∈ B1, b2 ∈ B2. It is important to mention
that the injectivity statement is true because we work with the minimal tensor
product. From now on we will use θ to consider M(B1)⊗minM(B2) as a sub-
C*-algebra of M(B1 ⊗min B2). This also applies to the minimal C*-tensor
product of more C*-algebras.
Let us now return to the theory of locally compact quantum groups proper
and focus onto our locally compact quantum group (M,∆) of subsection 5.1.
We will still use the notations gathered in the previous three subsections.
Using the multiplicative unitary it is easy to associate a C∗-algebra to the
von Neumann algebraic quantum group (M,∆).
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Theorem 5.26. We define Ar as the norm closure of the subalgebra
{ (ι⊗ ω)(W ) | ω ∈ B(Hϕ)∗ } in B(Hϕ) and ∆r as the restriction of ∆ to Ar.
Then Ar is a non-degenerate C*-subalgebra of B(Hϕ) and

1. ∆r is a non-degenerate ∗-homomorphism from Ar to M(Ar ⊗min Ar)
2. (∆r ⊗min ι)∆r = (ι⊗min ∆r)∆r

3. The linear spaces 〈∆r(a)(b⊗1) | a, b ∈ Ar 〉 and 〈∆r(a)(1⊗b) | a, b ∈ Ar 〉
are norm dense subspaces of Ar ⊗min Ar.

We call the pair (Ar,∆r) the reduced C*-algebraic quantum group associated
to (M,∆). Note that Ar is σ-strongly∗ dense in M .

Already the statement that Ar is a C*-algebra is not immediate since the
Pentagonal equation only guarantees that the linear space B := { (ι⊗ω)(W ) |
ω ∈ B(Hϕ)∗ } is a subalgebra of B(Hϕ), not necessarily a ∗-subalgebra. If
we set A = B ∩ B∗, we obtain a dense ∗-subalgebra of Ar. On can show that
A := { (ι⊗ ω)(W ) | ω ∈ M̂ �

∗ }. Notice that B is isomorphic (as an algebra) to
M̂∗ and that A is ∗-isomorphic to M̂ �

∗.

All objects that we associated to (M,∆) in the previous section induce corre-
sponding objects on the C*-algebra Ar by restriction. We set ϕr = ϕ�A+

r
and

ψr = ψ �A+
r

and obtain this way faithful densely defined lower semi-continuous
weights on Ar (the fact that these weights are densely defined needs a (simple)
argument!). Moreover, these weights satisfy similar invariance conditions and
KMS conditions as the nsf weights ϕ,ψ.
Once again you have to be a little bit careful with these kind of considerations.
You have to prove something. Define the map σr : R → End(Ar,M) : t →
σr

t := σt �Ar
. Then σr is a norm continuous one-parameter group of ∗-

automorphisms on Ar. The analytic continuations of σr and σ are then related
in the following way (for σ we use Definition 4.20 and for σr we use the
variation of this definition discussed at the end of subsection 4.3). Let z ∈ C,
then D(σr

z) = { a ∈ Ar ∩D(σz) | σr
z(a) ∈ Ar } and σr

z is the restriction of σz

to D(σr
z).

This same principle applies in fact to the other one-parameter groups σ′ and
τ ′. The unitary antipode R of (M,∆) can just be restricted to Ar and one
obtains a ∗-automorphism on Ar.
The remaining object that we have not discussed yet is the modular element
δ of (M,∆). Classically, the modular function of a locally compact group G
is continuous and as such is somehow ‘affiliated’ to the C*-algebra C0(G).
There exists an affiliation relation for C*-algebras (see [Baa80], [BJ], [Lan]
and [Wor91b]) that is different from the affiliation relation for von Neumann
algebras discussed in subsection 4.2 but we will not give a precise definition.
Loosely speaking, an element is affiliated to a C*-algebra B if it is a ‘well
behaved (possibly unbounded) multiplier’ of B and such an element can be
looked upon as the quantum analogue of a (possibly unbounded) continuous
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function. If B = C0(X), where X is a locally compact Hausdorff space, the
set of elements affiliated to B equals C(X).
In this case δ is ‘affiliated’ to Ar because δit ∈ M(Ar) for all t ∈ R. One
looks upon δ as an ‘unbounded multiplier’ of Ar by associating to δ the linear
densely defined mapping δr : D(δr) ⊆ Ar → Ar such that D(δr) = { a ∈ Ar |
δ a ∈ Ar } and δr(a) = δ a for all a ∈ D(δr).
It is possible to give a definition for reduced locally compact quantum groups
in the C*-algebra setting (as was done in [KuV00a]) by requiring the properties
in the statement of the above theorem to hold together with the existence of
well-behaved faithful left and right Haar weights. Notice that such a definition
contains density conditions whereas this is not the case for the von Neumann
algebraic version we use in these lecture notes!
By taking a GNS-construction of the left Haar weight and defining the von
Neumann algebra as the weak closure of the image of the C*-algebra under
the GNS-representation and extending the comultiplication to this von Neu-
mann algebra, one obtains again a von Neumann algebraic quantum group
(this generalizes the discussion in Remark 5.14). This procedure and the one
discussed above provide us with a bijective correspondence between reduced
C*-algebraic quantum groups and von Neumann algebraic quantum groups.
There is also another C*-algebra associated to (M,∆) that in some cases is
different from Ar. Recall that we have the ∗-algebra A defined above and we
can hope to apply Remark 1.6 once more. If a ∈ A then ‖a‖∗ < ∞ because
A is a Banach ∗-algebra under the ∗-isomorphism A ∼= M̂ �

∗. The norm ‖.‖∗ on
M̂ �

∗ is given by ‖ω‖∗ = max{‖ω‖, ‖ω∗‖} for all ω ∈ M̂ �
∗ where ‖.‖ denotes the

ordinary norm on M̂∗ ⊆ M̂∗.
The identity representation ensures that ‖.‖∗ is a norm and not merely a semi-
norm. Therefore we can define the C*-algebra Au as the enveloping C*-algebra
of A. Note that their exists a unique surjective ∗-homomorphism π : Au → Ar

so that π(x) = x for all x ∈ A.
It is possible to define on Au a canonical comultiplication ∆u : Au →
M(Au ⊗min Au) so that (π⊗ π)∆u = ∆rπ. One can also define Haar weights
ϕu := ϕr π and ψu := ψr π, modular groups for these Haar weights, a scaling
group, a unitary antipode and a modular element on Au. We call (Au,∆u)
the universal C*-algebraic quantum group associated to (M,∆). This univer-
sal C*-algebraic quantum group has the same rich structure as (M,∆) and
(Ar,∆r) but the Haar weights do not have to be faithful (equivalently, π does
not have to be faithful). There does however exist a counit εu : Au → C that
is a (continuous!) *-homomorphism determined by εu

(
(ι⊗ω)(W )) = ω(1) for

all ω ∈M �
∗ (*) and satisfies the familiar formula

(ι⊗ εu)∆u = (εu ⊗ ι)∆u = ι .

Such a counit does not have to exist on Ar. It always can be defined on B by
the formula (*) above but is not always continuous.
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Remark 5.27. In the classical case the above discussion takes on a more famil-
iar form. So let G be a locally compact σ-compact group G and use the nota-
tion of remark 5.16. The Pontryagin dual of the quantum group (L∞(G),∆)
is the quantum group (L(G), ∆̂) where ∆̂(x) = ΣWG(x ⊗ 1)W ∗

GΣ for all
x ∈ L(G). For the quantum group (L(G), ∆̂), we have A = λ(L1(G)). Thus,
the C*-algebra underlying the reduced C*-algebraic quantum group associated
to (L(G), ∆̂) is the reduced group C*-algebra C∗

r (G). The C*-algebra under-
lying the universal C*-algebraic quantum group associated to (L(G), ∆̂) is the
group C*-algebra C∗(G).

6 Examples of locally compact quantum groups

Just as the development of the general definition took quite a while, the
construction of examples of especially non-compact quantum groups has also
been a slow process. But the list of examples is getting quite respectable
by now. There are more or less two kinds of methods to construct quantum
groups at this moment.

Method 1
In the first method we start from a classical group G consisting of matrices
and follow this recipe.

1. Look at the Hopf ∗-algebra A of polynomial functions on the group G and
find some natural generators and relations for A.

2. Deform the relations by some complex number q, consider the Hopf ∗-
algebra Aq generated by generators and these deformed relations and try
to define a comultiplication Φ : Aq → Aq Aq such that (Aq, Φ) is a Hopf
∗-algebra.

3. Represent the deformed generators of Aq by (possibly) unbounded closed
operators on a Hilbert space H.

4. Define M as the von Neumann algebra on H generated by these repre-
sented generators. Device a method to define a comultiplication ∆ :M →
M ⊗M that agrees with Φ on the generators. The most difficult aspect
of constructing the quantum group this way lies in (1) finding a formula
for the comultiplication and (2) proving its coassociativity.

5. Define left and right Haar weights and prove their invariance. In com-
parison with the construction of the comultiplication, this is not that
complicated in concrete examples.

Let us list examples constructed this way:

1. Quantum E(2): [Wor91a], [Wor91b], [VDWo], [Baa95], [Baa92].
2. Quantum ax+ b and Quantum az + b: [WZ], [Wor01], [VD01]. These are

the first examples of a quantum group where the scaling constant is not
equal to 1.

3. Quantum S̃U(1, 1): [KK]
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4. Quantum GL(2,C): [PuW]

We will discuss the example of Quantum S̃U(1, 1) in the next subsection.

Method 2
Device a general theoretical construction procedure to generate quantum
groups using certain fairly general mathematical structures (like locally com-
pact groups, or quantum groups) as ingredients.

1. The crossed product construction of a group with a quantum group, and
generalizations thereof where the group is replaced by a quantum group
‘acting’ on another quantum group.

2. Bicrossed product constructions.

For these kind of constructions we refer to [BS], [BV], [VV]. The advantage
of this method lies in the fact that one generates a multitude of examples by
varying the ingredients but sometimes these methods preserve too much of the
properties of the original ingredients one starts from. Up till now these con-
struction procedures have not generated an example of a quantum group with
a non-trivial scaling constant, whereas the first method has produced such
an example. However, the second procedure above has generated examples to
disprove some important conjectures (see [BSV]).
Let us also mention that the quantum Lorentz group is constructed in [PoW]
as a double crossed product of the compact quantum group SUq(2) and its
discrete Pontryagin dual.

6.1 Quantum S̃U(1, 1)

The quantum group that we present in this subsection is an example con-
structed following method 1 described above. Recall that SU(1, 1) is the Lie
group

SU(1, 1) = {X ∈ SL(2,C) | X∗UX = U } , where U =
(

1 0
0 −1

)
.

The equality X∗UX = U is equivalent to saying that X is invariant under
the canonical Lorentzian inner product on C ⊕ C. Woronowicz has shown in
[Wor91b] that SU(1, 1) can not be deformed into a locally compact quantum
group (the problems lie in the coassociativity of the comultiplication on the
operator algebra level). In order to resolve the problems surrounding quantum
SU(1, 1), Korogodskii proposed in [Kor] to construct the quantum version of
an extension S̃U(1, 1) of SU(1, 1). To be more precise,

S̃U(1, 1) = {X ∈ SL(2,C) | X∗UX = U or X∗UX = −U } .

Woronowicz studied the construction of a locally compact quantum group
version of quantum S̃U(1, 1) (without the Haar weight) in [Wor00] but a gap
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remained in the proof of the coassociativity of the comultiplication. Using the
theory of q-hypergeometric functions quantum S̃U(1, 1) was introduced as a
full blown locally compact quantum group in [KK].

The Hopf ∗-algebra underlying quantum S̃U(1,1)
In [Kor], Korogodskii implicitly suggested the use of the following Hopf ∗-
algebra. The Hopf ∗-algebra itself was explicitly introduced by Woronowicz in
[Wor00].
Throughout this discussion, we fix a number 0 < q < 1. In this subsection
we will introduce a quantum group that is a deformation, depending on the
deformation parameter q, of S̃U(1, 1). We will refer to this still to be defined
quantum group as S̃Uq(1, 1) or quantum S̃U(1, 1).
Define A to be the unital universal ∗-algebra generated by elements α0, γ0
and e0 and relations

α†
0α0 − γ†0γ0 = e0 α0α

†
0 − q2 γ

†
0γ0 = e0

γ†0γ0 = γ0 γ
†
0

α0 γ0 = q γ0 α0 e†0 = e0
α0 γ

†
0 = q γ†0α0 e20 = 1

α0 e0 = e0 α0

γ0 e0 = e0 γ0 ,

where † denotes the ∗-operation on A. By universality of A, there exists a
unique unital ∗-homomorphism ∆0 : A → A A such that

∆0(α0) = α0 ⊗ α0 + q (e0 γ
†
0)⊗ γ0

∆0(γ0) = γ0 ⊗ α0 + (e0α
†
0)⊗ γ0 (6.1)

∆0(e0) = e0 ⊗ e0 .

The pair (A,∆0) turns out to be a Hopf ∗-algebra with counit ε0 and antipode
S0 determined by

S0(α0) = e0 α
†
0 ε0(α0) = 1

S0(α
†
0) = e0 α0 ε0(γ0) = 0

S0(γ0) = −q γ0 ε0(e0) = 1
S0(γ

†
0) = − 1

q γ
†
0

S0(e0) = e0 .

One obtains the Hopf ∗-algebra of quantum SU(1, 1) by taking e0 = 1 in the
above considerations, but this is only a side remark.
If one takes q = 1 in the above description, one gets the Hopf ∗-algebra of
polynomial functions on S̃U(1, 1) as explained below. A simple calculation
reveals that
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S̃U(1, 1) =
{(

a c
ε c ε a

)
| a, b ∈ C, ε ∈ {−1, 1} s.t. |a|2 − |c|2 = ε

}
.

The elements α0, γ0 and e0 can then be realized as the complex valued func-
tions on S̃U(1, 1) given by

α0

(
a c
ε c ε a

)
= a , γ0

(
a c
ε c ε a

)
= c , e0

(
a c
ε c ε a

)
= ε

and A is the unital ∗-algebra of complex valued functions on S̃U(1, 1) gener-
ated by α0, γ0 and e0.

Let us now go back to the case 0 < q < 1. As mentioned in the begin-
ning of this section we want to represent this Hopf ∗-algebra A by possibly
unbounded operators in some Hilbert space in order to produce a locally com-
pact quantum group in the sense of Definition 5.1. Korogodskii classified the
well-behaved irreducible representations of A in [Kor, Prop. 2.4]. Roughly
speaking, our representation of A is obtained by gluing together these irre-
ducible representations. The representation we use here is a slight variation
of the one introduced by Woronowicz in [Wor00]. For this purpose we define

Iq = {−qk | k ∈ N } ∪ { qk | k ∈ Z } .

Let T denote the group of complex numbers of modulus 1. We will consider
the counting measure on Iq and the normalized Haar measure on T. Our
∗-representation of A will act in the Hilbert space H defined by

H = L2(T)⊗ L2(Iq) .

In these discussions we will denote for any set J the space of complex functions
on J by F(J) whereas the space of complex functions on J with finite support
will be denoted by K(J).
If p ∈ −qZ ∪ qZ, we define δp ∈ F(Iq) such that δp(x) = δx,p for all x ∈ Iq (note
that δp = 0 if p �∈ Iq). The family ( δp | p ∈ Iq ) is the natural orthonormal
basis of L2(Iq). We let ζ denote the identity function on T. Recall the natural
orthonormal basis ( ζm | m ∈ Z ) for L2(T).
Instead of looking at the algebra A as the abstract algebra generated by
generators and relations we will use an explicit realization of this algebra as
linear operators on the dense subspace E of H defined by E = 〈 ζm⊗δx | m ∈
Z, x ∈ Iq〉 ⊆ H. Of course, E inherits the inner product from H. Let L+(E)
denote the ∗-algebra of adjointable operators on E (see [Sch, Prop. 2.1.8]), i.e.

L+(E) = {T ∈ End(E) | ∃T † ∈ End(E),∀v, w ∈ E : 〈Tv,w〉 = 〈v, T †w〉 } ,

so † denotes the ∗-operation in L+(E). Here, End(E) is the space of linear
operators on E.
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If T ∈ L+(E), T † ⊆ T ∗ where T ∗ is the usual adjoint of T as an operator in
the Hilbert space H. Since T ∗ has dense domain, it follows that T is a closable
operator in H.
Define linear operators α0, γ0, e0 in L+(E) such that

α0(ζm ⊗ δp) =
√

sgn(p) + p−2 ζm ⊗ δqp

γ0(ζm ⊗ δp) = p−1 ζm+1 ⊗ δp
e0(ζm ⊗ δp) = sgn(p) ζm ⊗ δp

for all p ∈ Iq, m ∈ Z.
Then A is the ∗-subalgebra of L+(E) generated by α0, γ0 and e0. Since
L+(E)  L+(E) is canonically embedded in L+(E  E), we obtain A  A
as a ∗-subalgebra of L+(E E). As such, ∆0(α0), ∆0(γ0) and ∆0(e0) defined
in Eqs. (6.1) belong to L+(E  E).

The von Neumann algebra underlying quantum S̃U(1,1)
In this subsection we introduce the von Neumann algebra acting on H that
underlies the von Neumann algebraic version of the quantum group S̃Uq(1, 1).
In order to get into the framework of operator algebras, we need to introduce
the topological versions of the algebraic objects α0, γ0 and e0 as possibly
unbounded operators in the Hilbert space H. So let α denote the closure of
α0, γ the closure of γ0 and e the closure of e0, all as linear operators in H. So
e is a bounded linear operator on H, whereas α and γ are unbounded, closed,
densely defined linear operators in H. Note that α∗ is the closure of α†

0 and
that γ∗ is the closure of γ†0. Note also that γ is normal.
Define a reflection operator T on F(T×Iq) such that for f ∈ F(T×Iq), λ ∈ T

and x ∈ Iq, we have that (Tf)(λ, x) = f(λ,−x) if −x ∈ Iq and (Tf)(λ, x) = 0
if −x �∈ Iq. If t ∈ Iq and g ∈ F(T), then Tp(g⊗δt) = g⊗δ−t, thus, T (g⊗δt) = 0
if −t �∈ Iq.
Define the self-adjoint partial isometry u ∈ B(H) as the one that is induced
by T .
Let us recall the following natural terminology. If T1, . . . , Tn are closed, densely
defined linear operators in H, the von Neumann algebra N on H generated
by T1, . . . , Tn is the one such that

N ′ = {x ∈ B(H) | xTi ⊆ Tix and xT ∗
i ⊆ T ∗

i x for i = 1, . . . , n } .

Almost by definition, N is the smallest von Neumann algebra acting on H so
that T1, . . . , Tn are affiliated with M in the von Neumann algebraic sense.
It is now very tempting to define the von Neumann algebra underlying quan-
tum S̃Uq(1, 1) as the von Neumann algebra on H generated by α, γ and e.
However, for reasons that will become clear later (see the comments after
Proposition 6.6), the underlying von Neumann algebra will be the one gener-
ated by α, γ, e and u (the necessity of the element u was first observed by
Woronowicz in [Wor00]).
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Proposition 6.1. We define M to be the von Neumann algebra on H gener-
ated by α, γ, e and u. Then M = L∞(T)⊗B(L2(Iq)).

The following picture of M turns out to be the most useful one. For every
p, t ∈ Iq and m ∈ Z we define Φ(m, p, t) ∈ B(H) so that for x ∈ Iq and r ∈ Z,

Φ(m, p, t) (ζr ⊗ δx) = δx,t ζ
m+r ⊗ δp .

Define M◦ = 〈Φ(m, p, t) | m ∈ Z, p, t ∈ Iq 〉. Using the above equation, it is
obvious that (Φ(m, p, t) | m ∈ Z, p, t ∈ Iq ) is a linear basis of M◦.
The multiplication and ∗-operation are easily expressed in terms of these basis
elements:

Φ(m1, p1, t1)Φ(m2, p2, t2) = δp2,t1 Φ(m1 +m2, p1, t2)
Φ(m, p, t)∗ = Φ(−m, t, p)

for allm,m1,m2 ∈ Z, p, p1, p2, t, t1, t2 ∈ Iq. So we see thatM◦ is a σ-strongly∗

dense sub∗-algebra of M .

A special function

The construction of quantum S̃U(1, 1) and the study of its Pontryagin dual
hinges on the theory of q-hypergeometric functions. Let us therefore fix the
necessary notation and terminology involved.
Fix a number 0 < u < 1. Let a ∈ C. If k ∈ N0 ∪ {∞}, the q-shifted factorial
(a;u)k ∈ C is defined as (a;u)k =

∏k−1
i=0 (1− uia), so (a;u)0 = 1.

If a, b, z ∈ C, we define

Ψ

(
a
b
; u, z

)
=

∞∑
n=0

(a;u)n (b un;u)∞
(u ;u)n

(−1)n u
1
2 n(n−1) zn . (6.2)

This function is analytic in a, b and c. If you are familiar with q-hypergeometric

functions note that if b �∈ u−N0 , then Ψ
(
a
b
; u, z

)
= (b;u)∞ 1ϕ1

(
a
b
;u, z

)
.

See [GR] for an extensive treatment on q-hypergeometric functions.

The comultiplication on quantum S̃U(1,1)

In this subsection we introduce the comultiplication of S̃Uq(1, 1). In the first
part we start with a motivation for the formulas appearing in Definition 6.2.
Although the discussion is not really needed in the build up of S̃Uq(1, 1),
it is important and clarifying to know how we arrived at the formulas in
Definition 6.2.
Our purpose is to define a comultiplication ∆ : M → M ⊗M . Assume for
the moment that this has already been done. It is natural to require ∆ to be
closely related to the comultiplication ∆0 on A as defined in Eqs. (6.1). The
least that we expect is∆0(T0) ⊆ ∆(T ) and∆0(T

†
0 ) ⊆ ∆(T )∗ for T = α, γ, e. In
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the rest of this discussion we will focus on the inclusion ∆0(γ
†
0γ0) ⊆ ∆(γ∗γ),

where ∆0(γ
†
0γ0) ∈ L+(E  E).

Because γ∗γ is self-adjoint, the element ∆(γ∗γ) would also be self-adjoint. So
the hunt is on for self-adjoint extensions of the explicit operator ∆0(γ

†
0γ0).

Unlike in the case of quantum E(2) (see [Wor91b]), the operator ∆0(γ
†
0γ0) is

not essentially self-adjoint. But it was already known in [Kor] that ∆0(γ
†
0γ0)

has self-adjoint extensions (this follows easily because the operator in (6.3)
commutes with complex conjugation, implying that the deficiency spaces are
isomorphic).
Although ∆0(γ

†
0γ0) has a self-adjoint extension, it is not unique. We have to

make a choice for this self-adjoint extension, but we cannot extract the in-
formation necessary to make this choice from α, γ and e alone. This is why
we do not work with the von Neumann algebra M� that is generated by α,
γ and e alone but with M which has the above extra extension information
contained in the element u. These kind of considerations were already present
in [WZ] and were also introduced in [Wor00] for quantum S̃U(1, 1). In [KK],
this principle is only lurking in the background but it is treated in a funda-
mental and rigorous way in [Wor00]. In order to deal with this, Woronowicz
develops a nice theory of balanced extensions of operators that is comparable
to the theory of self-adjoint extensions of symmetric operators.
Now we get into slightly more detail in our discussion about the extension of
∆0(γ

†
0γ0). But first we introduce the following auxiliary function

κ : R → R : x "→ κ(x) = sgn(x)x2 .

Define a linear map L : F(T× Iq × T× Iq) → F(T× Iq × T× Iq) such that

(Lf)(λ, x, µ, y) =

[x−2(sgn(y) + y−2) + (sgn(x) + q2 x−2) y−2 ] f(λ, x, µ, y)

+ sgn(x) q−1 λ̄µ x−1y−1
√

(sgn(x) + x−2)(sgn(y) + y−2) f(λ, qx, µ, qy)

+ sgn(x) q λµ̄ x−1y−1
√

(sgn(x) + q2x−2)(sgn(y) + q2y−2) f(λ, q−1x, µ, q−1y)

for all λ, µ ∈ T and x, y ∈ Iq. A straightforward calculation shows that
∆0(γ

†
0γ0) f = L(f) for all f ∈ E  E. From this, it is a standard exercise to

check that f ∈ D(∆0(γ
†
0γ0)

∗) and∆0(γ
†
0γ0)

∗f = L(f) if f ∈ L2(T×Iq×T×Iq)
and L(f) ∈ L2(T × Iq × T × Iq) (without any difficulty, one can even show
that D(∆0(γ

†
0γ0)

∗) consists precisely of such elements f).
If θ ∈ −qZ ∪ qZ, we define �′θ = { (λ, x, µ, y) ∈ T× Iq × T× Iq | y = θx } and
consider L2(�′θ) naturally embedded in L2(T × Iq × T × Iq). It follows easily
from the above discussion that ∆0(γ

†
0γ0)

∗ leaves L2(�′θ) invariant. Thus, if T
is a self-adjoint extension of ∆0(γ

†
0γ0), the obvious inclusion T ⊆ ∆0(γ

†
0γ0)

∗

implies that T also leaves L2(�′θ) invariant.
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Therefore we construct a self-adjoint extension T of ∆0(γ
†
0γ0) by choosing

a self-adjoint extension Tθ of the restriction of ∆0(γ
†
0γ0) to L2(�′θ) for every

θ ∈ −qZ ∪ qZ and setting T = ⊕θ∈−qZ∪qZTθ.
Fix θ ∈ −qZ ∪ qZ. Define Jθ = { z ∈ Iq2 | κ(θ) z ∈ Iq2 } which is a q2-interval
around 0 (bounded or unbounded towards ∞). On Jθ we define a measure νθ

such that νθ({x}) = |x| for all x ∈ Jθ.
Define the linear operator Lθ : F(Jθ) → F(Jθ) such that

θ2x2 (Lθf)(x) =−
√

(1 + x)(1 + κ(θ)x) f(q2x)

− q2
√

(1 + q−2x)(1 + q−2κ(θ)x) f(q−2x)

+ [(1 + κ(θ)x) + q2(1 + q−2x)] f(x) (6.3)

for all f ∈ F(Jθ) and x ∈ Jθ.
Then, an easy verification reveals that ∆0(γ

†
0γ0)�K(�′θ) is unitarily equivalent

to 1  Lθ�K(Jθ). So our problem is reduced to finding self-adjoint extensions
of Lθ�K(Jθ). This operator Lθ�K(Jθ) is a second order q-difference operator for
which eigenfunctions in terms of q-hypergeometric functions are known.
We can use a reasoning similar to the one in [ES03, Sec. 2] to get hold of
the self-adjoint extensions of Lθ �K(Jθ): Let β ∈ T. Then we define a linear
operator Lβ

θ : D(Lβ
θ ) ⊆ L2(Jθ, νθ) → L2(Jθ, νθ) such that D(Lβ

θ ) consists of
all f ∈ L2(Jθ, νθ) for which

Lθ(f) ∈ L2(Jθ, νθ), f(0+) = β f(0−) and (Dqf)(0+) = β (Dqf)(0−)

and Lβ
θ is the restriction of Lθ to D(Lβ

θ ). Here, Dq denotes the Jackson
derivative, that is, (Dqf)(x) = (f(qx) − f(x))/(q − 1)x for x ∈ Jθ. Also,
f(0+) = β f(0−) is an abbreviated form of saying that the limits limx↑0 f(x)
and limx↓0 f(x) exist and limx↓0 f(x) = β limx↑0 f(x).
Then Lβ

θ is a self-adjoint extension of Lθ�K(Jθ).
It is tempting to use the extension L1

θ to construct our final self-adjoint ex-
tension for ∆0(γ

†
0γ0) (although there is no apparent reason for this choice).

However, in order to obtain a coassociative comultiplication, it turns out that
we have to use the extension Lsgn(θ)

θ to construct our final self-adjoint exten-
sion. This is reflected in the fact that the expression s(x, y) appears in the
formula for ap in Definition 6.2.
This all would be only a minor achievement if we could not go any further.
But the results and techniques used in the theory of q-hypergeometric func-
tions will even allow us to find an explicit orthonormal basis consisting of
eigenvectors of Lsgn(θ)

θ . These eigenvectors are, up to a unitary transforma-
tion, obtained by restricting the functions ap in Definition 6.2 to �θ, which is
introduced after this definition. The special case θ = 1 was already known to
Korogodskii (see [Kor, Prop. A.1]).
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In order to compress the formulas even further, we introduce three extra
auxiliary functions.

(1) χ : −qZ ∪ qZ → Z such that χ(x) = logq(|x|) for all x ∈ −qZ ∪ qZ,
(2) ν : −qZ ∪ qZ → R

+ such that ν(t) = q
1
2 (χ(t)−1)(χ(t)−2) for all t ∈ −qZ ∪ qZ.

(3) the function s : R0 × R0 → {−1, 1} defined as

s(x, y) =

{
−1 if x > 0 and y < 0
1 if x < 0 or y > 0

We will also use the normalization constant cq = (
√

2 q (q2,−q2; q2)∞)−1.
Recall the special function introduced in Eq. (6.2).

Definition 6.2. If p ∈ Iq, we define a function ap : Iq × Iq → R such that for
all x, y ∈ Iq, the value ap(x, y) is given by

cq s(x, y) (−1)χ(p) (−sgn(y))χ(x) |y| ν(py/x)

×
√

(−κ(p),−κ(y); q2)∞
(−κ(x); q2)∞

Ψ

(
−q2/κ(y)
q2 κ(x/y) ; q2, q2κ(x/p)

)

if sgn(xy) = sgn(p) and ap(x, y) = 0 if sgn(xy) �= sgn(p).

The extra vital information that we need is contained in the following propo-
sition (see [ASC] and [CKK]). For θ ∈ −qZ ∪ qZ we define �θ = { (x, y) ∈
Iq × Iq | y = θx }.

Proposition 6.3. Consider θ ∈ −qZ ∪ qZ. Then the family ( ap ��θ
| p ∈

Iq such that sgn(p) = sgn(θ) ) is an orthonormal basis for �2(�θ).

This proposition is used to define the comultiplication onM . It is also essential
to the proof of the left invariance of the Haar weight.
Let us also mention the nice symmetry in ap(x, y) with respect to interchang-
ing x, y and p:

Proposition 6.4. If x, y, p ∈ Iq, then

ap(x, y) = (−1)χ(yp) sgn(x)χ(x) |y/p| ay(x, p)

ap(x, y) = sgn(p)χ(p) sgn(x)χ(x) sgn(y)χ(y) ap(y, x)

ap(x, y) = (−1)χ(xp) sgn(y)χ(y) |x/p| ax(p, y) .

Now we produce the eigenvectors of our self-adjoint extension of∆0(γ
†
0γ0) (see

the remarks after Proposition 6.7). We will use these eigenvectors to define
a unitary operator that will induce the comultiplication. The dependence of
�r,s,m,p on r,s and p is chosen in such a way that Proposition 6.7 is true.
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Definition 6.5. Consider r, s ∈ Z, m ∈ Z and p ∈ Iq. We define the element
�r,s,m,p ∈ H ⊗H such that

�r,s,m,p(λ, x, µ, y) =

{
ap(x, y)λr+χ(y/p) µs−χ(x/p) if y = sgn(p) qm x

0 otherwise

for all x, y ∈ Iq and λ, µ ∈ T.

Now we are ready to introduce the comultiplication of quantum S̃Uq(1, 1).

Proposition 6.6. Define the unitary transformation V : H ⊗H → L2(T) ⊗
L2(T)⊗H such that V (�r,s,m,p) = ζr ⊗ ζs ⊗ ζm ⊗ δp for all r, s ∈ Z, m ∈ Z

and p ∈ Iq. Then there exists a unique injective normal ∗-homomorphism
∆ :M →M ⊗M such that ∆(a) = V ∗(1L2(T) ⊗ 1L2(T) ⊗ a)V for all a ∈M .

The requirement that ∆(M) ⊆M ⊗M is the primary reason for introducing
the extra generator u. We cannot work with the von Neumann algebra M�

that is generated by α, γ and e alone, because ∆(M�) �⊆M� ⊗M�.
This definition of ∆ and the operators α and γ imply easily that the space
〈�r,s,m,p | r, s ∈ Z,m ∈ Z, p ∈ Iq 〉 is a core for ∆(α), ∆(γ) and

∆(α) �r,s,m,p =
√

sgn(p) + p−2 �r,s,m,pq

∆(γ) �r,s,m,p = p−1
�r,s,m+1,p .

(6.4)

for r, s ∈ Z, m ∈ Z and p ∈ Iq.
Recall the linear operators ∆0(α0), ∆0(γ0) acting on E E (Eqs. (6.1)). Also
recall the distinction between ∗ and †. The next proposition shows that ∆ and
∆0 are related in a natural way.

Proposition 6.7. The following inclusions hold: ∆0(α0) ⊆ ∆(α), ∆0(α0)† ⊆
∆(α)∗, ∆0(γ0) ⊆ ∆(γ) and ∆0(γ0)† ⊆ ∆(γ)∗. Moreover ∆(e) = e⊗ e.

This proposition implies also that ∆(γ∗γ) is an extension of ∆0(γ
†
0γ0). We

also know that 〈�r,s,m,p | r, s ∈ Z,m ∈ Z, p ∈ Iq 〉 is a core for ∆(γ∗γ) and
∆(γ∗γ) �r,s,m,p = p−2

�r,s,m,p for r, s,m ∈ Z, p ∈ Iq. Using this information
one can indeed show that ∆(γ∗γ)�L2(�′θ) is unitarily equivalent to 1⊗ Lsgn(θ)

θ

for all θ ∈ −qZ ∪ qZ, but we will not make any use of this fact in these notes.

Quantum S̃U(1,1) as a locally compact quantum group.

Now we can state the main result of [KK]. Verifying the coassociativity of
∆ as in Definition 5.1 turns out to be the most difficult property to check.
Producing the Haar weight is not that difficult (and goes back to [ES01]) but
proving its invariance requires some work.
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Theorem 6.8. The pair (M,∆) is a unimodular locally compact quantum
group.

We define S̃Uq(1, 1) = (M,∆) and refer to S̃Uq(1, 1) as quantum S̃U(1, 1).

Let us give an explicit formula for the Haar weight. Since M = L∞(T) ⊗
B(L2(Iq)) we can consider the trace Tr on M given by Tr = TrL∞(T) ⊗
TrB(L2(Iq)), where TrL∞(T) and TrB(L2(Iq)) are the canonical traces on L∞(T)
andB(L2(Iq)) which we choose to be normalized in such a way that TrL∞(T)(1)
= 1 and TrB(L2(Iq))(P ) = 1 for every rank one projection P in B(L2(Iq)).
Next we introduce a GNS-construction for the trace Tr. Define

Hϕ = H⊗ L2(Iq) = L2(T)⊗ L2(Iq)⊗ L2(Iq) .

If m ∈ Z and p, t ∈ −qZ ∪ qZ, we set fm,p,t = ζm ⊗ δp ⊗ δt ∈ Hϕ if p, t ∈ Iq
and fm,p,t = 0 otherwise. Now define

(1) a linear map ΛTr : NTr → Hϕ such that ΛTr(a) =
∑

p∈Iq
(a⊗1L2(Iq))f0,p,p

for a ∈ NTr.
(2) a unital ∗-homomorphism πϕ :M → B(Hϕ) such that πϕ(a) = a⊗1L2(Iq)

for all a ∈M .

Then (Hϕ, πϕ, ΛTr) is a GNS-construction for Tr.
Now we are ready to define the weight that will turn out to be left- and right
invariant with respect to ∆. Use the remarks before Proposition 4.27 to define
a linear map Λϕ = (ΛTr)γ∗γ : D(Λϕ) ⊆M → Hϕ.

Definition 6.9. We define the faithful normal semi-finite weight ϕ on M as
ϕ = Trγ∗γ . By definition, (Hϕ, πϕ, Λϕ) is a GNS-construction for ϕ.

So, on a formal level, ϕ(x) = Tr(x γ∗γ) and Λϕ(x) = ΛTr(x |γ|). So we already
know that the modular automorphism group σϕ of ϕ is such that σϕ

s (x) =
|γ|2is x |γ|−2is for all x ∈M and s ∈ R.
As for any locally compact quantum group we can consider the polar de-
composition S = Rτ− i

2
of the antipode S of (M,∆). Thus, R is an anti-

∗-automorphism of M and τ is a strongly continuous one parameter group
of ∗-automorphisms on M so that R and τ commute. In this example, the
following formulas hold:

S(Φ(m, p, t)) = sgn(p)χ(p) sgn(t)χ(t) (−1)m qm Φ(m, t, p)
R(Φ(m, p, t)) = sgn(p)χ(p) sgn(t)χ(t) (−1)m Φ(m, t, p)
τs(Φ(m, p, t)) = q2mis Φ(m, p, t)
σϕ

s (Φ(m, p, t)) = |p−1t|2is Φ(m, p, t)

for all m ∈ Z, p, t ∈ Iq and s ∈ R.
To any locally compact quantum group one can associate a multiplicative
unitary through the left invariance of the left Haar weight. In this example
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(and this happens also in other examples) we go the other way around. First we
use the orthogonality relations involving the functions ap (see Proposition 6.3)
to produce a partial isometry.

Proposition 6.10. There exists a unique surjective partial isometry W on
Hϕ ⊗Hϕ such that

W ∗(fm1,p1,t1 ⊗ fm2,p2,t2)

=
∑

y, z ∈ Iq
sgn(p2t2)(yz/p1)qm2 ∈ Iq

|t2/y| at2(p1, y) ap2(z, sgn(p2t2)(yz/p1)qm2)

× fm1+m2−χ(p1p2/t2z),z,t1 ⊗ fχ(p1p2/t2z),sgn(p2t2)(yz/p1)qm2 ,y

for all m1,m2 ∈ Z and p1, p2, t1, t2 ∈ Iq.

In a next step one connects this partial isometry with the weight ϕ by showing
that (ωπϕ⊗ ι)∆(a) ∈ Nϕ and Λϕ((ωπϕ⊗ ι)∆(a)) = (ω⊗ ι)(W ∗)Λϕ(a) for all
ω ∈ B(Hϕ)∗ and a ∈ Nϕ. In turn, this is used to prove the left invariance of
ϕ so that (M,∆) is indeed a locally compact quantum group and W is the
multiplicative unitary naturally associated to (M,∆):

W ∗(Λϕ(x)⊗ Λϕ(y)) = (Λϕ ⊗ Λϕ)(∆(y)(x⊗ 1))

for all x, y ∈ Nϕ. In fact, this formula was used in [KK] to obtain the defining
formula for W in Proposition 6.10.
From the general theory of locally compact quantum groups we know that all
of the information concerning (M,∆) is contained in W in the following way:

(1) πϕ(M) is the σ-strong∗ closure of { (ι⊗ω)(W ∗) | ω ∈ B(Hϕ)∗ }, in B(Hϕ).
(2) (πϕ ⊗ πϕ)∆(x) = W ∗(1⊗ πϕ(x))W for all x ∈M .

As a matter of fact, if m ∈ Z and p, t ∈ Iq, a concrete element ω ∈ B(Hϕ)∗
can be produced so that Φ(m, p, t) = (ι⊗ ω)(W ∗).
Recall that one associates a C*-algebraic quantum group (Ar,∆r) to (M,∆)
by requiring that πϕ(Ar) is the norm closure of the algebra
{ (ι ⊗ ω)(W ∗) | ω ∈ B(Hϕ)∗ } and simply restricting the comultiplication ∆
from M to Ar.
In order to describe the C*-algebra Ar in this specific case, we will use the
following notation. For f ∈ C(T× Iq) and x ∈ Iq we define fx ∈ C(T) so that
fx(λ) = f(λ, x) for all λ ∈ T.
For f ∈ Cb(T × Iq), the operator Mf ∈ B(H) is by definition the left multi-
plication operator by f on L2(T⊗ Iq).
Consider p ∈ −qZ ∪ qZ. We define a translation operator Tp on F(T×Iq) such
that for f ∈ F(T× Iq), λ ∈ T and x ∈ Iq, we have that (Tpf)(λ, x) = f(λ, px)
if px ∈ Iq and (Tpf)(λ, x) = f(λ, px) = 0 if px �∈ Iq. If p, t ∈ Iq and g ∈ F(T),
then Tp(g⊗ δt) = g⊗ δp−1t, thus, Tp(g⊗ δt) = 0 if p−1t �∈ Iq. We let ρp denote
the partial isometry in B(H) induced by Tp.
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Proposition 6.11. Denote by C the C*-algebra of all functions f ∈ C(T×Iq)
such that (1) fx converges uniformly to 0 as x → 0 and (2) fx converges
uniformly to a constant function as x → ∞. Then, Ar is the norm closed
linear span, in B(H), of the set { ρpMf | f ∈ C, p ∈ −qZ ∪ qZ }.

If p, t ∈ Iq and m ∈ Z, then Φ(m, p, t) = ρp−1tMζm⊗δt
∈ Ar. Thus, each

operator Φ(m, p, t) belongs to Ar but the C*-algebra Ar is not generated by
these operators!

6.2 The bicrossed product of groups

The quantum groups that we present in this subsection are examples generated
by construction method 2 and we follow [VV], [BSV] and [BS].

Definition 6.12. Consider a σ-compact locally compact group G and two
closed subgroups G1,G2 of G so that G1 ∩ G2 = {e} and such that G1G2

has complement of (Haar) measure 0. Then G1, G2 is called a matched pair
of locally compact groups in G.

For the next part of this section we fix a matched pair of locally compact
groups G1,G2 inside a σ-compact locally compact group G.
Note that G1G2 is measurable as the countable union of compact sets. Since
G2G1 = (G1G2)−1, the set G2G1 is also measurable and has complement of
measure 0.
Define the injective continuous map θ : G1 × G2 → G1G2 : (g1, g2) → g1g2.
Since for all compact subsets K1 ⊆ G1 and K2 ⊆ G2 the restriction of
θ �K1×K2 is a homeomorphism from K1 × K2 → K1K2, it follows that θ
is a bi-measurable isomorphism from G1 ×G2 to G1G2.
If we define the injective continuous map ρ : G1 × G2 → G1G2 : (g1, g2) →
g2g1, we also get a bi-measurable isomorphism from G1 ×G2 to G2G1.
This matched pair of groups defines a partial action α of G1 on G2 and a
partial action β of G2 on G1 as follows. Let O be the measurable set in
G1 ×G2 defined by

O = { (g1, g2) ∈ G1 ×G2 | g1g2 ∈ G2G1 } = θ−1(G2G1) .

and
O′ = { (g1, g2) ∈ G1 ×G2 | g2g1 ∈ G1G2 } = ρ−1(G1G2) .

If (g1, g2) ∈ O we define αg1(g2) ∈ G2 and βg2(g1) ∈ G1 in such a way that
g1 g2 = αg1(g2)βg2(g1). So we get a bi-measurable isomorphism ρ−1θ : O →
O′ : (g1, g2) → (βg2(g1), αg1(g2))
These are partial actions in the following way.

Lemma 6.13. 1. Consider (g1, g2) ∈ O. Then the following holds.
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• Let h1 ∈ G1. Then (h1g1, g2) ∈ O ⇔ (h1, αg1(g2)) ∈ O and in this
case

αh1g1(g2) = αh1(αg1(g2)) and βg2(h1g1) = βαg1 (g2)(h1)βg2(g1) .

• Let h2 ∈ G2. Then (g1, h2g2) ∈ O ⇔ (βg2(g1), h2) ∈ O and in this
case

βh2g2(g1) = βh2(βh1(g1)) and αg1(h2g2) = αβg2 (g1)(h2)αg1(g2) .

2. Consider g1 ∈ G1 and g2 ∈ G2. Then (g1, e) and (e, g2) belong to O and

αg1(e) = e , αe(g2) = g2 , βg2(e) and βe(g1) = g1 .

Check the above lemma. Since these actions are not everywhere defined it is
important to know that the sets on which they are defined are big enough.
This will follow from the next result. The modular functions of G,G1 and G2

will be denoted by δ,δ1 and δ2 respectively.

Lemma 6.14. The left Haar measures on G,G1 and G2 can be normalized in
such a way that for all positive Borel functions f : G→ R

+,
∫

G

f(g) dg =
∫

G2

∫
G1

f(g1g2) δ(g2) dg1 dg2

=
∫

G2

∫
G1

f(g2g1) δ1(g−1
1 ) δ2(g−1

2 ) dg1 dg2 .

Exercise 6.15. Prove this lemma. Use the formula in the left hand side of
this equation to define an integral on K(G1 × G2) and show that it is left
invariant. This makes it possible to get the first integral to be equal to the
last one. Deduce the remaining equality from this equality.

The above result guarantees that O and O′ have complement of measure 0
and that ρ−1θ : O → O′ is a measure isomorphism, i.e. if A is a measurable
subset of O, then A has measure 0 if and only if (ρ−1θ)(A) has measure 0. As
a consequence, we get an isomorphism of von Neumann algebras

τ : L∞(G1)⊗ L∞(G2) → L∞(G1)⊗ L∞(G2) : F "→ τ(F ) = F ◦ (ρ−1θ) .

Thus, τ(F )(g1, g2) = F (βg2(g1), αg1(g2)) for F ∈ L∞(G1 ×G2) and (g1, g2) ∈
O.
Define injective normal ∗-homomorphisms α′ : L∞(G2) → L∞(G1)⊗L∞(G2)
and β′ : L∞(G1) → L∞(G1)⊗ L∞(G2) by

α′(f) = τ(1⊗ f) and β′(g) = τ(g ⊗ 1)

for all f ∈ L∞(G2) and g ∈ L∞(G1). Lemma 6.13 implies that α′ and β′ are
coactions with respect to L∞(G1) and L∞(G2), respectively:
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(ι⊗ α′)α′ = (∆G1 ⊗ ι)α′ and (β′ ⊗ ι)β′ = (ι⊗∆◦
G2

)β′ ,

where ∆◦
G2

= χ∆G2 is the opposite comultiplication. In this respect we define
the von Neumann algebras M and M̂ on L2(G1×G2) as the following crossed
products

M = (α′(L∞(G2))∪ (L(G1)⊗1))′′ and M̂ = (β′(L∞(G2))∪ (1⊗L(G2))′′ .

Let WG1 , WG2 be the canonical multiplicative unitaries associated to G1 and
G2 respectively. Define unitaries Ŵ andW on L∞(G1)⊗L∞(G2)⊗L∞(G1)⊗
L∞(G2) such that W = ΣŴ ∗Σ and

Ŵ = (β′ ⊗ ι⊗ ι)(WG1 ⊗ 1) (ι⊗ ι⊗ α′)(1⊗ΣW ∗
G2
Σ) .

These unitaries can be used to define normal ∗-homomorphisms ∆ : M →
M ⊗M and ∆̂ : M̂ → M̂ ⊗ M̂ by

∆(x) = W ∗(1⊗ x)W and ∆̂(y) = Ŵ (y ⊗ 1)Ŵ ∗

for all x ∈M and y ∈ M̂ .

Theorem 6.16. Both (M,∆) and (M̂, ∆̂) are locally compact quantum groups
that are each others Pontryagin dual. We call (M,∆) the bicrossed product of
G1 and G2.

The constructions in [VV] are even more general. They start of with locally
compact quantum groups and allow cocycles to serve as ingredients but we
will not go further into this.

Example 6.17. In this example we show how this procedure can be used to
construct a deformation of the ax + b-group. Define the group G as G =
{ (a, b) | a ∈ R \ {0}, b ∈ R } and define the product on G by (a, b) (c, d) =
(ac, d + cb) for all (a, b), (c, d) ∈ G. We embed R \ {0} into G in 2 different
ways. We set

G1 = { (s, s− 1) | s ∈ R \ {0} } and G2 = { (s, 0) | s ∈ R \ {0} } .

Then, G1,G2 is a matched pair inside G. Calculate O and the partial action
α and β.
The quantum group (M,∆) constructed from this data is not compact, not
discrete, and non-unimodular. The scaling group is non-trivial and the left
and right Haar weights are not traces. This quantum group is self-dual, i.e.
(M,∆) ∼= (M̂, ∆̂) and the scaling constant is 1.

For any locally compact quantum group one can construct the multiplicative
unitary. In [BS] one starts from a multiplicative unitary and looks at the possi-
bility of associating C*-algebras and comultiplications to such a multiplicative
unitary.
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So letH be a Hilbert space andW ∈ B(H⊗H) a unitary element that satisfies
the Pentagonal equation

W12W13W23 =W23W12 .

One defines A as the norm closure of the vector space { (ι ⊗ ω)(W ) | ω ∈
B(H)∗ } and a ∗-homomorphism ∆ : A→ B(H⊗H) by ∆(x) =W ∗(1⊗x)W
for all x ∈ A (and similarly for left slices). Note that A is a subalgebra of
B(H). In retrospect it is a natural problem to look for conditions on W that
imply that

1. A is a C*-algebra,
2. ∆(A) ⊆ M(A ⊗ A) and ∆ : A → M(A ⊗ A) is a non-degenerate ∗-

homomorphism,
3. ∆(A)(1⊗A) and ∆(A)(A⊗ 1) are dense in A⊗A.

In [BS] the authors introduced the set C(W ) as the norm closure of the sub-
space { (ω ⊗ ι)(W ∗Σ) | ω ∈ B(H)∗ } and proved that conditions (1), (2) and
(3) above are satisfied if C(W ) = B0(H). One calls a multiplicative unitary
regular if C(W ) = B0(H).
The paper [Wor96] introduces another condition on a multiplicative unitary,
called manageability, that implies among other things that conditions (1), (2)
and (3) above are satisfied. A multiplicative unitary associated to a locally
compact quantum group is always manageable but not always regular (Baaj
showed that this is not the case for quantum E(2)).
For quite a while one suspected that if W is manageable, then W is semi-
regular in the sense that B0(H) ⊆ C(W ). But a more sophisticated version
of example 6.17 produced a locally compact quantum group for which the
multiplicative unitary is not semi-regular (see [BSV]).

7 Appendix : several concepts

Closed linear mappings

Although we would prefer to always work with continuous linear maps that
are everywhere defined, reality forces us to work with unbounded linear maps
in many situations. Most of the time, these non-continuous linear operators
are still controllable to a certain degree because they are closed.
Consider topological vector spaces X and Y and T : D(T ) ⊆ X → Y a linear
map (so D(T ) is by definition a subspace of X). We say that T is closed if
the graph G(T ) := { (v, T (v)) | v ∈ D(T ) } of T is closed with respect to the
product topology on X × Y .
Sometimes it is easier to work with the following characterization (which fol-
lows immediately from the definition): T is closed ⇔ for all v ∈ X, w ∈ Y
and every net (vi)i∈I in D(T ) the following holds:
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(vi)i∈I → v and
(
T (vi)

)
i∈I

→ w ⇒ v ∈ D(T ) and T (v) = w .

Let T : D(T ) ⊆ X → Y be a closed linear map. In a lot of cases, we do not
know the precise domain of T but only the action of T on a sufficiently big
subspace of D(T ). Let us explain this more carefully. We call V a core for T if
V is a subspace of D(T ) so that { (v, T (v)) | v ∈ V } is dense in G(T ). Thus,
a subspace V ⊆ D(T ) is a core for T ⇔ for all v ∈ D(T ), there exists a net
(vi)i∈I in V such that (vi)i∈I → v and

(
T (vi)

)
i∈I

→ T (v).
Let S : D(S) ⊆ X → Y and T : D(T ) ⊆ X → Y be two closed linear maps
such that there exists a subspace V ⊆ D(S) ∩D(T ) so that V is a core for S
and for T . Check that if S(v) = T (v) for all v ∈ V , then S = T .
Related to the notion of a ‘core’ we have the following. Let T : D(T ) ⊆ X → Y
be a linear map. We call T closable if there exists a (necessarily closed, linear
and unique) map T̄ : D(T̄ ) ⊆ X → Y so that G(T̄ ) = G(T ), where the last
set is the closure of G(T ) in X × Y . In this case, we call T̄ the closure of T .
It is clear that T̄ extends T and that D(T ) is a core for T̄ .
One easily checks that T is closable if and only if for every u ∈ X, the following
holds:

If there exist v, w ∈ Y so that (u, v), (u,w) ∈ G(T ), then v = w .

This leads to the following characterization: T is closable ⇔ for every net
(vi)i∈I in D(T ) and for every w ∈ Y , the following holds

(vi)i∈I → 0 and
(
T (vi)

)
i∈I

→ w ⇒ w = 0 .

Note that if T : D(T ) ⊆ X → Y is a closed linear operator with core V , the
linear operator T�V is closable and has T as its closure.
Let us also recall the following result from functional analysis.

Theorem 7.1 (Closed Graph Theorem). Consider Banach spaces E and
F and T : E → F a linear map. Then T is bounded if and only if T is closed.

Injective positive operators and their powers

In the theory of locally compact quantum groups a central role is played by
injective, positive, self-adjoint operators. Let us collect the basic results and
terminology. Fix a Hilbert space H and recall the following terminology.

Definition 7.2. Let T be a densely defined, linear operator T : D(T ) ⊆ H →
H. We define the adjoint operator T ∗ : D(T ∗) ⊆ H → H as follows. The
domain D(T ∗) consists of vectors v ∈ H for which there exists a vector w ∈ H
so that 〈Tu, v〉 = 〈u,w〉 for all u ∈ D(T ). If v ∈ D(T ∗), the vector w above is
unique and we define T ∗(v) = w.
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Recall that an operator is densely defined ⇔ D(T ) is dense in H.
Check that T ∗ is a closed linear operator. The operator T ∗ does not have to
be densely defined. One can show that T ∗ is densely defined if and only if T
is closable. If T is closable, then T ∗∗ is the closure of T .

Definition 7.3. Let T be a linear operator T : D(T ) ⊆ H → H. Then we
call T self-adjoint if T is densely defined and T ∗ = T . The last equality is
equivalent to the following two conditions:

1. 〈Tu, v〉 = 〈u, Tv〉 for all u, v ∈ D(T ).
2. Let v, w ∈ H. If 〈Tu, v〉 = 〈u,w〉 for all u ∈ D(T ), then v ∈ D(T ) and
T (v) = w.

We call T positive if T is self-adjoint and 〈Tv, v〉 ≥ 0 for all v ∈ D(T ).

A self-adjoint operator is closed. If T is positive, the spectrum of T is contained
in R

+. You probably know that such a (self-adjoint) positive operator T has
a spectral decomposition T =

∫
R+ λ dE(λ) (see for instance [Con] for a good

exposition about the spectral decomposition of normal operators).
The spectral measure E is a σ-additive mapping from the σ-algebra B(R+) of
all Borel subsets of R

+ into the set of orthogonal projections on H such that
E(R+) = 1, E(∅) = 0 and E(∆1∩∆2) = E(∆1)E(∆2). If ξ, η ∈ H, one gets an
ordinary complex measure Eξ,η on B(R+) by defining Eξ,η(∆) = 〈E(∆)ξ, η〉
for all ∆ ∈ B(R+); it is positive if ξ = η. If f : R

+ → C is a measurable
function, the densely defined closed linear operator

∫
f dE in H is defined

such that
D(
∫
f dE ) = { ξ ∈ H |

∫
|f |2 dEξ,ξ <∞}

and if ξ ∈ D(
∫
f dE ), then f is integrable with respect to Eξ,η and

〈 (
∫
f dE) ξ, η〉 =

∫
f dEξ,η

for all η ∈ H. If ξ ∈ D(
∫
f dE ), then ‖(

∫
f dE)ξ‖2 =

∫
|f |2 dEξ,ξ.

The spectral measure E is uniquely determined by the fact that
∫
λ dE(λ)

= T .
If f : R

+ → C is a bounded measurable function, then
∫
f dE belongs to B(H)

and the function L∞(R+) → B(H) : f →
∫
f dE is a ∗-homomorphism. For

unbounded measurable complex valued functions this map still has certain
multiplicativity and additivity properties, but these have to be carefully stated
because the operators

∫
f dE are not everywhere defined.

Since T is injective, E({0}) = 0 so we can integrate measurable complex
valued functions only defined on R

+ \ {0}. If z ∈ C, we define the measurable
function g : R

+\{0} → C by g(λ) = λz for all λ ∈ R
+\{0}. The complex power

T z is the closed, densely defined linear operator in H defined as T z =
∫
g dE.
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If t ∈ R, then T it is a unitary operator in H and T t is an injective positive
operator inH is. We have different familiar rules for these powers. For instance
T s+t = T s T t for all s, t ∈ R

+ and T−s = (T s)−1 for all s ∈ R (where (T s)−1

is the inverse of T s).

Integrating vector-valued functions

We take a pragmatic approach to integrating vector-valued function in these
lecture notes and only integrate over closed intervals (that might be infinite).
We will only integrate continuous vector valued functions taking their values
in a Banach a space or a von Neumann algebra.

Definition 7.4. Consider a locally convex topological vector space X and let
us denote the space of continuous linear functionals on X by X∗. Let I be a
closed interval in R and f : I → X a function. We call f integrable if there
exists an element x ∈ X so that for ω ∈ X∗,

1. ω ◦ f : I → C is integrable and
2. ω(x) =

∫
I
ω(f(t)) dt

If f is integrable, the element x above is unique and we define
∫

I
f =∫

I
f(t) dt = x.

The local convexity of X implies that X∗ separates points of X. This integral
is immediately seen to be linear.
Let us look at the two simple integrability results that we need in these lecture
notes.

Proposition 7.5. Consider a Banach space E and a norm continuous func-
tion f : R → E so that ‖f‖ integrable. Then f is integrable.

Sketch of proof.

(1) Let n ∈ N. Prove that f is integrable on [−n, n]. Define a sequence of
partitions (Pk)∞k=1 of [−n, n] as follows: P1 = {−n, n} and for k ∈ N construct
Pk+1 from Pk by adding the midpoint of two neighboring points of Pk. As-
sociate to each partition Pk an obvious element xk that approximates

∫ n

−n
f .

Prove that (xk)∞k=1 is a Cauchy-sequence with respect to the norm on E. The
limit will be of course the integral of f over [−n, n].
(2) Show that

( ∫ n

−n
f(t) dt

)∞
n=1

is a Cauchy sequence.

Notice that Hahn-Banach implies that ‖
∫

R
f‖ ≤

∫
R
‖f‖. The same is true for

the integral in the next proposition.
In the framework of von Neumann algebras a similar existence result follows
easily from the natural isometric isomorphism (M∗)∗ ∼=M .

Proposition 7.6. Consider a von Neumann algebra M and a σ-weakly con-
tinuous function f : R →M so that ‖f‖ is integrable. Then f is integrable.
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The ‘leg-numbering’ notation

Consider a Hilbert space H and an operator X ∈ B(H ⊗H). Then we define
the operators X12, X13 and X23 in B(H ⊗H ⊗H) as follows:

X12 = X ⊗ 1, X23 = 1⊗X X13 = (Σ ⊗ 1)(1⊗X)(Σ ⊗ 1) ,

where Σ : H ⊗H → H ⊗H is the unitary flip map. One can also look at this
in the following way. Firstly, the mappings B(H ⊗ H) → B(H ⊗ H ⊗ H) :
X "→ X12, B(H ⊗ H) → B(H ⊗ H ⊗ H) : X "→ X23 and B(H ⊗ H) →
B(H ⊗H ⊗H) : X "→ X13 are σ-strongly∗ continuous and for simple tensors

(x⊗y)12 = x⊗y⊗1 (x⊗y)23 = 1⊗x⊗y (x⊗y)13 = x⊗1⊗y ,

where x, y ∈ B(H). In general, if i, j ∈ {1, 2, 3} and i �= j and k is the
remaining element of {1, 2, 3}, then (x⊗ y)ij is the element in B(H ⊗H ⊗H)
obtained by putting x on the i-th spot, putting y on the j-th spot and putting
1 on the k-th spot.
For instance, if X ∈ B(H ⊗ H) then X32 ∈ B(H ⊗ H ⊗ H) is defined as
X32 = 1 ⊗ ΣXΣ and one sees that indeed (x ⊗ y)32 = 1 ⊗ y ⊗ x for all
x, y ∈ B(H).
One also uses variations of this notation if there are 3 or more subscripts.
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bornés dans les C*-modules hilbertiens. C.R Acad. Sci. Paris, 296:875–
878, 1983. 155

BS. S. Baaj and G. Skandalis Unitaires multiplicatifs et dualité pour les pro-
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Introduction

By quantum stochastic analysis is meant the analysis arising from the natural
operator filtration of a symmetric Fock space over a Hilbert space of square-
integrable vector-valued functions on the positive half-line. Current texts on
quantum stochastics are the monograph [Par], the lecture notes [Mey], the
St. Flour lectures [Bia], and the Grenoble lectures [Hud]. Excellent background
together with a wealth of examples may be found in these, each of which has
its own emphasis. The point of view of these notes is closest to [Bia], as far
as the basic construction of quantum stochastic integrals goes. Beyond that,
particular emphasis is given to Markovian cocycles.

Below is an outline of the course. The first section collects some general
background material, including reviews of symmetric Fock space and operator-
theoretic positivity, and an introduction to operator spaces with particular
emphasis on an analogue of Mn,m(V) in which C

n and C
m are replaced by

Hilbert spaces. The operator spaces V appearing here will be ‘concrete’, that
is closed subspaces of B(H;K) for some Hilbert spaces H and K; Mn,m(V)
is thereby viewed as a closed subspace of B(Hm;Kn). Quantum stochastic
processes are introduced in the second section where exponential domains,
adaptedness, quantum Brownian motion, martingales and the fundamental
process of creation, number/exchange and annihilation are all defined. In sec-
tion three quantum stochastic integration is founded on abstract Wiener space
analysis, in particular the divergence and gradient of Malliavin calculus and
the nonadapted integral of Hitsuda and Skorohod. The quantum Itô formula,
whose crudest form is dAtdA

∗
t = dt (cf. (dBt)2 = dt, for Brownian motion),

is then derived from the ‘Skorohod isometry’. The fourth section is the heart
of the course. The meaning of solution for a quantum stochastic differential
equation is explained there, and how Picard iteration yields the solution for a
natural class of coefficients is also described. Operator spaces provide a nat-
ural and efficacious context for considering these equations. Section five begins
by describing how classes of Markovian cocycles have an infinitesimal descrip-
tion, as solution of a quantum stochastic differential equation, and then poses
the question: how can a property of the cocycle (such as positivity, contractiv-
ity or being *-homomorphic) be recognised from the infinitesimal description,
i.e. from its stochastic generator? The sixth section shows how Markovian
cocycles may be constructed using quantum stochastic calculus to provide
*-homomorphic stochastic dilations of completely positive contraction semi-
groups (also called quantum dynamical semigroups) on a C∗-algebra or von
Neumann algebra, and also how solving quantum stochastic differential equa-
tions allows the realisation of Markovian cocycles as perturbations of cocycles
with simpler stochastic generators. This is a key step in the classification of E-
semigroups arising from Fock space Markovian cocycles (cf. Rajarama Bhat’s
lectures in this volume). Section six is followed by a brief Afterword contain-
ing a taste of non-introductory material. Bibliographical references are largely
confined to notes at the end of each section.
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Notations and conventions

A glossary of notations and conventions used in these notes may be found at
the end; here are the main ones. All linear spaces here are complex, unless
declared otherwise, and inner products are linear in their second argument
(unlike in Johan Kustermans’ notes in this volume). Justification for the con-
vention used here is heightened when operator spaces are in play, due to the
efficacy of the following Dirac-inspired bra- and -ket notation. For Hilbert-
space vectors u ∈ k and x ∈ h, the prescriptions

λ "→ λu and y "→ 〈x, y〉 (0.1)

define operators |u〉 ∈ B(C; k) and 〈x| ∈ B(h; C) and thus also an operator
|u〉〈x| ∈ B(h; k). The map u "→ |u〉 is an isometric isomorphism and, due
to the Riesz-Fréchet Theorem, x "→ 〈x| defines a conjugate-linear isometric
isomorphism. For a vector v in a Hilbert space H, the following notation is
used

v̂ :=
(

1
v

)
∈ Ĥ, where Ĥ := C⊕ H. (0.2)

Apart from algebraic tensor products, here denoted ⊗, spatial and ultra-
weak tensor products, denoted ⊗sp and ⊗ respectively, are used; these are
defined on page 194. A matrix-space tensor product ⊗M will also be intro-
duced.

The following generalisation of the standard indicator function notation is
used throughout. For a vector-valued function F and subset I of its domain
(here always a subinterval of R+),

FI : t "→
{
F (t) if t ∈ I,
0 otherwise,

defines a function with the same domain and codomain, generalising the stan-
dard indicator-function notation. This also applies to vectors, by viewing them
as constant functions defined on R+, thus for example if c is a vector then
c[0,t[ denotes the function equal to c on [0, t[ and 0 on [t,∞[.

Finally, there is no (noncommutative) significance to be attached to the
fact that integrals over subsets of R are often written

∫
ds · · · , rather than∫

· · · ds.
Warning. Coefficients of operator quantum stochastic differential equa-

tions are operators on the Hilbert space k̂⊗ h⊗F (k being a noise dimension
space, h a system space and F a Fock space), contrary to the usual convention
h⊗ k̂⊗F .

1 Spaces and Operators

This section collects together some background material. It begins with a dis-
cussion of linear identifications for matrices whose entries are vectors or linear
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maps, and the lifting of linear maps to such matrices which is fundamental for
operator space theory. This is followed by a review of positivity in the context
of Hilbert-space operators and C∗-algebras, including complete positivity and
the Kolmogorov map for (Hilbert-space operator-valued) nonnegative-definite
kernels. The basics of operator space theory are outlined next, with emphasis
on a particular class of operator spaces, called matrix spaces, which play a
key role in the construction and analysis of quantum stochastic processes on
C∗-algebras. This is followed by a quick summary of essential facts about un-
bounded operators, integration for vector-valued functions, and one-parameter
semigroups (cf. appendix material in Johan Kustermans’ notes in this volume,
which has the different emphasis required for his purposes). The notes at the
end of the section contain suggestions for further reading.

1.1 Matrices

Mn,m denotes the Banach space of n × m complex matrices with the norm
arising from its usual linear identification withB(Cm; Cn); in particular Mn :=
Mn,n has its C∗-norm.

Consider an n×m matrix A each of whose entries is a p× q matrix with
entries in a vector space V , in other words an element of the vector space
Mn,m

(
Mp,q(V )

)
. By ignoring the ‘edges’ of each p× q submatrix we may view

A simply as an np×mq matrix with entries in V , giving the linear isomorphism

Mn,m

(
Mp,q(V )

) ∼= Mnp,mq(V ). (1.1)

Sesquilinear maps as matrices

For vector spaces U, V and X, let M(V,U ;X) denote the vector space of
sesquilinear maps q : V ×U → X, thus q is linear in its second argument and
conjugate linear in its first. Such maps may be thought of as abstract matrices
in the following sense. Suppose that V and U are linear spans of orthonormal
bases, (fγ)γ∈Γ and (eλ)λ∈Λ, of two Hilbert spaces, then

q "→
[
q(fγ , eλ)

]
γ∈Γ
λ∈Λ

defines a linear isomorphism M(V,U ;X) → MΓ×Λ(X)—in particular, an iso-
morphism M(V,U ;X) ∼= Mn,m(X) when V and U have finite dimensions n
and m respectively.

In these notes much use will be made of a natural subspace of M(k, h;V),
when k and h are Hilbert spaces and V is an operator space (see Subsec-
tion 1.3).

Matrices of linear maps

Linear algebra provides natural isomorphisms
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Mn,m(L(U ;V )) → L(Um;V n)

[Tij ] "→ T where (Tu)i =
m∑

j=1

Tijuj (i = 1, . . . , n), (1.2)

for vector spaces U and V . These restrict to linear isomorphisms

Mn,m(B(h; k)) → B(hm; kn), (1.3)

when h and k are Hilbert spaces. In this way, for any closed subspace V of
B(h; k), Mn,m(V) may always be identified with a closed subspace of B(hm; kn)
— in particular Mn,m(V) is thereby endowed with a Banach space norm.

This elementary observation is an important generalisation of the fact that
if a C∗-algebra A acts on a Hilbert space h then Mn(A) may be viewed as a
C∗-algebra acting on hn. Abstractly Mn(A) is the C∗-algebra A ⊗Mn, with
identification [aij ] "→

∑
i,j aij ⊗ eij where (eij) is the standard basis of Mn —

there being only one C∗-norm satisfying ‖a ⊗ T‖ = ‖a‖ ‖T‖ for a ∈ A and
T ∈ Mn.

The following linear identification is also useful

Mn,m(L(U ;V )) → L(U ;Mn,m(V ))
[Tij ] "→ T where Tu = [Tiju], (1.4)

for vector spaces U and V .

Matrix liftings

For φ ∈ L(U ;V ), the linear map

Mn,m(U) → Mn,m(V ), [xij ] "→ [φ(xij)], (1.5)

is denoted φ(n,m), or simply φ(n) when m = n.
Let V be a closed subspace of B(h; k), W a closed subspace of B(h′; k′) and

φ a bounded operator V → W. Then the operator

φ(n,m) : Mn,m(V) → Mn,m(W)

is bounded.

Exercise. Prove the estimate

‖φ(n,m)‖ ≤
√
nm ‖φ‖. (1.6)

Question. What happens to ‖φ(n)‖ as n→∞? We return to this vital question
later.
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1.2 Positivity

Recall that, for an operator T ∈ B(H) where H is a Hilbert space, T is positive
(or, more correctly, nonnegative) if 〈ξ, T ξ〉 ≥ 0 for all ξ ∈ H. In this case we
write T ≥ 0. The following result gives a useful characterisation of positivity
in B(H⊕K). In particular it points to the close connection between positivity
and contractivity (take A and D to be identity operators).

Proposition 1.1. Let T ∈ B(H ⊕ K) for Hilbert spaces H and K. Then the
following are equivalent:

(i) T ≥ 0;
(ii) T has block matrix form

[
A A1/2V D1/2

D1/2V ∗A1/2 D

]
(1.7)

where A ∈ B(H), D ∈ B(K) and V ∈ B(K;H) satisfy A,D ≥ 0 and
‖V ‖ ≤ 1.

Remarks. The operator V ∈ B(K;H) may be chosen so that KerD ⊂ KerV
and RanV ⊂ RanA, in which case it is unique.

If K = H and T ∈ M2(A), for a C∗-algebra A acting nondegenerately on
H, then this unique operator V lies in Auw

, the ultraweak closure of A.

For an element a of a C∗-algebra A, positivity means any of the following
equivalent properties:

(i) a = x∗x for some x ∈ A;
(ii) a =

∑n
i=1 x

∗
i xi for some n ∈ N and x1, . . . , xn ∈ A;

(iii) a∗a = aa∗ and the spectrum of a is contained in R+;
(iv) π(a) ≥ 0 for some faithful representation (π,K) of A.

Clearly π(a) ≥ 0 for all representations (π,K) of A when a is positive. Again
this is written a ≥ 0, and the cone of such elements is denoted A+.

Complete positivity

For a linear map φ : A → C between C∗-algebras positivity means positivity
preservation:

φ(A+) ⊂ C+.
Positive maps are bounded and, when A is unital, satisfy ‖φ‖ = ‖φ(1)‖.

Definition. A linear map φ : A → C between C∗-algebras is n-positive if
φ(n) : Mn(A) → Mn(C) is positive, and is completely positive (abbreviated
CP) if it is n-positive for each n ≥ 1.
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Exercise. Verify that *-homomorphisms between C∗-algebras are completely
positive and if T ∈ B(K;H) then A "→ T ∗AT defines a CP map B(H) → B(K).

Example 1.11 below shows the sense in which these two examples are exhaus-
tive.

Proposition 1.2. If either source or target is abelian then complete positivity
follows from positivity.

In particular a state (= positive linear functional) on a C∗-algebra is auto-
matically completely positive.

Example 1.3. Let A = M2 and let φ : A → A be the transpose map
[

a b
c d

]
"→

[ a c
b d ]. If p is the projection [ 1 0

0 0 ] and v is the partial isometry [ 0 0
1 0 ], and if

x =
(
1
0

)
and y =

(
0
−1

)
, then

v∗v = p, vv∗ = I − p, vp = v, v∗y = −x and py = 0.

It follows that, in M2(A),
[

1 v
v∗ p

]
≥ 0 but

〈(x
y

)
,

[
1 v∗

v p

](
x

y

)〉
= −‖y‖2 < 0.

Thus the transpose map on M2 is an example of a positive linear map which
fails to be 2-positive.

The next result is known as the operator-Schwarz inequality.

Proposition 1.4 (Kadison). 2-positive maps φ : A → C satisfy

‖φ‖φ(a∗a) ≥ φ(a)∗φ(a). (1.8)

In the unital case this may be seen by faithfully representing A and C on
Hilbert spaces h and k, and applying Proposition 1.1 in turn to

[
a∗a a∗
a 1

]
and

to its image under φ(2); an approximate identity may be used to prove it in
the nonunital case.

The following result is proved using the operator-Schwarz inequality.

Proposition 1.5. Let φ : A → C be a completely positive map into a unital
C∗-algebra. Then

(a, λ) "→ φ(a) + λ‖φ‖1C (1.9)

defines a completely positive map extending φ to the unitisation of A, with the
same norm.
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Kolmogorov map

For a set S and Hilbert space H, a B(H)-valued nonnegative-definite kernel on
S is a map k : S × S → B(H) satisfying the following condition: for all n ∈ N

and s ∈ Sn,
[k(si, sj)] ≥ 0 in Mn(B(H)) = B(Hn).

Example 1.6. For any Hilbert space K and map η : S → B(H;K),

k(s, t) = η(s)∗η(t) (1.10)

defines such a kernel because

[η(si)∗η(sj)] = T ∗T where T = [η(s1) · · · η(sn)] ∈ B(Hn;K).

This example is general, as the following result shows. Loosely speaking, the
result says that, by means of a nonnegative-definite kernel, any set may be
‘linearised’ to a Hilbert space.

Theorem 1.7. If k is a B(H)-valued nonnegative-definite kernel on S then
there is a Hilbert space K and mapping η : S → B(H;K) such that (1.10) holds
and

Lin η(S)H = K. (1.11)

If η′ : S → B(H;K′) is another map satisfying (1.10) then there is a unique
isometry V : K → K′ such that

V η(s) = η′(s) for all s ∈ S. (1.12)

Proof. Let K00 be the subspace of the vector space Map(S;H) consisting of
the functions f : S → H of finite support: #{s ∈ S : f(s) �= 0} <∞. Thus

K00 = Lin {uδs : u ∈ H, s ∈ S}, where uδs(t) =

{
u if t = s
0 otherwise

.

Nonnegative definiteness of the kernel k implies that

q(f, g) :=
∑

s,t∈S

〈
f(s), k(s, t)g(t)

〉

defines a nonnegative sesquilinear form on K00. The Schwarz inequality implies
that U := {f ∈ K00| q(f, f) = 0} is a subspace of K00, and that

〈[f ], [g]〉 := q(f, g)

defines an inner product on the linear quotient space K0 := K00/U . Next let
ι : K0 → K be a completion of K0. Then

η(s)u := ι[uδs]
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defines linear maps η(s) : H → K which satisfy

〈η(s)u, η(s′)u′〉 = q(uδs, u′δs′) =
〈
u, k(s, s′)u′

〉
,

and so are bounded, and moreover (1.10) holds. Now

Lin η(S)H = Lin {ι[uδs] : u ∈ H, s ∈ S} = ι(K0),

which is dense in K, so (1.11) holds too.
If η′ : S → B(H;K′) is another map satisfying (1.10) then,

〈η′(s)u, η′(t)v〉 = 〈u, k(s, t)v〉 = 〈η(s)u, η(t)v〉

for all s, t ∈ S and u, u′ ∈ H. Since η(S)H is total in K it follows that there is
a unique isometry V : K → K′ such that

V η(s)u = η′(s)u for all s ∈ S, u ∈ H.

Therefore there is a unique isometry V : K → K′ such that (1.12) holds. ��

Definition. A map η : S → B(H;K) such that

η(s)∗η(t) = k(s, t)

is called a Kolmogorov map for the B(H)-valued nonnegative-definite kernel
k. It is called a minimal Kolmogorov map if also

η(S)H is total in K.

Thus, for any nonnegative-definite kernel k, minimal Kolmogorov maps exist
and enjoy the universal property summarised in the commutative diagram
below:

B(H;K)
V ◦

S

η

η′ B(H;K′).

They are unique in the same sense that completions and tensor products are
unique, namely up to isomorphism of maps.

Remark. If H = C then B(H;K) is identified with K, so a Kolmogorov map
takes the form

η : S → K and k(s, t) = 〈η(s), η(t)〉.

Exercise. Let η : S → B(H;K) be a minimal Kolmogorov map for a
nonnegative-definite kernel k, and let k′ be a nonnegative-definite kernel dom-
inated by k—in the sense that there is a constant C for which [k′(si, sj)] ≤
C[k(si, sj)] for all s ∈ Sn and n ∈ N. Show that there is a bounded operator
T on K for which Tη(·) is a Kolmogorov map for k′.
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Example 1.8 (Hilbert space tensor product). For Hilbert spaces h1, . . . , hn,

(u,v) "→ 〈u1, v1〉 · · · 〈un, vn〉

defines a nonnegative-definite kernel on h1×. . .×hn, because the Schur product
of nonnegative-definite matrices is nonnegative-definite:

if cij = aijbij and [aij ], [bij ] ≥ 0 then [cij ] ≥ 0.

The minimal Kolmogorov map for this kernel is the Hilbert space tensor
product:

K = h1 ⊗ · · · ⊗ hn, η(u1, . . . un) = u1 ⊗ · · · ⊗ un.

Example 1.9 (Infinite tensor products). For a sequence of Hilbert spaces (hn),
and a sequence of unit vectors (en ∈ hn)n≥1, let

S =
{
ξ ∈

∏
n≥1

hn

∣∣∣ ∃N≥1 ξn = en for n ≥ N
}
.

Then k : S × S → C, (ξ, η) "→
∏

n≥1〈ξn, ηn〉, defines a nonnegative-definite
kernel on S. Its minimal Kolmogorov map is the infinite tensor product of
(hn) with stabilising sequence (en). Notation:

⊗(en)
hn for K and ⊗ ξn for η(ξ).

Example 1.10 (GNS construction). Let ω be a state on a C∗-algebra A. Let
Ã denote A when the algebra is unital, and its unitisation otherwise, and
write ω̃ for the extension of ω to Ã defined in (1.9). Then there is a unital
representation (π̃,K) of Ã and a unit vector ξ ∈ K such that

ω̃(x) = 〈ξ, π̃(x)ξ〉, and π(A)ξ is dense in K,

where π = π̃|A. These are obtained by letting η : Ã → K be the minimal
Kolmogorov map for the kernel

Ã × Ã → C, (x, y) "→ ω̃(x∗y),

setting ξ = η(1), and exploiting minimality to verify that for each x ∈ Ã the
map η(y) "→ η(xy) extends to a bounded operator π̃(x) on K which defines a
unital representation π̃ of Ã. The fact that Ã is the linear span of its unitary
elements may be used here.

Example 1.11 (Stinespring Theorem). Let φ : A → B(H) be a completely
positive map defined on a C∗-algebra A. Define Ã as above and let φ̃ : Ã →
B(H) denote the extension (1.9). Then there is a representation (π̃,K) of Ã
and an operator T ∈ B(H;K) such that
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φ̃(x) = T ∗π̃(x)T and π(A)TH is total in K, (1.13)

where π = π̃|A. These are obtained by letting η : Ã → B(H;K) be the minimal
Kolmogorov map for the kernel Ã × Ã → B(H), (x, y) "→ φ̃(x∗y), setting
T = η(1), and verifying that π̃(x) : η(y)ξ "→ η(xy)ξ defines a representation
(π̃,K) of Ã, in fact a unital representation.

Since states on a C∗-algebra are automatically completely positive (by
Proposition 1.2), Example 1.10 is a special case of Example 1.11.

Remark. If the representation in (1.13) is chosen to be unital then ‖T‖ =
‖φ‖1/2 and furthermore T is isometric if and only if φ̃ is unital. In this case
we may take K = H ⊕ h for a Hilbert space h and T = [ I

0 ] so that π̃ has the
block matrix form

a "→
[
φ(a) ∗
∗ ∗

]
.

Exercise. Show that if φ is also contractive then it has a Stinespring de-
composition (1.13) with K and T as in the above remark. Typically π̃ will no
longer be unital.

Example 1.12 (Sz. Nagy unitary dilation). Let C ∈ B(H) be a contraction.
Then there is a Hilbert space K, a unitary U ∈ B(K) and an isometry J ∈
B(H;K) such that

Cn = J∗UnJ for n ∈ Z+, and
{
UnJξ : ξ ∈ H, n ∈ Z

}
is total in K

This is proved again by first verifying that

(j, k) "→ Ck−j , j, k ∈ Z with k ≥ j,

extends to a B(H)-valued nonnegative-definite kernel on Z.

Remarks. There is a continuous-parameter version of this in which C and
U are replaced by contractive and unitary c0-semigroups respectively (see
page 199 for the definition). The isometric version of these, in which Z is
replaced by Z+ (respectively R by R+) and U is isometric rather than unitary,
is discussed in the lectures of Rajarama Bhat in this volume.

1.3 Operator spaces

Let V be a closed subspace of B(h; k), for Hilbert spaces h and k. Note two key
properties of the induced norms on matrices over V, arising from the linear
identification (1.3):

(OSi) For S ∈ Mn1,m1(V) and T ∈ Mn2,m2(V), so that S ⊕ T ∈ Mn3,m3(V)
where n3 = n1 + n2 and m3 = m1 +m2,

‖S ⊕ T‖ = max{‖S‖, ‖T‖}.
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(OSii) For S ∈ Mn,m(V), Γ ∈ Ml,n and Λ ∈ Mm,p, so that ΓSΛ ∈ Ml,p(V),

‖ΓSΛ‖ ≤ ‖Γ‖ ‖S‖ ‖Λ‖.

Here S ⊕ T denotes the diagonal block matrix [ S
T ]. Note that the multipli-

cation by scalar matrices in (OSii) makes good sense.

Definition. A complex vector space V with complete norms on each Mn(V)
satisfying the compatibility conditions (OSi) and (OSii) (for n1 = m1, n2 =
m2 and n = m) is called an operator space.

Remark. If V is an operator space then, viewing Mn,m(V) as a subspace of
Mn+m(V) by occupying the top right-hand corner and filling the remaining
entries with zeros, norms are induced on each Mn,m(V) too — these necessarily
also satisfy (OSi) and (OSii) with differing n’s and m’s.

Example 1.13. Given an operator space W, each Mp,q(W) becomes an operator
space itself by using the linear isomorphism (1.1). In other words, the norms
on Mn

(
Mp,q(W)

)
= Mnp,nq(W), for n = 1, 2, . . . (arising from W being an

operator space) satisfy conditions (OSi) and (OSii).

Definition. A linear map φ : V → W between operator spaces is completely
bounded if supn ‖φ(n)‖ < ∞; it is called completely contractive if ‖φ(n)‖ ≤ 1
for each n, and a complete isometry if each φ(n) is isometric.

The space of completely bounded maps V → W is denoted CB(V;W) and has
the complete norm

‖φ‖cb := sup
n
‖φ(n)‖.

Proposition 1.14. Let φ : V → W be a bounded linear map between operator
spaces. In each of the following cases φ is automatically completely bounded:

(i) dimV <∞;
(ii) dimW <∞;
(iii) V is an abelian C∗-algebra.

This may be compared with Proposition 1.2.

Example 1.15. Any completely positive map φ between C∗-algebras is com-
pletely bounded and satisfies ‖φ‖cb = ‖φ‖.

Example 1.16. Closed subspaces of C∗-algebras are operator spaces. If φ is
a *-homomorphism between C∗-algebras then φ is a complete contraction,
and a complete isometry when injective. A left multiplication operator LA :
B(H;K) → B(H;K′), T "→ AT , where A ∈ B(K;K′), is completely bounded
with ‖LA‖cb = ‖A‖, and similarly for right multiplication operators.
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Theorems 1.20 and 1.22 below show that Example 1.16 is exhaustive in a
sense. However the abstract point of view is immediately vindicated by the
next example, which should be contrasted with the fact that, for (nontrivial)
Hilbert spaces h and k, B(h; k) is not itself a Hilbert space.

Example 1.17. For operator spaces V and W, CB(V;W) is endowed with oper-
ator space structure as follows. The map (1.4) restricts to a linear isomorphism

Mn,m

(
CB(V;W)

)
→ CB(V;Mn,m(W)),

and the norms induced on matrices over CB(V;W) by the resulting linear
identifications satisfy (OSi) and (OSii).

In particular, taking W = C, the Banach space dual of an operator space
gains operator space structure through the linear identification Mn(V∗) =
CB(V;Mn). This exploits part (ii) of Proposition 1.14.

Example 1.18. Let h be a Hilbert space and recall the bra- -ket notation (0.1).
The column space |h〉 := B(C; h) and the row space 〈h| := B(h; C) are impor-
tant examples of operator spaces. They are mutually dual operator spaces,
however in general the natural isometric antiisomorphism |u〉 "→ 〈u| is not
a complete isometry. It isn’t even completely bounded. Pisier has found an
operator space structure on h which is completely isometric to its CB-dual,
and shown it to be the unique structure enjoying this self-duality.

Example 1.19 (Cf. Example 1.3). Let K be the C∗-algebra of compact opera-
tors on l2 and let φ : K → K be the transpose map [zij ] "→ [zji]. Then φ is
isometric but is not completely bounded.

There is a Gelfand-Naimark-type theorem for operator spaces, to the effect
that every operator space has a concrete realisation.

Theorem 1.20 (Ruan). Let V be an operator space. Then there is a Hilbert
space H and a complete isometry φ : V → B(H).

Thus every abstract operator space has a concrete realisation. Operator-
space theory has been dubbed quantised functional analysis by one of its
architects, Effros. The following Hahn-Banach-type theorem exemplifies why.

Theorem 1.21 (Arveson). Let V0 be a subspace of an operator space V and
let φ0 : V0 → B(H) be a completely bounded map. Then there is a completely
bounded map φ : V → B(H) satisfying ‖φ‖cb = ‖φ0‖cb and extending φ0:

V
φ

V0 φ0
B(H).
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There is also a Stinespring-like decomposition for CB maps.

Theorem 1.22 (Wittstock-Paulsen-Haagerup). Let A be a C∗-algebra
and let φ : A → B(H) be a completely bounded map. Then there is a repre-
sentation π : A → B(K) and operators R,S ∈ B(H;K) such that

φ(a) = R∗π(a)S; ‖φ‖cb = ‖R‖ ‖S‖.

If A is a von Neumann algebra and φ is ultraweakly continuous then π may
be chosen to be normal.

In view of the structure of normal representations ([Tak]), in the von Neumann
algebra case there is a Hilbert space k and operators R,S ∈ B(H; h ⊗ k) for
which

φ(a) = R∗(a⊗ Ik)S,
where h is the Hilbert space on which A acts.

Tensor products

For concrete operator spaces V1 and V2 their spatial tensor product V1⊗sp V2

(respectively, ultraweak tensor product V1⊗V2) is simply the norm closure
(respectively, ultraweak closure) of their algebraic tensor product V1⊗V2. An
important feature of CB maps is that they may be ‘tensored’. Thus if φi :
Vi → Wi (i = 1, 2) are CB maps, then the map φ1⊗φ2 : V1⊗V2 → W1⊗W2

extends uniquely to a CB map, denoted φ1⊗φ2, from V1⊗spV2 to W1⊗sp W2.
If the spaces are ultraweakly closed and the maps are ultraweakly continuous
then there is further extension to an ultraweakly continuous map φ1⊗φ2 :
V1⊗V2 → W1⊗W2.

Matrix spaces

The idea is to consider Mn,m(V), for an operator space V, and to liberate it
from its coordinates (i.e. to replace C

n and C
m by abstract Hilbert spaces h

and k) and also liberate it from its finite dimensions (i.e. to allow h and k to
be infinite dimensional). This may be done abstractly, but its concrete form
will suffice for present purposes. Earlier this was done at the level of linear
algebra; now we require the construction to yield operator spaces.

Notation/Convention. For a Hilbert space vector e ∈ h, the operator

H → h⊗ H, u "→ e⊗ u

will be denoted Ee, and its adjoint by Ee, with context dictating the Hilbert
space H. Thus Ee ∈ B(H; h⊗H), ‖Ee‖ = ‖e‖ and EeEf = Ee⊗f ; also EeEf =
〈e, f〉I and EeE

f is an ampliation of |e〉〈f |.
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When orthonormal bases (eλ) and (fα) are understood, for k and h respec-
tively, and T ∈ B(h⊗ H; k⊗ K) we write

E(α)TE(λ) for EfTEe where f = fα and e = eλ. (1.14)

Note the strong operator convergence
∑
λ∈Λ

E(λ)E
(λ) =

∑
λ∈Λ

|eλ〉〈eλ| ⊗ IH = Ih⊗H. (1.15)

Definition. Let V be an operator space in B(H;K). The h-k matrix space
over V is given by

M(k, h;V)b :=
{
T ∈ B(h⊗ H; k⊗ K)

∣∣∣ EdTEe ∈ V for all d ∈ k, e ∈ h
}
.

This notation and terminology specialises as follows.

M(h;V)b := M(h, h;V)b (square matrix space);
C(k;V)b := M(k,C;V)b (column matrix space);
R(h;V)b := M(C, h;V)b (row matrix space).

Remark. By continuity and (conjugate-) linearity of the maps e "→ Ee (re-
spectively, d "→ Ed) it suffices to check EdTEe ∈ V for vectors d and e from
some total subsets of their respective Hilbert spaces.

Properties.

(i) M(k, h;V)b is an operator space.
(ii) If h = C

m and k = C
n then, with respect to standard bases,

T "→ [E(i)TE(j)]

defines a completely isometric isomorphism M(k, h;V)b → Mn,m(V).
(iii) If W = M(k1, h1;V)b then M(k2, h2;W)b = M(k, h;V)b where h = h2 ⊗ h1

and k = k2 ⊗ k1.
(iv) The following inclusions hold:

B(h; k)⊗sp V ⊂ M(k, h;V)b ⊂ B(h; k)⊗V.

The former follows from the fact that T ⊗ x ∈ M(k, h;V)b for T ∈ B(h; k)
and x ∈ V; the latter may be verified by applying (1.15) and heeding the
above remark. The first inclusion is an equality if either h and k are both
finite dimensional or V is finite dimensional; the second is an equality if
and only if V is ultraweakly closed.

(v) For a C∗-algebra A, M(h;A)b is typically not a C∗-algebra.
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Example 1.23. Let A = c0, the commutative C∗-algebra of complex sequences
converging to 0 — represented on the Hilbert space l2 by diagonal matrices,
and let h = l2. Consider the operator T ∈ B(h ⊗ l2) = B(

⊕
n≥1 l

2) given by
the matrix 



e1 0 0 · · ·
e2 0 0 · · ·
e3 0 0 · · ·
...

...
...

. . .




in which ek = diag[0, . . . , 0, 1, 0, . . .] with 1 in the kth place and zeros else-
where, so that T ∗T has matrix



e 0 · · ·
0 0 · · ·
...

...
. . .




where e = diag[1, 1, 1, . . .]. Then ek ∈ A for each k and so (by the remark
following the definition) T ∈ M(h;A)b. However e �∈ A so T ∗T �∈ M(h;A)b.
Note that this also implies that T cannot belong to the C∗-algebra B(h)⊗spA.

This example illustrates properties (v) and (iv) above.

Proposition 1.24. Let φ ∈ CB(V;W), for operator spaces V and W. Then,
for any Hilbert spaces h and k, there is a unique completely bounded map

φ(k,h) : M(k, h;V)b → M(k, h;W)b

satisfying
Edφ(k,h)(T )Ee = φ(EdTEe), for all d ∈ k, e ∈ h.

Remarks. (i) If h = C
m and k = C

n then φ(k,h) is the matrix lifting φ(n,m)

defined in (1.5).
(ii) φ(k,h) extends the map id ⊗ φ : B(h; k)⊗sp V → B(h; k)⊗sp W.
(iii) If V and W are ultraweakly closed and φ is ultraweakly continuous

then φ(k,h) coincides with the map

id ⊗φ : B(h; k)⊗V → B(h; k)⊗W.

(iv) ‖φ(k,h)‖cb = ‖φ‖cb (cf. (1.6)).

Matrix-space tensor products; left and right

The convention adopted above is

M(k, h;V)b ⊂ B(h; k)⊗B(H;K)

with B(h; k) on the left. The right convention is also needed. The matrix-space
tensor product notations
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V ⊗M B(h; k) and φ⊗M id B(h;k) (1.16)

will be used, for the right matrix spaces in B(H;K)⊗B(h; k) = B(H⊗h;K⊗k)
and right liftings. We shall also adopt this tensor notation for the left matrix
spaces. The two are compatible, so that no ambiguity arises, in expressions
such as

B(h1; k2)⊗M V ⊗M B(h2; k2).

Matrix spaces arise in several ways in quantum stochastics. Firstly it is
natural to view QS processes as being (right) matrix space valued. In this case
the Hilbert space is the Fock space carrying the quantum noise. Secondly the
generators of QS flows are naturally maps into a (left) matrix space over the
Hilbert space which specifies the noise. The Ee and Ee notations will also be
used for mapping between H and H⊗ h; again context will avoid confusion.

1.4 Operators, integrals and semigroups

Part of the appendix to Johan Kustermans’ notes in this volume is devoted to
a summary of facts about unbounded operators needed for understanding his
lectures. Here is a further summary focusing on the Hilbert-space case, and
some of the specific properties needed for quantum stochastics.

When a Hilbert-space operator T : H → K is unbounded its domain D =
DomT is typically a proper subspace of H. Operators of interest have two
properties: they are densely defined, i.e. D is dense in H, and they are closable,
which means T has an extension to a domain on which it is closed. Closed,
for an operator T : H → K with domain D, means that its graph is a closed
subspace of H ⊕ K. In this case the graph norm ‖ξ‖T :=

(
‖ξ‖2 + ‖Tξ‖2

)1/2

makes D into a Hilbert space, h say, and ξ "→ Tξ then defines a bounded
operator h→ K. An operator T is closable precisely if the closure of its graph
is the graph of an operator; that operator is then written T and is called the
closure of T . A densely defined closable operator T is bounded if and only if
DomT = H, thus closed and everywhere defined implies bounded.

If D is a subspace of the domain of a closed operator T such that the graph
of T |D is dense in the graph of T (i.e. T |D = T ) then D is called a core for T .
A desirable property for an unbounded operator is that it have a ‘nice’ core.

Every densely defined operator T : H → K has an adjoint operator T ∗ :
K → H defined as follows. The domain of T ∗ is
{
η ∈ K : the (densely defined linear) functional ξ "→ 〈η, T ξ〉 is bounded

}
,

with T ∗η being the unique vector satisfying 〈T ∗η, ξ〉 = 〈η, T ξ〉, for all ξ ∈
DomT , given by the Riesz-Fréchet Theorem. Adjoint operators are closed;
moreover T ∗ is densely defined if and only if T is closable, and in this case
T = T ∗∗. A densely defined operator T satisfying T ∗ = T is called self-adjoint.

For operators T : H → H′ and S : H′ → H′′ the operator ST : H → H′′ has
domain {ξ ∈ DomT : Tξ ∈ DomS}. If S is closed and T is bounded then ST
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is necessarily closed, but it need not be densely defined even if S is. A useful
notation for unbounded operators is S ⊂ T , meaning DomS ⊂ DomT and
S = T |Dom S .

Exercise. Show that if operators S, T and their product ST are all densely
defined then (ST )∗ ⊃ T ∗S∗, with equality if S is bounded.

A densely defined operator T is symmetric if it satisfies T ∗ ⊃ T and essen-
tially self-adjoint if furthermore T ∗ = T , equivalently (since the adjoint of an
operator coincides with the adjoint of its closure) T is self-adjoint.

Positivity extends to unbounded operators, thus T : H → H with domain D
is positive if 〈ξ, T ξ〉 ≥ 0 for all ξ ∈ D. Every densely defined positive operator
has a distinguished self-adjoint extension called its Friedrichs extension. For
a closed densely defined operator T , the positive operator T ∗T is self-adjoint.
Both of these facts draw on the theory of quadratic forms on a Hilbert space.

If T and T ′ are closable densely defined operators, with domains D and
D′ respectively, then the operator T⊗T ′ with domain D⊗D′ is also (densely
defined and) closable; its closure is denoted T ⊗ T ′, or simply T ⊗ T ′ when T
and T ′ are already closed.

Operator-valued functions

Let H and K be Hilbert spaces. A function F from a measure space into the
linear space of operators H → K with given domain D is said to be weak op-
erator measurable (respectively, strong operator measurable) if for each vector
ξ ∈ D, the K-valued function F (·)ξ is weakly (respectively, strongly) mea-
surable. We therefore recall the different notions of measurability for Hilbert
space-valued functions next.

Let f be a K-valued function defined on a measure space. Then f is weakly
measurable if, for each vector η ∈ K, the scalar-valued function 〈η, f(·)〉 is
measurable; it is strongly measurable if f is the almost everywhere (a.e.) limit
of a sequence of functions (fn) where each fn is of the form

∑N
j=1 vj1Ej

for some N ∈ N, v1, . . . , vN ∈ K and measurable sets E1, . . . , EN . We also
say that f is measurable in the usual sense if, for each Borel subset U of
K (with respect to the norm topology), the set f−1(U) is measurable. Thus
measurability in the weak and usual senses do not refer to the measure, but
strong measurability does. Any a.e. limit of a sequence of weakly (respectively,
strongly) measurable functions is weakly (respectively, strongly) measurable.
Strongly measurable functions are clearly weakly measurable; they are also
a.e. separably valued meaning that there is a separable subspace K0 such that
f−1(K \ K0) is a null set.

Theorem 1.25. Let f be a Hilbert space-valued function on a measure space,
then the following implications hold.

(a) If f is strongly measurable then it is measurable in the usual sense.
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(b) If f is measurable in the usual sense then it is weakly measurable.
(c) If f is weakly measurable and a.e. separably valued then f is strongly

measurable.

This result is true also for Banach space-valued functions. Part (c) is known as
Pettis’ Theorem, and it implies that for separable spaces there is no distinction
between weak and strong measurability. It also implies that continuous Hilbert
space-valued functions defined on a separable topological space are strongly
measurable. Note that if f is measurable in the usual sense then so is the
scalar-valued function ‖f(·)‖.

An integral for weakly measurable functions is discussed in Johan Kuster-
mans’ notes in this volume (in the wider context of topological vector space-
valued functions). We shall need the integral appropriate to strongly measur-
able functions which is known as the Bochner integral. A function f is Bochner
integrable if it is an a.e. limit of a sequence of functions (fn) as above (with
each fn being zero outside a set of finite measure), which furthermore satisfies

∫
‖f(s)− fn(s)‖µ(ds) → 0 as n→∞.

Then the sequence of vectors
(∫
fn dµ

)
, with obvious definition, converges.

Its limit, which does not depend on the sequence (fn) chosen, is called the
Bochner integral of f , and is written as for ordinary integrals.

Theorem 1.26 (Bochner). Let f be a strongly measurable Hilbert space-
valued function defined on a measure space. Then f is Bochner integrable if
and only if the function ‖f(·)‖ is integrable.

This is also true for Banach space-valued functions. Bochner-integrable func-
tions satisfy

∥∥∥∥
∫
f dµ

∥∥∥∥ ≤
∫
‖f(s)‖µ(ds), and T

(∫
fdµ

)
=
∫

(Tf)(s)µ(ds),

for bounded operators T . The second of these has an extension to closed
operators T where f should be strongly measurable as a D-valued map where
D = DomT carries its graph norm.

Finally there are the Bochner-Lebesgue spaces consisting of (measure
equivalence classes of) strongly measurable functions f for which ‖f(·)‖p is
integrable (p ≥ 1).

c0-semigroups

A family of bounded operators T = (Tt)t≥0 on a Hilbert space H satisfying

T0 = I, Ts+t = TsTt and t "→ Ttξ is continuous for all ξ ∈ H
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is called a c0-semigroup on H. For such a semigroup,

Gξ = lim
t→0

t−1
(
Ttξ − ξ

)
, DomG =

{
ξ ∈ H : lim

t→0
t−1(Ttξ − ξ) exists

}
,

defines a closed and densely defined operator, called the generator of T , from
which the semigroup may be reconstructed as follows. There is ω ∈ R and
M ≥ 1 such that

‖Tt‖ ≤Meωt for all t ≥ 0.

For each λ > ω, the closed operator (λ − G) is bijective DomG → H and
therefore, by the Closed Graph Theorem (see Johan Kustermans’ notes in
this volume), has a bounded inverse, moreover

(
1− t

nG
)−n

ξ → Ttξ as n→∞ for all ξ ∈ H.

The strong continuity condition is actually equivalent to continuity in the
weak operator topology:

t "→ 〈η, Ttξ〉 is continuous for all ξ, η ∈ H.

In particular, (T ∗
t )t≥0 is also a c0-semigroup; its generator is G∗.

If T is a contractive c0-semigroup, so that ω and M may be taken to be 0
and 1 respectively, then its generator G is dissipative:

Re 〈ξ,Gξ〉 ≤ 0 for all ξ ∈ DomG.

Any densely defined dissipative operator L is closable, moreover its closure
is dissipative; L is then the generator of a (contractive) c0-semigroup if and
only if Ran (λ − L) is dense in H for some (in which case, all) λ > 0 — in
this situation L is called a pregenerator of the semigroup. A densely defined
dissipative operator on a Hilbert space is a pregenerator of a contractive c0-
semigroup if (and only if) its adjoint is dissipative too.

Given a dense subspace of the domain of the generator of a contraction
semigroup, there is a useful sufficient condition for it to be a core for the
generator.

Theorem 1.27. Let T be a contractive c0-semigroup on a Hilbert space H with
generator G. Suppose that D is a dense subspace of H contained in DomG
such that TtD ⊂ D for all t ≥ 0. Then D is a core for G, in other words G|D
is a pregenerator of the semigroup T .

A contractive c0-semigroup T is unitary-valued if and only if its generator
G is skew-adjoint (so that G = iH where H = H∗), and conversely every
such operator generates a unitary c0-semigroup. In this case Tt equals eitH ,
defined through the functional calculus and Spectral Theorem for self-adjoint
operators (cf. the appendix to Johan Kustermans’ lectures in this volume), and
moreover T extends to a strongly continuous one-parameter group (Tt)t∈R, by
T−t := (Tt)∗ = (Tt)−1 = e−itH for t > 0. This circle of ideas includes Stone’s
Theorem, a cornerstone of mathematical quantum theory. The following result
is sometimes useful.
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Theorem 1.28 (von Neumann). let U be a one-parameter group of unitary
operators (U0 = I, Us+t = UsUt for s, t ∈ R) on a separable Hilbert space.
Then U is strongly continuous if it is weak operator measurable.

We end this subsection where perhaps we should have begun. For any
bounded operator L on a Hilbert space H, etL :=

∑
n≥0(n!)

−1tnLn (conver-
gence in norm) defines a c0-semigroup on H which is norm continuous in the
parameter t. Conversely, norm continuity for a c0-semigroup T implies that
its generator G is bounded and that Tt = etG.

1.5 Fock, Cook, Wiener and Guichardet

Let H be a Hilbert space. The symmetric n-fold tensor product of H is the
closed subspace of H⊗n generated by {u⊗n : u ∈ H}, and will be denoted H∨n.
The convention here is that H⊗n = C when n = 0. The orthogonal projection
onto H∨n has the following action on product vectors

P (n) : u1 ⊗ · · · ⊗ un "→
1
n!

∑
π∈Sn

uπ(1) ⊗ · · · ⊗ uπ(n) (1.17)

where Sn is the symmetric group of the set {1, . . . , n}.
Full Fock space over H is the Hilbert space

Φ(H) :=
⊕
n≥0

H⊗n = C⊕ H⊕ (H⊗ H)⊕ · · · , (1.18)

and symmetric Fock space over H is the Hilbert space

Γ (H) :=
⊕
n≥0

H∨n.

There is also an anti-symmetric Fock space over H:

Ψ(H) :=
⊕
n≥0

H∧n

in which H∧n is the image of H⊗n under the orthogonal projection defined
by (1.17), modified by including the sign of the permutation in each summand.

Fock space

In this course we shall have only a little use for Φ(H) and Ψ(H); we therefore
speak of Fock space taking “symmetric” as understood. Another name for
Fock space is exponential Hilbert space, with notation eH — we shall shortly
see why.

It is often convenient to identify H∨n with the corresponding subspace of
Γ (H):
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{0} ⊕ · · · ⊕ {0} ⊕ H∨n ⊕ {0} ⊕ {0} ⊕ · · · , (1.19)

where the first orthogonal sum is n-fold. Thus

Γ00(H) := Lin {u⊗n : n ≥ 0, u ∈ H}

is a useful dense subspace of Γ (H). That Γ (H) is a subspace of Φ(H) is some-
times exploited. We shall write Psym for the orthogonal projection

Φ(H) → Γ (H). (1.20)

The most fundamental Fock space operator of all is defined next.

Definition. The number operator on Γ (H) is defined by

DomN =
{
ξ ∈ Γ (H)

∣∣∣∑
n≥0

n2‖ξn‖2 <∞
}
, Nξ = (nξn)n≥0.

Thus N is a positive self-adjoint operator on Γ (H) which has Γ00(H) as an
operator core, so thatN is the closure of its restriction to Γ00(H). In particular,
for any function f : N → C, f(N) is defined through the functional calculus
for self-adjoint operators, by

Dom f(N) =
{
ξ ∈ Γ (H)

∣∣∣∑
n≥0

|f(n)|2‖ξn‖2 <∞
}

f(N)ξ =
(
f(n)ξn

)
n≥0

.

Two examples are important to us:
√
N and zN (z ∈ C), (1.21)

the latter being bounded if and only if |z| ≤ 1, in which case it is a contraction.

Definition. For u ∈ H the vector

ε(u) :=
(
(n!)−1/2u⊗n

)
n≥0

=
(
1, u,

1√
2
u⊗ u, 1√

3!
u⊗ u⊗ u, . . .

)

in Γ (H) is called the exponential vector of u. For any subset S of H define the
following subspace of Γ (H):

E(S) := Lin {ε(u) : u ∈ S}. (1.22)

Sometimes it is more convenient to use normalised exponential vectors for
which the terminology coherent vector is also used:

#(u) := e−
1
2‖u‖2

ε(u). (1.23)

Continuity of the exponential map is manifest from the estimates

‖#(f)−#(g)‖ ≤ ‖ε(f)− ε(g)‖ ≤ ‖f − g‖e 1
2 (‖f‖+‖g‖)2 , (1.24)

(whose proof is an exercise); analyticity is exploited next.
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Proposition 1.29. The exponential map ε : H → Γ (H) is a minimal Kol-
mogorov map for the nonnegative-definite kernel

H× H → C, (u, v) "→ e〈u,v〉. (1.25)

Proof. From the definition it follows that 〈ε(u), ε(v)〉 = e〈u,v〉, and so it re-
mains only to prove minimality, in other words that E(H) is dense in Γ (H).
This follows from the following useful observation. For each u ∈ H the vector-
valued map f : C → Γ (H), z "→ ε(zu), is analytic and

f (n)(0) =
√
n!u⊗n.

��
Corollary 1.30. If S is a dense subset of H then E(S) is a dense subspace of
Γ (H).

Proof. This follows immediately from the continuity of the exponential map.
��

In fact density of E(S) requires much less of S than it be dense in H. In the
next section we shall see an example of this useful for quantum stochastics.

Thus Fock space may also be defined by a universal property, namely if η :
H → K is a map into a Hilbert space K satisfying

〈η(u), η(v)〉 = e〈u,v〉, u, v ∈ H,

then there is a unique linear isometry T : Γ (H) → K (a Hilbert-space isomor-
phism if Ran η is total in K) such that T ◦ ε = η:

Γ (H)
T

H

ε

η K.

Here is a nice illustration of the universal property.

Proposition 1.31. For Hilbert spaces H1 and H2,

Γ (H1 ⊕ H2) = Γ (H1)⊗ Γ (H2). (1.26)

Proof (Sketch).〈
ε(u1)⊗ ε(u2), ε(v1)⊗ ε(v2)

〉
= 〈ε(u1), ε(v1)〉〈ε(u2), ε(v2)〉
= e〈u1,v1〉e〈u2,v2〉

= e〈u1,v1〉+〈u2,v2〉

= e〈(u1,u2),(v1,v2)〉

=
〈
ε(u1, u2), ε(v1, v2)

〉
.

��
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In the notation Γ (H) = eH,

eH1⊕H2 = eH1 ⊗ eH2 ,

showing why Fock space has also been called exponential Hilbert space by
some authors. We shall content ourselves with refering to (1.26) as the ex-
ponential property of Fock space. By the same token, for Hilbert spaces
H1, . . . ,Hn,

Γ (H1 ⊕ · · · ⊕ Hn) = Γ (H1)⊗ · · · ⊗ Γ (Hn).

There is an extension to infinite orthogonal sums too:

Γ
(⊕

n≥1
Hn

)
=
⊗(Ωn)

Γ (Hn),

where the stabilising sequence is given by Ωn := ε(0) in Γ (Hn).
The next result has also proved invaluable in the development of quantum

stochastic calculus.

Proposition 1.32. The set {ε(u) : u ∈ H} is linearly independent.

Proof. Let ξ =
∑n

i=1 λiε(ui), where u1, . . . un ∈ H are distinct and λ1, . . . λn ∈
C, and suppose that ξ = 0. Choose v ∈ H such that z1 := 〈v, u1〉, . . . , zn :=
〈v, un〉 ∈ C are distinct. (Exercise. Show that this can be done.)

Since the function

f : R → C, t "→ 〈ε(tv), ξ〉 =
n∑

i=1

λie
tzi

is identically zero,

n∑
i=1

λiz
k
i = f (k)(0) = 0 for k ≥ 0. (1.27)

On the other hand, a straightforward induction confirms Vandermonde’s iden-
tity

detV (z) =
∏
i>j

(zi − zj),

where

V (z) :=




1 1 1 · · · 1
z1 z2 z3 · · · zn

z21
. . .

...
...

. . .
...

zn−1
1 zn−1

n



.

Since z1, . . . , zn are distinct this implies that V (z) is nonsingular. But (1.27)
may be read as V (z)λ = 0, so λ1 = · · · = λn = 0. ��



Quantum Stochastic Analysis 205

Alternative argument. Being eigenfunctions of the differential operator f "→ f ′

with distinct eigenvalues, the set of functions
{
t "→ ezt : z ∈ C

}
is linearly

independent.

Corollary 1.33. Let u1, . . . , un ∈ H be distinct and let x1, . . . xn ∈ h, for
another Hilbert space h. If

n∑
i=1

xi ⊗ ε(ui) = 0 in h⊗ Γ (H)

then x1 = · · · = xn = 0.

Thus each element of h⊗E(H) is uniquely expressible in the form

n∑
i=1

xi ⊗ ε(ui) for some n ≥ 0,x ∈ (h \ {0})n,u ∈ Hn,

where u1, . . . un are distinct—the empty sum where n = 0 yielding 0. This
fact is exploited for defining operators in the calculus.

Real Fock space

The Fock space construction applies equally to a real Hilbert space h. Thus
u "→ ε(u), defined in the same way, is a minimal Kolmogorov map for the (real-
valued) nonnegative-definite kernel (1.25), in which H = h. Moreover complex-
ification commutes with the Fock space construction: if H is the Hilbert space
complexification of h then Γ (H) is the complexification of (the real Hilbert
space) Γ (h), in particular {ε(u) : u ∈ h} is total in Γ (H). This is relevant here
since classical probability naturally yields the Hilbert spaces of real-valued
square-integrable random variables.

Wiener space

Let kR be a finite dimensional real Hilbert space with complexification k. The
linear space C := C(R+; kR) carries a metric defined as follows:

d(f, g) = p(g − f) and p(h) :=
∑
n≥1

2−n
(
pn(h)

)
/
(
1 + pn(h)

)
,

where for each n ∈ N, pn is the seminorm on C given by h "→ sup
{
‖h(t)‖ : t ∈

[0, n]
}
. With respect to this metric C is complete and separable, and thus a

Fréchet space, and has the path space

C0 :=
{
ξ ∈ C : ξ(0) = 0

}
(1.28)

as a closed subset. Therefore, as a topological space C0, is Polish, meaning
separable and metrisable by a metric with respect to which it is complete.
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Exercise. Show that its Borel σ-algebra coincides with the σ-algebra gener-
ated by the evaluations:

Borel(C0) = σ{Bt : t ≥ 0} where Bt(ξ) := ξ(t).

There is a unique probability measure on this σ-algebra such that, for each
finite collection (t1, E1), . . . , (tn, En) in R+×Borel(kR) with 0 ≤ t1 ≤ · · · ≤ tn
(and the understanding t0 := 0 and x0 := 0),

P

( n⋂
i=1

{
Bti

∈ Ei

})
=
∫

E1×···×En

n∏
i=1

p(ti − ti−1,xi − xi−1) dx1 . . . dxn

where p(t,x) = (2πt)−d/2 exp(−‖x‖2/2t) for t > 0, and p(0,x) dx stands for
the Dirac measure at 0. The processB = (Bt)t≥0 is called the standard Wiener
process, or canonical Brownian motion, on kR. It is of course a Gaussian
process, and a Lévy process; much more detailed information with guidance
into the literature may be found in David Applebaum’s lectures in this volume.
Let us agree to call L2(C0) Wiener space for kR; also write KR for the real
Hilbert space L2(R+; kR), and K for its complexification L2(R+; k).

Simple properties of B show that the prescription

1[a,c[ ⊗ e "→ Ee(Bc −Ba) for e ∈ kR, 0 ≤ a < c,

extends uniquely to a linear isometry KR → L2(C0), denoted f "→ b(f). A
further map KR → L2(C0) is defined by

e(f) := exp
{
b(f)− 1

2‖f‖
2
}
.

Exercise. Show that f "→ e(f) defines a minimal Kolmogorov map for the
nonnegative-definite kernel (1.25), in which H is the real Hilbert space KR.
(The part requiring work is the proof of minimality.)

In view of the remarks above on real Fock space, it follows that there is a
unique Hilbert space isomorphism

Fk → L2(C0), (1.29)

mapping ε(f) to e(f) for f ∈ KR. Here we are anticipating the notation (2.1)
This is sometimes called the duality transform.

Exercise. What is the image of ε(f) for a general f ∈ K?

The above construction extends nicely to infinite-dimensional kR.
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Fock-space operators

Returning to Fock space over the (complex) Hilbert space H, let u, v ∈ H, and
T,L ∈ B(H). The prescriptions

1a. a0(u)ε(x) = 〈u, x〉ε(x);
1b. a†0(u)ε(x) = f ′(0) where f : R → Γ (H) is the function s "→ ε(x+ su);
2. n0(L)ε(x) = g′(0) where g : R → Γ (H) is the function s "→ ε(esLx);
3. Γ0(T )ε(x) = ε(Tx);
4. W0(u)ε(x) = exp{− 1

2‖u‖2 − 〈u, x〉}ε(x+ u);
5. Γ0(z, u, T, v)ε(x) = exp{z + 〈v, x〉}ε(Tx+ u);

define closable operators on Γ (H) with domain E(H).

Remarks. In fact the more appropriate condition on L is that it be a c0-
semigroup generator, for example a skew-adjoint operator and thus the gener-
ator of a unitary group. Such operators have domain E(D) where D = DomL.
See the last section of David Applebaum’s notes in this volume for a discussion
of the Lévy-Khintchine formula from a Fock-space viewpoint.

Creation and annihilation operators. Basic facts:

a†0(u) ⊂ a0(u)∗, a
†
0(u) = a0(u)∗, a0(u) = a†0(u)

∗

and
u "→ a†0(u) is linear.

Definition. For u ∈ H define

a(u) := a†0(u)
∗ and a∗(u) := a0(u)∗.

These operators are mutually adjoint and have Γ00(H) as a core, where their
actions are determined by

a(u)v⊗n =
√
n〈u, v〉v⊗(n−1) and

a∗(u)v⊗n =
√
n+ 1P (n+1)(u⊗ v⊗n),

P (n+1) denoting the symmetrising projection defined in (1.17). The canonical
commutation relations (CCR)

a(u)a∗(v) = a∗(v)a(u) + 〈u, v〉I

are easily verified both on Γ00(H) and weakly on E(H) — weakly because
creation operators do not leave E(H) invariant. Some further useful identities
follow:



208 J. Martin Lindsay

a(u) =
√
N + 1d(u) ⊃ d(u)

√
N ; a∗(u) =

√
Nd(u)∗ ⊃ d(u)∗

√
N + 1;

a∗(u)a(u) = Nd(u)∗d(u) = ‖u‖2NPu;

where, with the understanding I−1 := 0 and viewing Γ (H) as a subspace of
Φ(H),

d(u) =
⊕
n≥0

〈u| ⊗ In−1, so that d(u)∗ =
⊕
n≥0

P (n)
(
|u〉 ⊗ In−1

)
,

and Pu is the orthogonal projection onto

Lin {P (n)(u⊗ v⊗(n−1)) : n ≥ 1, v ∈ H}.

Differential second quantisation. Basic facts:

n0(L∗) ⊂ n0(L)∗, n0(L∗) = n0(L)∗

and
L "→ n0(L) is linear.

Definition. For L ∈ B(H) define

dΓ (L) := n0(L).

These operators have Γ00(H) as a core, where their actions are determined by

dΓ (L)v⊗n =
n∑

i=1

v⊗(i−1) ⊗ Lv ⊗ v⊗(n−i)

= nP (n)(Lv ⊗ v⊗(n−1)).

In particular, dΓ (L)ε(0) = 0 and dΓ (I) = N . The commutation relations

dΓ (L)a∗(u) = a∗(u)dΓ (L) + a∗(Lu) (1.30)

are easily verified on Γ00(H).

Second quantisation. Basic facts:

Γ0(T ∗) ⊂ Γ0(T )∗, Γ0(T ∗) = Γ0(T )∗

and
T "→ Γ0(T ) is multiplicative.

Definition. For T ∈ B(H) define

Γ (T ) := Γ0(T ).
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These operators have Γ00(H) as a core where their actions are determined by

Γ (T )v⊗n = (Tv)⊗n.

In particular,

Γ (T )ε(0) = ε(0), Γ (I) = I, Γ (0) = |ε(0)〉〈ε(0)|,

and if T is a contraction then Γ (T ) is a contraction too. Moreover Γ (T ) is
isometric (respectively, coisometric, a projection) if T is. In general, for T �= 0,

Γ (T ) = zN Γ (T̃ )

where z = ‖T‖ and T̃ is the contraction ‖T‖−1T . This said, the notation here
is generally reserved for contractive operators T . The identity

Γ (T )a∗(u) = a∗(Tu)Γ (T )

is easily verified on both Γ00(H) and (through adjoints) on E(H), cf. (1.30).

Fock Weyl operator. Basic fact : In view of the identity

〈W0(u)ε(v),W0(u)ε(w)〉 = 〈ε(v), ε(w)〉,

W0(u) extends uniquely to an isometric operator on Γ (H).

Definition. For u ∈ H define

W (u) :=W0(u).

In terms of the normalised exponential vectors defined in (1.23),

W (u)#(v) = e−i Im 〈u,v〉#(v + u) and #(v) = W (v)ε(0),

from which the Weyl commutation relations are easily seen:

W (u)W (v) = e−i Im 〈u,v〉W (u+ v), W (0) = I.

In particular, W (u) is unitary and W (u)∗ = W (−u).

Exponential operator. Basic facts:

Γ0(z, v, T ∗, u) ⊂ Γ0(z, u, T, v)∗, Γ0(0, 0, I, 0) ⊂ I

and
Γ0(z1, u1, T1, v1)Γ0(z2, u2, T2, v2) = Γ0(z, u, T, v)

where

z = z1 + z2 + 〈v1, u2〉, u = u1 + T1u2, T = T1T2, and v = T ∗
2 v1 + v2.
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The linear span of this family of operators therefore forms a unital *-algebra
within L(E(H)), which includes the previous two classes:

Γ0

(
− 1

2‖u‖2, u, I,−u
)

= W0(u) and Γ0(0, 0, T, 0) = Γ0(T ).

The decomposition

Γ0(z, u, T, v) = ezea
∗(u)Γ0(T )ea(v)

is a nice example of Wick ordering, in which creation is left-most and annihi-
lation is right-most.

Definition. For z ∈ C, u, v ∈ H and T ∈ B(H) define

Γ (z, u, T, v) := Γ0(z, u, T, v).

Note the identity〈
ε(x), Γ (z, u, T, v)ε(y)

〉
= exp

{
z + 〈v, y〉+ 〈x, Ty〉+ 〈x, u〉

}
, (1.31)

which may also be written

〈ε(x), Γ (z, u, T, v)ε(y)〉 = exp〈x̂, Lŷ〉,
in the notation (0.2), where

L =
[
z 〈v|
|u〉 T

]
∈ B(Ĥ).

It is easily checked that Γ is isometric if and only if L takes the form[
iθ − 1

2‖u‖2 〈−V ∗u|
|u〉 V

]
(1.32)

where θ ∈ R and V is isometric.

Exercise. Show that the operator Γ (z, u, T, v) is a contraction if and only if
T is a contraction and (v+T ∗u) = (1−T ∗T )1/2x for some vector x satisfying
‖x‖2 ≤ − 1

2‖u‖2 − Re z.

An invariant domain

For the ‘Fock-space part’ of our operators we shall use exponential domains
almost exclusively. We have mentioned one other useful dense subspace of
Fock space, namely Γ00(H). Here is another:

KH : =
⋂
z∈C

Dom zN (1.33)

=
{
ξ ∈ Γ (H)

∣∣∣ ∑
n≥0

an‖ξn‖2 <∞ for all a > 0
}
, (1.34)

zN being the operator defined in (1.21). A nice feature of this subspace which
contains both E(H) and Γ00(H) is that, as well as lying in the domains of all
the closed operators we have met so far, unlike E(H) or Γ00(H) it is also left
invariant by them.
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Guichardet space

There is an alternative view of Fock space which has been profitable in QS
analysis. For a set S and nonnegative integer n, define

ΓS := {σ ⊂ S : #σ <∞} and Γ (n)
S := {σ ⊂ S : #σ = n}.

Thus Γ (0)
S = {∅} and ΓS is the disjoint union

⋃
n≥0 Γ

(n)
S . Any function f :

S → C determines a product function

πf : ΓS → C, πf (σ) =
∏
s∈σ

f(s). (1.35)

These enjoy obvious properties

πf = πf , πfπg = πfg and |πf |p = π|f |p (p > 0). (1.36)

Moreover, if < is a total order on S and we write Sn
< for {s ∈ Sn : s1 < · · · <

sn}, then we have a bijection

(s1, . . . , sn) "→ {s1, . . . , sn}, Sn
< → Γ

(n)
S .

Now let S = I, a subinterval of R+. Restricting Lebesgue measure on In in-
duces a measure on Γ (n)

I , for each n, and thereby a measure on ΓI by letting
∅ be an atom of unit measure. Integration with respect to this measure is de-
noted

∫
· · · dσ. If f and f ′ are measurable functions I → C which agree almost

everywhere then πf and πf ′ are measurable and agree almost everywhere too.
If f : I → C is integrable then so is πf , moreover∫

πf (σ) dσ = e
∫

f(s)ds.

Combining these two facts with (1.36) shows that f "→ πf defines maps
Lp(I) → Lp(ΓI), for 1 ≤ p ≤ ∞, satisfying∫

πf (σ)πg(σ) dσ = e
∫

f(s)g(s)ds for f ∈ Lp(I), g ∈ Lp′
(I),

when p and p′ are conjugate exponents. In particular,

〈πf , πg〉 = e〈f,g〉 for f, g ∈ L2(I).

Exercise. Show that
{
πf : f ∈ L2(I)

}
is total in GI := L2(ΓI).

For analysis in Guichardet space the following identity, known as the
integral-sum formula, is fundamental:∫

Γ

dσ
∑
α⊂σ

F (α, α) =
∫
dα

∫
dβ F (α, β)

for integrable, or nonnegative and measurable, functions F , where α denotes
σ \ α.
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Exercise. Prove it (first) for product functions.

We next address the question of how to extend this to vector-valued func-
tions. Let KI = L2(I; k) = L2(I) ⊗ k, for a Hilbert space k. Recalling the
notation (1.18) for full Fock space, define

Gk,I :=
{
F ∈ L2

(
ΓI ;Φ(k)

)
: F (σ) ∈ k⊗#σ for a.a. σ

}
,

and, for f ∈ KI and σ ∈ ΓI ,

πf (σ) =

{
f(s1)⊗ · · · ⊗ f(sn) if σ = {s1 < · · · < sn}
1 if σ = ∅.

As for F (see (2.1) below) we drop subscripts when k = C, respectively I =
R+.

Exercise. Show that πf ∈ Gk,I and that f "→ πf defines a minimal Kol-
mogorov map for the nonnegative-definite kernel (1.25), now for H = KI .

The map πf → εf (f ∈ KI) therefore extends uniquely to a Hilbert space
isomorphism

Gk,I
∼= Fk,I (1.37)

where Fk,I denotes the symmetric Fock space Γ (KI).
Combining the above isomorphism with the duality transform (1.29), in

case k = C and I = R+, one may ask how multiplication of random variables in
L2(C0) looks when transformed to G. This has the following elegant answer.
Let F,G ∈ K, the domain (1.33) for H = L2(R+). Then the integral-sum
convolution

σ "→
∑
α⊂σ

∫
Γ

dω F (α ∪ ω)G(ω ∪ α)

defines an element F ∗G ∈ K and, if ̂ denotes the duality transform (1.29),
but now viewed as a map G → L2(C0), then

F̂ ∗G = F̂ Ĝ.

Exercise. (Open-ended.) Deconstruct the following statement of duality. Every
element of Wiener space is expressible in the form

∫
Γ

F (σ) dBσ

for a unique F ∈ G.

In fact this may be done for Poisson space, and more generally for normal mar-
tingales enjoying the chaotic representation property, each giving a product
on Guichardet space.
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Notes

Positivity is key, both in noncommutative probability and in the theory of
operator algebras. There are now many texts on operator algebras: [Mur1],
[Sun] and [Weg] are particularly accessible; [Dix1,2], [Ped], [Sak], [StZ] and
[Tak] are the classics; and [KR1,2] is very much geared to the student, with
carefully worked solutions to all of its exercises provided in [KR3,4]. Johan
Kustermans has provided a nice introduction in the first section of his notes
in this volume; for another see [Sau].

The use of Kolmogorov maps in the quantum theory of open systems
was forcefully advocated in the ‘little red book’, [EvL]. A Hilbert C∗-module
generalisation of Kolmogorov maps may be found in [Mur2]; this is useful in
the context of C∗-algebraic dilations.

For the theory of operator spaces there are two fine books that have re-
cently appeared: [EfR], [Pis]. Also an early book on the subject has recently
appeared in expanded and updated form: [Pau]. Matrix spaces were intro-
duced in [LW3]; Example 1.23 has been extracted from there, and modified.
When h = l2, M(h;V)b is completely isometric to an operator space of infi-
nite matrices:

{
x ∈ MN(V) : ‖x‖ := supN ‖x[N ]‖ < ∞

}
where x[N ] ∈ MN (V)

denotes the top-left N × N truncation of x (see [EfR]). Whereas these have
been defined for abstract operator spaces but concrete coefficients, the ma-
trix spaces used in these notes involve abstract Hilbert spaces from which the
coefficients come, but concrete operator spaces. The two have a satisfactory
fusion in the form of a fully abstract matrix space ([LSa]).

Useful information on unbounded operators is collected in the appendix
of Johan’s notes in this volume; for a thorough treatment of the basics (for
Hilbert-space operators) the final chapter of [RS1] is recommended. For c0-
semigroups [Dav] is recommended, [RS2] has a useful section and [HiP] is the
classic text.

Good sources on Fock-space operators and the canonical commutation
relations (CCR) and canonical anticommutation relations (CAR) are [EvL],
[BR2], [Pet] and [Fan]; see also [EvK], which incorporates much of [EvL]. Fock
space ([Foc]) was put on a sound mathematical footing in [Coo]. There is
also a duality transform for anti-symmetric Fock space ([Seg]) whose image is
the (tracial) noncommutative L2-space of the Clifford process—an anticom-
muting/Fermionic analogue of the Wiener process having its own stochastic
calculus ([BSW1]). There is now a duality transform for full Fock space too,
whose image is the noncommutative L2-space of the Wigner process—an ana-
logue of the Wiener process in ‘free probability’ (see [VDN] and the lectures by
Ole Barndorff-Nielsen and Steen Thorbjørnsen in the second volume of these
notes). This too has its own stochastic calculus (see [BiS] and the lecture
notes [Spe]).

Guichardet space (under another name!) is expounded in [Gui] and, for
vector-valued functions, in [Sch]. Its basic properties, including the integral-
sum convolution formula for Wiener space products ([Maa]), are described in
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the lecture notes [L7]. These notes include applications to hypercontractivity
estimates ([L5], [LMe]; see the lectures of David Applebaum in this volume)
and cohomological deformation of the Wiener product ([LP1]). For an intro-
duction to normal martingales enjoying the chaotic representation property,
see the last section of the lecture notes [Eme].

2 QS Processes

In this section (Hilbert-space) operator processes and (operator-space) map-
ping processes are defined, and examples are given to illustrate the definitions.
Quantum stochastic martingales are also defined. The first part of the section
concerns the choice of domain for quantum stochastic processes. For these
notes exponential domains are used exclusively. In this context a useful den-
sity result is proved.

We need Hilbert spaces h1, h2 for the action and a Hilbert space k governing
the dimension of the noise which we fix from now on and refer to as the ‘noise
dimension space’.

For any subinterval I of R+ we write

KI := L2(I; k), Fk,I := Γ (KI) and Ωk,I := ε(0) in Fk,I , (2.1)

dropping the subscript I when I = R+, and dropping the subscript k when
k = C. The exponential property (1.26), applied to the orthogonal direct-sum
decomposition

K = K[0,s[ ⊕ K[s,t[ ⊕ K[t,∞[

for t ≥ s ≥ 0, yields the tensor product decomposition

h⊗Fk = h⊗Fk,[0,s[ ⊗Fk,[s,t[ ⊗Fk,[t,∞[, (2.2)

for each Hilbert space h. We shall use such identifications all the time, and
shall take it to infinitesimal extremes: “t = s + ds, ds > 0”. The family
(Fk,[0,t[)t≥0 gives the basic example of an Arveson product system of Hilbert
spaces (see Rajarama Bhat’s lectures in this volume).

2.1 Exponential domains

Exponential domains have proved highly convenient for the definition, con-
struction and analysis of noncommutative stochastic processes defined on a
Fock space; we shall largely use such domains here. For this purpose we need
our domains to respect decompositions such as (2.2).

Definition. A k-admissible set is a subset S of K such that

(a) E(S) is dense in Fk, and
(b) f ∈ S, t ≥ 0 ⇒ f[0,t[ ∈ S.
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In particular, 0 ∈ S for a k-admissible set S.

Remark. In the past further properties have been incorporated into the def-
inition of admissibility. Sometimes it is useful to assume that S is linear, or
at least closed under small scalar multiples. It is often convenient to assume
that S consists of locally essentially bounded functions.

Apart from K itself, and the set S = {f ∈ (L2∩L∞
loc)(R+; k) | dim f <∞},

where dim f denotes the minimum dimension of the linear span of the range
of f in k for (measure) representatives of f , a very useful class of admissible
sets arises as follows. For any subset A of k define EA := E(SA) where

SA := {f ∈ S : f is A-valued},

and S denotes the set of step functions, i.e. Lin {e[0,t[ : e ∈ k, t ≥ 0}.
Proposition 2.1. Let T be a total subset of the Hilbert space k containing 0.
Then ET is dense in Fk.

Proof. Denote the collection of bounded subintervals of R+ by I and let A
be the closed convex hull of T. First note that, for t ∈ [0, 1] and c, d ∈ k,
if Jn =

⋃
k Jk,n where Jk,n = [k2−n, (k + t)2−n[ then the sequence (c1Jn

+
d1Jc

n
) converges weakly in K to (tc+ (1− t)d) 1[0,1]. By rescaling, shifting and

taking sums and limits, it follows that each element of SA may be weakly
approximated by a sequence from ST. It follows from the exponential relation
〈ε(f), ε(g)〉 = e〈f,g〉, and the density of E (K) in Fk, that the exponential map
f "→ ε(f) is weakly continuous on bounded sets. Therefore, since the weak
and strong closure of convex subsets of a Hilbert space coincide, ET ⊃ EA.
Thus

ε(t1c11I1 + · · ·+ tncn1In
) ∈ ET

for any n ∈ N and (t, c, I) ∈ [0, 1]n × Tn × In with {Ij} disjoint. Now {c1I :
c ∈ T, I ∈ I} is obviously total in K and, since the generalised diagonal
{s ∈ R

n : si = sj for some i �= j} is Lebesgue null, it is not hard to see that
the set

{c11I1 ⊗ · · · ⊗ cn1In
: (c, I) ∈ Tn × In, {Ij} disjoint}

is total in K⊗n. The result therefore follows from the identity

√
n!P (n) (c11I1 ⊗ · · · ⊗ cn1In

) =
∂n

∂t1 · · · ∂tn

∣∣∣∣
t=0

ε(t1c11I1 + · · ·+ tncn1In
),

where P (n) is the symmetrising projection (1.17). ��
Example 2.2. Let k = C, so that K = L2(R+). Then elements of K∨n may be
viewed as symmetric functions of n variables from R+. Consider the function
defined on {(x, y, z) ∈ (R+)3 | 0 ≤ x ≤ y ≤ z} by

g(x, y, z) =

{
1 if y ≤ (x+ z)/2
−1 otherwise.
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Exercise. Show that symmetric extension of g yields an element of K∨3 which
is orthogonal to all vectors of the form ε(1[a,b[).

This example shows that indicator functions of intervals alone will not do.

Convention. When the admissible set is such that each element has a right-
continuous version, such as for ST, we shall use that representative.

2.2 Operator processes

We are ready for the basic definition.

Definition. For a k-admissible set S, dense subspace D of h1 and second
Hilbert space h2, an h1-h2-process with domain D⊗E(S) is a family X =
(Xt)t≥0 of operators h1⊗Fk → h2⊗Fk, each having domain D⊗E(S), which is
(Lebesgue) weak operator measurable in t satisfies the adaptedness condition:

Xt = X(t)⊗I ′ (2.3)

for an operator X(t) : h1 ⊗ Fk,[0,t[ → h2 ⊗ Fk,[0,t[ with domain D⊗E(S|[0,t[),
where I ′ is the restriction of Ik,[t,∞[ to E(S|[t,∞[).

Thus EΩXtEΩ = X(t) where Ω = Ωk,[t,∞[, and

〈uε(f),Xtvε(g)〉 = 〈uε(f[0,t[),Xtvε(g[0,t[)〉 exp〈f[t,∞[, g[t,∞[〉 (2.4)

for all u ∈ h2, v ∈ D, f ∈ K and g ∈ S.

Remark. For weak operator measurability it suffices to check that 〈ξ,Xtε〉 is
Lebesgue measurable in t for (ε ∈ D⊗E(S) and) ξ running through any total
subset of h2⊗Fk, such as D′⊗E(S′) where D′ is dense and S′ is k-admissible.

Two h1-h2-processes X and Y with domain D⊗E(S) are identified if

∀ξ ∈ h2 ⊗Fk, ε ∈ D⊗E(S) 〈ξ,Xtε〉 = 〈ξ, Ytε〉 for a.a. t.

Thus a process may properly be viewed as an element of the vector space
L(D⊗E(S);L0

w(R+; h2⊗Fk)) , where L0
w denotes measure equivalence classes

of weakly measurable functions. The collection of such processes is denoted

P(D⊗E(S); h2 ⊗Fk), (2.5)

or simply P(D⊗E(S)) when h2 = h1.

Adjoint processes

Suppose that X ∈ P(D⊗E(S); h2 ⊗ Fk) and X† ∈ P(D′⊗E(S′); h1 ⊗ Fk) for
subspaces D of h1 and D′ of h2, and k-admissible sets S and S′. If, for all
ε′ ∈ D′⊗E(S′), ε ∈ D⊗E(S),

〈X†
t ε

′, ε〉 = 〈ε′,Xtε〉 for a.a. t

then (X†,X) is referred to as an adjoint pair of processes.
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Process types

Let X ∈ P(D⊗E(S); h2 ⊗ Fk) for some dense subspace D of h1, k-admissible
subset S and Hilbert spaces h1, h2 and k. Recall the operator measurabil-
ity definitions on page 198. The process X is called measurable (respectively,
continuous) if it is a (Lebesgue) strong operator measurable (respectively con-
tinuous) function of t. Thus a process X is measurable if and only if t "→ Xtε
is (a.e.) separably valued, for each ε ∈ D⊗E(S). In particular, measurabil-
ity is automatic if both h2 and k have countable dimensions; in any case all
continuous processes are measurable.

A process X is bounded (respectively, contractive, isometric, etc.) if each
Xt enjoys that property. We use the notation Pb(h1 ⊗Fk; h2 ⊗Fk), or simply
Pb(h⊗Fk) when h2 = h1 = h, for the space of bounded processes.

Example 2.3 (Time reversal process). Let (rt)t≥0 be the family of operators
on K given by

(rtf)(s) =

{
f(t− s) for 0 ≤ s < t
f(s) for s ≥ t

.

Then second quantisation:

Rt = Ih ⊗ Γ (rt), t ≥ 0,

defines a bounded, continuous h-process, called the reflection process, or time
reversal process.

If V is an operator space in B(h1; h2) then P(D⊗E(S); h2 ⊗ Fk)V denotes
the collection of h1-h2-processes X with domain D⊗E(S) satisfying

EξXtEε ∈ V for all ξ ∈ Fk, ε ∈ E(S), (2.6)

in other words Xt ∈ M(Fk, E(S);V) (see Subsection 1.1). We refer to these as
operator processes in V.

Further remarks on domains

The care we are taking with domains reflects two facts of QS life. Firstly we
must deal with processes consisting of unbounded operators — for example
the fundamental processes to be reviewed shortly, and QS integrals formed
from these. Secondly, even when our processes are bounded the fact that
exponential domains reflect the continuous tensor product structure of Fock
space so precisely makes it often convenient to consider all processes on the
same domain.

That said, other aspects — particularly algebraic questions — demand
the handling of more general domains. For example we cannot suppose that
processes of interest leave an exponential domain invariant, so the operator
composition of processes is problematic. However, one can get around this
limitation to a surprising extent by considering inner products of exponential
vectors acted upon by processes, 〈Xtε, Ytε

′〉, as a substitute for composition.
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Martingales

The time-s conditional expectation of an operator T : h1⊗Fk → h2⊗Fk with
domain D⊗E(S) is defined by

Es[T ] = T (s)⊗IFk,[s,∞[ |D⊗E(S), where

T (s) = EΩTEΩ , Ω = Ωk,[s,∞[ ∈ Fk,[s,∞[.

Example 2.4. Let T = |ε(f)〉〈ε(g)| where f, g ∈ K. Then

Es[T ] =
∣∣ε(f |[0,s[

)〉〈
ε
(
g|[0,s[

)∣∣⊗ I[s,∞[. (2.7)

A process X ∈ P(D⊗E(S); h2 ⊗ Fk) is a martingale if, for u ∈ h2, v ∈
D, f ∈ k and g ∈ S,

〈uε(f[0,s[), (Xt −Xs)vε(g[0,s[)〉 = 0 for s < t, (2.8)

(cf. (2.4)). The collection of h1-h2-martingales with given domain forms a
subspace of the space of processes.

Complete martingales. In view of the tower property of conditional expec-
tations

Es ◦ Et = Es for s ≤ t,
any operator T : h1 ⊗ Fk → h2 ⊗ Fk with domain D⊗E(S) determines a
martingale in P(D⊗E(S); h2 ⊗Fk) by

Xt = Et[T ].

Thus, for example, (2.8) defines a complete martingale (until f and g are
replaced by locally square-integrable functions).

Annihilation. With h1 = C, h2 = k and S = K = L2(R+)⊗ k,

Xtε(f) = E1[0,t[f ⊗ ε(f)

defines a process satisfying

(Xt −Xs)ε(f[0,s[) = E1[s,t[f[0,s[ ⊗ ε(f[0,s[) = 0,

so (2.8) is satisfied and X is a martingale. As a slight variant of this, if h2 = C

then
a(g[0,t[), where g ∈ L2

loc(R+; k), (2.9)

defines a martingale A〈g|. Here L2
loc denotes locally square-integrable.

Adjoint martingales. If a martingale X has an adjoint h2-h1-process X†

with domain D′⊗E(S′), then X† is a martingale too.
Creation processes. As a basic example of an adjoint martingale let h1 =

h2 = C and S = k again, then
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a∗(g[0,t[), where g ∈ L2
loc(R+; k)

defines a martingale A∗
|g〉, adjoint to the martingale A〈g|.

Preservation and Number/Exchange processes. With k = C so that K =
L2(R+), using Guichardet space (see page 211),

(Ntξ)(σ) = #
(
σ ∩ [0, t]

)
ξ(σ), ξ ∈ h⊗E(K) (2.10)

defines an essentially self-adjoint martingale. This generalises as follows. Keep-
ing h1 = h2 = C and S = K,

dΓ (R[0,t[), where R ∈ L∞
loc(R+;B(k)),

defines a martingale NR. Here L∞
loc denotes essentially locally bounded and

strong operator measurable (see page 198).

Quantum stochastic integration provides a very rich source of further examples
of martingales. The above ones may then be seen as quantum Wiener integrals:

A
〈g|
t =

∫ t

0

〈g(s)| dAs, NR,t =
∫ t

0

R(s) dNs and A∗
|g〉,t =

∫ t

0

|g(s)〉 dA∗
s .

Quantum Brownian motion

Brownian motion, the prototype continuous-time classical stochastic process,
has many symmetries. For example time reversal, spatial reflection, trans-
lation and (in multidimensions) rotation too. Quantum Brownian motion is
distinguished by having a further one, namely gauge symmetry.

Set
Aθ

t = Γ ∗
θAtΓθ and Qθ

t = Aθ
t + (Aθ

t )∗,

where At = a
(
1[0,t[

)
and Γθ = Γ

(
eiθI

)
. Writing Q for Q0 then, under the

duality transform (1.29) Qt corresponds to the multiplication operator MBt

(t ≥ 0). In this way the commutative algebra of bounded random variables
L∞(C0) is realised as a von Neumann subalgebra of B(F) (case d = 1, so
k = C). This begins to justify the following terminology. Quantum Brownian
motion is the noncommuting family of classical Brownian motions {Qθ : θ ∈
[0, 2π[}. It is a paradigm example of a quantum Lévy process, although you
will meet a somewhat different definition in other lectures in these volumes.

2.3 Mapping processes

Recall the definition of operator processes in an operator space (see page 217).
For an operator space V in B(h1; h2) define

P
(
V,D⊗E(S)

)
:= L

(
V; P(D⊗E(S); h2 ⊗Fk)V

)
,
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the space of processes on V with noise dimension space k. A process k is
measurable (respectively, continuous) if the operator process t "→ kt(x) enjoys
that property, for each x ∈ V.

Let Pb(V, k) and, more importantly Pcb(V, k), denote respectively the
subspaces of bounded and completely bounded processes k on V, defined as
those processes k for which each kt is bounded, respectively completely
bounded V → V ⊗M B(Fk). Also important for us are completely contrac-
tive processes and, when V is a C∗-algebra, completely positive and especially
*-homomorphic processes. The latter will provide dilations of quantum dy-
namical semigroups; the former provide an excellent framework for building
and analysing such dilations.

Example 2.5 (Pure number process). Let k = C and let ψ ∈ B(V) for an
operator space V. Then a bounded process on V is defined by

kt = ψNt ,

where N is the one-dimensional number process (2.10), in the following sense:
again using Guichardet space,

(
kt(x)f

)
(σ) = ψ#(σ∩[0,t])(x)

(
f(σ)

)
. (2.11)

For each element x ∈ V, if s ≤ t then
(
kt(x)−ks(x)

)
vanishes on G[0,s[⊗Ω[s,∞[,

so
(
kt(x)

)
t≥0

is a martingale. We shall see, in Example 5.3 below, that it is
also a ‘Markovian cocycle’ with a good infinitesimal description, and also that
it generalises nicely to multidimensional noise.

In the above example the discrete semigroup (ψn)n≥0 on V is randomised. See
page 244 for a discussion of randomising continuous-time groups.

Regularity of processes

Let S and S′ be k-admissible sets, D a dense subspace of a Hilbert space h1

and V an operator space. Then X ∈ P
(
D⊗E(S); h2 ⊗ Fk

)
is S′-weakly regu-

lar (respectively, strongly regular) if, for all g ∈ S and f ∈ S′, Eε(f)XtEε(g)

(respectively, XtEε(g)) is bounded, with norms locally bounded in t; sim-
ilarly, k ∈ P(V,D⊗E(S)) is weakly regular (respectively, strongly regular)
if Eε(f)kt( · )Eε(g) (respectively, kt( · )Eε(g)) is bounded, with norms locally
bounded in t.

These conditions arise naturally in the theory of quantum stochastic dif-
ferential equations. The processes we are most interested in are contractive
and thus automatically strongly regular.

Notes

The density result for exponential vectors of indicator functions, Proposi-
tion 2.1, was first proved in [PSu] (for dim k = 1 and T = {0, 1}) using
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a classical martingale convergence argument. A wholly different proof, from
a characterisation of minimality for quantum stochastic dilations, was given
in [Bha]. The elementary proof given here is an adaptation of the proof in [Ske],
exploiting an observation in [Arv]. Example 2.2, showing that indicator func-
tions of intervals won’t do, is from [FeL]. A nice interpolation between these
facts is given in [AtB], in the form of a characterisation of the orthogonal
complement of the set

{
ε(1B)

∣∣B is a union of at most n intervals
}
. For the

question of overcoming the limitation of exponential domains not being in-
variant under the action of most processes, see the notes to the next section.

There is an elegant treatment of symmetries of classical Brownian motion
in [Hid]. Quantum Brownian motion is axiomatised in [CoH]; for its origin
in the physics literature see [Sen]. The standard one defined here has mini-
mal variance for compliance with Heisenberg uncertainty, and this makes it
degenerate in various respects (see [HL1], [HL3]). Non-gauge-invariant quan-
tum Brownian motions are important too. These arise from squeezed states
in quantum optics (see [HHKKR]). There are now many other processes that
may be considered as noncommutative ‘Brownian motions’, for example the
Wigner process in free probability theory (see [BiS]).

For an interesting explanation of why there are only the three quantum
noises (in Fock space, with one dimension of noise) of creation, preservation
and annihilation see [Coq1].

3 QS Integrals

In this section quantum stochastic integrals are defined and the so-called Fun-
damental Formulae are established, which include the quantum Itô product
formula. These are based on what is here termed the fundamental observation
and estimate, involving the Hitsuda-Skorohod integral and its compatibility
with exponential domains. The versatility of QS analysis is then illustrated
by a demonstration of how Fermi fields may be realised as QS integrals. This
is remarkable since QS integrals may naturally be viewed as a generalisa-
tion of free Bose fields in which ‘smearing’ is by operator-valued functions
rather than vector-valued test functions. The section ends with a treatment
of iterated quantum stochastic integrals, which are applied in the following
sections to solve quantum stochastic differential equations and establish alge-
braic properties of solutions. Iterated QS integrals are finding further fruitful
application in current research.

3.1 Abstract gradient and divergence

Let Γ be the symmetric Fock space over a Hilbert space H. Define

Psym : H⊗ Γ → Γ

by continuous linear extension of the prescription
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u⊗ v⊗n "→ (n+ 1)−1
n∑

i=0

v⊗i ⊗ u⊗ v⊗(n−i).

Note that
H⊗ Γ =

⊕
n≥0

H⊗ H∨n ⊂ Φ(H),

and Psym is the restriction of the orthogonal projection Φ(H) → Γ (H), defined
via (1.17).

The divergence operator

S :=
√
NPsym

is closed, since it is a closed operator times a bounded operator, and is densely
defined, since its domain contains the simple tensors of the form u ⊗ v⊗n

(n ≥ 0, u, v ∈ H) which are total in H⊗ Γ . The gradient operator

∇ := S∗

is therefore also closed and densely defined.

Proposition 3.1. For a Hilbert space H,

(a) The following relations hold :

S ⊃ Psym

(
IH ⊗

√
N + 1

)
; Dom∇ = Dom

√
N ; and S ∇ = N.

(b) For v ∈ H,
∇ε(v) = v ⊗ ε(v).

(c) For z1, z2 ∈ Dom
(
IH ⊗

√
N
)

〈Sz1,Sz2〉 = 〈z1, z2〉+
〈
(IH ⊗∇)z1, (Π ⊗ IΓ )(IH ⊗∇)z2

〉
, (3.1)

where Π denotes the tensor flip on H⊗ H.

Proof (Sketch). Let u, u1, . . . , v2, w ∈ H.
1. If z = u⊗ v⊗n then

Psym

(
IH ⊗

√
N + 1

)
z =

√
n+ 1Psymz =

√
NPsymz.

2. Note the simple identity

〈ε(u), Nε(v)〉 =
∑
n≥1

1
n!
〈u⊗n, n v⊗n〉

= 〈u, v〉〈ε(u), ε(v)〉 = 〈u⊗ ε(u), v ⊗ ε(v)〉.

3. If z = u⊗ ε(v) then



Quantum Stochastic Analysis 223

Sz = Psym

(√n+ 1
n!

u⊗ v⊗n
)

n≥0
,

so

〈Sz, ε(w)〉 =
∑
n≥0

√
n+ 1
n!

1√
(n+ 1)!

〈u⊗ v⊗n, w⊗(n+1)〉

=
∑
n≥0

1
n!
〈u,w〉〈v, w〉n

= 〈z, w ⊗ ε(w)〉.

4. If zi = ui ⊗ ε(vi) for i = 1, 2 then, since

〈
u1 ⊗ v⊗n

1 ,

n∑
i=0

v⊗i
2 ⊗ u2 ⊗ v⊗(n−i)

2

〉

= 〈u1 ⊗ v⊗n
1 , u2 ⊗ v⊗n

2 〉+ n〈u1, v2〉〈v1, u2〉〈v1, v2〉n−1,

so

〈Sz1,Sz2〉 =
∑
n≥0

n+ 1
n!

1
n+ 1

〈
u1 ⊗ v⊗n

1 ,

n∑
i=0

v⊗i
2 ⊗ u2 ⊗ v⊗(n−i)

2

〉

= 〈z1, z2〉+
〈
u1 ⊗ v1 ⊗ ε(v1), v2 ⊗ u2 ⊗ ε(v2)

〉

= 〈z1, z2〉+
〈
(IH ⊗∇)z1, (Π ⊗ IΓ )(IH ⊗∇)z2

〉

since ∇ε(vi) = vi ⊗ ε(vi). ��

Exercise. Show that C is a core for each of the operators ∇, N and
√
N ,

and that H⊗C is a core for S, when C is either Γ00(H) or E(H), and convert
the above sketch into a complete proof.

Remark. In less abstract settings (3.1) is known as the Skorohod isometry
(after Itô isometry, which is actually an isometric relation!).

Exercise. Let z ∈ DomS. Show that, for any orthogonal projection Q in
B(H),

(Q⊗ IΓ )z ∈ DomS and ‖S(Q⊗ IΓ )z‖ ≤ C(z) +
√

3‖Sz‖,

where C(z) is a constant independent of Q.
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3.2 Hitsuda, Skorohod, Malliavin and Bochner

Now take K := L2(R+; k) (as in Section 2) for the Hilbert space H, so that
Γ = Fk, and add a further Hilbert space h into the fray. Using tensor flips
define

Psym : K⊗ h⊗Fk → h⊗Fk

and
S = (Ih ⊗

√
N)Psym.

Thus ∇ = S∗ now satisfies

∇(u⊗ ε(f)) = f ⊗ u⊗ ε(f). (3.2)

In this context S is called the Hitsuda-Skorohod integral and ∇ is the gradient
operator of Malliavin calculus.

For z ∈ DomS, ξ ∈ Dom∇ and t > 0, the following (a.e.) notation is used:

Stz for S(z[0,t[) and ∇tξ for (∇ξ)t,

where we view K⊗ h⊗ Fk as L2(R+; k⊗ h⊗ Fk), and place the argument of
such functions as subscripts. Note that an exercise at the end of the previous
subsection ensures that the former is defined, in other words that Skorohod
integrability implies local Skorohod integrability. Also define adapted spaces
Lp

ad(R+;H⊗Fk), for any Hilbert space H and p ≥ 1, by
{
ϕ ∈ Lp(R+;H⊗Fk)

∣∣∣ ϕt = ϕ(t)⊗Ωk,[t,∞[ where ϕ(t) ∈ H⊗Fk,[0,t[ for a.a. t
}
,

and let Pad be the orthogonal projection onto this subspace of L2(R+;H⊗Fk),
when p = 2.

Let us revisit the Skorohod isometry. Note the identifications

K⊗2 ⊗ h⊗Fk = L2
(
(R+)2; k⊗2)⊗ h⊗Fk = L2

(
(R+)2; k⊗2 ⊗ h⊗Fk

)
.

Proposition 3.2. Let z, w ∈ Dom (IK⊗h ⊗
√
N). Then

〈Sz,Sw〉 = 〈z, w〉+
∫
ds

∫
dt
〈
∇tzs, (π ⊗ Ih⊗Fk

)∇swt

〉
(3.3)

where π is the tensor flip on k⊗ k.

Proof. In view of the Skorohod isometry already proved it suffices to check
that the tensor flip and integration variables are correctly arranged. For
this (by sesquilinearity) we need only check with elementary tensors from
K⊗h⊗E(K). If z = g ⊗ u ⊗ ε(f) and w = g′ ⊗ u′ ⊗ ε(f ′) then (IK ⊗ ∇)z =
g ⊗ f ⊗ u⊗ ε(f) and similarly for w, so
(
(IK ⊗∇)z

)
(s, t) = g(s)⊗ f(t)⊗ u⊗ ε(f) = ∇tzs, and(

(Π ⊗ Ih⊗Fk
)(IK ⊗∇)w

)
(s, t) = f ′(s)⊗ g′(t)⊗ u′ ⊗ ε(f ′) = (π ⊗ Ih⊗Fk

)
∇swt.

The result follows. ��
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We are now ready for what now, in retrospect, may be considered the
fundamental observation and estimate for quantum stochastic analysis.

Theorem 3.3. Let x ∈ L2
ad(R+; k⊗ h⊗Fk) with xt = x(t)⊗Ωk,[t,∞[ for a.a.

t ≥ 0, let f ∈ K, and let z ∈ L2(R+; k⊗ h⊗Fk) = K⊗ h⊗Fk be given by

zt = x(t)⊗ ε
(
f
∣∣
[t,∞[

)
, for a.a. t ≥ 0. (3.4)

Then z ∈ DomS and
‖Sz‖ ≤ Cf‖z‖ (3.5)

where
Cf = ‖f‖+

√
1 + ‖f‖2. (3.6)

Proof. Let x = Padx
′ where x′ ∈ L2(R+; k ⊗ h ⊗ Fk) = K ⊗ h ⊗ Fk. First

suppose that x′ = G ⊗ ε(h) where G ∈ K ⊗ h = L2(R+; k ⊗ h) and h ∈ K.
Then z has the form

zt = G(t)⊗ ε(k[t]) where k[t] = h[0,t[ + f[t,∞[.

Using the identity ‖
√
Nε(v)‖ = ‖v‖ ‖ε(v)‖,

∫
dt ‖G(t)⊗

√
Nε(k[t])‖2 =

∫
dt ‖G(t)‖2‖k[t]‖2‖ε(k[t])‖2

=
∫
dt ‖zt‖2

(
‖h[0,t[‖2 + ‖f[t,∞[‖2

)

≤
(
‖h‖2 + ‖f‖2

)
‖z‖2

<∞,

so z ∈ Dom (IK⊗h ⊗
√
N). Next let x′ ∈ K0⊗ h ⊗ E(K) where K0 is the

subspace of K consisting of functions with compact essential support. Then
z ∈ Dom (IK⊗h ⊗

√
N) so z[0,t[ ∈ Dom (IK⊗h ⊗

√
N) ⊂ DomS, and

‖Stz‖ = ‖Sz[0,t[‖ ≤
∥∥(IK⊗h ⊗

√
N + I

)
z[0,t[

∥∥ ≤ ∥∥(IK⊗h ⊗
√
N + I

)
z
∥∥,

for all t ≥ 0. Now, setting yt = supr≤t ‖Srz‖, Proposition 3.2 and the mutual
adjointness of ∇ and S imply that

‖Stz‖2 − ‖z[0,t[‖2

=
∫ t

0

dr

∫ t

0

ds
〈
∇szr, (π ⊗ Ih⊗Fk

)∇rzs
〉

=
∫∫

0<s<r<t

dsdr
〈
(π ⊗ Ih⊗Fk

)∇szr, f(r)⊗ zs
〉

+
∫∫

0<r<s<t

drds
〈
f(s)⊗ zr, (π ⊗ Ih⊗Fk

)∇rzs
〉
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=
∫ t

0

dr 〈zr, f(r)⊗ Srz〉+
∫ t

0

ds 〈f(s)⊗ Ssz, zs〉

=
∫ t

0

dr 2Re 〈zr, f(r)⊗ Srz〉

≤ 2‖z[0,t[‖ ‖f[0,t[‖ yt.

Since t "→ ‖z[0,t[‖, ‖f[0,t[‖ are nondecreasing functions, this implies that

y2t ≤ a2t + 2atbtyt, or (yt − atbt)2 ≤ a2t (1 + b2t ),

for at = ‖z[0,t[‖ and bt = ‖f[0,t[‖, and so

‖Stz‖ ≤ ‖z[0,t[‖
(
‖f[0,t[‖+

√
1 + ‖f[0,t[‖2

)
≤ Cf‖z‖,

for each t. Therefore, since z has compact support, (3.5) holds when x = Padx
′

for such x′. Finally let x′ ∈ K⊗h⊗Fk be arbitrary. Since S is a closed operator
the result follows by approximating x′ from the dense subspace K0⊗h⊗E(K).

��

Corollary 3.4. Let z be as in the previous theorem. Then z[s,t[ ∈ DomS for
each s < t, and the map t "→ Stz is continuous R+ → h⊗Fk. Moreover

Stz = y(t)⊗ ε(f
∣∣
[t,∞[

)

where y(t) ∈ h⊗Fk,[0,t[.

Proof. The first part follows from the fact that, for 0 ≤ s ≤ t, z[s,t[ also has
the form (3.4), and so

‖Stz − Ssz‖ = ‖S(z[s,t[)‖ ≤ Cf‖z[s,t[‖ = Cf

(∫ t

s

dr‖zr‖2
)1/2

.

The second part follows since
〈
u⊗ ε(h),S(z[0,t[)

〉

=
∫ t

0

ds
〈
h(s)⊗ u⊗ ε(h), x(s)⊗ ε(f

∣∣
[s,∞[

)
〉

=
∫ t

0

ds
〈
h(s)⊗ u⊗ ε(h|[0,t[), x(s)⊗ ε(f

∣∣
[s,t[

)〉〈ε(h[t,∞[), ε(f[t,∞[)〉

=
∫ t

0

ds
〈
u⊗ ε(h|[0,t[), Eh(s)x(s)⊗ ε(f

∣∣
[s,t[

)〉〈ε(h[t,∞[), ε(f[t,∞[)〉.

��
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Along with the Skorohod integrals, which are stochastic, there are Bochner
integrals, which are simply vector-valued integrals in time. Thus for z ∈
L1(R+; h⊗Fk), define

T z :=
∫
ds z(s)

and for z ∈ L1
loc(R+; h⊗Fk), define

Ttz := T (z[0,t[).

Clearly t "→ Ttz is continuous R+ → h⊗Fk.
The next result is also fundamental. It is an integration-by-parts formula

for time and Hitsuda-Skorohod integrals of processes of the special type that
arise in quantum stochastic calculus. It will give us an Itô product formula
for quantum stochastic integrals.

Recall the notation

k̂ = C⊕ k, ĉ =
(

1
c

)
, f̂(s) = f̂(s)

for c ∈ k and any k-valued function f .

Theorem 3.5. Let f ∈ L2(R+; k), and let z0 ∈ L1(R+; h ⊗ Fk) and z1 ∈
L2(R+; k⊗ h⊗Fk) be of the form

zi
t = xi

t ⊗ ε(f
∣∣
[t,∞[

), for i = 0, 1,

for x0 ∈ L1
ad(R+; h⊗Fk) and x1 ∈ L2

ad(R+; k⊗ h⊗Fk), and let g, w0 and w1

be a similar triple. Then

〈
Iz, Iw

〉
=
∫
dt
{〈
z1t , w

1
t

〉
+
〈
zt, ĝ(t)⊗ Itw

〉
+
〈
f̂(t)⊗ Itz, wt

〉}
(3.7)

where

zt =
(
z0t
z1t

)
, wt =

(
w0

t

w1
t

)
and Iz = T z0 + Sz1.

Proof. First note that, since

|〈zt, ĝ(t)⊗ Itw〉| = |〈z0t , Itw〉+ 〈z1t , g(t)⊗ Itw〉|
≤
(
‖z0t ‖+ ‖z1t ‖ ‖g(t)‖

)
‖Itw‖

and ‖It(w)‖ is bounded, by ‖w0‖+ Cg‖w1‖, the integral is well-defined.
Ordinary integration by parts gives

〈T z0, T w0〉 =
(∫

dt

∫ t

0

ds+
∫
ds

∫ s

0

dt
)
〈z0s , w0

t 〉

=
∫
dt 〈Ttz

0, w0
t 〉+

∫
ds 〈z0s , Tsw

0〉.
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The key to unravelling the terms involving Hitsuda-Skorohod integrals is the
(a.e.) relation

∇tz
i
s = f(t)⊗ zi

s for t > s,

already used in the proof of Theorem 3.3. Thus

〈T z0,Sw1
〉

=
∫
ds
〈
z0s ,Sw1

〉

=
∫
ds

∫
dt
〈
∇tz

0
s , w

1
t

〉

=
∫
ds

∫ s

0

dt
〈
∇tz

0
s , w

1
t

〉
+
∫
dt

∫ t

0

ds
〈
f(t)⊗ z0s , w1

t

〉

=
∫
ds
〈
z0s ,Ssw

1
〉

+
∫
dt
〈
f(t)⊗ Ttz

0, w1
t

〉
.

By symmetry,

〈Sz1, T w0
〉

=
∫
ds 〈Ssz

1, w0
s

〉
+
∫
dt
〈
z1t , g(t)⊗ Ttw

0
〉
.

Finally, by Skorohod isometry,

〈Sz1,Sw1
〉
−
〈
z1, w1

〉

=
∫
ds

∫
dt
〈
∇sz

1
t ,∇tw

1
s

〉

=
∫
ds

∫ s

0

dt
〈
f(s)⊗ z1t ,∇tw

1
s

〉
+
∫
dt

∫ t

0

ds
〈
∇sz

1
t , g(t)⊗ w1

s

〉

=
∫
ds 〈f(s)⊗ Ssz

1, w1
s

〉
+
∫
dt
〈
z1t , g(t)⊗ Stw

1
〉
.

Collecting together the nine component terms we have obtained for 〈Iz, Iw〉
now confirms the identity (3.7), and so the proof is complete. ��

We are now fully prepared to go quantum.

3.3 Brahma, Vishnu and Shiva

First we shall describe the three different kinds of quantum stochastic inte-
gration and then, adding in time too, we shall amalgamate them into a single
integral. Throughout S is a k-admissible set.

Annihilation integrals are the easiest of the three types of quantum sto-
chastic integral, in view of the eigenrelation

a(f[t,t+h[)ε(g) =
∫ t+h

t

ds 〈f(s), g(s)〉 ε(g).
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Definition. (Annihilation integral.) Let F be a measurable (k ⊗ h1)-h2-
process, with domain k⊗D⊗E(S), such that

z : t "→ Ft(f(t)⊗ u⊗ ε(f)) (3.8)

is Bochner integrable. Then define

A(F ) : D⊗E(S) → h2 ⊗Fk, A(F )(u⊗ ε(f)) = T z.

If (3.8) is locally Bochner integrable then define

A(F )t := A(F[0,t[).

The following is now an immediate consequence of definitions.

Proposition 3.6. Under the local Bochner-integrability condition on F , {A(F )t :
t ≥ 0} defines a continuous h1-h2-process with domain D⊗E(S).

In the first example we already see the advantage of local Bochner inte-
grability.

Example 3.7 (annihilation process). The ‘annihilation processes’ defined in (2.9)
are annihilation integrals:

A
〈g|
t = A

(
〈g[0,t[| ⊗ Ih⊗F

)
.

As mentioned earlier (on page 219) this may be viewed as a quantum Wiener
integral, since the integrand is ‘sure’.

Annihilation integrals are also written
∫ t

0

Fs dA(s). (3.9)

For creation integrals the following is a key observation.

Lemma 3.8. For u ∈ h and f, g ∈ K,

u⊗ a∗(f)ε(g) = S
(
f ⊗ u⊗ ε(g)

)
.

Proof. By the adjoint relation ∇∗ = S and (3.2),

〈v ⊗ ε(h), u⊗ a∗(f)ε(g)〉 = 〈v, u〉
〈
〈f, h〉ε(h), ε(g)

〉
=
〈
h⊗ v ⊗ ε(h), f ⊗ u⊗ ε(g)

〉
=
〈
∇(v ⊗ ε(h)), f ⊗ u⊗ ε(g)

〉
=
〈
v ⊗ ε(h),S(f ⊗ u⊗ ε(g))

〉
.

��
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Definition. (Creation integral.) Let F be a measurable h1-(k⊗h2)-process
with domain D⊗E(S) such that

z : t "→ Ft(u⊗ ε(f)) (3.10)

is square integrable (i.e. strongly measurable with t "→ ‖zt‖ being square
integrable in the usual sense). Then define

A∗(F ) : D⊗E(S) → h2 ⊗Fk, A∗(F )(u⊗ ε(f)) = Sz.

Again, if (3.10) is locally square integrable, define

A∗(F )t := A∗(F[0,t[).

Proposition 3.9. Under the local square-integrability condition on F , {A∗(F )t :
t ≥ 0} defines a continuous h1-h2-process with domain D⊗E(S).

Proof. By the adaptedness of F ,

zt = x(t)⊗ ε(f
∣∣
[t,∞[

)

where
‖x(t)‖2 = ‖Ft(u⊗ ε(f))‖2 exp(−‖f[t,∞[‖2).

The result therefore follows from Corollary 3.4. ��

Definition. (Preservation Integral.) Let F be a measurable (k⊗ h1)-(k⊗
h2)-process with domain D⊗E(S) such that

z : t "→ Ft

(
f(t)⊗ u⊗ ε(f)

)
(3.11)

is square integrable. Then define

N(F ) : D⊗E(S) → h⊗Fk, N(F )
(
u⊗ ε(f)

)
= Sz.

Once more, if (3.11) is locally square-integrable, define

N(F )t := N(F[0,t[).

Proposition 3.10. Under the local square-integrability conditions on F , {N(F )t :
t ≥ 0} defines a continuous h1-h2-process with domain D⊗E(S).

Proof. Again, by the adaptedness of F ,

zt = x(t)⊗ ε
(
f
∣∣
[t,∞[

)
,

where
‖x(t)‖2 = ‖Ft

(
f(t)⊗ u⊗ ε(f)

)
‖2 exp

(
− ‖f[t,∞[‖2

)
,

so the result again follows from Corollary 3.4. ��
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Exercise. Show that creation, preservation and annihilation integral processes
are all martingales.

Along with the quantum stochastic integrals, we need ordinary integrals
in time. You know the pattern!

Definition. (Time integral.) Let F be a measurable h1-h2-process with
domain D⊗E(S) such that

z : t "→ Ft u⊗ ε(f) (3.12)

is Bochner integrable. Then define

T (F ) : D⊗EK → h⊗Fk, T (F )
(
u⊗ ε(f)) = T z.

If (3.12) is locally Bochner integrable, define

T (F )t := T (1[0,t[F ).

The following is obvious.

Proposition 3.11. Under the local Bochner-integrability condition on F ,
{T (F )t : t ≥ 0} defines a continuous h1-h2-process with domain D⊗E(S).

The notation (3.9) is also used for creation, preservation and time integrals.

Exercise. Recall the complete martingale defined in (2.7):

Mt =
∣∣ε(f |[0,s[

)〉〈
ε
(
g|[0,s[

)∣∣⊗ I[s,∞[.

Show that M is expressible in terms of a sum of quantum stochastic integrals:

Mt = M0 +
∫ t

0

Fs dA
∗(s) +

∫ t

0

Gs dN(s) +
∫ t

0

Hs dA(s),

in which G = −M .

Remark. This generalises to martingalesM for which eachMt is an ampliation
of a Hilbert-Schmidt operator; the coefficients processes F and H are then
essentially Hilbert-Schmidt-valued in the same sense that M is essentially
rank one.

Quantum stochastic integrability

We now wish to combine the four into a single integral. This is done via
matrices. The following catch-all notation will be often used in the sequel:

∆ := IH ⊗ Pk ⊗ IH′ ∈ B(H⊗ k̂⊗ H′) (3.13)

where, as with the Ee notation, the Hilbert spaces H and H′ will be determined
by context.
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Definition. (Amalgamated QS integral.) Let L be a measurable (k̂⊗h1)-
(k̂⊗ h2)-process with domain k̂⊗D⊗E(S), such that

t "→ L0
t

(
f̂(t)⊗ u⊗ ε(f)

)
is Bochner integrable and

t "→ L1
t

(
f̂(t)⊗ u⊗ ε(f)

)
is square integrable,

where
L0

t := ∆⊥Lt and L1
t := ∆Lt.

Then the QS integral of L is defined by

Λ(L) : D⊗E(S) → h⊗Fk, Λ(L)(u⊗ ε(f)) = T z0 + Sz1, (3.14)

where
zi

s = Li
s

(
f̂(s)⊗ u⊗ ε(f)

)
for i = 0, 1.

Writing L in block matrix form:

Lt =
[
Kt Gt

Ft Ht

]

gives
Λ(L) = T (K) +A∗(F ) +N(H) +A(G).

Terminology. A measurable (k̂⊗h1)-(k̂⊗h2)-process L with domain k̂⊗D⊗E(S)
which satisfies the above integrability conditions will be called quantum sto-
chastically integrable on R+; if it satisfies the conditions locally then it will
simply be called QS-integrable. Note that, by Corollary 3.4, QS-integrability
on R+ implies QS-integrability. Thus QS-integrability for a process L amounts
to QS-integrability on R+ for each process L[0,t[ (t ≥ 0).

Example 3.12. An operator L ∈ B(k̂⊗h1; k̂⊗h2) may be viewed as a constant
h1-h2-process. It is QS-integrable, and QS integration gives rise to a process
{Λt(L) : t ≥ 0} that need not be bounded any longer but, like all QS integral
processes, is continuous.

The identity and inequality in the next result are known as the fundamental
formula!first and the Fundamental Estimate of quantum stochastic calculus.

Theorem 3.13. Let L be a (k̂⊗h1)-(k̂⊗h2)-processes with domain k̂⊗D⊗E(S)
which is QS-integrable on R+. Then, for u ∈ h2, v ∈ D, g ∈ K and f ∈ S,

〈
u⊗ ε(g), Λ(L)(v ⊗ ε(f))

〉

=
∫
ds
〈
ĝ(s)⊗ u⊗ ε(g), Ls

(
f̂(s)⊗ v ⊗ ε(f)

)〉 (3.15)

and
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‖Λ(L)(u⊗ ε(f))‖

≤
∫
ds ‖L0

s

(
f̂(s)⊗ u⊗ ε(f)

)
‖+ Cf

(∫
ds‖L1

s

(
f̂(s)⊗ u⊗ ε(f))‖2

)1/2

(3.16)

where Cf is given by (3.6).

Proof. Using the adjoint relation S∗ = ∇, the identity (3.2), and the nota-
tion (3.14)

〈
u⊗ ε(f), T (z0) + S(z1)

〉
=
∫
ds
(〈
u⊗ ε(f), z0s 〉+ 〈f(s)⊗ u⊗ ε(f), z1s

〉)

=
∫
ds
〈
f̂(s)⊗ u⊗ ε(f), zs

〉

where

zs =
(
z0s
z1s

)
= L(s)

(
ĝ(s)⊗ v ⊗ ε(g)

)
,

which proves (3.15). Since

‖T z0 + Sz1‖ ≤ ‖T z0‖+ ‖Sz1‖
≤ ‖z0‖+ Cf‖z1‖,

by (3.5), (3.16) holds too. ��

Corollary 3.14. If L has a adjoint process L†, which is QS-integrable on R+,
then

Λ(L†) ⊂ Λ(L)∗.

Parity process and Fermi fields

With h = k = C define second quantised operators Jt = Γ (qt), t ≥ 0, where

qt : f "→ −f[0,t[ + f[t,∞[.

Thus J is a continuous, unitary and self-adjoint process (in fact a martingale)
called the parity process.

Exercise. Using the First Fundamental Formula, show that J satisfies the
QS integral equation

Jt = I − 2
∫ t

0

Js dNs.

Let ϕ ∈ K = L2(R+). Then, for each f ∈ K, ϕ(s)f(s)Jsε(f) is (Bochner)
integrable in s and ϕ(s)Jsε(f) is square integrable in s. Therefore the QS
integrals

b(ϕ) :=
∫
ϕ(s)Js dAs and b∗(ϕ) :=

∫
ϕ(s)Js dA

∗
s

are well-defined on E(K).
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Exercise. Show that b(ϕ) and b∗(ϕ) are bounded and mutually adjoint oper-
ators which satisfy the canonical anticommutation relations (CAR):{

b(ϕ)b∗(ϕ) + b∗(ϕ)b(ϕ) = ‖ϕ‖2,
b(ϕ)2 = 0.

[Hint: Work with matrix elements with respect to exponential vectors, and
use the Skorohod isometry to obtain an expression for 〈b∗(ϕ)ε(f), b∗(ϕ)ε(g)〉
which may be compared with your expression for 〈b(ϕ)ε(f), b(ϕ)ε(g)〉. Prove
boundedness after establishing the CAR.]

Remark. In the language of quantum field theory and operator-valued distri-
butions dAs corresponds to as ds where a now represents annihilation for an
unsmeared Bose field. Here we are smearing with an operator process. This
method of transforming Bose fields into Fermi fields may be considered as a
continuous Jordan-Wigner transform.

3.4 Quantum Itô product formula

Typically a QS process does not leave its exponential domain invariant. This
presents an obstruction to composing processes. Whilst it is possible to extend
definitions it turns out that one can accommodate this obstruction to a large
extent by using the inner product:

〈Xtξ, Ytη〉 for ξ ∈ D⊗E and η ∈ D′⊗E ′,

where X is an h1-h-process with domain D⊗E(S) and Y is an h2-h-process
with domain D′⊗E(S′).

The next result is known as the Second Fundamental Formula of quantum
stochastic calculus. Recall the ∆ notation (3.13).

Theorem 3.15 (Hudson-Parthasarathy). Let L andM be processes which
are QS-integrable on R+ with domains k̂⊗D⊗E(S) and k̂⊗D′⊗E(S′) respec-
tively. Then, for u ∈ D, v ∈ D′, f ∈ S and g ∈ S′,
〈
Λ(L)(u⊗ ε(f)), Λ(M)(v ⊗ ε(g))

〉
=∫

dt
{〈
f̂(t)⊗ Λ(L)t(u⊗ ε(f)),Mt

(
ĝ(t)⊗ v ⊗ ε(g)

)〉

+
〈
Lt

(
f̂(t)⊗ u⊗ ε(f)

)
, ĝ(t)⊗ Λ(M)t(v ⊗ ε(g))

〉

+
〈
Lt(f̂(t)⊗ u⊗ ε(f)

)
,∆Mt

(
ĝ(t)⊗ v ⊗ ε(g)

)〉}
. (3.17)

Proof. Set

z0t = ∆⊥Lt

(
f̂(t)⊗ u⊗ ε(f)

)
, z1t = ∆Lt

(
f̂(t)⊗ u⊗ e(f)

)
,

w0
t = ∆⊥Mt

(
ĝ(t)⊗ v ⊗ ε(g)

)
, w1

t = ∆Mt

(
ĝ(t)⊗ v ⊗ ε(g)

)
,

and apply Theorem 3.5. ��
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In favourable circumstances this takes a more attractive and amenable form.

Corollary 3.16. Let L and M be bounded QS-integrable processes whose QS
integral processes X and Y are bounded. Then

X∗
t Yt =

∫ t

0

(
(Ik̂ ⊗X

∗
s )Ms + L∗

s(Ik̂ ⊗ Ys) + L∗
s∆Ms

)
dΛs, t ≥ 0, (3.18)

provided that the integrand is QS-integrable.

Proof. Rearranging the right-hand side of (3.17)

〈
u⊗ ε(f),X∗

t Yt(v ⊗ ε(g))
〉

=
∫ t

0

ds
〈
f̂(s)⊗ u⊗ ε(f), Zs

(
ĝ(s)⊗ v ⊗ ε(g)

)〉

where Z is the integrand process in (3.18). Comparison with (3.15) therefore
completes the proof. ��

Example 3.17. If Xt =
∫ t

0
Fs dAs and Yt =

∫ t

0
Gs dA

∗
s , then

∫ t

0

Fs dAs

∫ t

0

Gs dA
∗
s =

∫ t

0

FsYs dAs +
∫ t

0

XsGs dA
∗
s +

∫ t

0

FsGs ds.

The general rule here is that there is a third term “Itô correction” only if the
Wick ordering

dA∗, dN, dA,

is violated, and in this case the correction term is given by the following
quantum Itô table:

dA∗
t dNt

dAt dt dAt

dNt dA
∗ dNt

. (3.19)

Remark. This contains the Itô correction for classical Brownian motion: if
Qt = At +A∗

t (one dimension of noise) then, since

(dAt + dA∗
t )

2 = (dAt)2 + (dA∗
t )

2 + dAt dA
∗
t + dA∗

t dAt,

(dQt)2 = dt.

Iterated QS integrals

Let L ∈ B(k̂⊗n⊗h1; k̂⊗n⊗h2). As a constant (k̂⊗ k̂⊗(n−1)⊗h1)-(k̂⊗ k̂⊗(n−1)⊗
h2)-process this is QS-integrable. Also Λ(L)t (t ≥ 0) defines a continuous
process and so, if n ≥ 2, this is QS-integrable itself, as a (k̂⊗ k̂⊗(n−2) ⊗ h1)−
(k̂⊗ k̂⊗(n−2) ⊗ h2)-process. This leads to the following definition.
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Definition. For L ∈ B(k̂⊗n ⊗ h1; k̂⊗n ⊗ h2), the n-fold iterated QS integral
process of L is defined, for n = 0, 1, 2, · · · , recursively by

Λ0
t (L) = L⊗ I and, for n ≥ 1, Λn

t (L) =
∫ t

0

Λn−1
s (L̃) dΛ(s),

where L̃ is L viewed as a (k̂⊗(n−1) ⊗ k̂⊗ h1)-(k̂⊗(n−1) ⊗ k̂⊗ h2)-process.

Proposition 3.18. Let L ∈ B(k̂⊗n ⊗ h1; k̂⊗n ⊗ h2). Then

〈
u⊗ ε(f), Λn

t (L)(v⊗ ε(g))
〉

=
∫

∆n
t

ds
〈
f̂⊗n(s)⊗ u,L

(
ĝ⊗n(s)⊗ v

)〉
〈ε(f), ε(g)〉

(3.20)
and

‖Λn
t (L)(u⊗ ε(f))‖2 ≤ (Cf[0,t[)

2n

∫
∆n

t

ds ‖L
(
f̂⊗n(s)⊗ u

)
‖2‖ε(f)‖2 (3.21)

where ∆n
t denotes the n-simplex {s ∈ R

n : 0 ≤ s1 ≤ · · · ≤ sn ≤ t} and
f̂⊗n(s) = f̂(s1)⊗ · · · ⊗ f̂(sn).

Proof. Exercise in iteration of (3.15) and (3.16). ��

So far we have not specified the k-admissible set for the exponential domain
of the processes—we may in fact choose K itself.

Corollary 3.19. For a sequence of operators

L :=
(
Ln ∈ B(k̂⊗n ⊗ h1; k̂⊗n ⊗ h2)

)
n≥0

, (3.22)

T > 0 and vectors u ∈ h and f ∈ K, the series
∑
n≥0

Λn
t (Ln)(u⊗ ε(f))

converges absolutely and uniformly on [0, T ] provided that
∑
n≥0

(n!)−1/2‖Ln‖
(
‖f̂[0,T ]‖Cf[0,T ]

)n
<∞. (3.23)

Warning. Note that f̂[0,T ] denotes f̂ 1[0,t[, as opposed to f̂[0,T ].

Proof. By symmetry,
∫

∆n
t

ds‖f̂⊗n(s)‖2 = (n!)−1‖f̂[0,t[‖2n.

The result follows. ��
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Let S denote the linear space of sequences (3.22) satisfying

‖Ln‖ ≤ C1C
n
2 for some constants C1 and C2,

and let S0 be the subspace of sequences whose terms are eventually 0. Then,
for L ∈ S , (3.23) holds for all f ∈ K and T > 0. The resulting continuous
h1-h2-process will be denoted

(
Λt(L)

)
t≥0

.

Proposition 3.20. The map L "→ Λ.(L) is linear and is injective on S .

Proof. Linearity may be read from (3.20); injectivity is left as an exercise .
��

Further questions. What about multiplicativity? A quantum Itô formula for
iterated QS integrals?

Exercise. Let L,M ∈ B(k̂⊗ h) and recall the ∆ notation (3.13). Show that

Λ1
t (L)Λ1

t (M) = Λt(L ∗M)

where L ∗M is the sequence defined by

(L ∗M)1 = L∆M, (L ∗M)2 = L1M2 + L2M1,

and (L ∗M)n = 0 otherwise, where

L1 = (π⊗id B(h))(Ik̂ ⊗ L) and L2 = Ik̂ ⊗ L,

π is the tensor flip on B(k⊗ k) and M1 and M2 are defined similarly.

Exercise. Work out the general formula for L ∗M , when L,M ∈ S0.

Notes

Quantum stochastic integrals for finite-dimensional noise were defined in [HP1],
the founding paper of quantum stochastic calculus; see the lecture notes [Hud].
The extension to infinite-dimensional noise was developed in [HP2] and [MoS].
Fermi fields were realised as quantum stochastic integrals in [HP3], thereby
subsuming fermionic stochastic calculus ([ApH]) into the Hudson-Parthasarathy
calculus—this was later generalised in a multidimensional theory incorporat-
ing a mixture of Bose and Fermi creation and annihilation processes and
Z2-graded number/exchange processes ([EyH]). There were other contempo-
rary developments, namely an Itô-Clifford stochastic calculus ([BSW1]), and
a finite-temperature/quasi-free stochastic calculus ([BSW2], [HL2], [HL1], [L1],
[LWi], [LMa]). Stochastic calculus in free Fock space was also developed soon
afterwards ([KüS]). All three of these have attracted recent attention (see
[CaK], [HKK] and [BiS]).
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Quantum stochastic integrals may also be viewed as integral-sum kernel
operators ([Maa]); their theory is described in the lecture notes [L7]. De-
velopments up until the early 1990’s were described in the two books [Par]
and [Mey]. The direct approach described here, exploiting the gradient and
divergence of Malliavin calculus was developed in [L1,2] and adopted in the
lecture notes [Bia]; see also [Bel1]. An indirect approach exploiting classical
stochastic calculus, through which quantum stochastic integrals are defined
implicitly, was developed in [AtM]. These latter two approaches were uni-
fied and extended in [AtL] where an adapted gradient operator D completes a
quartet of classical operations: SDLP (P being Pad and L being T ), on which
the calculus may be founded. For the product formula and injectivity of this
‘global’ QS integration see [LW4]; in finite dimensions the formula was first
stated in [CEH] and proved in [HPu]. Injectivity is closely related to the in-
dependence of quantum stochastic integrators: if L is a QS-integrable process
for which Λ(L)t = 0 for each t ≥ 0 then L is the zero process (see [L3], [Att1]
and [LW1] for sufficient conditions for this to hold).

There is also a functional quantum Itô formula ([Vin2]), an interesting
Ω-adapted theory ([Belt1]) which is parallel to the identity-adapted theory
described in these notes (see [Belt2]), and an important representation theory
for martingales ([PSi]) and semimartingales ([Att2]) as quantum stochastic
integrals, which is still under active development ([Att3], [Coq2], [Ji], [Paut]);
see the lecture notes [Att4].

4 QS Differential Equations

This section contains the basic existence and uniqueness theorem for quantum
stochastic differential equations with bounded coefficients and arbitrary noise
dimension space. Recall the notations K and Fk, defined in (2.1); also let S
be a k-admissible set consisting of locally essentially bounded functions with
essentially finite-dimensional range, such as Sk.

Exponential noise

Let k ∈ L1
loc(R+), u, v ∈ L2

loc(R+; k) andW ∈ L∞
loc(R+;B(k)), where the latter

is defined as on page 219. and, recalling the Fock space operators introduced
there, set

Xt = Γ
(
zt, u[0,t[, Rt, v[0,t[

)
where

zt =
∫ t

0

ds k(s) and (Rth)(s) =W (s)h[0,t[(s) + h[t,∞[(s).

Now, since Rth = Rth[0,t[ + h[t,∞[ for h ∈ K, if f, g ∈ K then
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Xtε(g) = exp
∫ t

0

ds
{
k(s) + 〈v(s), g(s)〉

}
ε
(
Rtg[0,t[ + u[0,t[ + g[t,∞[

)

so X is adapted, and

〈ε(f),Xtε(g)〉 = α(t)〈ε(f[t,∞[), ε(g[t,∞[)〉, (4.1)

where

α(t) = exp
∫ t

0

ds
{
k(s) + 〈v(s), g(s)〉+

〈
f(s),W (s)g(s)

〉
+ 〈f(s), u(s)〉

}
.

Since

‖(Tt − Ts)g‖2 =
∫
dr ‖W (r)g[s,t[(r)− g[s,t[(r)‖2

≤
(
1 + ‖W[s,t[‖2∞

)
‖g[s,t[‖2,

and the exponential map ε is continuous, it follows that X is a continuous
process with domain E(K). Note also that X is a martingale if (and only if)
k = 0. Now note that, since

〈
ε(f[t,∞[), ε(g[t,∞[)

〉
= exp

∫∞
t
ds 〈f(s), g(s)〉, the

derivative of (4.1) is
{
k(t) + 〈v(t), g(t)〉+

〈
f(t), (W (t)− I)g(t)

〉
+ 〈f(t), u(t)〉

}〈
ε(f),Xtε(g)

〉
.

Since X0 = I it follows that

〈ε(f), (Xt − I)ε(g)〉 =
∫ t

0

ds
〈
f̂(s)⊗ ε(f), (Ls ⊗Xs)ĝ(s)⊗ ε(g)

〉
,

where

Ls =
[
k(s) 〈v(s)|
|u(s)〉 W (s)− Ik

]
.

Reference to (3.15) reveals that we have ‘solved’ our second quantum stochas-
tic differential equation:

dXt = Lt ⊗Xt dΛt; X0 = I. (4.2)

In case you are wondering, we solved our first on page 233.

4.1 QSDE’s for operator processes

Let L be a bounded (k̂⊗h1)-(k̂⊗h2)-process, and let T ∈ B(h1; h2). An h1-h2-
process X with domain h1⊗E(S) is a weak solution of the right quantum
stochastic differential equation

dXt = LtX̂t dΛ(t), X0 = T ⊗ I, (4.3)
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where X̂t := Ik̂⊗Xt, if it satisfies
〈
u⊗ ε(f),Xt

(
v ⊗ ε(g)

)〉
− 〈u, Tv〉〈ε(f), ε(g)〉 =

∫ t

0

ds
〈
f̂(s)⊗ u⊗ ε(f), LsX̂t

(
ĝ(s)⊗ v ⊗ ε(g)

)〉
,

(4.4)

for u ∈ h2, v ∈ h1, f ∈ K and g ∈ S. Implicit here is the assumption that the
Lebesgue integrals exist, in other words

t "→
〈
f̂(t)⊗ u⊗ ε(f), LtX̂t

(
ĝ(t)⊗ v ⊗ ε(g)

)〉

is locally integrable. It is a strong solution if furthermore the (k̂⊗h1)-(k̂⊗h2)-
process

t "→ LtX̂t

is quantum stochastically integrable. In that case, in view of the First Funda-
mental Formula (3.15), X satisfies the integral equation

Xt = T ⊗ I + Λt(Z) where Z =
(
LtX̂t

)
t≥0
. (4.5)

Remark. Strong solutions are in particular continuous processes.

Existence and uniqueness

Recall the regularity conditions on processes in Subsection 2.3.

Theorem 4.1. Let L be a bounded measurable (k̂ ⊗ h1)-(k̂ ⊗ h2)-process for
which

t "→ LtEf̂(t) has a locally uniform bound for each f ∈ S.

Then the right QSDE (4.3) has a unique strongly regular strong solution.

Proof. Exercise in Picard iteration. ��

For the constant coefficient case, here is a better uniqueness theorem.

Theorem 4.2. Let L ∈ B(k̂⊗ h1; k̂⊗ h2). Then the QSDE (4.3), with Lt :=
L⊗ IFk

for each t, has at most one weakly regular weak solution.

Proof. Exercise . ��

Remark. There is a left QSDE too:

dXt = X̂t(Ik̂ ⊗ L)dΛt, X0 = T ⊗ I, (4.6)

for which existence and uniqueness holds, as above.

Notation. A convenient notation for the solutions to the right and left
constant-coefficient QSDE’s is LX and XL respectively.

Further questions. When is XL contractive? isometric? unitary?
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4.2 QSDE’s for mapping processes

Let φ : V → M(k̂;V)b be a k-bounded linear map, for an operator space V. This
terminology simply means that φ is bounded if dim k <∞ and is completely
bounded otherwise. For such maps there is a k-bounded map

φ(k̂) : M(k̂;V)b → M(k̂⊗2;V)b

(see Proposition 1.24 for the CB case) and we may iterate this lifting ad
infinitum, to form the sequence given by φ0 = id V and

φn+1 := φ(k̂⊗n) ◦ · · · ◦ φ : V → M(k̂⊗(n+1);V)b, n ≥ 0.

Note that the last k̂ to be added into the picture is the left-most one; we need
to reverse this. Thus let

φn = (π⊗id V) ◦ φn : V → M(k̂⊗n;V)b, n ≥ 0, (4.7)

were π is the normal automorphism of B(k̂⊗n) which effects the permutation

π(T1 ⊗ · · · ⊗ Tn) = Tn ⊗ · · · ⊗ T1.

Existence and uniqueness

Let φ : V → M(k̂;V)b be a linear map defined on an operator space V in
B(h1; h2). A process k on V satisfies the QSDE

dkt = kt ◦ φdΛt; k0(x) = x⊗ I; (4.8)

weakly on h1⊗E(S) if
〈
u⊗ ε(f),

(
kt(x)− x⊗ I

)
v ⊗ ε(g)

〉
=∫ t

0

ds
〈
u⊗ ε(f), ks

(
Ef̂(s)φ(x)Eĝ(s)

)
v ⊗ ε(g)

〉 (4.9)

for all u ∈ h2, v ∈ h1, f ∈ K, g ∈ S and x ∈ V. Recall the iterated QS integrals
defined on page 235.

Theorem 4.3. Let V be an operator space in B(h1; h2) and let φ be a com-
pletely bounded operator V → M(k̂;V)b. Then, with φn as given by (4.7),

kt(x)(v ⊗ ε(f)) =
∑
n≥0

Λn
t (φn(x))(v ⊗ ε(f)) (4.10)

defines a continuous strongly regular process which weakly satisfies the QSDE (4.8)
on h1⊗E(K). Moreover it is the unique weakly regular process weakly satisfying
this equation.
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Proof (Sketch). The sum is well-defined, in view of Corollary 3.19 and the
inequalites

‖φn‖ ≤ ‖φ(k̂⊗n)‖ · · · ‖φ‖ ≤
(
‖φ‖cb

)n
.

The resulting process is continuous and it follows from the estimate (3.21)
that it is strongly regular. ��

Remarks. The proper hypothesis here is that φ has k-bounded columns. This
means φ(·)Ee is k-bounded V → C(k̂;V)b for each e ∈ k.

For applications it is necessary to incorporate other kinds of initial condi-
tions. For example, in the construction of Lévy processes on quantum groups,
k0(x) = x⊗ I is replaced by k0(x) = ε(x)I where ε is the counit. Moreover φ
maps the quantum group into operators on k̂ (see the lectures of Uwe Franz
in the second volume of these notes).

Exercise. Complete the proof by showing that k satisfies (4.9), and is unique
among weak solution of (4.8).

Notation. This existence and uniqueness result justifies the notation kφ for
the solution. In fact kφ satisfies (4.8) in a strong sense. Rather than go into
the technicalities of what that might mean in general, we specialise now to
completely bounded processes.

Definition. A k-bounded process k satisfies the QSDE (4.8) strongly if it is
measurable, it satisfies (4.8) weakly and, for each x ∈ V, the process

t "→ k
(k̂)
t

(
φ(x)

)
is QS-integrable.

Shortly we shall see conditions on φ which ensure that the solution process k
is completely bounded.

Further questions. When is kφ *-homomorphic? completely positive?

Exercise. Show that the pure number process described in Example 2.5 sat-
isfies the QSDE

dkt = kt ◦ (ψ − id V)dNt, k0(x) = x⊗ I. (4.11)

strongly on h1⊗E(K).

Notes

An existence and uniqueness theorem for the constant-coefficient operator
QSDE with finite-dimensional noise space, focusing on the case of unitary
solutions, was given in [HP1]. Existence and uniqueness for the constant-
coefficient mapping QSDE with finite-dimensional noise, focusing on the case
of unital *-homomorphic solutions, was given in [Eva]. These were extended to
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infinite-dimensional noise in [HP2] and [MoS]. This was simplified somewhat
in [Mey] and further analysed in [LW1]. With the introduction of matrix spaces
it was possible to obtain solutions living on a C∗-algebra (and more generally
on an operator space), under natural CB hypotheses ([LW3]). Modified initial
conditions are required for the construction of Lévy processes on quantum
groups ([Sch]); for their incorporation into the current framework, as opposed
to an integral-sum kernel operator approach, see [LSk]. The ‘further questions’
and the relationship between XL and LX are addressed in the next section.

For a nice treatment of stochastic differential equations on infinite-dimensional
spaces driven by a Wiener process on a Hilbert space, making extensive use
of semigroup theory, see [DaZ].

5 QS Cocycles

In this section we define quantum stochastic cocycles, or Markovian cocy-
cles, for the shift on the Fock space Fk, otherwise known as the CCR flow
of index k. In the analysis of these cocycles a central role is played by their
semigroup representation. We shall see that solutions of QSDE’s form cocycles
and, in turn, explore the extent to which cocycles have such an infinitesimal
description—in terms of an additive cocycle which is an operator linear com-
bination of the fundamental QS processes of creation, preservation and anni-
hilation. A remarkable feature of the unbounded business of solving QSDE’s,
described in the previous section, is that unitary operator-valued cocycles and
*-homomorphic-valued mapping cocycles may be obtained. In fact, the form of
the ‘stochastic generator’ naturally reflects that of the cocycle—just as unitary
groups have skew-adjoint generators, contraction semigroups have dissipative
generators and *-homomorphic semigroups have *-derivations as generators.
These are amongst the reasons why Markovian cocycles are emphasised here.

We begin with classical Brownian motion.

Some Markovian cocycles for Brownian motion

There is an alternative to the Itô approach to continuous-time classical Markov
processes which focuses on their cocycle structure with respect to the under-
lying shift. Consider the paradigm case of Brownian motion.

Let (φt)t∈R be a one-parameter group of completely bounded maps on an
ultraweakly closed operator space V. For example

V = |h〉 and φt(|v〉) = |Utv〉

for a strongly continuous unitary group (Ut)t∈R (Schrödinger evolution) or

V = M and φt(x) = etδ(x)

for a bounded *-derivation δ on a von Neumann algebraM (simple Heisenberg
evolution). Let L∞ denote the L∞-space of the canonical Brownian motion
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{Bt : t ≥ 0} on Ω, the path space C0 defined in (1.28) with kR = R, and define
the semigroup of shifts on V⊗L∞ = L∞(Ω;V), by

σs(f)(ω) = f(θsω)

where (θs)s≥0 is the semigroup of shifts on paths:

(θsω)(t) = ω(s+ t)− ω(s).

Then

φω(s+t)(x) = φω(s) ◦ φ[ω(s+t)−ω(s)](x)
= φω(s) ◦ φ(θsω)(t)(x) (5.1)

= φω(s)

(
σs(φBt

(x))(ω)
)
.

Now define a family of CB maps

kt : V → V⊗L∞, x "→ φBt
(x).

Let k̂s denote the extension of ks to an operator on V⊗L∞, defined by

k̂s(f)(ω) = φω(s)(f(ω)),

for functions f depending only on the path beyond time s. Thus ks is the re-
striction of k̂s to constant functions. Then (5.1) reads ks+t(x) = k̂s

(
σs(kt(x))

)
,

thus the one-parameter family (kt)t≥0 satisfies the cocycle identity

ks+t = k̂s ◦ σs ◦ kt. (5.2)

If the randomness is averaged out, by defining

Ptx = E[kt(x)],

then the Markovian semigroup of the cocycle results:

Ps+t = PsPt, P0 = id V.

In the first example above this gives a self-adjoint contraction semigroup:

Pt = e−
1
2 tH2

where H is the Stone generator of the group: Ut = eitH . In the second example
it gives a CP contraction semigroup: Pt = e−

1
2 tδ2

.
Classical probability abounds with examples of such cocycles and associ-

ated semigroups. Here we are interested in seeing how they arise in noncom-
mutative probability.
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Fock-space shifts

Shifts on the Fock space Fk are defined by

σt(X) = It ⊗
(
StXS

∗
t

)
, X ∈ B(Fk),

where St = Γ (st) is the isometry Fk → Fk,[t,∞[ given by

Stε(f) = ε(stf), stf(s) = f(s− t),
and It = IFk,[0,t[ . They form a normal endomorphism semigroup on B(Fk).
In particular they extend to B(h1; h2)⊗B(Fk), for Hilbert spaces h1 and h2,
where they map right matrix spaces to right matrix spaces:

V ⊗M B(Fk) → V ⊗M B(Fk,[t,∞[) ⊂ V ⊗M B(Fk)

for any operator space V in B(h1; h2). We use the same notation σt for the
shift on any of these.

The following identity is useful:

〈ε(f), σt(X)ε(g)〉
=
〈
ε(f[0,t[), ε(g[0,t[)

〉 〈
ε
(
s∗t (f

∣∣
[t,∞[

)
)
,X ε

(
s∗t (g

∣∣
[t,∞[

)
)〉 (5.3)

Exercise. Verify the following effect of shifts on exponential operators:

σt

(
Γ (z, u, T, v)

)
= It ⊗ Γ (z, stu, stTs∗t , stv), (5.4)

the second tensor component being an operator on Fk,[t,∞[, and the first being
the identity operator on Fk,[0,t[.

Markovian cocycles for quantum noise

A bounded Hilbert-space operator process X is a left Markovian cocycle if it
satisfies

Xs+t = Xsσs(Xt); X0 = I.

A completely bounded process k on an operator space V in B(h1; h2) is a
completely bounded Markovian cocycle if it satisfies

ks+t = k̂s ◦ σs ◦ kt, k0(x) = x⊗ I.

where k̂s is the right lifting ks ⊗M id B(H) for H = Fk,[s,∞[.
Since

Fk,[0,s[ ⊗Fk,[s,∞[ = Fk,

the identity V⊗M B(H1)⊗M B(H2) = V⊗M B(H1 ⊗H2) (which is property 3
following the definition of matrix spaces) ensures that everything fits together
properly.

Remark. In fact the Markovian cocycle property can be defined for a wider
class of processes; for example processes XL and kφ need not be bounded (re-
spectively, completely bounded) themselves, however there are good reasons
to consider them as Markovian cocycles.
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E-semigroup of a Markovian cocycle

Let k be a CB Markovian cocycle on an operator space V in B(h1; h2). Then
the compositions

Ks := k̂s ◦ σs (5.5)

form a CB semigroup on V⊗MB(Fk). Conversely, if (Kt)t≥0 is a CB semigroup
on V ⊗M B(Fk) satisfying

Kt(x⊗ b) = kt(x)(Ih1 ⊗ σt(b))

for a process k on V, then k is a Markovian cocycle on V.
In particular, normal *-homomorphic Markovian cocycles on von Neumann

algebras M give rise to E-semigroups on M⊗B(Fk) (see the lectures of
Rajarama Bhat in this volume).

5.1 Semigroup representation

If k is a CB Markovian cocycle on an operator space V then for d, e ∈ k,

P d,e
t := E�(d[0,t[)kt( · )E�(e[0,t[) (5.6)

where #( · ) denotes the normalised exponential map (1.23), defines a semi-
group on V, and {P d,e : d, e ∈ k} is called the set of associated semigroups of
the cocycle. In turn the associated semigroups determine the cocycle because
the cocycle property gives, for (right-continuous) step functions f and g,

E�(f[0,t[)kt( · )E�(g[0,t[) = P (0)
t1−t0 ◦ · · · ◦ P

(n)
tn+1−tn

, (5.7)

where {0 = t0 ≤ t1 ≤ · · · ≤ tn+1 = t} contains the discontinuities of both
f[0,t[ and g[0,t[, and P (k) = P d,e where d = f(tk) and e = g(tk).

Proposition 5.1. Let k be a CB process on V. If (5.6) defines a semigroup
for each d, e ∈ k and (5.7) holds for these semigroups, then k is a Markovian
cocycle.

Let k be a completely bounded process on V satisfying the QSDE (4.8) for a
CB map φ. It follows from (4.9) that, for each c, d ∈ k,

t "→ E�(c[0,t[)kt( · )E�(d[0,t[)

defines a semigroup P c,d on V. Moreover the semigroup is norm continuous,
and is completely contractive if k is (since we are using normalised exponen-
tial vectors). In turn it is not difficult to verify that (5.7) holds and therefore
k is a Markovian cocycle by Proposition 5.1. We call it the Markovian co-
cycle generated by φ. Various converse results hold. These are discussed in the
following subsections.

Remark. Left Markovian cocycles on a Hilbert space equally have a semigroup
representation in terms of associated semigroups.
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Markov regularity

A Markov-regular cocycle is a Markovian cocycle all of whose associated semi-
groups are norm continuous. Here there is a dichotomy. Recall that the CB
condition on a Markovian cocycle can be loosened.

Proposition 5.2. Let k be a Markovian cocycle on an operator space which
is bounded with locally uniform bounds. Then either all of the associated semi-
groups are norm continuous or none of them are.

Thus, in particular, Markov regularity for a contraction cocycle k is equivalent
to the norm continuity of its Markov semigroup(

Eε(0)kt( · )Eε(0)

)
t≥0
. (5.8)

This observation proves to be rather useful.

Remark. Similar dichotomies hold for pointwise strong and weak continuity
and also for bounded operator Markovian cocycles. All these results follow
from simple estimates.

Example 5.3 (Pure number/exchange cocycles: multidimensional case). What
is the multidimensional analogue of Example 2.5? The QSDE (4.11) gener-
alises easily:

dkt = k̂t ◦ (ψ − ιk)dNt, k0(x) = x⊗ I. (5.9)

If ψ : V → M(k;V)b is k-bounded then this has a strong solution on h1⊗Ek,
unique amongst weakly regular weak solutions. What about an explicit form
for the Markov-regular cocycle which is its solution (cf. (2.11))?

Exercise. Using the identification

h⊗Fk =
⊕
n≥0

(
k⊗n ⊗ h⊗F (n)

[0,t[

)
⊗Fk,[t,∞[

verify that the process on V defined by

kt(x) =
⊕
n≥0

(
ψn(x)⊗ I(n)

[0,t[

)
⊗ Ik,[t,∞[,

where ψn is defined as in (4.7) but with ψ and k in place of φ and k̂, is weakly
regular and satisfies the QSDE (5.9).

Exponential noise, revisited

Consider again the example of pure-noise processes obtained from exponential
operators (see Section 4), now with each of the constituent functions k, u, v
and W being constant. Thus

Xt = Γ
(
tw, d⊗ 1[0,t[,W ⊗ I[0,t[ + I ⊗ I[t,∞[, e⊗ 1[0,t[

)
(5.10)

for w ∈ C, d, e ∈ k and W ∈ B(k).
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Proposition 5.4. X is a Markovian cocycle.

Proof. The shifts st : L2(R+; k) → L2([t,∞[, k) satisfy

st(e⊗ 1[0,s[) = e⊗ 1[t,t+s[,

st
(
W ⊗ I[0,s[ + Ik ⊗ I[s,∞[

)
s∗t =W ⊗ I[t,t+s[ + Ik ⊗ I[t+s,∞[.

Therefore, by (5.4), adaptedness and (4.1),

〈ε(f),Xtσt(Xs)ε(g)〉 = AB,

where

A =
〈
ε(f[0,t[),Xtε(g[0,t[)

〉
= exp

{
wt+

〈
e⊗ 1[0,t[, g

〉
+
〈
f,W ⊗ I[0,t[ g

〉
+ 0 +

〈
f, d⊗ 1[0,t[

〉}

and B equals
〈
ε(f
∣∣
[t,∞[

),

Γ
(
ws, d⊗ 1[t,t+s[,W ⊗ I[t,t+s[ + Ik ⊗ I[t+s,∞[, e⊗ 1[t,t+s[

)
ε(g
∣∣
[t,∞[

)
〉

= exp
{
ws+

〈
e⊗ 1[t,t+s[, g

〉
+
〈
f,W ⊗ I[t,t+s[g

〉

+
〈
f[t+s,∞[, g[t+s,∞[

〉
+
〈
f, d⊗ 1[t,t+s[

〉}

Thus AB has the form of 〈ε(f),Xt+sε(g)〉. Therefore Xs+t = Xsσs(Xt) on
E(K). ��

Thus, in particular, the parity process involved in the realisation of Fermi
fields as QS integrals (on page 233) is a Markovian cocycle.

Proposition 5.5. The associated semigroups for the Markovian cocycle X
are given by

P b,c
t = exp t〈̂b, Lĉ〉

where

L =
[
w 〈e|
|d〉 W − Ik

]
and ĉ =

(
1
c

)
∈ k̂.

Proof. Using the formula (4.1) once more,
〈
ε(b[0,t[),Xtε(c[0,t[)

〉
= exp

{
wt+ 〈e, c〉t+ 〈b,Wc〉t+ 〈b, d〉t

}
,

so
〈#(b[0,t[),Xt#(c[0,t[)〉 = exp t

〈
b̂, L ĉ

〉
.

��
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We also know (from Section 4) that X satisfies a QSDE (see (4.2)). Here
the QSDE is of a special type — its coefficients are constant:

dXt = L⊗Xt dΛt; X0 = I

where

L =
[
w 〈e|
|d〉 W − Ik

]
,

the identical matrix arising in our representation of the generators of the
associated semigroups!

In spite of this example having only the trivial initial space C, which brings
about many simplifications (including commutativity!), it has succeeded in
revealing a substantial part of the structure of Markovian cocycles. In (5.17)
below we shall see how the conditions for contractivity of exponential noise
given in the exercise on page 210 generalise to nontrivial initial space.

5.2 Stochastic generation

Solutions of quantum stochastic differential equations form Markovian cocy-
cles. In turn nice Markovian cocycles have an infinitesimal description as a
solution of a QSDE. Furthermore, properties of the cocycle are naturally re-
flected in the structure of their ‘stochastic generator’. This applies both to
mapping cocycles and to operator cocycles.

We need the following extension of the ∆ notation (3.13):

∆(x) := Pk ⊗ x ∈ B(k̂)⊗sp V (5.11)

for elements x of an operator space V. Thus ∆(1) = ∆ when 1 ∈ V.

Completely positive cocycles

The best results here are for CP contraction cocycles.

Theorem 5.6. Let k be a completely positive contraction process on a C∗-
algebra A. Then the following are equivalent :

(i) k is a Markov-regular cocycle;
(ii) k = kφ for a completely bounded operator φ : A → M(k̂;A)b.

We speak of the stochastic generator φ of the cocycle k. For the next result
let E(0) = Eχ and E(0) = Eχ where χ =

(
1
0

)
∈ k̂.

Theorem 5.7. Let k be a completely positive contraction process on a C∗-
algebra A in B(h), and suppose that k weakly satisfies (4.8) for some bounded
operator φ : A → M(k̂;A)b. Then φ has the form

φ(a) = ψ(a)−∆(a) + J∗aE(0) + E(0)aJ, (5.12)
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where ψ is completely positive and J ∈ Ck̂(A′′) and satisfies

φ(1) ≤ 0.

Remarks. Notice that any map φ of the form (5.12) is completely bounded,
and so, by uniqueness, k = kφ. In fact, for an operator φ of the form (5.12),
kφ is necessarily completely positive and contractive, and so the converse of
Theorem 5.7 holds too.

*-homomorphic cocycles

Let A be a C∗-algebra acting on h. Necessary conditions on a completely
bounded map θ : A → M(k̂;A)b for the cocycle generated by θ to be *-
homomorphic may be obtained quite easily from the quantum Itô product
formula.

Proposition 5.8. Let k be a *-homomorphic Markovian cocycle on a C∗-
algebra A which acts on h, with bounded stochastic generator θ. Then θ is a
real map, that is θ(a∗) = θ(a)∗, and satisfies

θ(ab) = θ(a)ι(b) + ι(a)θ(b) + θ(a)∆θ(b) (5.13)

where ι is the ampliation ιk̂ : a "→ Ik̂ ⊗ a.

If we write θ in block matrix form:

θ =
[
τ δ†

δ ρ− ιk

]
(5.14)

then (5.13), together with reality of θ, reads

ρ is a ∗-homomorphism A → M(k;A)b
δ is a ρ-derivation A → C(k;A)b
τ is a real map A → A satisfying

τ(ab)− τ(a)b− aτ(b) = δ†(a)δ(b),

where δ† : A → R(k;A)b is defined by δ†(a) = δ(a∗)∗, and a ρ-derivation is a
linear map satisfying the ρ-Leibniz identity

δ(ab) = δ(a)b+ ρ(a)δ(b).

The converse is a trickier matter. The next result is quite recent. Recall the
definition of k-boundedness (on page 241).

Theorem 5.9. Let θ : A → M(k̂;A)b be a real k-bounded map, satisfy-
ing (5.13). Then, in either of the following two cases, the Markovian cocycle
generated by θ is *-homomorphic:
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(a) θ(a)Eχ ∈ |k̂〉 ⊗sp A for all a ∈ A, χ ∈ k̂.
(b) A is a von Neumann algebra and θ is ultraweakly continuous.

Remark. When A is unital, part (a) is equivalent to θ(A) ⊂ M(K ⊗sp A),
where M denotes multiplier algebra (an important concept in Johan Kuster-
mans’ notes in this volume), and K is the C∗-algebra of compact operators
on k̂.

Exercise. Let j be a *-homomorphic Markov-regular cocycle on a commuta-
tive C∗-algebra A. Show that the following family is commutative:

{
jt(a) : a ∈ A, t ≥ 0

}
.

Operator cocycles

Contraction cocycles on a Hilbert space satisfy (constant-coefficient) QSDE’s,
under the assumption of Markov regularity.

Theorem 5.10. Let X be a Hilbert-space contraction process. Then the fol-
lowing are equivalent:

(i) X is a Markov-regular left cocycle;
(ii) X = XL for a bounded operator L.
Again we refer to the operator L as the stochastic generator of the cocycle X.

Corollary 5.11. Let X be a Hilbert-space contraction process on C. Then the
following are equivalent:

(i) X is a Markov-regular left cocycle.
(ii) X is an exponential noise of the form (5.10).

In the language of Rajarama Bhat’s lectures in this volume, every local cocycle
with respect to a CCR flow is an exponential noise. (Strong continuity of the
cocycle implies Markov-regularity in this context.)

As with CP contraction cocycles on a C∗-algebra, we may recognise con-
tractivity from the form of the generator. Bearing in mind our discussion of
exponential noise, the structure (5.18) and (5.17) below may be compared
respectively with (1.32) and the exercise which follows.

Theorem 5.12. Let X be a bounded Markov-regular left cocycle on a Hilbert
space h and suppose that X weakly satisfies a left QSDE of the form (4.6).
Then the following are equivalent:

(i) X is contractive;
(ii) L is bounded and

L∗ + L+ L∗∆L ≤ 0; (5.15)

(iii) L is bounded and
L+ L∗ + L∗∆L ≤ 0; (5.16)
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(iv) There are bounded operators H,B,M, V and W such that

L =
[
iH − 1

2 (M∗M +B2) BV S −M∗W
M W − I

]
(5.17)

where H = H∗, ‖V ‖, ‖W‖ ≤ 1, B ≥ 0 and S = (1−W ∗W )1/2.

Furthermore, X is isometric if and only if equality holds in (5.15) if and only
if

W is isometric and B = 0. (5.18)

Finally X is unitary if and only if

L∗ + L+ L∗∆L = 0 = L+ L∗ + L∆L∗,

if and only if W is unitary and B = 0.

In fact, for a bounded operator L satisfying (5.15), XL is necessarily contrac-
tive as is LX, and its adjoint process is given by

(XL)∗ = MX, where M = L∗.

The next subsection reveals more.

Dual cocycles

Let X be a bounded left operator Markovian cocycle. Then its adjoint process
(Zt = X∗

t )t≥0 is a right cocycle, in other words it satisfies

Zs+t = σs(Zt)Zs, Z0 = I.

It is also true that (RtXtRt)t≥0 defines a right cocycle, where R is the time re-
versal process defined in Example 2.3. This is most easily verified by exploiting
the semigroup representation, since right cocycles have such a representation
too, but with the semigroups appearing in the reverse order. Combining these
we obtain the dual cocycle of X, defined by

X̃t := RtX
∗
t Rt.

Thus the dual cocycle of a left cocycle is another left cocycle. The stochastic
generator of the dual of a Markov-regular left contraction cocycle X is the
adjoint of the stochastic generator of X.

Duality plays an important part in the analysis of cocycles. Given that the
dual of a contraction (respectively, isometric) cocycle is a contraction (respec-
tively, coisometric) cocycle, the role of duality in Theorem 5.12 is hopefully
evident.
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Notes

The cocycle viewpoint in classical Markov process theory is promoted in [Pin].
Direct link with the quantum context is investigated in [LSi]. That Markovian
cocycles of the above kind satisfy QSDE’s was first shown in [HL4], for unitary
operator cocycles, and in [Bra], for normal unital *-homomorphic mapping
cocycles on a von Neumann algebra, both using the representation of mar-
tingales as QS integrals ([PSi]). Subsequently the semigroup representation
of cocycles has provided the most effective tool for the natural generalisa-
tions of these results ([LP2], [LW2]). The characterisation of the generators
of Markov-regular contraction operator cocycles, or rather contractive solu-
tions of QSDE’s with bounded coefficients, was obtained [Fag2] and [MoP],
and refined in [LW1]. The characterisation of the stochastic generators of CP
cocycles was obtained in [LP2] for finite-dimensional noise, and extended to
infinite dimensions in [LW1], under the assumption that the cocycle satisfied
a QSDE. Independent work on CP stochastic evolutions may also be found
in [Bel2]. That Markov-regular contraction operator cocycles, respectively CP
contraction cocycles on a C∗-algebra, necessarily satisfy a QSDE was shown
in [LW2]. In particular, this made the above assumptions redundant.

The sufficient conditions for a map θ (enjoying the necessary algebraic
structure) to stochastically generate a *-homomorphic Markovian cocycle,
were obtained in [LW4,5] extending the finite-dimensional ([Eva]) and Mohari-
Sinha-regular ([MoS]) cases. Our method exploited the algebraic structure of
quantum stochastic calculus (cf. [L6]), more specifically a product formula for
iterated QS integrals (final exercise of the previous section) and the knowl-
edge that θ is necessarily completely bounded and generates a CP contrac-
tive cocycle on the C∗-algebra ([LW3]). The exercise below Theorem 5.9 is
from [MoS], and is relevant to the interpretation of Markovian cocycles in
terms of classical Markov processes.

An alternative approach to QS cocycles on V amalgamates its associated
semigroups into a single semigroup onB(k̂)⊗spV. A short proof of Theorem 5.7
may be founded on this approach ([LW8]). This method originated in the
paper [AcK] and has been extensively developed in [LW6].

Markovian cocycles were introduced into quantum probability in [Acc], as
a tool for perturbing quantum Markov processes, and were further elaborated
in the fundamental paper [AFL]. Dual cocycles were introduced in [Jou], for
analysing non-regular contraction operator cocycles. For further discussion of
the literature see [LW2]. See also the very recent paper [HKK] which points to
interesting future developments for interconnections between probability and
operator algebras, with stochastic cocycles as a central idea.

6 QS Dilation

For this section fix a unital C∗-algebra A acting nondegenerately on a Hilbert
space h. Let k be a contractive CP Markovian cocycle on A. Then its Markov
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semigroup
Pt := E0 ◦ kt = Eε(0)kt(·)Eε(0)

is a completely positive contraction semigroup on A, since the conditional
expectation E0 is both contractive and completely positive.

Stochastic dilation problem. Given a CP contraction semigroup P on A, is
there a *-homomorphic Markovian cocycle j on A such that

E0 ◦ jt = Pt for t ≥ 0? (6.1)

Another name for CP contraction semigroups is quantum dynamical semi-
groups; these are assumed further to enjoy continuity properties appropriate
to the algebra, and usually also to be unital.

CP semigroups

Stinespring’s Theorem gives us the form of an individual CP map (Exam-
ple 1.11). What about a semigroup of such maps? (This question is also posed
in Rajarama Bhat’s notes in this volume.)

Proposition 6.1 (Evans and Lewis). Let τ ∈ B(A). Then the following
are equivalent :

(i) τ generates a CP semigroup;
(ii) ∂τ is a nonnegative-definite kernel on A, where

∂τ(a, b) = τ(a∗b)− a∗τ(b)− τ(a)∗b+ a∗τ(1)b.

Such a semigroup is contractive if and only if its generator satisfies

τ(1) ≤ 0.

Exercise. Prove this.

Example 6.2 (Lindbladians). Let (π,H) be a representation of A, let D ∈
B(h;H) and let H = H∗ ∈ B(h). Set L = LD,π,H where

LD,π,H : a "→ D∗π(a)D − 1
2
{D∗D, a}+ i[H, a]. (6.2)

If L(A) ⊂ A then L generates a CP contraction semigroup on A.

Exercise. Prove this, and generalise it to the noncontractive case.

For stochastic dilation we need to know that norm-continuous CP semi-
groups have completely bounded generators. The following result is nontrivial.
Recall that completely positive maps are completely bounded.
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Lemma 6.3 (Christensen). Let φ be an ultraweakly continuous completely
positive map on a von Neumann algebra M, satisfying ‖φ − idM‖ ≤ 104.
Then, for any separable Hilbert space h,

‖φ⊗id B(h) − idM⊗B(h)‖ ≤ 104‖φ− idM‖1/4.

To obtain the result we want, the fact that the bidual of a C∗-algebra is
naturally a von Neumann algebra (more correctly aW ∗-algebra) may be used.

Corollary 6.4. Let τ be the generator of a norm-continuous completely pos-
itive semigroup on a C∗-algebra C. Then τ is completely bounded.

Proof. Let h be an infinite dimensional separable Hilbert space. A semigroup
of CP maps on C∗∗⊗B(h) is defined by (etτ

∗∗⊗id B(h))t≥0. By the lemma this
is norm continuous. Its generator, which extends τ∗∗⊗id B(h), is thus bounded.
Hence τ is completely bounded. ��

6.1 Stochastic dilation

Given the block matrix form of the stochastic generator of a ∗-homomorphic
Markov-regular cocycle, namely (5.14), the generator of its Markov semigroup
is the top-left component of the matrix. The following result is key for QS
dilation.

Proposition 6.5. Let τ ∈ B(A) be the generator of a CP contraction semi-
group on A. Then there is a triple (k, ρ, δ) consisting of a Hilbert space k,
a representation ρ : A → B(k)⊗A′′ and a ρ-derivation δ : A → |k〉⊗A′′

satisfying
τ(a∗b)− τ(a)∗b− a∗τ(b) = δ(a)∗δ(b). (6.3)

If p denotes the orthogonal projection onto Lin δ(A)h, then

p ∈ (B(k)⊗A′′) ∩ ρ(A)′.

Moreover, if A is a von Neumann algebra and τ is ultraweakly continuous
then so are δ and ρ.

Proof. Let γ1 : A → B(h;K1) be a minimal Kolmogorov map for the
nonnegative-definite kernel ∂τ : A×A → A ⊂ B(h) given by

∂τ(a, b) = τ(a∗b)− a∗τ(b)− τ(a)∗b+ a∗τ(1)b.

The identity
(
γ1(ua)− γ1(u)a

)∗(
γ1(ub)− γ1(u)b

)
= γ1(a)∗γ1(b)

holds for all a, b ∈ A and isometric u in A. (Exercise. Verify this.) There-
fore, in view of the minimality of γ1, there is a unique isometry π1(u) on K1

satisfying
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π1(u)γ1(a) = γ1(ua)− γ1(u)a.
The map u "→ π1(u) extends uniquely to a unital representation of A on K1.
Now define

K = K1 ⊕ Ran τ(1), π(a) =
[
π1(a) 0

0 0

]
and γ(a) =

[
γ1(a)

(−τ(1))1/2a

]
.

Then γ : A → B(h;K) is a minimal Kolmogorov map for the nonnegative-
definite kernel (a, b) "→ τ(a∗b)− τ(a)∗b− a∗τ(b):

τ(a∗b)− τ(a)∗b− a∗τ(b) = γ(a)∗γ(b); Lin γ(A)h = K.

Moreover π : A → B(K) is a representation of A (nonunital unless τ(1) = 0)
such that γ is a π-derivation:

γ(ab) = γ(a)b− π(a)γ(b).

In view of the identity
(
γ(a)u′

)∗(
γ(b)u′

)
= γ(a)∗γ(b),

which holds for all a, b ∈ A and isometric u′ in A′, the minimality of γ implies
that there is a unique isometry π′(u′) on K satisfying

π′(u′)γ(a) = γ(a)u′.

Again u′ "→ π′(u′) extends uniquely to a representation of A′ on K. Now π′ is
normal and unital, and also

π′(A) ⊂ π(A)′. (6.4)

By the structure of normal representations of von Neumann algebras (a good
reference is [Tak]) it follows that there is a Hilbert space k and an isometry
V : K → k⊗ h such that

π′(a′) = V ∗(Ik ⊗ a′)V for a′ ∈ A′, and p := V V ∗ ∈
(
Ik ⊗A′)′ = B(k)⊗A′′.

Now define representations ρ and ρ′ of A and A′ respectively, and a ρ-
derivation δ, by

ρ(a) = V π(a)V ∗, δ(a) = V γ(a) and ρ′(a′) =
(
Ik ⊗ a′

)
p.

Since ρ′(a′) = V π′(a′)V ∗ it follows from (6.4) that ρ′(A′) ⊂ ρ(A)′; in partic-
ular p ∈ ρ(A)′. The remaining properties of ρ and δ follow.

If A is a von Neumann algebra and τ is ultraweakly continuous then the
ultraweak continuity of γ1, π and γ are easily checked; the ultraweak continuity
of ρ and δ follows. ��

Remark. The representation (ρ, k⊗ h) is typically nonunital.
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Stochastic dilation on a von Neumann algebra

Combining the previous proposition with Theorem 5.9 and Corollary 6.4 gives
the following dilation theorem.

Theorem 6.6. Suppose that A be a von Neumann algebra. Let P be a com-
pletely positive contraction semigroup with bounded and ultraweakly continu-
ous generator τ . Then, with (k, ρ, δ) as in the previous theorem,

[
τ δ†

δ ρ− ιk

]

generates a *-homomorphic Markovian cocycle j which dilates P , in the
sense (6.1).

Remark. The E-semigroup
(
Js := ĵs ◦ σs

)
s≥0

on A⊗B(Fk) therefore also
dilates P .

Stochastic dilation on a C∗-algebra

In order to achieve stochastic dilation on a C∗-algebra we need to appeal to
a little Hilbert C∗-module theory (for which [Lan] is recommended).

Theorem 6.7. Suppose that A is separable. Let P be a norm-continuous com-
pletely positive contraction semigroup with generator τ . Then there is a sepa-
rable Hilbert space k and a completely bounded map θ : A → M(K(k) ⊗sp A)
such that the Markovian cocycle j generated by θ is *-homomorphic and dilates
the semigroup P .

For the notation here see the remark following Theorem 5.9.

Proof. Let (π,H, γ) be as in the first part of the proof of Proposition 6.5. Set
F = Lin γ(A)A ⊂ B(h;H). Then, since γ(a)∗γ(b) = τ(a∗b)−τ(a)∗b−a∗τ(b) ∈
A for a, b ∈ A, F is a Hilbert C∗-module with A-valued inner product given
by 〈f1, f2〉 := f∗1 f2. By the separability of A, F is countably generated and
so, by Kasparov’s Embedding Theorem, there is an adjointable isometry φ :
F → |k〉 ⊗sp A, for some separable Hilbert space k. By the nondegeneracy of
A on h and the minimality of γ, the map fu "→ φ(f)u (f ∈ F, u ∈ h) extends
uniquely to an isometry V : H → k⊗ h. Now, letting φ : A → B(k̂⊗ h) be the
map with block matrix form (5.14):

θ =
[
τ δ†

δ ρ− ιk

]

where ρ = V π(·)V ∗, δ = φ ◦ γ = V γ(·) and ιk is the ampliation a "→ Ik ⊗ a, it
is easily checked that θ satisfies (the given equivalent of) (5.13). Now Ran δ ⊂
Ranφ ⊂ |k〉 ⊗sp A, and so also Ran δ† ⊂ 〈k| ⊗sp A, and
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ρ(a)Ee = V π(a)V ∗Ee = φ
(
π(a)φ∗

(
|e〉 ⊗ 1A

))
⊂ Ranφ

for a ∈ A and e ∈ k. It follows that θ satisfies condition (a) of Theorem 5.9.
Again Corollary 6.4 implies that θ is CB — the complete boundedness of δ
following from the identity δ(a)∗δ(b) = τ(a∗b) − τ(a)∗b − a∗τ(b). The result
therefore follows from Theorem 5.9. ��

Remark. A smarter proof is obtained by directly appealing to the Hilbert-C∗-
module-theoretic Kolmogorov map ([Mur2]).

6.2 Decomposition via perturbation

To analyse the structure of the von Neumann algebraic stochastic dilation,
we need to know what bounded ρ-derivations look like. It turns out that they
are all inner.

Theorem 6.8 (Christensen-Evans). Let (π,H) be a representation of A
and let γ : A → B(h;H) be a bounded π-derivation. Then there is an element
g ∈ Lin

uw
γ(A)A such that γ = δg,π:

a "→ ga− π(a)g.

This may be used to obtain a Lindbladian structure for the generators of
CP contraction semigroups which is well suited to quantum stochastic dilation.

Theorem 6.9. Let τ ∈ B(A) be the generator of a CP contraction semigroup
on A. Then there is a quadruple (k, ρ, d, h) consisting of a Hilbert space k, a
∗-homomorphism ρ : A → B(k)⊗A′′, and elements d ∈ |k〉⊗A′′ and h = h∗ ∈
A′′ such that τ = Ld,ρ,h:

a "→ d∗ρ(a)d− 1
2
{d∗d, a}+ i[h, a]. (6.5)

When A is a von Neumann algebra and τ is ultraweakly continuous ρ may be
chosen to be normal.

Proof. Let (k, ρ, δ) be a triple as in Proposition 6.5, with ρ chosen normal if A
is a von Neumann algebra and τ is ultraweakly continuous. Using Theorem 6.8
let d ∈ Lin

uw
δ(A)A ⊂ |k〉⊗A′′ be such that δ = δd,ρ. Then, setting L = Ld,ρ,0

(see (6.2)),
L(a∗b)− L(a)∗b− a∗L(b) = δ(a)∗δ(b).

Since τ also satisfies this identity it follows that τ differs from L only by
a derivation η say, in B(A). Applying Theorem 6.8 once more shows that
τ − L = δih : a "→ [ih, a] where h ∈ Lin

uw
η(A)A ⊂ A′′. Reality (of τ and L)

implies that h may be chosen to be self-adjoint. It follows that

τ = Ld,ρ,0 + δih = Ld,ρ,h.

��
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With this Lindbladian structure for the semigroup generator one can ex-
press the QS dilation described earlier as a perturbation of the Markovian
cocycle generated by the preservation-only part of the cocycle generator, at
least in the von Neumann algebra case. For this purpose the following pertur-
bation theorem is needed. Recall Theorem 4.1, and the ∆-notation (5.11).

Theorem 6.10. Suppose that A is a von Neumann algebra. Let j be a
Markov-regular normal *-homomorphic cocycle on A with stochastic gener-
ator θ : A → B(k̂)⊗A, and let W be the unique solution of the QSDE

dWt =
(
id⊗jt

)
(l)WtdΛt, W0 = I, (6.6)

where l ∈ B(k̂)⊗A satisfies l + l∗ + l∗∆l ≤ 0. Then

(a) W is contractive;
(b) kt := W ∗

t jt(·)Wt defines a (CP contractive) Markov-regular cocycle;
(c) the stochastic generator of k is given by

φ(a) =
θ(a) + ι(a)l + l∗ι(a) + l∗∆(a)l + l∗∆θ(a) + θ(a)∆l + l∗∆θ(a)∆l. (6.7)

This result was established for the purpose of obtaining a process-wise
Stinespring decomposition for CP contraction cocycles. It is included here
since it may be used for proving the following result, which reveals some of
the structure of the von Neumann algebraic QS dilation of Theorem 6.6.

Theorem 6.11. Suppose that A is a von Neumann algebra. For a normal
representation ρ : A → B(k)⊗A, and elements d ∈ |k〉⊗A and h = h∗ ∈ A set

θ0 =
[
0 0
0 ρ− ιk

]
, l =

[
−(ih+ 1

2d
∗d) d∗

−qd q − 1

]
and θ =

[
L δ†

δ ρ− ιk

]

where
q = ρ(1), L = Ld,ρ,h and δ = δd,ρ.

If j0 and j are the (*-homomorphic) Markovian cocycles generated by θ0 and
θ respectively, and W is the contractive solution of the QSDE

dWt = (id⊗j0t )(l)WtdΛt, W0 = I,

then W is partial isometry-valued and

jt =W ∗
t j

0
t (·)Wt, t ≥ 0. (6.8)

Remark. In Example 5.3 we saw the explicit form taken by cocycles with pure
number/exchange generators like j0.
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Notes

Quantum stochastic dilation of norm-continuous quantum dynamical semi-
groups on B(h) was achieved in the original paper [HP1] for a single Lind-
bladian generator, and in [HP2] for the general case (h separable). Its ex-
tension to a general von Neumann algebra was carried out in [GoS], and
simplified in [GLSW] where it was also extended to the dilation of cocycles.
Extension to separable unital C∗-algebras was done in [GPS], and simplified
in [LW5]. The innerness result for bounded π-derivations was proved in [ChE]
as the key step in establishing their generalisation (Theorem 6.9) of the Lind-
blad, Gorini-Kossakowski-Sudarshan characterisation of generators of norm-
continuous, normal, unital CP semigroups on B(h) ([Lin], [GKS]). The per-
turbation theorem was proved in [GLW], extending earlier results in [EvH]
and [DaS]. The decomposition given in Theorem 6.11 was obtained for the
case of one-dimensional noise and the von Neumann algebra B(h) in [EvH].

Minimality for QS dilations is discussed in the lectures of Rajarama Bhat
in this volume, for ultraweakly continuous unital CP semigroups on B(h) with
bounded generator. In that case, as explained there, the minimal dilation may
be realised as a QS dilation (6.8) in which j0 is simply ampliation and W is
unitary-valued. On the other hand, for CP contraction semigroups on a general
von Neumann algebra recent research shows that QS dilations typically cannot
be minimal. This suggests that a deeper QS analysis may be called for, founded
on Hilbert modules.

The final theorem is used in the recent result that the product system of
a quantum stochastic E-semigroup on a von Neumann algebra is necessarily
‘exponential’ ([BhL]). Since these are product systems of HilbertW ∗-modules,
a full explanation of this result would take us into their theory, which is sadly
beyond this course.

Afterword

These notes constitute an introduction to quantum stochastic analysis from
a current perspective. They are ‘introductory’ in the sense that they build
the theory from scratch and therefore, due not least to limitations of space,
cover only a fraction of the subject. Many other topics in quantum stochastic
analysis could not reasonably be covered in these notes. For a further idea of
the scope, in particular applications in areas such as quantum optics, quan-
tum measurement theory and quantum filtering theory, Mathematical Reviews
may be consulted (see [QSC]). The second volume of the lecture notes of the
Grenoble Summer School ([QP12]) contains an extensive bibliography which
might also be useful.

A very specific sense in which they are introductory is that the treat-
ment of QSDE’s with unbounded operator coefficients and, correspondingly,
Markovian cocycles whose Markov semigroup is not norm continuous (i.e.
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non-Markov-regular cocycles), has been entirely omitted. There is now an ex-
tensive literature on the former, much of it by Franco Fagnola and Alexander
Chebotarev; see the lecture notes [Fag3]. The earliest results were obtained in
[App], [Vin1], [Fag1], [Moh], [Fag2] and [MoP]. For the latter I am aware only
of the following papers: [Jou], [AJL], [Fag2], [AcM] and [LW7]. Below there is
but a taste of this work; for proofs see [Fag3], [Mey] and [LW7], and for recent
work on the (more difficult) right QSDE see [FW1,2].

Recall the review of c0-semigroup (pre-)generators and dissipative opera-
tors (given on page 200). For the left QSDE

dXt = X̂t(F⊗I) dΛt, X0 = I, (*)

in which F is an operator on k̂ ⊗ h with dense domain D̂⊗D, having block-
matrix form

[
K M
L C−I

]
, consider the conditions

(A) 2Re 〈ξ, Fξ〉+ ‖∆Fξ‖2 ≤ 0, for all ξ ∈ D̂ ⊗D;
(B) the operator K is a pregenerator of a c0-semigroup on h.

Exercise. Show that condition (A) is necessary for the left QSDE (*) to have
a strong contractive solution on D⊗ED (cf. Theorem 5.12).

The conditions are not wholly independent since, defining

Kc
d := K + EcL+MEd + EcCEd − 1

2‖c‖
2 − 1

2‖d‖
2 (c ∈ k, d ∈ D),

condition (A) implies that each operator Kc
d is dissipative.

Weak and strong solutions are defined as for the case where F is bounded
except that now solutions have domains of the form D⊗E(S). For the results
below recall Proposition 2.1.

Theorem (Mohari and Parthasarathy). If condition (B) holds then there
is at most one contractive weak solution of the left QSDE (*) on D⊗ED.

Here is an application of uniqueness. If (*) has a unique contractive weak
solution X on D⊗ED then it is necessarily a left Markovian cocycle. This is
proved by verifying that, for each t ≥ 0, the contraction process defined by

Xt
s :=

{
Xs s ≤ t
Xtσt(Xs−t) s > t

also satisfies (*) on D⊗ED.

Exercise. Check this by viewing (Xt
t+r)r≥0 as an h⊗Fk,[0,t[ process and using

the explicit action of shifts on exponential vectors (5.3).

Remark. If a contractive weak solution of the left QSDE is strongly mea-
surable then it is in fact a strong solution since the integrability condition
is trivially satisfied. In particular, there is no distinction between weak and
strong contractive solutions of the left QSDE when h and k are both separable.
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Theorem (Fagnola). Existence of a strong contractive solution of the left
QSDE (*) on D⊗ED is assured if conditions (A) and (B) hold and furthermore

(C) the Hilbert spaces h and k are separable.

Thus, under conditions (A), (B) and (C), F stochastically generates a con-
tractive left Markovian cocycle and its Markov semigroup has generator K.

Here is a recent variant on this result, obtained by the global semigroup
methods mentioned in the notes to Section 5.

Theorem. Existence of a strong contractive solution of (*) on D⊗ED is as-
sured if condition (A) holds and furthermore

(B)′ K0,d is a pregenerator of a c0-semigroup on h, for each d ∈ T,

where T is any subset of k containing 0 which linearly spans D.

Remark. In fact, from these hypotheses it follows that Kc
d is a pregenerator

of a c0-contraction semigroup for each c ∈ k and d ∈ D.

Exercise. What are all these contraction semigroups being generated here?

Question. To what extent do non-Markov-regular contraction cocycles sat-
isfy QSDE’s? Jean-Lin Journé gave an example to show that a strongly contin-
uous contraction cocycle need not do so. Here are sufficient conditions (which
are also necessary) in terms of its associated semigroups. It is not hard to
verify that if a contraction cocycle is strongly continuous then its associated
semigroups are c0-contraction semigroups (i.e. they are strongly continuous
too).

Theorem. Let X be a strongly continuous left Markovian cocycle on h with
associated semigroup generators {Gc,d : c, d ∈ k}, and let T be a subset of k
containing 0. If

D :=
⋂
d∈T

DomG0,d and D := Lin T

are dense in h and k respectively, then X satisfies the left QSDE (*) on D⊗ED

for some operator F with domain D̂⊗D.

Remark. Under the conditions of the theorem, DomGc,d ⊃ D for all c ∈ k and
d ∈ D (cf. the remark following the previous theorem).
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Special notations (from Section 2 onwards)

k A fixed Hilbert space, the noise dimension space
K L2(R+; k)

Special notations for Section 6

h Another fixed Hilbert space, the system space
A A fixed C∗-algebra acting nondegenerately on h

General notations and conventions

Map(S;T ) The set of all functions from a set S to a set T
Ran f Range=Image of a function f

F[r,t[ Function s "→
{
F (s) if s ∈ [r, t[
0 otherwise

,

for a vector-valued function F defined on (part of) the real line
δ† Map x "→ δ(x∗))∗,

for a linear map δ between involutive spaces, see page 250
LinS Linear span, for a subset S of a vector space
DomT Domain of an operator T , see page 197
LinS Closure of LinS, for a subset S of a normed space
Ran f Closure of Ran f , for a normed space-valued function f
S

uw
Ultraweak closure, for a subset S of B(H;H′)

S ′ Commutant: {A ∈ B(H) : ∀X∈SAX = XA} ,
for a subset S of B(H)

S ′′ Double commutant (S ′)′

〈 , 〉 Inner products are linear in their second argument
ĥ C

⊕
h, for a Hilbert space h

ĉ
(
1
c

)
∈ ĥ, for c ∈ h

Pk Orthogonal projection in B(k̂) with range {
(
0
c

)
: c ∈ k}

∆ IH ⊗ Pk ⊗ IH′ ∈ B(H⊗ k̂⊗ H′),
with H and H′ determined by context

∆(x) Pk ⊗ x, for x ∈ B(h; h′), for Hilbert spaces h, h′
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〈u| Dirac “bra-”: element of H∗ = B(H; C) given by v "→ 〈u, v〉
|u〉 Dirac “-ket”: element of B(C;H) given by λ "→ λu
Eu Ih ⊗ |u〉 ⊗ Ih′ , where h and h′ are determined by context
Eu (Eu)∗ = Ih ⊗ 〈u| ⊗ Ih′

Mn,m, Mn,m(C),
with norm given by its usual identification with B(Cm; Cn)

L(U ;V ) Vector space of linear maps between vector spaces U and V
B(X;Y ) Normed space of bounded operators,

between normed spaces X and Y
CB(V;W) Operator space of completely bounded operators in B(V;W)
M(k, h;V)b h-k-matrix space over V, see page 195
⊗ Algebraic tensor product
⊗sp Spatial tensor product, see page 194
⊗ Ultraweak tensor product, see page 194
⊗M Matrix-space tensor product, see (1.16)
ιh Ampliation maps T "→ Ih ⊗ T , or T ⊗ Ih,

depending on context
P and Pb Classes of (bounded) processes, see pages 216 to 220
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plings to classical and non-classical squeezed white noise as stationary
Markov processes, Publ. Res. Inst. Math. Sci. 38 (2002) no. 1, 1–31. 221
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algebras III & IV,” Birkhäuser, Boston, MA 1991 & 1992. 213
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Notation: Throughout these lectures B(H) will denote the von Neumann
algebra of all bounded operators on a Hilbert space H. All our Hilbert spaces
will be complex with an inner product 〈·, ·〉, which is anti-linear in the first
variable. Usually we restrict ourselves to separable Hilbert spaces.

1 Dilation theory basics

We begin with the most basic theorem in dilation theory, which shows that
contractions on Hilbert spaces are corners of isometries.

Theorem 1.1. (Sz. Nagy’s dilation theorem): Suppose that T ∈ B(H) with
‖T‖ ≤ 1 for some Hilbert space H. Then there exists a Hilbert space K con-
taining H with an isometry V ∈ B(K) such that,

Tn = PHV n|H ∀n ≥ 0. (1.1)

Moreover, if span{V nu : n ≥ 0, u ∈ H} = K the pair (K, V ) is unique up to
unitary equivalence in the sense that if (K′, V ′) is another such pair, then there
exists a unitary U : K → K′, such that Uu = u for u ∈ H, and V ′ = UV U∗.

If we have an operator V as in Theorem 1.1, then it is called a (power)
dilation of T . One can also construct unitary dilations for contractions but
we will not talk about them!

B.V.R. Bhat: Dilations, Cocycles and Product Systems, Lect. Notes Math. 1865, 273–291 (2005)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2005
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Our main tool for proving all dilation theorems will be the Kolmogorov
map construction, which shows when we can embed a set inside a Hilbert
space (see J. M. Lindsay [Li] or K. R. Parthasarathy [Pa]). We shall use only
complex-valued kernels.

Definition 1.2. Let M be a set. A map K : M×M → C is called a positive
definite kernel if ∑

i,j

c̄icjK(xi, xj) ≥ 0

for all c1, c2, . . . , cn ∈ C, x1, x2, . . . , xn ∈ M and n ≥ 1.

In other words K on M × M is a positive definite kernel if the ma-
trix [K(xi, xj)] is positive definite for all choices of a finite number of points
x1, x2, . . . , xn from M.

Theorem 1.3. (Kolmogorov map / GNS Construction): Suppose K is a pos-
itive definite kernel on a set M. Then there exists a Hilbert space K with a
mapping λ : M → K such that

〈λ(x), λ(y)〉 = K(x, y)

for all x, y in M. Moreover, if

span{λ(x) : x ∈ M} = K,

then the pair (K, λ) is unique up to unitary equivalence, that is, if (K′, λ′) is
another such pair, then there exists a unitary operator U : K → K′ such that
Uλ(x) = λ′(x) for all x ∈ M.

Sketch of a Proof of Theorem 1.1: Suppose we had a dilation (K, V ) as
above. Then we see that for vectors u, v in H,

〈V mu, V nv〉 =
{
〈u, Tn−mv〉 m ≤ n
〈u, (T ∗)m−nv〉 n < m.

This suggests that we take M as the set {(m,u) : m ≥ 0, u ∈ H}, and define
K : M×M → C by

K((m,u), (n, v)) =
{
〈u, Tn−mv〉 m ≤ n
〈u, (T ∗)m−nv〉 n < m.

Next note that positive definiteness of K is equivalent to the block operator
matrix [Aij ], defined by

Aij =
{

T j−i 0 ≤ i ≤ j ≤ n
(T ∗)i−j 0 ≤ i < j ≤ n,

being positive for all orders n. And this can be proved through simple matrix
manipulations and induction. So we can apply the GNS construction to have a
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Hilbert space K with a Kolmogorov map λ : M → K for the kernel K. We see
that by identifying u in H with λ(0, u) in K we have an isometric embedding
of H in K. Further define V on K by setting V λ(m,u) = λ(m + 1, u) and
extending linearly to get an isometry. Now it is not difficult to see that V is
indeed a dilation of T . 	


Theorem 1.4. (Stinespring’s theorem): Let A be a unital C∗-algebra and let
τ : A → B(H) be a contractive completely positive map, for some Hilbert space
H. Then there exists a Hilbert space K containing H, with a ∗-homomorphism
π : A → B(K) and an isometry V : H → K such that

τ(X) = V ∗π(X)V

for all X ∈ A.

We have already seen Stinespring’s theorem and its proof in earlier lectures
[Li]. It shows that contractive completely positive maps are compressions of
∗-homomorphisms. One of the disadvantages with Stinespring’s theorem is
that when we have a completely positive map τ from A into itself, we also
would like to consider powers τn of τ , but we can’t talk of πn due to domain
problems, though each τn is a contractive completely positive map in its own
right. In other words we are looking for a ‘power dilation’. Contrast this with
the Sz. Nagy dilation and the following more general theorem from multi-
variable operator theory.

Theorem 1.5. (Bunce, Frazho, Popescu): Let (T1, . . . , Tn) be an n-tuple
of bounded operators on a Hilbert space H, for some n ≥ 1, such that∑

TiT
∗
i ≤ I. Then there exists a Hilbert space K containing H with an n-

tuple (V1, . . . , Vn) of isometries such that:

(i) V ∗
i Vj = δijI, 1 ≤ i, j ≤ n.

(ii) V ∗
i u = T ∗

i u, for u ∈ H and 1 ≤ i ≤ n;

Moreover if span{Vi1 . . . Vik
u : 1 ≤ ir ≤ n, ∀r, k ≥ 1, u ∈ H} = K then this

tuple is unique up to unitary equivalence.

Note that here (i) says that the Vi’s are isometries with orthogonal ranges
and (ii) says that the Vi’s leave H⊥ invariant and that they form a dilation
of the Ti’s in the sense that:

Ti1 . . . Tik
= PHVi1 . . . Vik

|H
for all tuples i1, . . . , ik. Instead of looking at the n-tuple (T1, . . . Tn) we may
consider the completely positive map τ : B(H) → B(H) defined by

τ(X) =
∑

TiXT ∗
i ∀X ∈ B(H).

Then the condition
∑

TiT
∗
i ≤ I means precisely that τ is contractive. In a

similar way that the Vi’s being isometries with orthogonal ranges means that
the map θ : B(K) → B(K) defined by
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θ(X) =
∑

ViXV ∗
i ∀X ∈ B(K),

is a ∗-endomorphism of B(K), that is, θ : B(K) → B(K) is a linear map
satisfying θ(X∗) = θ(X)∗ and θ(XY ) = θ(X)θ(Y ) for all X,Y in B(K).
Furthermore, (ii) implies that θ is a dilation of τ in the sense that:

τn(X) = PHθn(X)PH

where X in B(H) is identified with PHXPH in B(K) to talk of θn(X). So
these completely positive maps have ∗-endomorphic dilations. Below we are
looking for similar results for general quantum dynamical semigroups.

Definition 1.6. Let A ⊂ B(H) be a unital C∗-algebra. Let τ = {τt : t ≥ 0} be
a contractive quantum dynamical semigroup (semigroup of completely positive
maps) on A. A (subordinated) weak Markov flow with expectation semigroup
τ is a triple (K, F, j), where

(i) K is a Hilbert space containing H;
(ii) F = {Ft : t ≥ 0} is an increasing family of projections on K with F (0)

being the projection onto H;
(iii) j = {jt : t ≥ 0} is a family of ∗-homomorphisms, jt : A → B(K), with

j0(X) = XF (0);
(iv) F (s)jt(X)F (s) = js(τt−s(X)) for 0 ≤ s ≤ t, X ∈ A.

It is said to be minimal if

span{jt1(X1) . . . jtn
(Xn)u : ti ≥ 0,Xi ∈ A, u ∈ H} = K.

In a weak Markov flow (K, F, j), K is known as the dilation space, the
family of projections F is known as the filtration and the family of ∗-
homomorphisms j is known as the weak Markov process. The word ‘weak’ here
refers to the fact that the jt’s are non-unital ∗-homomorphisms. The property
(iv) is known as the Markov property. The idea of this kind of dilation has
been around for some time. For the formulation used here and for references
on other variations see [BP1-2]. The main advantage of weak Markov flows is
the following existence and uniqueness theorem and the fact that practically
any definition of Markov dilation one considers almost always contains a weak
dilation as a component.

Theorem 1.7. Given a contractive quantum dynamical semigroup τ there al-
ways exists a minimal weak Markov flow (K, F, j) with τ as its expectation
semigroup. Moreover, such a triple is unique up to unitary equivalence.

The proof is once again through a GNS-type construction. This is possible
as inner products between vectors of the form jt1(X1) . . . jtn

(Xn)u are com-
pletely determined by τ and we can show positive definiteness of the associated
kernel.
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The next step in dilation theory is to construct a semigroup of endomor-
phisms. Let (K, F, j) be a minimal weak Markov flow for a quantum dynami-
cal semigroup τ as above. Let B be the C∗-subalgebra of B(K) generated by
{jt(X) : X ∈ A, t ≥ 0}. Define θt : B → B, by setting

θt(js(X)) = js+t(X),

and extending ∗-homomorphically. One has to check that θt is well-defined
and has ∗-homomorphic extension [Bh1-2]. But once we know that such en-
domorphisms of B exist, it is easy to verify that {θt : t ≥ 0} is a semigroup of
∗-endomorphisms of B. If we are in the von Neumann algebra setup, that is if
A is a von Neumann algebra, each τt is normal and t → τt(X) is ultraweakly
continuous, then we get a semigroup of normal ∗-endomorphisms on the von
Neumann algebra generated by {jt(X)} (see [BS], Section 12).

Once we have a semigroup of ∗-endomorphisms θ as above we may actually
forget about the weak Markov flow and consider the triple (K,B, θ) as a dila-
tion of (H,A, τ). Note that as P := F (0) is the projection onto H, identifying
X ∈ B(H) with PXP ∈ B(K), we actually have

Pθt(X)P = τt(X) ∀X ∈ A, t ≥ 0.

In other words we have a semigroup of ∗-endomorphisms as a dilation of a
quantum dynamical semigroup. The minimality here depends upon whether
we want to consider the C∗-algebra setup or the von Neumann algebra setup.
But in either case, there is a suitable notion of minimality and there is a
unique minimal dilation.

2 E0-semigroups and product systems

Let H,P be two non-zero, complex, separable Hilbert spaces. Let W : H⊗P →
H be an isometry. 1 Now consider the map ψ on B(H) → B(H) defined by

ψ(X) = W (X ⊗ IP)W ∗, X ∈ B(H). (2.1)

We easily verify that ψ has the following properties:

(i) ψ is linear;
(ii) ψ(XY ) = ψ(X)ψ(Y ), for all X,Y ∈ B(H);
(iii) ψ(X∗) = ψ(X)∗, for all X ∈ B(H);
(iv) ψ is normal (ultraweakly continuous).

1 Note that if H is finite dimensional, we can’t have such an isometry unless P is
one-dimensional, as we will be having dim(H⊗P) > dim(H). However there are
no such constraints if H is infinite dimensional.
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A mapping ψ of B(H) which satisfies properties (i)-(iv) is said to be a
normal ∗-endomorphism of B(H). It is not hard to see that any normal ∗-
endomorphism of B(H) necessarily has the form (2.1). Indeed if ψ is a given
∗-endomorphism, choose a unit vector a ∈ H, take P as the range of the
projection ψ(|a〉〈a|) and consider W : H⊗P → H defined by

W (x ⊗ ψ(|a〉〈a|)y) = ψ(|x〉〈a|)y.

Then we see that W is an isometry with W ∗z =
∑

i ei ⊗ ψ(|a〉〈ei|)z for any
orthonormal basis {ei} of H and (2.1) is satisfied.

Here is another way of expressing ψ. Let {ei : i ≥ 1} be an orthonormal
basis of P. Define Vi ∈ B(H) by setting Vix = W (x ⊗ ei), ∀x ∈ H. We leave
it to the reader to verify that the Vi’s are isometries with orthogonal ranges,
that is,

V ∗
i Vj = δijI ∀i, j (2.2)

and
ψ(X) =

∑
i

ViXV ∗
i , (2.3)

for X ∈ B(H). Here if the number of terms is infinite, that is, if P is infinite
dimensional, the series converges in the strong operator topology. Note that
each Vi is an element of the space E of intertwiners:

E := {Y ∈ B(H) : ψ(X)Y = Y X ∀X ∈ B(H)}.

If we take any two elements Y,Z in E , we see that Y ∗Z commutes with every
X ∈ H, and so is a scalar. It is another little exercise to show that taking
〈Y,Z〉I = Y ∗Z makes E into a Hilbert space, and that {Vi : i ≥ 1} forms an
orthonormal basis for this Hilbert space. This of course shows that P and E
are isomorphic as Hilbert spaces.

We are interested in one parameter semigroups of ∗-endomorphisms, but
before moving further let us note that: ψn(X) = Wn(X ⊗ IP⊗n)W ∗

n , where
Wn : H ⊗ P⊗n → H are isometries inductively defined as W1 = W and
Wn+1 = W (Wn ⊗ IP). In other words we need the Hilbert space P⊗n to
describe the n-th power of ψ. Here we have a discrete product system of
Hilbert spaces as: P⊗(m+n) = P⊗m ⊗ P⊗n.

Definition 2.1. An E-semigroup θ on B(H) is a family, θ = {θt : t ≥ 0}, of
linear maps of B(H) such that:

(i) For every t, θt : B(H) → B(H) is a normal ∗-endomorphism;
(ii) θ is a semigroup, that is, θ0(X) = X, and θs+t(X) = θs(θt(X)) for all

X ∈ B(H) and s, t ≥ 0.
(iii) t → θt(X) is continuous in the weak (or equivalently strong) operator

topology, for every X in B(H).

If further θt(I) = I for all t, then θ is said to be an E0-semigroup.
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Example 2.2. Let V = {Vt, t ≥ 0} be a one parameter semigroup of isome-
tries on H, that is, (i) V ∗

t Vt = I, for all t; (ii) V0 = I, Vs+t = VsVt, for
all s, t; (iii) t → Vt is continuous in the strong operator topology. Take
θt(X) = VtXV ∗

t , then θ is an E-semigroup. It is an E0-semigroup iff Vt

is unitary for every t. For instance, let H = L2(R+) and let Vt be defined by

Vtf(x) =
{

f(x − t) t ≤ x < ∞
0 0 < x < t,

for f ∈ L2(R+), then we have a semigroup of isometries. On the other hand
if we take H = L2(R), and let Vt be defined by

Vtf(x) = f(x − t) −∞ < x < ∞

for f ∈ L2(R) we have a semigroup of unitaries.

Example 2.3. (Fock-space shift): Take H as the symmetric Fock space ΓK =
Γ (L2(R+,K)), where K is some other Hilbert space. Then

σt(X) = It ⊗ (StXS∗
t )

where St is the second quantization of the shift on L2(R+,K), as described in
[Li], is an E0-semigroup.

We wish to study and classify E0-semigroups. For instance, we wish to say
that Examples 2.2 and 2.3 are really distinct. The first step in this direction is
to attach a ‘product system of Hilbert spaces’ with every E0-semigroup. This
was first done in [Ar1].

A product system E is a ‘measurable’ family of Hilbert spaces, E = {Et :
t ≥ 0}, with a collection of unitaries, Us,t : Es ⊗Et → Es+t, such that we have
associativity in the sense that: Us1+s2,s3(Us1,s2 ⊗Is3) = Us1,s2+s3(Is1 ⊗Us2,s3)
as unitary maps from Es1 ⊗Es2 ⊗Es3 to Es1+s2+s3 for any s1, s2, s3. (See [Ar1],
or [Lie] for the measurability details). There is a natural notion of isomorphism
of product systems.

Let θ be an E0-semigroup on B(H) of some Hilbert space H. Arveson’s
idea was to look at the space of intertwining operators. Thus define

Et = {Y ∈ B(H) : θt(X)Y = Y X ∀X ∈ B(H)}.

We have already seen that this is a Hilbert space, with the inner product
〈Y,Z〉I = Y ∗Z. Now define Us,t(Es ⊗ Et) → Es+t by Us,t(Y1 ⊗ Y2) = Y1Y2. It
is easy to verify that Us,t is an isometry. A little bit of extra work shows that
it is actually a unitary. Some further technicalities of measurability have to
be taken care of, see [Ar1].

We have another construction of the product system as follows. Fix a unit
vector a ∈ H. Note that by the ∗-endomorphism property, θt(|a〉〈a|) is a
projection. Take Pt = range θt(|a〉〈a|). Of course this depends upon a but we
are suppressing it in the notation. Define Wt : H⊗Pt → H by
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Wt(x ⊗ θt(|a〉〈a|)y) = θt(|x〉〈a|)y.

Once again we verify that Wt is a unitary. (If θ were non-unital, Wt would
only be an isometry onto the range θt(I)). Further, let Vs,t be Wt restricted
to domain Ps ⊗ Pt and range Ps+t. Then it is a unitary and (Pt, Vs,t) forms
a product system. We might think that the two product systems we have got
now from θ must be isomorphic. It is almost true, actually they are opposites
of each other, in the sense that if instead of Vs,t, if we had taken Vt,sTs,t, where
Ts,t : Ps ⊗ Pt → Pt ⊗ Ps is the twist unitary operator: Ts,t(x ⊗ y) = y ⊗ x,
then we would have got an isomorphism. 2 The reason we want to stay with
Vs,t is that it is ‘natural’ and is the appropriate one when one works later on
with product systems of Hilbert C∗-modules.

It is not hard to see that the product system Pt associated with Example
2.2, is the trivial product system where each Pt is isomorphic to C and we
have the unitary Vs,t(x ⊗ y) = xy, with respect to this isomorphism.

For Example 2.3, the product system is Ht = Γ (L2([0, t),K)), where the
product system structure comes from the isomorphism Hs+t = Hs ⊗ Ht,
by once again making use of second quantization of the shift to identify Ht

with Γ (L2([s, s + t),K)). In fact if we take a as the vacuum vector ε(0) and
compute Pt and Vs,t, we see that Vs,t(ε(f)⊗ε(g)) = ε(f +Ssg). Here ε stands
for exponential vector.

We also need some notions for comparing E0-semigroups in order to clas-
sify them.

Definition 2.4. Let θ and θ′ be E0-semigroups acting on B(H), and B(H′)
respectively. Then θ and θ′ are said to be conjugate if there exists a unitary
M : H → H′, such that

θ′t(X) = Mθt(M∗XM)M∗ (2.4)

for all X ∈ B(H′), t ≥ 0.

This is the notion of unitary equivalence, the main point being that the
same unitary works for all t. There is a weaker notion of equivalence which is
useful and for that we need to talk about cocycles.

Definition 2.5. A strongly continuous family of operators G = {Gt ∈ B(H) :
t ≥ 0} is said to be a (left) cocycle for an E0-semigroup θ of B(H) if

Gs+t = Gsθs(Gt) ∀s, t ≥ 0, G0 = I.

A cocycle G is said to be local if Gt is in the commutant (θt(B(H)))′ for
all t, that is, if Gt commutes with θt(Z) for all Z. It is said to be positive
(respectively unitary, isometric, contractive) if each Gt is positive (respectively
unitary, isometric, contractive).
2 In general the opposite product system of a product system need not be isomor-

phic to the original product system [Tsi], but there is no such problem for these
examples.
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Definition 2.6. Let θ, θ′ be E0-semigroups acting on B(H) and B(H′) respec-
tively. Then θ and θ′ are said to be cocycle conjugate if there exists a third
E0-semigroup θ′′ on B(H) and a unitary cocycle U = {Ut : t ≥ 0} of θ such
that:

(i) θ′′t (X) = Utθt(X)U∗
t , ∀X ∈ B(H), t ≥ 0;

(ii) θ′′ is conjugate to θ′.

Theorem 2.7. (Arveson [Ar1]): Two E0 semigroups on B(H) and B(H′) re-
spectively with H ∼= H′, are cocycle conjugate if and only if they have isomor-
phic product systems.

Arveson has also shown that every product system arises as a product
system of some E0-semigroup. (No simple proof of this result is known). So
now we have reduced the problem of classifying E0-semigroups up to cocy-
cle conjugacy to that of classifying product systems of Hilbert spaces up to
unitary isomorphism. How do we see that the Fock space product systems
for different noise spaces K and K′ are non-isomorphic if they have different
dimensions? In other words can we recover the dimension of the noise space
from the product system? This requires the notion of units and index.

Definition 2.8. Consider a product system (Et, Us,t). A ‘measurable’ family
u = {ut : t ≥ 0} of non-zero vectors with ut ∈ Et is said to be a unit for the
system, if us+t = Us,t(us ⊗ ut) for all s, t.

Any unit u for the trivial product system has the form ut = etq for some
q ∈ C. The units for the Fock space product system are given by: ut =
eqtε(xχ[0,t)) for some (q, x) ∈ C ×K.

Suppose that u and v are two units of a product system. We have
〈us+t, vs+t〉 = 〈us, vs〉〈ut, vt〉 for all s, t. Then by measurability, it follows
that 〈ut, vt〉 = etγu,v for some complex constant γu,v depending only on the
units. The function γ : U ⊗U → C, obtained this way is known as the covari-
ance function. It is not hard to see that it is a conditionally positive definite
kernel, that is, ∑

c̄icjγ(ui, uj) ≥ 0

for any choice of u1, . . . , un in U and c1, . . . , cn in C with
∑

ci = 0, where
U is the collection of all units. There is a GNS construction for conditionally
positive definite kernels and this gives us a ‘minimal’ Hilbert space Kγ . It
can be shown that we will only get a separable Hilbert space. The dimension
of this space is an invariant of the product system (it depends only on the
isomorphism class of the product system). This number (possibly infinity) is
known as the Arveson index or the numerical index of the product system.
For the trivial product system Kγ = {0} and for the Fock product system
described above, Kγ is isomorphic to K. Therefore the Arveson indices for
these product systems are 0 and dimK respectively.
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Definition 2.9. A product system E = {Et} is called spatial if it has a unit.
It is said to be divisible if the units generate the product system, that is,
Et = span{u1

t1 ⊗ u2
t2 ⊗ · · · ⊗ un

tn
: u1, . . . , un are units and t1 + · · ·+ tn = t}.

The examples of product systems we have seen so far, namely trivial and
Fock space product systems are spatial and in fact they are divisible and they
are the only divisible product systems [Ar1]. The divisible product systems are
also known as Type I product systems. The product systems which are spatial
but not divisible (they have units but not sufficiently many to generate the
product system) are known as Type II product systems. The product systems
which are non-spatial are Type III (they have no units). Initially, Type II, III
product systems were hard to come by, there were just some stray examples
constructed by R. T. Powers. But now Tsirelson [Tsi] and Liebscher [Lie] have
plenty of examples. We still don’t know how to completely classify product
systems. It seems to be a very hard problem. We will come back to this in the
fourth Lecture.

3 Domination and minimality

Let us recall our dilation theorem for quantum dynamical semigroups on the
von Neumann algebra of all bounded operators on a Hilbert space. Here we
consider only ultraweakly continuous semigroups of normal completely posi-
tive maps. We also assume that the completely positive semigroup which we
want to dilate is unital. Suppose that τ = {τt : t ≥ 0} is a quantum dynam-
ical semigroup of B(H0). If H is a Hilbert space containing H0 as a closed
subspace and if θ = {θt : t ≥ 0} is an E0-semigroup of B(H) such that

τt(X) = Pθt(X)P, t ≥ 0, X ∈ B(H0) = PB(H)P ⊆ B(H) (3.1)

where P is the orthogonal projection of H onto H0, then θ is called a dilation
of τ and τ is called a compression of θ.

The dilation θ is said to be minimal if the subspace generated by its action
on H0 is H, that is, if the subspace Ĥ defined by

span{θr1(X1) · · · θrn
(Xn)u : ri ≥ 0,Xi ∈ B(H0), u ∈ H0, 1 ≤ i ≤ n, n ≥ 0}

is the whole of H. We know that a minimal dilation exists and that it is unique
up to unitary isomorphisms. We will denote it by τ̂ . Given any dilation θ
compressing it to B(Ĥ) we get the minimal dilation τ̂ .

A dilation θ is said to be primary if span{θt(P )x : x ∈ H, t ≥ 0} is H.
Note that in our present case τ is unital, this forces θt(P ) to be an increasing
family of projections. So here the dilation is primary if θt(P ) increases to the
identity operator on H. Clearly this is a necessary condition for minimality
and usually this property can be checked easily. Unfortunately, this is not
a sufficient condition. In the following we will assume that the dilation θ is
primary.
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The problem of deciding whether a given dilation is minimal or not seems
to be extremely hard in most situations. Here we want to develop a scheme for
testing minimality. The key to this is an analysis of ‘domination’. A quantum
dynamical semigroup α = {αt : t ≥ 0} is said to be dominated by a quantum
dynamical semigroup τ = {τt : t ≥ 0}, if τt − αt is completely positive for
every t. We denote this by α ≤ τ. Let Dτ denote the set of all (not necessarily
unital) quantum dynamical semigroups dominated by τ. Then Dτ is a partially
ordered set with partial order ≤ . Something special happens when we have
domination by ∗-homomorphisms.

Theorem 3.1. Let A and B be unital C∗-algebras and let α and β be linear
maps from A to B, where α is a unital ∗-homomorphism and β is completely
positive. Suppose that α−β is positive. Then β(X) = α(X)β(1) = β(1)α(X),
for every X ∈ A. (In particular β(1) commutes with the range of α.)

Proof: Let B be a unital subalgebra of B(H) for some Hilbert space H.
Then Stinespring’s theorem applied to β provides us with a Hilbert space
K, an isometry V : H → K and a representation γ : A → B(K), such that
β(X) = V ∗γ(X)V. As α−β is positive, for any X ∈ A we have V ∗γ(X∗X)V ≤
α(X∗X). Hence for any z ∈ C,H ∈ A, u ∈ H

‖γ(ezH)V u‖2 ≤ ‖α(ezH)u‖2.

Taking u = α(e−zH)v, v ∈ H, we have

|〈v, γ(ezH)V α(e−zH)v〉| ≤ ‖v‖‖γ(ezH)V u‖ ≤ ‖v‖2.

Therefore the entire function z → 〈v, γ(ezH)V α(e−zH)v〉 is bounded. Hence
by Liouville’s theorem it is constant. So we get

γ(ezH)V α(e−zH) = γ(1)V α(1) = γ(1)V,

or γ(ezH)V = γ(1)V α(ezH) for all z ∈ C,H ∈ A. This clearly implies that
γ(X)V = γ(1)V α(X) and hence β(X) = V ∗γ(X)V = V ∗γ(1)V α(X) =
β(1)α(X) for all X ∈ A. By taking adjoints the proof is complete. 	


An immediate consequence of this is the following theorem.

Theorem 3.2. Let θ be an E0-semigroup of B(H), and let ψ be a quantum
dynamical semigroup of B(H). Then the following are equivalent:

(i) θ dominates ψ;
(ii) θt − ψt is positive for every t ≥ 0;
(iii) ψt(Z) = Gtθt(Z) ∀Z ∈ B(H), for some positive, contractive, local cocycle

of θ;
(iv) ψ is absorbing for θ, that is,

ψt(Z)θt(W ) = ψt(ZW ) ∀Z,W ∈ B(H), t ≥ 0.
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(Only continuity of the map t → Gt needs some work.)

Theorem 3.3. Let (H, θ) be a primary dilation of (H0, τ) and let (Ĥ, τ̂) be the
minimal dilation as above. Then one can show that compression by projection
P = PH0 maps Dθ surjectively to Dτ . This compression map is injective if
and only if θ is the minimal dilation of τ.

This structure can be pictorially represented as follows:

α̃ ≤ τ̃ ≤ θ
↓ ↓ ↙
α̂ ≤ τ̂
↓ ↓
α ≤ τ

where as before ≤ denotes domination and arrows indicate compressions by
appropriate projections. (Here α and τ act on B(H0), α̂ and τ̂ act on B(Ĥ)
and α̃, τ̃ and θ act on B(H)). τ̃ is called the induced semigroup of the dilation,
it is the ‘smallest’ E-semigroup dominated by θ which compresses to τ. The
primary dilation θ is the minimal dilation if and only if τ̃ = θ. This gives us
a completely algebraic characterization of minimality.

Next, we want to apply this criterion to flows (E0-semigroups) coming
from quantum stochastic calculus. For this we also need to know all the pos-
itive (or at least projection) local cocycles of the Fock-space shift. Actually
such a cocycle Gt is nothing but a positive contractive Markovian cocycle, or
‘exponential noise’, as obtained in [Li].

Let K be a complex separable Hilbert space. Then Hudson-Parthasarathy
quantum stochastic differential equations can be written on the space H̃ =
H0 ⊗ Γ (L2(R+,K)). Here H0 (identified with H0 ⊗ ε(0)) is known as the
initial space and H = Γ (L2(R+,K)) as the noise space. On H̃ we have the
E0-semigroup σ̃ = id ⊗ σ, where σ = σK is the CCR flow (Fock-space shift)
on H. By a result of Arveson we know that σ̃ is cocycle conjugate to σ.

Let τ be a unital quantum dynamical semigroup on B(H0) with bounded
generator. Then we know that its generator has a very special form (cf.
[Li]). Namely if we denote the generator by L so that τt(X) = etL(X),X ∈
B(H0), t ≥ 0, then there exists a family of bounded operators {Lk ∈ B(H0) :
k ≥ 1} and a self-adjoint operator H ∈ B(H0) such that

∑
k≥1

L∗
kLk is strongly

convergent, and

L(X) = i[H,X] − 1
2

∑
k≥1

(L∗
kLkX + XL∗

kLk − 2L∗
kXLk) (3.2)

for every X ∈ B(H0). Now to obtain a dilation of τ using quantum stochastic
calculus we fix one such representation of L and consider a Hilbert space K
with dimK equal to the number of Lk’s. To avoid trivialities we assume that
this number is non-zero.
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Let {Si
j : i, j ≥ 1} be bounded operators on H0 such that

∑
i,j≥1

Si
j ⊗|ei〉〈ej |

is a unitary operator in H0 ⊗K. Define

Li
j =




Si
j − δij if i, j ≥ 1;

Li if i ≥ 1, j = 0;
−

∑
k≥1

L∗
kSk

j if j ≥ 1, i = 0;

−(iH + 1
2

∑
k≥1

L∗
kLk) if i = j = 0.

Then by Theorem 27.8 of [Pa] there exists a unique unitary operator valued
adapted process U = {Ut : t ≥ 0} on B(H̃) satisfying the quantum stochastic
differential equation

dU =


 ∑

i,j≥0

Li
jdΛj

i


 U, U0 = I (3.3)

on M. Here dΛj
i refers to differentials of the fundamental processes of time,

creation, conservation and annihilation, with respect to an orthonormal basis
for K.

We then have an E0-semigroup η of B(H̃) defined by

ηt(Z) = U∗
t σ̃t(Z)Ut for Z ∈ B(H̃). (3.4)

Conventionally the family j = {jt : t ≥ 0} of representations of B(H0) defined
by

jt(X) = ηt(X ⊗ 1H) = U∗
t (X ⊗ 1H)Ut, X ∈ B(H0) (3.5)

is known as the Evans-Hudson flow (or EH flow) associated with the Hudson-
Parthasarathy cocycle U . By a small modification of the terminology we refer
to the E0-semigroup η as the Evans-Hudson flow.

As we identify H0 with H0 ⊗ ε(0),X ∈ B(H0) is to be identified with X ⊗
|ε(0)〉〈ε(0)| in B(H̃). So for X ∈ B(H0), by ηt(X) we mean ηt(X⊗|ε(0)〉〈ε(0)|),
which is not the same as jt(X). However adaptedness of Ut gives

〈fε(0), ηt(X)gε(0)〉 = 〈fε(0), jt(X)gε(0)〉 f, g ∈ H0,X ∈ B(H0)

that is, compressions of ηt(X), jt(X) to B(H0) are the same. Then by standard
computation (see Corollary 27.9 of [Pa]) we deduce that

〈fε(0), ηt(X)gε(0)〉 = 〈fε(0),Xgε(0)〉 +
∫ t

0

〈fε(0), ηs(L(X))gε(0)〉ds.

As L is the generator of τ , η is a dilation of τ . The problem is to determine
the minimality of this dilation.
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Theorem 3.4. The Evans-Hudson flow η = {ηt : ηt(·) = U∗
t (σ̃t(·))Ut, t ≥ 0}

coming from the Hudson-Parthasarathy cocycle {Ut} as above is a minimal
dilation of τ if and only if {Li : i ≥ 0} are linearly independent in the l2-
sense, where L0 is taken as the identity operator.

This is proved making use of Theorem 3.3 and details can be found in [Bh3].
Here we give only a brief sketch. In order to apply Theorem 3.3, at first
we need to determine the quantum dynamical semigroups dominated by η.
In view of Theorem 3.2 we know them if we know the positive contractive
local cocycles of η. It is easy to see that these cocycles are necessarily of
the form U∗

t (1 ⊗ Gt)Ut, where {Gt} is a positive, contractive, local cocycle
of the CCR flow σK. For CCR flows such local cocycles can be completely
parametrized and they have been computed quite explicitly in the Section 7
of [Bh3]. (You may also find them in Lindsay [Li] where they are seen to satisfy
quantum stochastic differential equations). The rest of the proof requires only
an application of the first fundamental formula of quantum stochastic calculus
to check the injectivity of the compression map by computing the compressions
of dominated semigroups. 	


This shows that minimal dilation of unital quantum dynamical semigroups
on B(H0), with bounded generators can be realized through Hudson-Partha-
sarathy quantum stochastic calculus. Moreover, since the minimal dilation is
unique it shows that the minimal dilation of such quantum dynamical semi-
groups automatically satisfies a quantum stochastic differential equations.

4 Product systems: Recent developments

This talk will be in two parts. The first part is about the current state of affairs
in product systems of Hilbert spaces and the second part is about product
systems of Hilbert C∗-modules.

I Exotic product systems

As described earlier, product systems may be divided into three groups
called type I, II and III. Further classification comes from the index. So for
example a type II product system of index n will be called a type IIn product
system. Note that there is no index for type III product system as the index
is defined through units and they have no units.3

We know all type I product systems. They are either trivial or Fock. In
other words we have exactly one type In product system for n ∈ {∞, 0, 1, . . .}.
How to construct type II product systems? Here is a brief sketch of a type
II0 example by B. Tsirelson.
3 Arveson sometimes takes index of any type III product system as c, the cardinality

of the continuum, as it makes the formula: ‘index of tensor product of product
systems equals the sum of indices’ correct in all situations! (Of course, this is only
a convention and is of little help in classification.)
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We construct a product system {Et}, where each Hilbert space is an L2

space. That is, Et = L2(Ωt,Ft, Pt) for some probability space (Ωt,Ft, Pt).
Here Ωt is the set of compact subsets of [0, t]. This set is a metric space with
the Hausdorff metric: d(A,B) = inf{ε > 0 : A ⊂ Nε(B), B ⊂ Nε(A)}, where
Nε denotes ‘ε-neighborhood’. This makes Ωt into a compact metric space with
empty set as an isolated point. The σ-field Ft is nothing but the Borel σ-field
of this topology. The probability measure Pt comes from Brownian motion.
Start a standard Brownian motion Ba

t at a point a different from 0. Let Zt

be the set of zeros of this Brownian motion in the interval [0, t]. That is,

Zt(ω) = {s : 0 ≤ s ≤ t, Ba
s (ω) = 0}.

Note that as the Brownian paths are continuous, Zt is a compact subset of [0, t]
(It could be empty). In other words, Z is a function from the space Ca[0,∞) of
continuous paths starting at a to Ωt. The measure Pt is the induced measure,
that is,

Pt(C) = P (Zt ∈ C)

for any C in Ft (C is a collection of compact subsets of [0, t].)
Now we have to describe the product system structure. Note that Ωt is

isomorphic to Ω[s,s+t] (compact subsets of [s, s + t]) by the shift. Using this
isomorphism in the second component, Ωs × Ωt is essentially Ωs+t. It is not
an exact equality as there are problems if the compact subsets under consid-
eration contain the point {s}. Tsirelson argues that this can be ignored as
the probability that Brownian motion hits 0 at s is 0 for any fixed s. This
way, (Ωs+t,Fs+t) is ‘essentially’ the product space. It would have been easy
if Ps+t is also the product measure. Tsirelson notices that the measure Ps+t

is equivalent to the product measure, in the sense that they have same zero-
sets and furthermore the L2-space of a measure depends only on the measure
type, that is, L2 spaces of equivalent measures are naturally isomorphic. The
isomorphism is as follows: Suppose that (Ω,F) is a measurable space and
µ, ν are two equivalent measures on it. Then U : L2(Ω,F , µ) → L2(Ω,F , ν)
defined by

Uf = f

√
dµ

dν

where dµ
dν is the Radon-Nikodym derivative, is a unitary. (We leave it to you

to ponder the sense in which it is natural).
We don’t need all the nice properties of Brownian moton for this to work.

Similar constructions are possible with more general Markov processes. V.
Liebscher [Lie] shows that all we need is a ‘stationary factorizing measure
type’ on (Ω1,F1), In the converse direction he shows that given a product
sub-system of a product system one can construct ‘random sets’ or stationary
factorizing measure types.

Tsirelson [Tsi] has also found several type III examples. The construction
here is quite different from the type II case. First we see that Fock space
examples come from the facts that:
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Γ (H⊕K) ≡ Γ (H) ⊗ Γ (K),

L2[0, s) ⊕ L2[s, s + t) = L2[0, s + t).

In other words taking Fock space is a kind of exponentiation. It takes
direct sums to tensor products. So a sum system on exponentiation gives a
product system. Tsirelson’s idea is to replace this kind of exact sum systems
by almost sum systems, or quasi-sum systems.

A Hilbert space G is a quasi-direct sum of two subspaces G1,G2 if there
exists a linear map A : G1⊕G2 → G such that A(G1⊕0) = G1, A(0⊕G2) = G2,
A is 1-1, onto with bounded inverse and I − (A∗A)

1
2 is Hilbert-Schmidt.

Now the notion of quasi-sum systems should be apparent. Surprisingly one
needs sum systems of real Hilbert spaces here to build product systems. It is
not clear as to whether one can also construct type II product systems by this
procedure. In [BSr] it is shown that under some assumptions only type I and
type III systems arise this way.

Finally R.T. Powers has recently constructed several type II examples by
dilating quantum dynamical semigroups with unbounded generators. It is not
yet clear whether they are different from Tsirelson’s examples.

II. Product systems of Hilbert C∗-modules.

This is a different approach to studying dilations of quantum dynamical
semigroups on C∗-algebras and leads to a lot of interesting mathematics.
Hilbert C∗-modules generalize the notion of Hilbert space, where now the
inner product takes values in a C∗-algebra. The book of E. C. Lance [La] is a
basic reference for the subject.

Suppose that A and B are unital C∗-algebras and τ : A → B is a unital
completely positive map. Then there exists a Hilbert A− B module E (inner
products are taking values in B and there is a left action of A on E), with a unit
vector ξ in E , such that τ(a) = 〈ξ, aξ〉 for all a ∈ A. This generalization of the
GNS construction from states to unital completely positive maps was proved
by Paschke in [Pa]. Unlike Stinespring’s theorem, the construction here has
functorial properties for compositions of completely positive maps. Making
use of this and some inductive limit arguments in [BS] we show the following:
Given a unital quantum dynamical semigroup {τt} on a unital C∗-algebra B,
there exists a product system {Et} of Hilbert C∗-modules over B, with a unital
unit {ξt} such that τt(b) = 〈ξt, bξt〉 for all b ∈ B. In a sense this is a dilation
of the quantum dynamical semigroup. Another inductive limit argument is
required to obtain a semigroup of ∗-endomorphisms dilation.

Now it becomes entirely natural to try and understand product systems of
Hilbert C∗-modules. How should we classify them? Well, we do not yet have
a good answer to this, but what is clear is that there is a class of product
systems which can be called as type I, they are the so-called time-ordered
Fock modules (or exponential product systems). Their units, positive cocycles,
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unitary cocycles and so on, can be determined and have structures exactly
analogous to our familiar Fock space product systems of Hilbert spaces. Unital
quantum dynamical semigroups with bounded generators give rise to these
product systems [BBLS]. Skeide [Sk] has a comprehensive treatment of these
connections between Hilbert C∗-modules and dilation theory. Recently Muhly
and Solel found a sort of dual approach [MS] where one gets product systems
of modules on the commutant B′. The connections between these dilations
and quantum stochastic calculus are currently being explored [BL].

Exercises

1. State and prove a natural generalization of the Sz. Nagy dilation to one
parameter semigroups of contractions.

2. Suppose that (A1, A2, . . . , An) is a n-tuple of positive operators on a
Hilbert space H such that A1 + A2 + · · · + An = I. Show that there
is a Hilbert space K containing H with an n-tuple (P1, P2, . . . , Pn) of mu-
tually orthogonal projections such that Ai is the compression of Pi to H.
(Hint: Think of unital completely positive maps on C

n.) A generalization
of this result which shows that positive-operator-valued measures ‘dilate’
to projection-valued measures is known as Naimarks theorem.

3. Suppose tht τ : B(H) → B(H) is a completely positive map of the form
τ(X) = LXL∗ for some L ∈ B(H), and β : B(H) → B(H) is a completely
positive map dominated by τ. Show that β(X) = aLXL∗ for some 0 ≤
a ≤ 1.

4. Suppose that θ is an E0-semigroup on B(H) and that P is the orthogonal
projection of H onto a subspace H0. Show that the compression τ of θ
by P is a unital quantum dynamical semigroup of B(H0) if and only if
θt(P ) ≥ P for all P .

5. Suppose that τ is a contractive quantum dynamical semigroup on a unital
C∗-algebra A. Show that τ̂ defined on A⊕C, by τ̂t(a⊕ z) = τt(a)+ z(1−
τt(1)) ⊕ z is a unital quantum dynamical semigroup. Show that if τ is
a semigroup of ∗-endomorphisms then so is τ̂ . (This ‘unitization’ trick is
quite useful in dilation theory as it often helps us to extend results from
the unital case to the contractive case.)

6. Suppose that θ is an E0-semigroup of B(H) (with H infinite dimensional).
Show that θ̃ defined by θ̃t(X ⊗ Y ) = X ⊗ θt(Y ) on B(K ⊗ H) is cocycle
conjugate to θ, for any Hilbert space K.

Main References:

• For quantum dynamical semigroups: [Da], [Pa].
• For E-semigroups and product systems: [Ar1], [Ar6], [Ar7].
• For dilations and Markov processes: [Ku1-2], [BP1-2], [Bh1], [Go].
• Domination and minimality of Hudson-Parthasarathy flows: [Bh3].
• Product systems of Hilbert modules etc: [BS], [BBLS], [Sk], [MS].
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Itô’s theorem 63, 64

Jordan-Wigner transform 234
jump process 46

ket 183
KMS-properties 142
Kolmogorov map 188, 274
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