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Abstract

We examine the quantum field theory of scalar field in non-Minkowski space-
times. We first develop a model of a uniformly accelerating particle detector and
demonstrate that it will detect a thermal spectrum of particles when the field is in
an “empty” state (according to inertial observers). We then develop a formalism for
relating field theories in different coordinate systems (Bogolubov transformations),
and apply it to compare comoving observers in Minkowski and Rindler spacetimes.
Rindler observers are found to see a hot bath of particles in the Minkowski vac-
uum, which confirms the particle detector result. The temperature is found to
be proportional to the proper acceleration of comoving Rindler observers. This
is generalized to 2D black hole spacetimes, where the Minkowski frame is related
to Kruskal coordinates and the Rindler frame is related to conventional (¢,7) co-
ordinates. We determine that when the field is in the Kruskal (Hartle-Hawking)
vacuum, conventional observers will conclude that the black hole acts as a black-
body of temperature x/2mwkp (kg is Boltzmann’s constant). We examine this result
in the context of static particle detectors and thermal Green’s functions derived
from the 4D Euclidean continuation of the Schwarzschild manifold. Finally, we give
a semi-qualitative 2D account of the emission of scalar particles from a ball of matter
collapsing into a black hole (the Hawking effect).



1 Introduction

The special theory of relativity postulates that all inertial reference frames are equiv-
alent. That is, the laws of physics are symmetric under the Lorentz group, which
consists of all the proper Lorentz rotations. In quantum field theory, one usually
makes the additional demand that physical systems be invariant under four di-
mensional translations, which has the net result of making the Poincaré group a
symmetry of fundamental interactions. In other words, quantum fields look the
same to all inertial observers. However, these symmetries are far too restrictive if
quantum field theory is to be understood in the sense of general relativity. The
principle of general covariance asserts that the laws of physics be invariant under
arbitrary coordinate transformations. All observers are to be treated on an equal
footing, regardless of how they are moving.

This paper attempts to examine what changes in the standard formulation of
quantum field theory when one allows for arbitrary, non-inertial observers. We begin
by constructing a simple model of a particle detector moving along an arbitrary
world line z(7) and discover that the particle content of the “vacuum” is entirely
dependent on the state of motion of the detector, which is the so-called “Unruh
effect”. This motivates us to study the notion of the vacuum in more detail, which
leads to the conclusion that the ground state as defined in Minkowski coordinates
|On) need not be the same as in arbitrary coordinates. To quantify the difference
between field theories in difference coordinate systems, we introduce Bogolubov
transformations between “plane-wave” expansions of quantum fields. We re-examine
the case of accelerating observers by studying the Rindler spacetime where spatially
comoving observers are in fact uniformly accelerating. The black hole case is then
considered in analogy to the Rindler spacetime, and the temperature of external
black holes is derived. We re-derive this result using a static particle detector model
and thermal Green’s functions derived from the Euclidean analogue of Schwarzschild
space. We end off by giving a semi-qualitative account of the Hawking radiation
emitted from a collapsing ball of matter in 2D and black hole evapouration. We will
be using the standard metric signature of quantum field theory (+ — ——), and will
often work with two dimensional models.

2 Accelerating particle detectors

In this example, we will consider a scalar field propagating in a 1 + 3 spacetime’.
The generalization to higher spins, while straightforward, would just clutter the
notion and cloud the ideas. We begin by constructing a model for a detector that
can be used to determine if there are any particles in a given quantum state of
the field ¢(x). Our particle detector will be a quantum system with energy levels
{E,}5%, and a non-interacting Hamiltonian Hy. The standard field Hamiltonian

'We follow section 3.3 in Birrell & Davies [1] and Unruh’s paper [2].



will be denoted by Hy. The detector will move along a worldline z(7), where 7 is
the proper time, and it will be coupled to the scalar field via a (small) monopole
moment operator mg (the subscript indicates that we are dealing with a Schrédinger
operator). In the Schrédinger representation, the interacting Hamiltonian is

H(t)=Hy + Hq+mso(x(7)). (1)

H (1) reduces to Hy = Hy + Hy if the coupling mg goes to zero. The eigenstates of
Hy are given by

k,n) = [k) @ |n), (2)
Hylk) = wlk), 3)
Hyln) = En|n), (4)

where wi, = /|k|?2 + m?. The ground state of the Hy operator may be written
as |0y, 0), where |0yp) is the standard Minkowski vacuum field configuration. We
suppose that in the distant past 7 — —oo, the system is in the ground state. We
wish to calculate the probability amplitude that the system will be found in another
eigenstate |k, n) of Hy at some later time 7. If an observer traveling with the detector
initially prepares the device in the ground state in the distant past and makes a non-
zero measurement of the energy in the future, she will conclude that the detector
absorbed energy from the field. That is, she will have detected a particle excitation
of the field. Because the Hamiltonian is an explicit function of time, we do not
expect energy to be conserved in this system.

We will calculate the required probability amplitude to first order in the monopole
moment mg. It is easiest to first work in the Schrodinger picture and then partially
convert the result into the Heisenberg form . The state vector at some arbitrary
time [1), can be expanded in terms of eigenstates of Hy:

’w>7 = Z Ck,n('r)‘k7 n)ﬂ (5)
k,n

where we have chosen a box normalization. The probability amplitude of measuring
the state of the system to be |k,n) at some time 7 is ¢k (7). H(7) governs the time
evolution of |¢), while Hy governs the time evolution of |k, n), via their respective
Schodinger equations. Now, we can take an explicit time derivative of |¢), to get

—i Y (Ho+ msgs) cinlk,n)r =Y (éen — iHockn) [K, n)r, (6)
kn k,n

where we have indicated that ¢s = ¢s(x(7)) is to be understood as a Schrédinger
operator. Also, ¢y, = dcg,/dr. Taking the inner product with -(p,r| and making
use of orthonormality gives

Cp,r = —1MNS Z ko [+ (Ps | ds [k, n)r] (7)
k,n



Now, we replace the Schrodinger vectors by their Heisenberg counterparts using

Ik, n), = e—i(wk-i-En)T’k’ n) = e~ BT =HIT | ), (8)
and
Ap,r| = <p’r‘e+i(wp+Er)r — <p,r|e+z‘Ewe+z’HfT‘ 9)
However, to zeroth order in mg
$(a(r)) = Mg ((r))e T, (10)

since ¢s(x(7)) must commute with Hy. Now, the zeroth order solution to (7) corre-
sponding to the initial condition that |¢), is the ground state is
0
Cf:),zn = 5p705m70' (11)
Putting this zeroth order solution into (7) and integrating with respect to time yields
our final result

T

A1) = =itnlms]0) [ dr'e BB (o a(r)) o). (12)
—0o0

for k # 0 and n # 0. The matrix element &, = —i(n|m|0) depends on the details of
the detector structure, and will hence remain unspecified.

Equation (12) represents the probability amplitude that the system will make
a transition from the ground state to the excited state at some arbitrary time 7.
What is the probability that there will be one particle of 4-momentum k% in the
final state? It’s straightforward to calculate

(Ll (r))|0n) = e, (13)

using the standard expansion for ¢(z), |1x) = aL|OM> and [ak,alu = Ok in the
box normalization. Let’s first consider the case when the detector is moving along
an inertial (non-accelerating) trajectory,

T(1,v)

z(r) = \/17_—1)27 (14)

where v is a constant vector such that v2 = v - v < 1. Hence.

T ’ . —Vv k !
Ci),n(T) =&, /Oo dr'exp {z [(En — Ey) + w\k/m} T } (15)

Taking the limit as 7 — oo we get a delta-function,

) (00) = 21,8 [(En — o) +

clk,n

wk—v-k]

— (16)
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However, E,, > Ey and wi, > |k||v| > k-v. Hence, the argument of the delta function
is strictly positive and the transition is forbidden on energy grounds. Therefore,
inertial observers will measure the particle content of the field to be zero in the
distant future, just as it was in the distant past.

How about non-inertial observers? It’s easier in this case to calculate the prob-
ability P, that the detector will be found in the n'® eigenstate as 7 — oo:

Py =Y e (c0)?
k
=l [ar [ are B lser)oE o, (07

where AE = E,, — Ey and we have made use of 1 =), |k)(k|. Now,

, = <OM|ap€_ip'x(7—)a;r<e+ik.x(7') ’0M>
(Omle(x(7))p(x(T))[0M) = kz; e

efip-m(‘r) eJrik-a:(‘r’)

Sl e

k,p

5k,p

3
1[4k _ikfa(r)—a(r)]
(2m)3 ) 2wy
= iAF[z(r) — =(7)], (18)

—

where the limit in the third line is taken for V' — oo and AT (z) is the standard plus
Green’s Function for the Klein-Gordon field, also known as the Wightman Green’s
function. Let’s specialize to the massless case where,

A*(@) =D (a)= - (19)

(2m)? (z — in)?
This expression is to be understood in the limit of n — 0, where n* = (n,0,0,0) is
a small future pointing vector.
Let’s evaluate the Green’s function for the inertial path (14). We have

(7— — 7 — iny /1 — 02)2 _ (7_ _ 7")21}2

1— 2

[#(r) = a(r') — in]? =
2

= (1 — 7 —ie)?,

where € = n/(1 — v?)'/2. Then, (17) becomes
IE 7 7 o —iAEC
P,=— d d(——, 2
orp | ) e 2
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where we have made the change of variable { = 7 — 7/. This expression is formally
infinite because of the integration over 7, but may be regulated by defining the
transition probability per unit time as p, = P,/ ffooo dr. Since AE > 0, we perform
the (-integral by completing the contour in the lower-half plane. But the only pole
on the integrand is at { = ie in the upper-half plane which means the integral is
zero. Hence, p, = 0 for inertial observers, confirming our previous result that such
observers do not detect any particles.
Now, consider a detector following a hyperbolic trajectory

z#(1) = a[sinh(7 /), 0,0, cosh(7/a)] . (21)

It’s easy to verify that the magnitude of the detector’s proper acceleration is y/a”a,, =
a~!, where a# = d?z*/dr?. That is, the detector’s acceleration is measured to be a
constant in an instantaneously comoving frame. Now,

[x(7) — z(7) — in)? = a2 [sinh G) — sinh (;) - mr
—o? [cosh (g) ~ cosh (;/)} 2
— 40”sinh? <T2_a7/> <1 - $>2

p— , ;
= 40 sinh? <7—20:— - Z) , (22)
where ,
€ = am cosh? (T;Oj ) . (23)
Then, p,, becomes
2 T s 1€
Pp = — (4’5:0’4)2 / e ~AEC esch? <2Ca — a> dc. (24)
Now,
¢ — 2ie > 4a?
h? = 2
e < 2a kz_:oo (¢ — 2ie + 2mika)? (25)
Putting (25) into (24) yields
P 5 / e 2Hd(
. 2
472 Z — 2ie + 2mika)? (26)

Now, as mentioned above, to do the integral we need to complete the contour in the
lower-half plane. However, each term in the integrand has a second-order pole at



¢ = i(2e — 2wka). Hence, there will only be contributions for £k = 1... 0. For those
values of k, the 2¢e term is irrelevant and we can use residue theory to get

—i8¢ 4
/ (Z‘{’W)CZ = _277-56_2[377 ﬂa’Y > 07 (27)

— 00

and )
_ |€n| En — EO
P =5 ara(Ba—Fo) _ 1

(28)

This is the probability per unit time that the detector will absorb an amount of
energy E,, — Fy from the “vacuum”-state |0y;). We can interpret the |¢,|*(E, — Eo)
term as the sensitivity of the detector at this particular energy. But the probability
pn, should go like the sensitivity of the detector to particles of energy E, — Ey times
the relative number of such particles in the field, which in this case would be given
by

1

o2ma(En—FEo) _ | (29)

Compare this to the expression from statistical mechanics for the occupation number
of the energy levels between E and F + dE when a gas of bosons is in equilibrium
with a heat bath of temperature T

1

SF— /T 1’ (30)

where kp is Boltzmann’s constant. The similarity of the two expression leads us to
conclude that an observer traveling along with the particle detector will conclude
that she is moving through a hot gas of bosons with a temperature of

T =1/2naks. (31)

When she makes the identification £ = FE,, — Ey, she will conclude that the chemical
potential y of the gas is zero. That is, the bosons are massless. The conclusion is that
uniformly accelerating observers will not see the quantum field in it’s ground state,
but will rather see a thermal excitation of the field with a temperature proportional
to their acceleration. It should be clear that energy is not conserved in this situation
because the initial state has £ = Ey while the final state has £ > Ej. Where
did the energy come from? The standard answer is that the agent responsible for
accelerating the detector must do work on the field ¢. Then, when the detector
interacts with the field, the energy is used to excite the detector out of the ground
state.

3 Bogolubov Transformations

In reading the previous section, the reader might wonder whether or not the fact
that the uniformly accelerating observer detects a bath of thermal bosons depends



on the details of the detector model adopted. It turns out that the conclusions
are independent of the detector, and are rather based in the difference between the
natural coordinate systems used by inertial and non-inertial observers?.

To make the last statement more concrete, let us consider a flat 1+ 1 spacetime
with the line element

ds* = dt* — da?. (32)

We have suppressed the two spurious spatial dimensions found in the last section.
The coordinate system represented by (32) is well suited to inertial observers because
we can always use 2D Lorentz transformations such that any inertial observer moves
on a x = constant trajectory. Consider the transformation

t = o~ 'e®sinh(an)
z = a te®cosh(an), (33)

which casts the line element in the form
ds® = 2% (dn? — d¢?), (34)

which is the defining relation for the 2D Rindler spacetime. The coordinate system
represented by (34) is well suited to observers moving on £ = constant trajectories,
given by

@ (n) = (t(n), x(n)) = a~'e* (sinh(an), cosh(an)). (35)

But the proper time for £ = constant observers is 7 = e%7n. Hence, by compar-
ing (21) with (35), we conclude the spatially comoving observers in the Rindler
spacetime are uniformly accelerating with a proper acceleration o'

We can reasonably assume that observers will tend to construct quantum field
theories in coordinate systems where they are comoving; that is, in their own rest
frames. So, inertial observers will attempt to formulate a quantum description of
the field ¢ in the (t,z) coordinate system, while uniformly accelerating observers
will attempt to do the same in the (7, &) system. The question is, how are the two
representations related?

The answer is given in terms of Bogolubov transformation between the “plane-
wave” decompositions of ¢ in different coordinate systems. Although we will return
to the Minkowski and Rindler spacetimes in the next section, we now work in a
general curved manifold of dimension n. We will assume that the spacetime admits
the existence of a timelike Killing vector field, which will allow us to make a sen-
sible definition of positive frequency modes. We also demand that the manifold be
globally hyperbolic, which makes the initial value problem for the field ¢ tractable.
The relativistic generalization of the Klein-Gordon equation is

= qe” %,

(VOVq +m? 4+ (R) ¢ =0, (36)

*We draw on section 3.2 of Birrell & Davies [1] and section 14.2 of Wald’s relativity text [3] for
the discussion in this section.



where m is the mass, R is the Ricci scalar and ( is a constant that defines the
coupling of of the field to the curvature of the manifold. The { = 0 case is referred
to as minimally coupled, while the ¢ = [(n — 2)/(n — 1)] /4 case is referred to con-
formally coupled because the massless wave equation is invariant under conformal
transformations (gog — Q9ag, ¢ — Q1="/2¢). In 2D, the minimal and conformal
coupling cases coincide, which allows for considerable simplification in the solution
of the wave equation for conformally flat spaces.

The wave equation will in general involve a number of mode solutions {u;, u;}
which are eigenfunctions of the Lie derivative operator

Leu; = —iw;iu; (37)
Leu; = Fiwiuy, (38)

where £ is a timelike Killing vector and w; > 0. The label 7 is used to schematically
tell the difference between modes and may be continuous or discrete. The modes
{u;} are said to be of positive frequency, while the modes {u}} are of negative
frequency. We define the scalar product between two functions as

(61, 2) = / 61(2) (@, — Do) 85 () dx (39)

Where ¥ is a spacelike (Cauchy) surface. On can show that the value of the scalar
product (¢1, ¢2) is independent of the surface ¥. Also, note that

(92, 91) = — (91, 3)- (40)
The mode solutions {u;,u}} are orthonormal in the sense

In n-D Minkowski space, it is easy to verify that the mode solutions to the minimally
coupled wave equation

uk(:c) _ [Zwk(zﬁ)n71]71/267iwkt+k-x, Wi = /|k|2 4 mQ, (42)

satisfy the relations (37) and (41) in the limit where k is a continuous label, with
& = 0/0t and X equal to a surface of constant time. To achieve quantization of the
field, we expand the field operator ¢(x) in terms of the mode functions {u;, u}}

da) = Y |asui(e) +afui(2)] (43)

and impose the commutation relations

[as, a;{] = dij, (44)



with all other commutators vanishing.

To derive the modes {u;}, we have solved the Klein-Gordon equation (36) in
a particular coordinate system x#. What happens if we solve (36) in a different
coordinate system z" = z"(z*)? We will, in general, have a new set of modes
{u;, ﬂ;‘} in the ¥ system, which satisfy the same relations that {u;, uj} do. We can
expand ¢(x) in this new set as

Bla) = Y |ati(e) + afw; ()] (45)
and quantize the field by demanding
(@i, al] = di;. (46)
Using orthonormality, we get
(6su5) = ai = Y |a; (i) + (@}, w)| (47)
J

and
(ﬁj, @) = a; = Z [ai(ﬂj,ui) + aj(ﬁ],u;“)} . (48)
We define the Bogolubov coefficients as
aij = (Ui, u;) (49)
—Bij = (Ui, uj), (50)
to get

a; = Z (Ozjidj + ;EL;L) (51)

J

a; = Z (ozjiai — ﬁjiaD . (52)

1

Consider the vacuum states defined by the two mode decompositions:
a;|0) =0, @;|0) =0. (53)

Define the number operators as usual:
N; = Za;rai, NZ = Z(_I;rc_li. (54)
i i

We now ask the question: if the field is in the quantum state |0), what is the
expectation value of N7 That is, if observers in the x* system use their preferred
mode decomposition {u;, u;} to determine that the field is devoid of quanta, what

9



will observers in the 2’ system using the {;, ﬂ;} modes measure the particle content
of the field to be? We have

(OIN10) = 00l (el = 55 (csmar — Biwal ) 10)
ik

= Z 1835 (55)

Therefore, (0| N|0) # 0 in general and observers in different coordinate systems will
not agree on a vacuum state of the field. That is, what one observer claims to
be the vacuum will in general not be the vacuum in different frames of reference,
which is exactly what we saw in the previous section for the case of inertial versus
non-inertial observers. However, the two vacuum states will be equivalent if 3;; = 0.
This can be understood by noting that the definitions (49) imply that

u; = Z (ajiu; + Bjius) - (56)

Hence, ;; = 0 implies that it is possible to expand the positive frequency modes in
one frame #; in terms of only the positive frequency modes in the other frame w;.

4 Rindler versus Minkowski frames — The Unruh effect

Having developed the machinery that lets us distinguish between quantum field
theories in arbitrary coordinate systems, let us return to the 2D Minkowski and
Rindler spacetimes®. We write the Minkowski metric as

ds® = dt? — da* = du dv. (57)

where @ =t — r and © = ¢t + r. The transformation to Rindler coordinates (33) can
be written as

—le—au

|
|

= —a
= +alet®, (58)

]|

where uw = n— & and v = n 4+ £. The range of n and £ (u and v) is assumed to
be between —oo and co. However, the transformation (58) makes it clear that the
Rindler coordinates only cover the u < 0 and ¥ > 0 portion of the tz-plane. We
denote the region covered by the transformation (58) as R, its positions is depicted
in figure 1. We can cover the u > 0,v < 0 region, which we call L, by a different
Rindler coordinate patch, defined by the transformation

3We follow section 4.5 of Birrell & Davies [1] and Unruh’s paper [2].
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Figure 1: The structure of the Rindler coordinate patches needed to cover the
Minkowski manifold

—_ _+_a7167au

= —q e, (59)

|
|

<

In both L and R, the Rindler metric has the line element
ds® = 2% (dn? — de?) = 2®du dv. (60)

The regions L and R are causally disconnected, while the « = 0 and ¥ = 0 lines act
as horizons in that comoving Rindler observers never cross into the F and P region.
So, we could formulate a field theory restricted to just L or R and be done with
it. But we want to relate the accelerated observers to their inertial counterparts,
and the Minkowski modes extend over the whole manifold. So, we should try to
formulate the Rindler field theory in as much of the manifold as necessary. Looking
at the Bogolubov transformations of the previous section, we see that we only need
to evaluate the different modes on a single spacelike Cauchy surface to calculate ayy
and Sgr. We can see from figure 1 that lines of constant 7 are spacelike 1D surfaces
that extend across the entire manifold. We will use these surfaces to evaluate the
scalar products between mode solutions (39), so we don’t really need access to the
F and P regions and will not worry about them anymore?.

To make contact with the results of section 2, we will limit our analysis to
massless scalar fields. The Rindler spacetime is conformally related to ordinary

“We could define two new patches that would cover F and P by merely fiddling with the signs
in the transformation (58).
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Minkowski space, which makes the wave equation in both L. and R trivially easy to
calculate:

92 52
0=VoVup =e 2% (877 ag?) ?, (61)

with mode solutions ‘
elkekwm o = k. (62)

Now, it’s easy to see that
ber =00, Y =0, (63)

are timelike and normal to surfaces of constant 7 in L. and R respectively. Since
the metric coefficients are independent of 7, *¢* and B¢ must be Killing vectors as
well. However, RB¢® is future pointing while “¢® is past pointing. We therefore wish
to write down solutions of (61) that are positive frequency with respect to —¢®
and B¢ in L and R respectively. Such a solution is given in terms of distributions:

Uk(ﬂa 5) = Ruk(nv 5) + Luk(777 6)7 (64)

where
Fup(n,€) = O(+a — |t])(dmw) "1/ 2eiReem) (65)
Fug(n, €) = O(—z — [t]) (4mw) M/ 2l R, (66)

We justify the normalization of the basis modes by calculating various scalar prod-
ucts between (65) and (66). We choose one of the lines of constant n as the Cauchy
surface ¥ in the formula (39). The future pointing unit normal to the surface is
n® = £e~%9%, where the plus sign is taken in R while the minus sign is taken in
L. The surface element is d¥ = e®d¢. Some care must be exercised in setting up
the integrals because the coordinate £ runs from —oo to co in both L and R. The
quantities we need are:

(M) =~ [ @) - Gt mag (o)
— 5k — k), (68)

(Luk?Luk/) — 47[-\/7/ k€+wn g’] fz k£+wn)d§ (69)
= d(k — &), (70)

and
(Mg, Mugr) =0, (71)

which follows from the fact that the product Mu;Ruy is zero over all of 3.
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It is clear that {Ruy, Ruf} is complete in R, while {Vuy, Lu}} is complete in L.
Hence, we can expand an arbitrary solution to the massless scalar equation as

o= / dk (LbkLuk + Rkauk + LbLLuZ + RbLRuZ) . (72)

We we’ve essentially done is write down two disjoint field theories in the L and R
regions. This makes sense when one considers that fact that the two regions are
causally separated and the preferred set of Rindler observers are confined to either
L or R. The natural split between spacetime regions is reflected in the different
sets of annihilation/creation operators that act in each domain. In fact, when the
standard commutators

og, U0l = 6(k — &), (73)
and

Mok, L] = 5(k = k), (74)
with [“bg, Y] = 0, [Rbg, Bbp] = 0, etc. ..., we find that the commutators between

operators in the left and regions vanish®. The vacuum of this mode decomposition
is defined by

“b|Or) = "bx|OR) =0, (75)
where |Ogr) denotes the Rindler vacuum. The action of LbL on the vacuum is to

create a particle in region L, while the action of RbL is to create a particle in region
R.
Now, let us introduce another set of mode solutions

v = [2sinh(rw/a)] "2 (e““/% Rog 4 e~ /2 LU%) (76)
T = [2 sinh(ww/a)]*l/2 (eiﬂw/h Ru* ) + e/ 2 LUk) - (77)

Using the scalar products (67) — (71), we see that vy and v are appropriately
normalized. Because they involve combinations of positive and negative frequency
modes, v and vy are of indeterminate frequency in the (n,&) coordinate system.
Also, since v}, # Uj, we need to expand a real field ¢ in terms of the entire set

{vk, O, vi, Ut
¢ = / ks (df o+ dP oy + d o+ dP ) (78)

The vacuum state with respect to these modes is defined by

ai10) = ;' |0) = 0. (79)

®This can be demonstrated by using the scalar products (67) — (71) to express “Rby as a
superposition of the field operator ¢ evaluated at different positions in L. and R respectively. But
because L and R are causally separate, the commutator [¢(z),¢(z")] = 0 for z € L and 2’ € R.
Hence, the commutator between any L and R creation/annihilation operators must be zero.
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It can be shown (see footnote following equation (90)) that the equal time commu-

tation relations for ¢ and ng imply that [d,(:)7 d,(j)T] = 0. This means that the action

of d,(gl) T on the vacuum is to create a particle of type 1, while the action of d,(f) Mg
to create a particle of type 2.

Why have we introduced these new modes? The reason is that they share the
same vacuum state as the usual Minkowski plane waves; that is

10) = [Om)- (80)
To see why this is the case, lets express v in Minkowski coordinates:

) +rw/2a(_1\tiw/a
et [ R

1 e~ W/ reL
Uk = ]\]T) N —iw/a e+7rw/2a’ reR ) (81)
(CLU) efmu/2a(_1)fiw/a rel, k<0

where N2 = 8nwsinh(mw/a). Despite its appearance, vy, is continuous across the
transition between L and R if we choose a branch cut in the upper-half of the
complex @ and v planes. That is, we choose —1 = ™" and +1 = €. Then

eﬂ'w/Qa(_l)iw/a — e*ﬂw/2aeﬂw/a(_1)iw/a

=€

_ e—frw/2a

77rw/2a(_efi7r)iw/a

and

e—mu/Qa(_l)—iw/a _ eww/Qae—ﬁw/a(_l)—iw/a

_ eww/Qa(_e—iTr)—iw/a

_ 67rw/2zz‘
We can expand vy in terms of Minkowski plane waves using a Bogolubov transfor-
mation:

1 [ Jdk/
27 ) oo V2
This expression is valid in the L and R regions only. Let us evaluate v; along the
v = 0 Rindler horizon. Putting t = —x and ¢ = /2 in (82), we get

1 [ dK ( i(w' k' )a/2 (WK )@ /2
= — Qappe” + Byt HEDE/ ) ) 83
5=0 27 J_oo V2u' (83)

—iwu

vp = (akk/e—iw’t—i-ik’ac + ﬁkk/eiw’t—ik’x) (82)

Vg

Now, we multiply by e (with w > 0) and integrate with respect to u. We get

/_Z diie” ™y, . = /_Z \;l% {apwd [w+ (W +K)/2] (84)
+Brx 0 [w — (w/ + k/)/Q] } . (85)
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Figure 2: The contour in the complex % plane used to show that Gy = 0

Since w’ = |K/|, only the second delta function will contribute. Hence,

o
Brw = v2w/ di e iy, ) (86)
—o0 =0
By integrating over the u = 0 surface, we get in a similar fashion
o0 . —
Bl = \/2w/ dv e "y, (87)
—0o0 =0

Now, for k < 0, vy, is identically equal to zero on the v = 0 surface. So, Bk, = 0 for
k < 0. Similarly, vy = 0 on the u = 0 surface for £ > 0, so Bx_,, = 0 for k > 0. For
k>0,

(o]

B, o< / du e_i“’ﬁ(aﬂ)iw/“. (88)

—00
To do the integral, we need to complete the contour in the lower-half plane as shown
in figure 2. But, the principle branch of (a#)™/® has already been chosen to be in
the upper-half of the complex u plane. So, the integral is zero and B, = 0 for
k > 0. In an entirely analogous fashion, we can show from (87) that (i, = 0 for
k > 0. Therefore,

B =0 (89)
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for all k£ and k. We can repeat this analysis for the 9, modes and come up with
the same conclusion, both v and v can be expressed as a superposition of positive
frequency Minkowski modes. By the comments of the previous section, this means
that the vacuum defined by the modes {vg, U } is the same as the Minkowski vacuum.
Hence, (80) is proved.

Now, we return to the expansion of ¢ in terms of the original Rindler modes
{"uy, "uy}, given by (72). By taking a scalar product of both sides with “u; and
Lug, we get that Yo, = (“ug, ¢) and Bby = (Ruy, ¢). Now, if we evaluate the scalar
products with respect to the expansion of ¢ in terms of {vg, Uy}, given by (78), we
get

Lbp = [2sinh(w/a)] "2/ 4 emmer2eq0)) (90)
Ry, = [2sinh(rw/a)] "2 [em/2ad!) + e~m/2aqC)T), (91)

This is the Bogolubov transformation between the creation and annihilation opera-
tors associated with the Rindler and Minkowski modes®.

So, having at last derived the Bogolubov transformation between the accelerating
and non-accelerating frames, we can ask the question: if the field in the Minkowski
vacuum state |Opr), how many particles of momentum & will an accelerating ob-
server detect? Assuming that the observer is traveling in the R region, she will
use {Rbg, RbL} as her creation and annihilation operators. The expected number of
particles is
efmu/a 1

2sinh(rw/a) T ezmw/a 1

Ny, = (Op1| 0] Rbg |Ong) = (92)

But this is just a thermal Planck spectrum for massless bosons! Therefore, the

accelerating observer will detect a thermal spectrum of particles in the Minkowski

vacuum. According to the Tolman relation, the local temperature measured by an
observer whose velocity is parallel to the timelike Killing vector R¢ is

ago_ol/ 2 ge 1
T = —= = s
2rkp 2rkp 2rakp

(93)

where o~ ! = % /a is the observer’s proper acceleration. This is exactly the same

result as we obtained in the section 2, which confirms the conclusion that accelerating
observers detect particles in states that inertial observers would find empty. This is
the so-called Unruh effect.

SHaving derived this relation, it’s easy to use the commutators between “bs, and ®by, to derive the
commutators between d;:) and d,(f). Such a calculation would confirm that dggﬁ creates particles

of type (1,2).
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5 The thermal character of black holes

Without too much effort, we can extend the results of the last section to the situation
around a stationary black hole of mass M. Let’s consider a two dimensional model
of a black hole with the line element

2M
ds® = (1 — ) du dv, (94)
T
where u =t —r, and v = ¢ + r, with
re =1+ 2MIn(r/2M —1). (95)
Consider the transformation to Kruskal coordinates

U=—4Me /M v — gpev/4M (96)

which casts the line element in the form

2M
2 _ e
-

ds —r2Marr qy. (97)

We define a Kruskal time and spatial coordinate by
T=U+V)/2 X=U-V)/2 (98)

Exploiting the conformal triviality of the massless Klein-Gordon equation in two
dimension, we obtain the scalar wave equation for the field ¢ in both coordinate

systems
0?02
(5~ 52) 0= (99)

0? 0?
<8T2 a ax?) $=0. (100)
Comparing (96) with (59), (99) with (61), and (100) with the wave equation in
Minkowski space, we see that the problem of relating a quantum field theory in
standard Schwarzschild coordinates to one in Kruskal coordinates is the mathemat-
ically equivalent to the problem of relating Rindler and Minkowski formulations of
scalar field theory. That is, provided we make the identifications

a— 1/4M,

n—t,

§ — Ty

t— T,

x — X. (101)
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r=0

Figure 3: A Penrose-Carter diagram of the maximally extended Schwarzschild man-
ifold

The reason that the two problems are so similar to one another becomes apparent
when one compares figure 1 with the Penrose-Carter diagram shown in figure 3. We
have already discussed how the % = 0 and ¥ = 0 lines act as horizons for Rindler
observers that separate the L, R, F and P regions. In the black hole manifold, the
U =0 and V = 0 lines form barriers between the I, II, III and IV regions and mark
the position of the event horizon. The coordinates (7,§), which cover L and R in
separate coordinate patches, are entirely analogous to the ordinary Schwarzschild
coordinates (t,7,), which cover I and II in separate patches. An observer living in
region I (that is, our portion of the extended Schwarzschild manifold) will tend to
construct a field theory in the (¢,7) coordinates, which cover the only part of the
manifold that he can truly regard as “physical”. His mode solutions are then well
defined in the range 7. € (—o00,00) or r € (2M,00). But it may well be that the
true vacuum state of the scalar field is the one associated with the entire manifold,
defined by UV < 1. We denote the vacuum associated with (¢, r.) observers as |0g),
the so-called Boulware vacuum, while the vacuum associated with (U, V') observers
is called |0k), the so-called Hartle-Hawking or Israel vacuum.

The Bogolubov transformation between the creation and annihilation operators
in the two coordinate systems is given by (90). For obvious reasons, we re-label
Lp, — b}vl and R, — b}c. Since the Rindler spacetime is associated with the ordi-

nary Schwarzschild coordinates, the action of b? on the Boulware vacuum creates

"For the first part of this section, we draw on section 8.3 of Birrell & Davies [1].
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a particle in region I, while the action of b}cﬁ is to create a particle in region II. In

a similar fashion, we see that {d](gl), d](f)} operators annihilate the Hartle-Hawking

vacuum and {d,(:ﬁ, d,(f)T} create particles on the extended manifold.

Just as we had before, an observer using Schwarzschild modes to analyze the
field in the Hartle-Hawking vacuum will find a thermal spectrum of field quanta,
with a characteristic temperature

To = k/27kp, (102)

where Kk = 1/4M is the surface gravity of the black hole. The number of particles

in each mode is given by
1

Nk = ew/k’BTo _ 17

(103)

which is the characteristic spectrum of blackbody radiation. We can verify that the
radiation is thermal by examining the Bogolubov transformation in more detail®.
We can invert (90) to obtain:

dg) =2 sinh(4M7w.))}_1/2 (e2Mmwpl — 6_2Mﬂwblj2) (104)
d’(f) _ [2 Sil’lh(4M7T(d)}71/2 (62Mﬂwb}§1 - 6_2M7waI_Tk). (105)

Now, working with a box normalization, we have that

0 = [2sinh(4Mmw)]Y/? (0s]d"d?) |0k)
_ <()S’(62M7ru.zb}C _ 672M7rwb1_1;r€)<62M7rwbI_Ik _ efZMwwb}cT)|0K>
= M (05|BL0 | 0k) — (0s[BRby |0k)
= M1, 10 10k) — (0s]0K)-
The notation is that |11, 1I_Ik> is a state where there is one particle with momentum
k in region I and one particle with momentum —Fk in region II. We define Z~! =

(0g|0k). We then get
(b, 1% jog) = Zz7 e M, (106)

Working inductively (and tediously), we obtain
<n}€, mI_Ik/‘OK> _ Zfl e*TLk(‘lMﬂ'UJ) 5kk’5nkm,k/- (107)

Where |nl) = (bg)"]05>/(n!)1/2 and |nil) = (bgT)”\Os)/(n!)l/Q. This means that the
Hartle-Hawking vacuum is made up of Boulware states such that there are the same
number of particles in region I and II with equal and opposite momenta, i.e. the

8We loosely follow Unruh [2].

19



particles occur in pairs. Keeping the condition on & and &’ in mind, we can expand
the Hartle-Hawking vacuum in terms of Boulware particle states:

0x) = [T D Inkml) (g, mEy0x)

k ng m_g
-1 —ng(AMrw I 11
= 77 1D e Mg, nlty)
k ng

[6—4Mﬂ'w b}j bIjT

I"
- Z_lnz ny! : ‘OS>
k ng

=z 1 Hexp [6_4M7Wb}jb1_lu |0g)- (108)
k

Now, if the quantum state is in the Hartle-Hawking vacuum, we can write the prob-
ability that an observer using Boulware operators in region I will find ny, particles
of momentum ki and ny, particles of momentum ks and ny, particles of momentum
ks, etc..., as

\ (H <nam,nl_lkm|) 0
m=1

where P(ny, ) is the probability of finding only ng, particles of momentum ky,
in region I. Since the total probability observing the state to be characterized by
{Nky, Nkys Mg, - - - } 1s the product of observing each of the ng, separately, we conclude
that the occupation number of any two momentum eigenstates are independent
statistical variables. Since the probabilities are uncorrelated, we are indeed dealing
with thermal blackbody radiation.

Since blackbody radiation is in thermal equilibrium with its surroundings, ob-
servers restricted to region I will conclude that the scalar field is in thermal equilib-
rium with the black hole region r < 2M. Hence, the temperature of the black hole
is indeed given by (102). An immediate consequence of this fact comes from the first
law of black hole mechanics, which states that for any physical process involving a
black hole

2 o0 o0
— 72 H e—nkm(8M7rw) = H P(nkm), (109)
m=1

m=1

SM = A+ Qo (110)
8

where 6 M is a change in the black hole mass, dA is a change in the black hole
surface area, {2y is the angular velocity and §J is the change in angular momentum.
Substituting the temperature into this expression yields:

oM =1T1y6 (kB4A> + QgéJ. (111)

This bears a remarkable resemblance to the first law of thermodynamics if one
identifies the mass of the black hole with the total energy of the system. Then, one
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is forced to the conclusion that the entropy of the black hole is given by
S =kpA/4, (112)

i.e. one-fourth of the surface area of the horizon. The reason why black holes have
an intrinsic temperature and entropy is open to much debate, but the presence of
the horizon seem to play a pivotal role. Observers who use Kruskal coordinates have
access to the entire manifold while the event horizon limits the observations of those
in the Schwarzschild region I. When the field is in the pure Hartle-Hawking vacuum
state, Schwarzschild observers can only see the part of |0k) that overlaps the region
I part of the Fock space. That is, observers in region I lack enough information
to decompose the state of the field into a complete set of particle state because
they are ignorant of the particle content in region II. This loss of information is
characteristic of entropy, and entropy is characteristic of physical systems at finite
temperature. This is hardly a rigorous derivation of black hole entropy, and a full
statistical accounting of the internal modes of a black hole is as of yet forthcoming
(3, 2, 4].

What is the local temperature as measured by a particle detector at a constant
Schwarzschild radius » = R, i.e. observers with 4-velocities parallel to the static
Killing field®? For such an detector, the increment in proper time 7 is related to the
increment in coordinate time ¢ by

dr = (1 —2M/R)"? dt, (113)
while the trajectory in Kruskal coordinates is
U(t) = —4M efs/2Mo=t/AM /() — 40 efoe/2M pt/AM (114)

The response of the detector is given by equation (17) with |Opp) replaced by |0x) and
x(7) and 2(7') evaluated in Kruskal coordinates. To evaluate the detector response,
we need the massless Wightman Green’s function DV (U, V;U’, V') for the Kruskal
modes. This is given by

DU, ViU, V') = (0x|o(U, V)e(U', V') |0k)

o0
1 dk o~ iwT+ikX iwT' —ik X'

prs oo 2w
= i lim > % _e—ik(U—U/—ie) + 6—ik(V—V’_i€)}
47 e—0 0 k
1 ©dkr . ;.
= —1i - —ik(U-U"—ie) —k;i|
47 egr(l) 0 k ¢ € +
1 © qk . , 1 © o—kJk
i G —ik(V=V'—ie) —k:| /
4m 65% o k ¢ ¢ + 2 Jo k
1
= g ImIn (U = U —ie) (V =V’ —ie) + co. (115)
T e—

9We follow section 8.3 of Birrell & Davies [1]
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The infinite constant in (115) comes from the sum of ([;* dke " /k) /4m and the
complex term In(—1)/4m. It represents the divergence of the Fourier space Green’s
function for low values of k: the so-called “infrared divergence”. Infinite constants
are not uncommon in quantum field theories, and the standard procedure is to
ignore them. Doing so and dropping the limit notation, we can plug (114) into the
expression (115) to obtain

DY UW), V(): U[), V() = —2i In [8MeR*/2M sinh <t8;\f _ ze)] o (116)

™

where we have redefined € as appropriate. Hence, in terms of the proper time interval
Ar=1—-1"

1 1
D' (AT) = constant — o In sinh <2RAT - ie) ) (117)
T
where
i=r(1—2M/R)~Y2. (118)

Putting (117) into the formula for the detector response and dividing through by
the infinite time integral, we obtain

12 ) 1
Pp = — |£2 | / dr e "AET 15 sinh <2/%AT — ie> , (119)
T

— 00

where we have noted that the fact that AE = E, — Ey > 0 implies that the constant
term in DT (7) integrates to zero. Now, using the identity

sinhx =z H (mm —ix)(mm + ix) /(mr)?, (120)

m=1

we can write
KT KT >
—Insinh <2 - ie) =—In <2€ - z) + Z In(mm)?
s 1RT i IRT
—In H oe” (mw— 2) —In H oe’ <m7r+ 2) .
m=1 m=1

Here, we have defined € = 02¢%?, where ~ is Euler’s constant. When this expression
is inserted into (119), the first term integrates to zero. This is because the e *AFT
factor forces us to complete the contour in the lower half plane. But branch of the
logarithm must radiate from 7 = 2ie/& in the upper half plane, which makes the
integrand analytic in the lower-half plane. The second term is a series of constants,
which integrate to zero for the reasons mentioned above. We can the last two terms
can be dealt with by using the identity:

o0 e*iw:r: . 0 .
|| iyt = [Loe(om i) (121)
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which yields

) ’fn’Q/ dw/ dT e IAET zwnT/Q_‘_efzwm‘/Z)
0

w(e“w —1)

PR 1
ATAE e27AE[R _ |

(122)

Here again we see a characteristic Planck spectrum with a local temperature given
by
T = i/2rkg = To(1 — 2M/R)~Y/2. (123)

This is in agreement with the Tolman relation for the local temperature observed
by comoving observes in a static spacetime (93). This temperature diverges at the
horizon, which can be understood by noting that the proper acceleration (a“au)l/ 2
required to maintain a constant height above a black hole is

M/[R*(1 — 2M/R)'/?.

This acceleration blows up as R — 2M and hence the temperature measured by
constant- R observers is infinite. However, observers at spatial infinity R — oo have
zero acceleration, yet they still observe the field to have a finite temperature. We
see a combination of two effects here: both the acceleration of the Killing observers
and the intrinsic temperature of the field contribute to the detector response (122).
All of our results center on the analysis of 2-dimensional black holes. However,
they all generalize to 4-dimensions in an approximate fashion. The full scalar wave
equation V*V,® = 0 in the 4-dimensional Schwarzschild solution is given by:

2
—387{;“ Vi) fu = 0 fia (124)
where we have 011 011
Vi(r,) = :2 (1 - T) [1(1 1)+ T] . (125)
and
+iw
(10, 0) = IR (0. 0), (126)

r
Equation (124) is merely a one-dimensional Schrédinger equation for the wavefunc-
tion fr(rs) propagating in the presence of a potential V' (r,) with an energy of w?.
Since it is impossible to invert the relationship between r and r,, it is impossi-
ble to express the potential in terms of the natural radial coordinate. Hence, no
exact solution of (124) is known. However, the asymptotics are fairly easy to un-
ravel. As 7, ~ 1 — oo, V() — I(l + 1)/r? which implies an approximate solution
fri(ry) o< rgi(wry) ~ sin(wry, — Im/2) or fri(ry) o< reng(wry) ~ — cos(wry — lm/2)
where j; and n; are spherical Bessel functions of the first and second kind respec-
tively. At the other end, we have that as r, — —oo0, er/2M _, r/2M — 1 and the
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Figure 4: The potential V7(r,) in the scalar wave equation for the M = 1 case.
We also plot a solution of the wave equation fi7(r«) with w? = 1.5, obtained from
numerical methods. We employ geometric units in this figure.

potential falls off exponentially in 7. This gives solutions like f3; o et for the
region immediately outside the black hole. As viewed in the (¢,7,0, ¢) coordinates,
the wavefunction will undergo infinite frequency oscillations near the event horizon
which correspond to an infinite blueshift. These approximate results are easily veri-
fied by numerical work. In figure 4, we plot Vz(r,) versus r, for the M = 1 case. The
asymptotically flat behaviour of the potential is readily apparent from this plot. In
the same plot, we also show a solution for fy7(r,) for M = 1 and w? = 1.5 obtained
from fourth order Runge-Kutta numerical methods!’. We confirm that that fi
behaves like a free wave for r, — 400. The upshot of all if this is that we can write
that the mode solutions of (124) that are positive frequency with respect to 9/0t
are given by

efithrikr* Ylm (07 ¢)
V2w (27)%r,
10We employ standard geometrical units. In conventional units, M = 1 corresponds to a mass

of 1.3 x 10%" kg, or 68% of the mass of Jupiter. On the other hand, w? = 1.5 corresponds to a
frequency of 58 MHz, or 2.4 x 1077 eV.

Ukt (T) ~ (127)
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for large values of r,. In a completely analogous fashion, one obtains the asymp-
totic form of the mode solutions in Kruskal coordinates ug;,, and can then construct
approximate Bogolubov transformations between the field operators in the two ref-
erence frames. The result is the same as in the two dimensional case, and we find
that the field has the same temperature as before.

It is a little dismaying that we cannot do the four-dimensional calculation in an
exact manner because we do not have solutions for the mode functions in a closed
form. However, there is another very elegant way of determining the temperature
of field around black holes that is based on thermal Green’s functions [1, 3, 5].
Using this method, we can determine the temperature of 4D black holes exactly
and demonstrate that the thermodynamics of such systems is a consequence of the
structure of Riemannian space. To so this, we need to introduce the concept of
thermal Green’s functions. Consider for example the Wightman Green’s function

G (x,2") = (0]¢(x)p(2)|0). (128)

This is really a zero temperature expectation value because it assumes the field to
be in the vacuum state exclusively. But, if the field is in the presence of a heat bath
of temperature kgT = 1/3, we expect the the probability that the nt® eigenstate is
occupied to be given by

po=e )z, 7= e (129)
n
where the label n is used to schematically label all of the energy eigenstates. If we

replace the vacuum state |0) in (128) with the appropriate thermal state, we get the
Wightman function at a finite temperature 7":

Gh(x,a) = Z71) " e P (] d(2)p(a)) | ¢n)
= Z71> (Wald(@)d(a)e P b)), (130)

Here, |1),,) is the energy eigenstate of the Hamiltonian H with eigenvalue E,,. Now,
using the Heisenberg equation of motion, we can consider an “imaginary time trans-
lation” of one of the arguments of the Green’s function:

t—t —ip. (131)
Under such a translation, the field operator transforms as
o(t' —iB,x) = (', x)e PH. (132)
Hence we may write:

Gt xit,x') = Z7V) (|t x)e PHePH ot x")e P [1)y,)
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= 77 Whalé(t,x)e PH (1 — i, x) )
= 275" (Wl (t, %) ) (Wl S — 18, %) 1))
= 2705 (b — 88, X)) (1, x)e ™ [ty

= Gr(t,x;t' —i3,x). (133)

We can analytically continue this result by rotating the time arguments of the
Green’s functions by a complex angle of 7/2. Defining 7 = it, we get

Gh(r,x; 7, x') = Gp(r,x; 7' + 3,%). (134)
In a similar fashion, we get
GH(r+ B,x; 7, %) = G (1, x; 7', X). (135)
The thermal Feynman propagator is given by
Gi(t.xit',x') = 271y e PP (@ T{o(t, x)6(t', %) Hum)
= 0Ot —tGL(t,x;t'.x) + Ot —t)Gr(t,x;t',x),  (136)

where T'{---} is the usual time-ordered product. The analytic continuation of the
thermal Feynman propagator is clearly

GE(r,x; 7, x)=0O(r — G (r,x; 7, %)+ O(7 — 7)Gr (1, x5 7', %) (137)
Let’s consider the case 0 < 7 — 7/ < (3. Then
Gr(r, %7 + 3,X) = Gp(r, %7 + B, %)
= GH(r,x; 7', %)
= GE(r,x; 7', %).
Also, for 0 < 7" — 7 < 3 we get
Gr(1+ 8,x7, %) = G (1,%;7,%). (138)

Hence, we see that the thermal Feynman propagator is periodic in both of the
imaginary time arguments, 7 = it and 7/ = it’, with a period of 8 = 1/kgT if
|7 — 7| < B. This characteristic is shared by some of the other two-point thermal
Green’s functions, as can easily be seen by their definitions in terms of G;F and G.

Now, let us consider a “Euclidean” Schwarzschild solution obtained by perform-
ing a Wick rotation ¢ — 47 on the conventional solution:

oM oM\ !
N (N
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Figure 5: Equivalent contours of integration for the calculation of the massless
Fuclidean Green’s function in the complex kg plane

where the E subscript stands for “Euclidean”. Define a new radial coordinate
R=4M(1—2M/r)'/?, (140)
to cast the metric in the form

2 4
ds% = —R%d (ﬁ) - (ﬁ) dR? — 12dQ. (141)
This metric has a coordinate singularity at R = 0 that can be properly understood
by identifying 7/4M with an angular coordinate of period 27. Hence, the topology
of the Euclidean manifold is R? x S2.

Now, it turns out that there is only one type of Green’s function that needs to be
considered for the metric (139). This can be seen for the M = 0 case by considering
the massless Green’s function Dg(z,x’), which satisfies

VN oDg(z,2") = —6(z — 2'). (142)
This equation can be solved in Fourier space and inverted to give

. 1 ei[H(T—T/)-‘rk'(X—X/)]
Dg(r,x;7',%x") :W/dﬁdk P (143)

The integrand has poles at k = +i|k|. Because there are no poles on the real k axis,
we do not need to modify our contour of integration to avoid singularities like in the
Lorentzian case. This means the Green’s function is unique. Now, we continue Dg
back to the usual Lorentzian space, we write
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Dp(—it,x; —it',x') = : L/lﬂsdkeﬁ“_ﬂywk(x_xq
EATER S TR o) K2 + k2
i

dk > dk e—iko(t—t')+ik:(x—x')
‘W%ﬂ/ [m 0 k2 — k2 ’

where we have switched integration variables according to kg = ix. The contour
used to calculate the kg integral is shown in the lefthand part of figure 5. Notice
that the poles now occur for real values of the integration variable kg. We can
deform the contour to the standard one for the Feynman Green’s function, which
is shown on the right hand side of figure 5, by rotating it 90° clockwise. Hence,
when the Euclidean Green’s function is analytically continued into the Lorentzian
manifold, we recover the Feynman propagator. This result holds equally well for
M # 0. Because of the topology of the Euclidean manifold, we see that Gg(z, ')
must be periodic in 7 and 7’ with period 27/k, where k = 1/4M is the surface
gravity. When Gg(z,2’) is analytically continued to the Lorentzian Schwarzschild
manifold, the resulting Feynman propagator will be periodic under imaginary time
translations t — ¢ £+ i3. Hence, the quantum field represented by this Feynman
propagator is in in thermal equilibrium with a heat bath of temperature Ty = x/27.

There is one ambiguous point that deserves mention, namely, what state does
the thermal Feynman propagator actually represent? Is it |0g), |Ox) or some other
state? There is no general prescription for answering this question except for explicit
calculation of the propagator in various coordinate systems and comparison with
the expression derived from Gg(z,2z’). Such a calculation would reveal that the
Feynman propagator so derived is indeed the one that is obtained by calculating
(0 |T{¢p(x)p(2)}|0k) in Schwarzschild coordinates [5]. This confirms our previous
result that |Ok) is a state where the quantum field is in equilibrium with the black
hole, that is, the black hole emits as much radiation as it absorbs. But what of
black hole radiation, where the central body emits particles that travel to infinity?
In order to understand this effect we must consider a more realistic model of a black
hole, namely, one that forms from gravitational collapse as opposed to being there
for all values of t.

6 The Hawking effect

The black holes considered in the last sections are no physically realistic because
they exist for all times. True astrophysical black holes are likely formed from the
gravitational collapse of some matter distribution. We would like to determine how
a massless scalar field ¢ behaves in such a spacetime and what are the consequences
of this behaviour when the field theory is quantized. This discussion will be semi-
qualitative!; the interested reader is directed to more rigourous accounts in section
8.1 of Birrell & Davies [1] and Unruh’s paper [2].

1T argely because the details are beyond the originally intended scope of this paper
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1

Figure 6: A Penrose diagram of the gravitational collapse of a matter distribution
into a black hole

As usual, we will model our spacetime in two-dimensions in order to exploit the
conformal simplicity of the system. The spacetime we imagine is depicted in figure
6. The matter distribution is assumed to be confined to a ball r < R(7) where R(7)
is the world line of the boundary ¥. Outside the ball we assume a line element of

the form
1

C(r)
where the precise form of C'(r) is not really important, but is in actuality given by
the Schwarzschild factor C'(r) = 1 — 2M /r. The important point is that C' goes to

zero for some non-zero value of r, i.e. the exterior metric has an event horizon that
may occur inside or outside the ball. The v and v coordinates are given by

ds3 = C(r)dt* — dr* = C(r) dudv, (144)

u=t—(r"—Rp), (145)
v =1t+(r —RY). (146)

In general, radial coordinates adorned with a star are related to their unstarred
counterparts by the solution of the equation

dr* 1
= ) 14
dr  C(r) (147)
In the Schwarzschild case,
Ry = Ry + 2M In(Ro/2M — 1), (148)
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where Ry is a constant. We assume that prior to 7 = ¢ = 0 the ball of matter is
static with a radius of Rg. The surface of the ball is hence described by u = v for
7 < 0. Inside the ball, we take a metric of the form

ds® = A(U,V) (dr* — dr®) = A(U,V) dU dV. (149)

Again, we do not specify the function A(U, V'), which will in general depend on the
details of the collapse. The U and V' coordinates are given by

U=r71—(r— Ry, (150)
V =7+ (r— Ro). (151)

We find the relation between t and 7 by equating the induced metric on the surface
of the ball as viewed from the inside with the induced metric as viewed from the
outside. From the outside, the induced metric is

ds? —CdtQ—Ed 2 152
E_ C T? ( )

where R = dR/dr and we evaluate C' at R(7). From the inside
ds% = A(1 — R?)dr?, (153)

where A is evaluated at 7 and R(7). Setting these expressions equal to each other,
we get

dt . )
R _ 2 2
C’dT_\/AC<1 R>+R. (154)

Now, define the coordinate transformation between the (u,v) and (U, V') coordinates
by

U=au), v=p\V). (155)
Then . .
1-— 1-
=W U=Rdr  CA-R) (156)
du  dt—R/Cdr C(dt/dr) —
and . .
BV = dv _ dt —|—R/C’d¢ _ C(dt/dr) —|— R7 (157)
dv (1—|—R) dr C(1+R)
where A and C are evaluated at » = R(7). Now, for times before 7 = 0 when R=0,

we have that

\f AW =4 (158)

which implies, by the inverse function theorem, that a and g are functional inverses
of one another. Also, the requirement that the ball of matter be static before the
collapse implies that A must only be a function of r and is hence constant on the
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Figure 7: The propagation of null geodesics through the center of a ball of collapsing
matter (left). The ray  generates the event horizon. In order to simulate this
situation in 2D, we reflect null rays at » = 0 (right).

boundary. C(r) must also be constant, so we get that a(u) = ku and (V) = V/k
before the collapse, where k is a constant.

Now, before writing down the mode solutions for our model, we need to address
how we are planning to simulate the spherical symmetry of the 4D spacetime in
our 2D manifold. The problem is depicted in the lefthand side of figure 7. Here,
we see how null geodesics propagating in from past null infinity travel through the
ball and proceed to future null infinity. This diagram, in essence, stretches from
r = —o0 to r = 0o because it depicts both sides of the star. However, our metric
only covers one-half of the total space because r must run from 0 to co (C(r) would
certainly have strange properties if r were allow to be negative). To remedy the
situation, we will reflect null rays in the line » = 0, as in the righthand side of figure
7. This will appropriately mimic light rays that travel through the star. But, what
effect does this have on the scalar field ¢? Since we assume the field is massless,
null geodesics are perpendicular to the surfaces of constant phase. Hence, ¢ is the
field describing the reflected rays. In analogy with electromagnetism, the condition
of total reflection at » = 0 means that ¢ should vanish at the origin of the radial
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coordinate!?. That is, ¢ ought to vanish along the line:
U-V =2Ry. (159)

Now, the conformally trivial wave equations for ¢ are

2 2
0= aigv N aggv‘ (160)
A solution that satisfies the boundary condition (159) is
o= (47r<j))1/2 eI — emislal2il). (161)
Observe that if U — V = 2Ry, then
Bla(u) = 2Ro] = B(U — 2Ro) = B(V) = v, (162)
and ¢y vanishes. Also observe that before the collapse
Bla(u) — 2Rp] = B(ku — 2Ry) = u — 2Ry / k, (163)

where k = /C/A evaluated on the static boundary. The mode solutions hence
reduce to ;
(47w)l/2
where ¢ is an unimportant constant phase. This is explicitly positive frequency with
respect to the Killing field /9t and hence represents the same vacuum state used
by observers using standard mode solutions ~ e~ ““*+k") hefore the collapse. But,
after the collapse, the complicated form of S[a(u) — 2Rp] virtually guarantees that
¢ will not be strictly positive frequency with respect to 9/9t. So, observers in the
future will measure the particle content of the field described by ¢; to be non-zero
with respect to their standard mode solutions. But these particle we not there in
the past, so observers will conclude that as the matter collapses, it emits a flux of
particles. This is the Hawking effect

In practical calculations, it is easier to work with a form of ¢; that reduces
to regular mode solutions in the asymptotic future and has a complicated form in
the asymptotic past. Computation of the Bogolubov transformation between such
modes and standard modes reveals that the temperature of the thermal radiation
at late times is the same as in the case of the external black holes in the previous

¢k — (ef'iwv o eiapef'iwu% (164)

12 Another way to think about this boundary condition is to note that in 4D, the presence of the
centrifugal barrier near » = 0 drives wavefunctions to either go to zero or diverge. In order to keep
solutions regular, one usually demands the solution vanish at the origin, which is akin to choosing to
expand the field in spherical Bessel functions as opposed to spherical Neumann functions. Because
we have no centrifugal barrier in 2D, we need to simulate its presence by imposing the ¢(r =0) =0
boundary condition, which is directly responsible for the thermal radiation from collapsing matter.
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section [1, 2]. More interesting is an analysis of the stress-energy tensor associated
with the field ¢ reveals that there is a flux of positive energy escaping to infinity
while there is a flux of negative energy entering the black hole'3. Clearly, this
quantum field doesn’t obey the classical energy conditions. Nominally, this result
doesn’t mean a thing to the black hole because we have assumed that the presence
of the field ¢ does not affect the underlying spacetime. But if we take the back-
reaction of the metric caused by the field into account, the fact that the black hole
is being lit up be a stream of negative mass radiation implies that it’s own mass
must decrease. This is the phenomena of black hole evapouration, where black holes
radiate away their mass in a finite amount of time after their creation. No one really
knows what happens to the curvature singularity at » = 0 when M — 0, though
speculation ranges from the formation of a naked singularity or some sort of explosive
realignment of spacetime. This situation is shown in the Penrose diagram presented
in figure 8. We can estimate the time it takes for the black hole to evapourate
completely by using the Stefan-Boltzmann law for the total radiative flux dE/dt
from a perfect blackbody [3]: dE/dt oc AT*, where A is the black hole area and T
is it’s temperature. Since A oc M2 and T o 1/M and the energy of the black hole
is simply it’s mass, we get

aM 1

at =M
Putting in all of the units and constants, we see that the time scale for the evap-
ouration of a solar mass object is ~ 107! seconds, which is much larger than the age
of the universe. So we don’t really need to worry about many large black hole explo-
sions happening in the immediate vicinity anytime soon. However, small black holes
(M ~ 10" grams) created in the primordial universe might be undergoing the final
stages of evapouration right now. Since a black hole becomes quite hot as it’s mass
decreases, one would expect these black holes to be adding a significant amount of
radiation to the the high energy ~-ray background. No such contribution has been
observed, suggesting there cannot be many mini-black holes in the universe.

(165)

7 Conclusions

We have presented a model of a particle detector in flat space and have argued that
inertial and accelerating observers will disagree as to the particle content of the
Minkowski vacuum [Opy).

A general formalism for quantum field theory in curved space was discussed, and
we demonstrated how creation and annihilation operators behave under coordinate
changes using Bogolubov transformation.

Using Bogolubov transformations, we considered the quantum theory of a mass-
less scalar field in a Rindler spacetimes, and determined that comoving Rindler

13The derivation of this result is complicated and has a lot to do with the thorny issue of the
renormalization of T,g in curved space. See chapter 6 of Birrell & Davies [1]
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black hole
seen to disappear

Figure 8: A Penrose diagram of an evapourating black hole. The black hole horizon
intersects future null infinity at a finite time, which means that observers could
possibly see the curvature singularity at » = 0 (marked with ??77). The region above
the singularity is presumably flat Minkowski space.

observers will detect a thermal spectrum of particles in the Minkowski vacuum.
The temperature is proportional to the observer’s proper acceleration. This is the
Unruh effect.

We generalized this result to a 2D model of the Schwarzschild spacetime, and
showed that Rindler observers are analogous to observers following constant r tra-
jectories in that they observe a thermal spectrum of particles with a temperature
proportional to the surface gravity. From this and the first law of black hole me-
chanics, we derived the “entropy” of a black hole. We considered particle detectors
following static Killing orbits and showed that they will measure a field temperature
consistent with the Tolman relation. We have demonstrated how the same conclu-
sions can be drawn from considering a Fuclidean continuation of the Schwarzschild
metric into imaginary times 7 = ¢t, where we discovered that the Feynman propaga-
tor must be periodic in 7. The phenomena of black hole temperature is sometimes
called the curved space Unruh effect.

Finally, we presented a semi-qualitative derivation of black hole radiance by

34



considering the 2D gravitational collapse of a ball of matter. We have shown that
observers that initially measure the field to be in the vacuum state will later measure
the field to contain a thermal spectrum of particles. It was argued that the flux of
particles from the black hole must result in the mass decreasing all the way down
to zero, which is the phenomena known as black hole evapouration. This is the
Hawking effect.
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