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## Preface

This volume is the second in a series of three volumes dedicated to the lecture notes of the summer school "Open Quantum Systems" which took place in the Institut Fourier in Grenoble, from June 16th to July 4th 2003. The contributions presented in these volumes are revised and expanded versions of the notes provided to the students during the school. After the first volume, developing the Hamiltonian approach of open quantum systems, this second volume is dedicated to the Markovian approach. The third volume presents both approaches, but at the recent research level.

## Open quantum systems

A quantum open system is a quantum system which is interacting with another one. This is a general definition, but in general, it is understood that one of the systems is rather "small" or "simple" compared to the other one which is supposed to be huge, to be the environment, a gas of particles, a beam of photons, a heat bath ...

The aim of quantum open system theory is to study the behaviour of this coupled system and in particular the dissipation of the small system in favour of the large one. One expects behaviours of the small system such as convergence to an equilibrium state, thermalization ... The main questions one tries to answer are: Is there a unique invariant state for the small system (or for the coupled system)? Does one always converge towards this state (whatever the initial state is)? What speed of convergence can we expect? What are the physical properties of this equilibrium state?

One can distinguish two schools in the way of studying such a situation. This is true in physics as well as in mathematics. They represent in general, different groups of researchers with, up to now, rather few contacts and collaborations. We call these two approaches the Hamiltonian approach and the Markovian approach.

In the Hamiltonian approach, one tries to give a full description of the coupled system. That is, both quantum systems are described, with their state spaces, with their own Hamiltonians and their interaction is described through an explicit interaction Hamiltonian. On the tensor product of Hilbert spaces we end up with a total Hamiltonian, and the goal is then to study the behaviour of the system under this dynamics. This approach is presented in details in the volume I of this series.

In the Markovian approach, one gives up trying to describe the large system. The idea is that it may be too complicated, or more realistically we do not know it completely. The study then concentrates on the effective dynamics which is induced on the small system. This dynamics is not a usual reversible Hamiltonian dynamics, but is described by a particular semigroup acting on the states of the small system.

Before entering into the heart of the Markovian approach and all its development, in the next courses, let us have here an informal discussion on what this approach exactly is.

## The Markovian approach

We consider a simple quantum system $\mathcal{H}$ which evolves as if it were in contact with an exterior quantum system. We do not try to describe this exterior system. It is maybe too complicated, or more realistically we do not quite know it. We observe on the evolution of the system $\mathcal{H}$ that it is evolving like being in contact with something else, like an open system (by opposition with the usual notion of closed Hamiltonian system in quantum mechanics). But we do not quite know what is effectively acting on $\mathcal{H}$. We have to deal with the efffective dynamics which is observed on $\mathcal{H}$.

By such a dynamics, we mean that we look at the evolution of the states of the system $\mathcal{H}$. That is, for an initial density matrix $\rho_{0}$ at time 0 on $\mathcal{H}$, we consider the state $\rho_{t}$ at time $t$ on $\mathcal{H}$. The main assumption here is that this evolution

$$
\rho_{t}=P_{t}\left(\rho_{0}\right)
$$

is given by a semigroup. This is to say that the state $\rho_{t}$ at time $t$ determines the future states $\rho_{t+h}$, without needing to know the whole past $\left(\rho_{s}\right)_{s \leq t}$.

Each of the mapping $P_{t}$ is a general state transform $\rho_{0} \mapsto \rho_{t}$. Such a map should be in particular trace-preserving and positivity-preserving. Actually these assumptions are not quite enough and the positivity-preserving property should be slightly extended to a natural notion of completely positive map (see R. Rebolledo's course). We end up with a semigroup $\left(P_{t}\right)_{t>0}$ of completely positive maps. Under some continuity conditions, the famous Lindblad theorem (see R. Rebolledo's course), shows that the infinitesimal generator of such a semigroup is of the form

$$
\mathcal{L}(\rho)=i[H, \rho]+\sum_{i}\left(L_{i} \rho L_{i}^{*}-\frac{1}{2} L_{i}^{*} L_{i} \rho-\frac{1}{2} \rho L_{i}^{*} L_{i}\right)
$$

for some self-adjoint bounded operator $H$ on $\mathcal{H}$ and some bounded operators $L_{i}$ on $\mathcal{H}$. The evolution equation for the states of the system can be summarized into

$$
\frac{d}{d t} \rho_{t}=\mathcal{L}\left(\rho_{t}\right)
$$

This is the so-called quantum master equation in physics. It is actually the starting point in many physical articles on open quantum systems: a specific system to be studied is described by its master equation with a given explicit Linblad generator $\mathcal{L}$.

The specific form of the generator $\mathcal{L}$ has to understood as follows. It is similar to the decomposition of a Feller process generator (see L. Rey-Bellet's first course) into a first order differential part plus a second order differential part. Indeed, the first term

$$
i[H, \cdot]
$$

is typical of a derivation on an operator algebra. If $\mathcal{L}$ were reduced to that term only, then $P_{t}=e^{t \mathcal{L}}$ is easily seen to act as follows:

$$
P_{t}(X)=e^{i t H} X e^{-i t H}
$$

That is, this semigroup extends into a group of automorphisms and describes a usual Hamiltonian evolution. In particular it describes a closed quantum system, there is no exterior system interacting with it.

The second type of terms have to be understood as follows. If $L=L^{*}$ then

$$
L X L^{*}-\frac{1}{2} L^{*} L X-\frac{1}{2} X L^{*} L=[L,[L, X]] .
$$

It is a double commutator, it is a typical second order differential operator on the operator algebra. It carries the diffusive part of the dissipation of the small system in favor of the exterior, like a Laplacian term in a Feller process generator.

When $L$ does not satisfy $L=L^{*}$ we are left with a more complicated term which is more difficult to interpret in classical terms. It has to be compared with the jumping measure term in a general Feller process generator.

Now, that the semigroup and the generator are given, the quantum noises (see S. Attal's course) enter into the game in order to provide a dilation of the semigroup (F. Fagnola's course). That is, one can construct an appropriate Hilbert space $\mathcal{F}$ on which quantum noises $d a_{j}^{i}(t)$ live, and one can solve a differential equation on the space $\mathcal{H} \otimes \mathcal{F}$ which is of the form of a Schrödinger equation perturbed by quantum noises terms:

$$
\begin{equation*}
d U_{t}=L U_{t} d t+\sum_{i, j} K_{j}^{i} U_{t} d a_{j}^{i}(t) \tag{1}
\end{equation*}
$$

This equation is an evolution equation, whose solutions are unitary operators on $\mathcal{H} \otimes \mathcal{F}$, so it describes a closed system (in interaction picture actually). Furthermore it dilates the semigroup $\left(P_{t}\right)_{t \geq 0}$ in the sense that, there exists a (pure) state $\Omega$ on $\mathcal{F}$ such that if $\rho$ is any state on $\mathcal{H}$ then

$$
<\Omega, U_{t}(\rho \otimes I) U_{t}^{*} \Omega>=P_{t}(\rho)
$$

This is to say that the effective dynamics $\left(P_{t}\right)_{t>0}$ we started with on $\mathcal{H}$, which we did not know what exact exterior system was the cause of, is obtained as follows: the small system $\mathcal{H}$ is actually coupled to another system $\mathcal{F}$ and they interact according to the evolution equation (1). That is, $\mathcal{F}$ acts like a source of (quantum) noises on $\mathcal{H}$. The effective dynamics on $\mathcal{H}$ is then obtained when averaging over the noises through a certain state $\Omega$.

This is exactly the same situation as the one of Markov processes with respect to stochastic differential equations (L. Rey-Bellet's first course). A Markov semigroup is given on some function algebra. This is a completely deterministic dynamics which describes an irreversible evolution. The typical generator, in the diffusive case say, contains two types of terms.

First order differential terms which carry the ordinary part of the dynamics. If the generator contains only such terms the dynamics is carried by an ordinary differential equation and extends to a reversible dynamics.

Second order differential operator terms which carry the dissipative part of the dynamics. These terms represent the negative part of the generator, the loss of energy in favor of some exterior.

But in such a description of a dissipative system, the environment is not described. The semigroup only focuses on the effective dynamics induced on some system by an environment. With the help of stochastic differential equations one can give a model of the action of the environment. It is possible to solve an adequat stochastic differential equation, involving Brownian motions, such that the resulting stochastic process be a Markov process with same semigroup as the one given at the begining. Such a construction is nowadays natural and one often use it without thinking what this really means. To the state space where the function algebra acts, we have to add a probability space which carries the noises (the Brownian motion). We have enlarged the initial space, the noise does not come naturally with the function algebra. The resolution of the stochastic differential equation gives rise to a solution living in this extended space (it is a stochastic process, a function of the Brownian motions). It is only when avering over the noise (taking the expectation) that one recovers the action of the semigroup on the function algebra.

We have described exactly the same situation as for quantum systems, as above.

## Organization of the volume

The aim of this volume is to present this quantum theory in details, together with its classical counterpart.

The volume actually starts with a first course by L. Rey-Bellet which presents the classical theory of Markov processes, stochastic differential equations and ergodic theory of Markov processes.

The second course by L. Rey-Bellet applies these techniques to a family of classical open systems. The associated stochastic differential equation is derived from an Hamiltonian description of the model.

The course by S. Attal presents an introduction to the quantum theory of noises and their connections with classical ones. It constructs the quantum stochastic integrals and proves the quantum Ito formula, which are the cornerstones of quantum Langevin equations.
R. Rebolledo's course presents the theory of completely positive maps, their representation theorems and the semigroup theory attached to them. This ends up with the celebrated Lindblad's theorem and the notion of quantum master equations.

Finally, F. Fagnola's course develops the theory of quantum Langevin equations (existence, unitarity) and shows how quantum master equations can be dilated by such equations.

Lyon, Grenoble, Toulon
Stéphane Attal
September 2005
Alain Joye
Claude-Alain Pillet
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## 1 Introduction

In these notes we discuss Markov processes, in particular stochastic differential equations (SDE) and develop some tools to analyze their long-time behavior. There are several ways to analyze such properties, and our point of view will be to use systematically Liapunov functions which allow a nice characterization of the ergodic properties. In this we follow, at least in spirit, the excellent book of Meyn and Tweedie [7]. In general a Liapunov function $W$ is a positive function which grows at infinity and satisfies an inequality involving the generator of the Markov process $L$ : roughly speaking we have the implications ( $\alpha$ and $\beta$ are positive constants)

1. $L W \leq \alpha+\beta W$ implies existence of solutions for all times.
2. $L W \leq-\alpha$ implies the existence of an invariant measure.
3. $L W \leq \alpha-\beta W$ implies exponential convergence to the invariant. measure

For (2) and (3), one should assume in addition, for example smoothness of the transition probabilities (i.e the semigroup $e^{t L}$ is smoothing) and irreducibility of the process (ergodicity of the motion). The smoothing property for generator of SDE's is naturally linked with hypoellipticity of $L$ and the irreducibility is naturally expressed in terms of control theory.

In sufficiently simple situations one might just guess a Liapunov function. For interesting problems, however, proving the existence of a Liapunov functions requires both a good guess and a quite substantial understanding of the dynamics. In these notes we will discuss simple examples only and in the companion lecture [11] we will apply these techniques to a model of heat conduction in anharmonic lattices. A simple set of equations that the reader should keep in mind here are the Langevin equations

$$
\begin{aligned}
d q & =p d t \\
d p & =(-\nabla V(q)-\lambda p) d t+\sqrt{2 \lambda T} d B_{t}
\end{aligned}
$$

where, $p, q \in \mathbf{R}^{n}, V(q)$ is a smooth potential growing at infinity, and $B_{t}$ is Brownian motion. This equation is a model a particle with Hamiltonian $p^{2} / 2+V(q)$ in contact with a thermal reservoir at temperature $T$. In our lectures on open classical systems [11] we will show how to derive similar and more general equations from Hamiltonian dynamics. This simple model already has the feature that the noise is degenerate by which we mean that the noise is acting only on the $p$ variable. Degeneracy (usually even worse than in these equations) is the rule and not the exception in mechanical systems interacting with reservoirs.

The notes served as a crash course in stochastic differential equations for an audience consisting mostly of mathematical physicists. Our goal was to provide the reader with a short guide to the theory of stochastic differential equations with an emphasis long-time (ergodic) properties. Some proofs are given here, which will, we hope, give a flavor of the subject, but many important results are simply mentioned without proof.

Our list of references is brief and does not do justice to the very large body of literature on the subject, but simply reflects some ideas we have tried to conveyed in these lectures. For Brownian motion, stochastic calculus and Markov processes we recommend the book of Oksendal [10], Kunita [15], Karatzas and Shreve [3] and the lecture notes of Varadhan [13, 14]. For Liapunov function we recommend the books of Has'minskii [2] and Meyn and Tweedie [7]. For hypoellipticity and control theory we recommend the articles of Kliemann [4], Kunita [6], Norris [8], and Stroock and Varadhan [12] and the book of Hörmander [1].

## 2 Stochastic Processes

A stochastic process is a parametrized collection of random variables

$$
\begin{equation*}
\left\{x_{t}(\omega)\right\}_{t \in T} \tag{1}
\end{equation*}
$$

defined on a probability space $(\tilde{\Omega}, \mathcal{B}, \mathbf{P})$. In these notes we will take $T=\mathbf{R}^{+}$or $T=$ $\mathbf{R}$. To fix the ideas we will assume that $x_{t}$ takes value in $X=\mathbf{R}^{n}$ equipped with the Borel $\sigma$-algebra, but much of what we will say has a straightforward generalization to more general state space. For a fixed $\omega \in \tilde{\Omega}$ the map

$$
\begin{equation*}
t \mapsto x_{t}(\omega) \tag{2}
\end{equation*}
$$

is a path or a realization of the stochastic process, i.e. a random function from $T$ into $\mathbf{R}^{n}$. For fixed $t \in T$

$$
\begin{equation*}
\omega \mapsto x_{t}(\omega) \tag{3}
\end{equation*}
$$

is a random variable ("the state of the system at time $t$ "). We can also think of $x_{t}(\omega)$ as a function of two variables $(t, \omega)$ and it is natural to assume that $x_{t}(\omega)$ is jointly measurable in $(t, \omega)$. We may identify each $\omega$ with the corresponding path $t \mapsto x_{t}(\omega)$ and so we can always think of $\tilde{\Omega}$ as a subset of the set $\Omega=\left(\mathbf{R}^{n}\right)^{T}$ of all functions from $T$ into $\mathbf{R}^{n}$. The $\sigma$-algebra $\mathcal{B}$ will then contain the $\sigma$-algebra $\mathcal{F}$ generated by sets of the form

$$
\begin{equation*}
\left\{\omega ; x_{t_{1}}(\omega) \in F_{1}, \cdots, x_{t_{n}}(\omega) \in F_{n}\right\}, \tag{4}
\end{equation*}
$$

where $F_{i}$ are Borel sets of $\mathbf{R}^{n}$. The $\sigma$-algebra $\mathcal{F}$ is simply the Borel $\sigma$-algebra on $\Omega$ equipped with the product topology. From now on we take the point of view that a stochastic process is a probability measure on the measurable (function) space $(\Omega, \mathcal{F})$.

One can seldom describe explicitly the full probability measure describing a stochastic process. Usually one gives the finite-dimensional distributions of the process $x_{t}$ which are probability measures $\mu_{t_{1}, \cdots, t_{k}}$ on $\mathbf{R}^{n k}$ defined by

$$
\begin{equation*}
\mu_{t_{1}, \cdots, t_{k}}\left(F_{1} \times \cdots \times F_{k}\right)=\mathbf{P}\left\{x_{t_{1}} \in F_{1}, \cdots, x_{t_{k}} \in F_{k}\right\} \tag{5}
\end{equation*}
$$

where $t_{1}, \cdots, t_{k} \in T$ and the $F_{i}$ are Borel sets of $\mathbf{R}^{n}$.
A useful fact, known as Kolmogorov Consistency Theorem, allows us to construct a stochastic process given a family of compatible finite-dimensional distributions.

Theorem 2.1. (Kolmogorov Consistency Theorem) For $t_{1}, \cdots, t_{k} \in T$ and $k \in \mathbf{N}$ let $\mu_{t_{1}, \cdots, t_{k}}$ be probability measures on $\mathbf{R}^{n k}$ such that

1. For all permutations $\sigma$ of $\{1, \cdots, k\}$

$$
\begin{equation*}
\mu_{t_{\sigma(1)}, \cdots, t_{\sigma(k)}}\left(F_{1} \times \cdots \times F_{k}\right)=\mu_{t_{1}, \cdots, t_{k}}\left(F_{\sigma^{-1}(1)} \times \cdots \times F_{\sigma^{-1}(k)}\right) . \tag{6}
\end{equation*}
$$

2. For all $m \in \mathbf{N}$

$$
\begin{equation*}
\mu_{t_{1}, \cdots, t_{k}}\left(F_{1} \times \cdots \times F_{k}\right)=\mu_{t_{1}, \cdots, t_{k+m}}\left(F_{1} \times \cdots \times F_{k} \times \mathbf{R}^{n} \times \cdots \times \mathbf{R}^{n}\right) \tag{7}
\end{equation*}
$$

Then there exists a probability space $(\Omega, \mathcal{F}, \mathbf{P})$ and a stochastic process $x_{t}$ on $\Omega$ such that

$$
\begin{equation*}
\mu_{t_{1}, \cdots, t_{k}}\left(F_{1} \times \cdots \times F_{k}\right)=P\left\{x_{t_{1}} \in F_{1}, \cdots, x_{t_{k}} \in F_{k}\right\} \tag{8}
\end{equation*}
$$

for all $t_{i} \in T$ and all Borel sets $F_{i} \subset \mathbf{R}^{n}$.

## 3 Markov Processes and Ergodic Theory

### 3.1 Transition probabilities and generators

A Markov process is a stochastic process which satisfies the condition that the future depends only on the present and not on the past, i.e., for any $s_{1} \leq \cdots \leq s_{k} \leq t$ and any measurable sets $F_{1}, \cdots, F_{k}$, and $F$

$$
\begin{equation*}
\mathbf{P}\left\{x_{t}(\omega) \in F \mid x_{s_{1}}(\omega) \in F_{1}, \cdots, x_{s_{k}}(\omega) \in F_{k}\right\}=\mathbf{P}\left\{x_{t}(\omega) \in F \mid x_{s_{k}}(\omega) \in F_{k}\right\} . \tag{9}
\end{equation*}
$$

More formally let $\mathcal{F}_{t}^{s}$ be the subalgebra of $\mathcal{F}$ generated by all events of the form $\left\{x_{u}(\omega) \in F\right\}$ where $F$ is a Borel set and $s \leq u \leq t$. A stochastic process $x_{t}$ is a Markov process if for all Borel sets $F$, and all $0 \leq s \leq t$ we have almost surely

$$
\begin{equation*}
\mathbf{P}\left\{x_{t}(\omega) \in F \mid \mathcal{F}_{s}^{0}\right\}=\mathbf{P}\left\{x_{t}(\omega) \in F \mid \mathcal{F}_{s}^{s}\right\}=\mathbf{P}\left\{x_{t}(\omega) \in F \mid x(s, \omega)\right\} \tag{10}
\end{equation*}
$$

We will use later an equivalent way of describing the Markov property. Let us consider 3 subsequent times $t_{1}<t_{2}<t_{3}$. The Markov property means that for any $g$ bounded measurable

$$
\begin{equation*}
E\left[g\left(x_{t_{3}}\right) \mid \mathcal{F}_{t_{2}}^{t_{2}} \times \mathcal{F}_{t_{1}}^{t_{1}}\right]=E\left[g\left(x_{t_{3}}\right) \mid \mathcal{F}_{t_{2}}^{t_{2}}\right] . \tag{11}
\end{equation*}
$$

The time reversed Markov property that for any bounded measurable function $f$

$$
\begin{equation*}
E\left[f\left(x_{t_{1}}\right) \mid \mathcal{F}_{t_{3}}^{t_{3}} \times \mathcal{F}_{t_{2}}^{t_{2}}\right]=E\left[f\left(x_{t_{1}}\right) \mid \mathcal{F}_{t_{2}}^{t_{2}}\right] \tag{12}
\end{equation*}
$$

which says that the past depends only on the present and not on the future. These two properties are in fact equivalent, since we will show that they are both equivalent to the symmetric condition

$$
\begin{equation*}
E\left[g\left(x_{t_{3}}\right) f\left(x_{t_{1}}\right) \mid \mathcal{F}_{t_{2}}^{t_{2}}\right]=E\left[g\left(x_{t_{3}}\right) \mid \mathcal{F}_{t_{2}}^{t_{2}}\right] E\left[f\left(x_{t_{1}}\right) \mathcal{F}_{t_{2}}^{t_{2}}\right] \tag{13}
\end{equation*}
$$

which asserts that given the present, past and future are conditionally independent. By symmetry it is enough to prove

Lemma 3.1. The relations (11) and (13) are equivalent.
Proof. Let us fix $f$ and $g$ and let us set $x_{t_{i}}=x_{i}$ and $\mathcal{F}_{t_{i}}^{t^{i}} \equiv \mathcal{F}_{i}$, for $i=1,2,3$. Let us assume that Eq. (11) holds and denote by $\hat{g}\left(x_{2}\right)$ the common value of (11). Then we have

$$
\begin{align*}
& \mathbf{E}\left[g\left(x_{3}\right) f\left(x_{1}\right) \mid \mathcal{F}_{2}\right]=\mathbf{E}\left[\mathbf{E}\left[g\left(x_{3}\right) f\left(x_{1}\right) \mid \mathcal{F}_{2} \times \mathcal{F}_{1}\right] \mid \mathcal{F}_{2}\right] \\
& =\mathbf{E}\left[f\left(x_{1}\right) \mathbf{E}\left[g\left(x_{3}\right) \mid \mathcal{F}_{2} \times \mathcal{F}_{1}\right] \mid \mathcal{F}_{2}\right]=\mathbf{E}\left[f\left(x_{1}\right) \hat{g}\left(x_{2}\right) \mid \mathcal{F}_{2}\right] \\
& =\mathbf{E}\left[f\left(x_{1}\right) \mid \mathcal{F}_{2}\right] g\left(x_{2}\right)=\mathbf{E}\left[f\left(x_{1}\right) \mid \mathcal{F}_{2}\right] \mathbf{E}\left[g\left(x_{3}\right) \mid \mathcal{F}_{2}\right], \tag{14}
\end{align*}
$$

which is Eq. (13). Conversely let us assume that Eq. (13) holds and let us denote by $\bar{g}\left(x_{1}, x_{2}\right)$ and by $\hat{g}\left(x_{2}\right)$ the left side and the right side of (11). Let $h\left(x_{2}\right)$ be any bounded measurable function. We have

$$
\begin{align*}
& \mathbf{E}\left[f\left(x_{1}\right) h\left(x_{2}\right) \bar{g}\left(x_{1}, x_{2}\right)\right]=\mathbf{E}\left[f\left(x_{1}\right) h\left(x_{2}\right) \mathbf{E}\left[g\left(x_{3}\right) \mid \mathcal{F}_{2} \times \mathcal{F}_{1}\right]\right] \\
= & \mathbf{E}\left[f\left(x_{1}\right) h\left(x_{2}\right) g\left(x_{3}\right)\right]=\mathbf{E}\left[h\left(x_{2}\right) \mathbf{E}\left[f\left(x_{1}\right) g\left(x_{3}\right) \mid \mathcal{F}_{2}\right]\right] \\
= & \mathbf{E}\left[h\left(x_{2}\right)\left(\mathbf{E}\left[g\left(x_{3}\right) \mid \mathcal{F}_{2}\right]\right)\left(\mathbf{E}\left[f\left(x_{1}\right) \mid \mathcal{F}_{2}\right]\right)\right] \\
= & \mathbf{E}\left[h\left(x_{2}\right) \hat{g}\left(x_{2}\right) \mathbf{E}\left[f\left(x_{1}\right) \mid \mathcal{F}_{2}\right]\right]=\mathbf{E}\left[f\left(x_{1}\right) h\left(x_{2}\right) \hat{g}\left(x_{2}\right)\right] . \tag{15}
\end{align*}
$$

Since $f$ and $h$ are arbitrary this implies that $\bar{g}\left(x_{1}, x_{2}\right)=\hat{g}\left(x_{2}\right)$ a.s.
A natural way to construct a Markov process is via a transition probability function

$$
\begin{equation*}
P_{t}(x, F), \quad t \in T, \quad x \in \mathbf{R}^{n}, \quad F \text { a Borel set }, \tag{16}
\end{equation*}
$$

where $(t, x) \mapsto P_{t}(x, F)$ is a measurable function for any Borel set $F$ and $F \mapsto$ $P_{t}(x, F)$ is a probability measure on $\mathbf{R}^{n}$ for all $(t, x)$. One defines

$$
\begin{equation*}
\mathbf{P}\left\{x_{t}(\omega) \in F \mid \mathcal{F}_{s}^{0}\right\}=P\left\{x_{t}(\omega) \in F \mid x_{s}(\omega)\right\}=P_{t-s}\left(x_{s}(\omega), F\right) \tag{17}
\end{equation*}
$$

The finite dimensional distribution for a Markov process starting at $x$ at time 0 are then given by

$$
\begin{align*}
\mathbf{P}\left\{x_{t_{1}} \in F\right\} & =P_{t_{1}}\left(x, F_{1}\right), \\
\mathbf{P}\left\{x_{t_{1}} \in F_{1}, x_{t_{2}} \in F_{2}\right) & =\int_{F_{1}} P_{t_{1}}\left(x, d x_{1}\right) P_{t_{2}-t_{1}}\left(x_{1}, F_{2}\right),  \tag{18}\\
& \vdots \\
\mathbf{P}\left\{x_{t_{1}} \in F_{1}, \cdot \cdot, x_{t_{k}} \in F_{k}\right\} & =\int_{F_{1}} \cdots \int_{F_{k-1}} P_{t_{1}}\left(x, d x_{1}\right) \cdots P_{t_{k}-t_{k-1}}\left(x_{k-1}, F_{k}\right) .
\end{align*}
$$

By the Kolmogorov Consistency Theorem this defines a stochastic process $x_{t}$ for which $\mathbf{P}\left\{x_{0}=x\right\}=1$. We denote $\mathbf{P}_{x}$ and $\mathbf{E}_{x}$ the corresponding probability distribution and expectation.

One can also give an initial distribution $\pi$, where $\pi$ is a probability measure on $\mathbf{R}^{n}$ which describe the initial state of the system at $t=0$. In this case the finite dimensional probability distributions have the form

$$
\begin{equation*}
\int_{\mathbf{R}^{n}} \int_{F_{1}} \cdots \int_{F_{k-1}} \pi(d x) P_{t}\left(x, d x_{1}\right) P_{t_{2}-t_{1}}\left(x_{1}, d x_{2}\right) \cdots P_{t_{k}-t_{k-1}}\left(x_{k-1}, F_{k}\right), \tag{19}
\end{equation*}
$$

and we denote $\mathbf{P}_{\pi}$ and $\mathbf{E}_{\pi}$ the corresponding probability distribution expectation.
Remark 3.2. We have considered here only time homogeneous process, i.e., processes for which $\mathbf{P}_{x}\left\{x_{t}(\omega) \in F \mid x_{s}(\omega)\right\}$ depends only on $t-s$. This can generalized this by considering transition functions $P(t, s, x, A)$.

The following property is a immediate consequence of the fact that the future depends only on the present and not on the past.

Lemma 3.3. (Chapman-Kolmogorov equation) For $0 \leq s \leq t$ we have

$$
\begin{equation*}
P_{t}(x, A)=\int_{\mathbf{R}^{n}} P_{s}(x, d y) P_{t-s}(y, A) . \tag{20}
\end{equation*}
$$

Proof. : We have

$$
\begin{align*}
P_{t}(x, A)=P\left\{x_{0}=x, x_{t} \in A\right\} & =P\left\{x_{0}=x, x_{s} \in \mathbf{R}^{n}, x_{t} \in A\right\} \\
& =\int_{\mathbf{R}^{n}} P_{s}(x, d y) P_{t-s}(y, A) \tag{21}
\end{align*}
$$

For a measurable function $f(x), x \in \mathbf{R}^{n}$, we have

$$
\begin{equation*}
\mathbf{E}_{x}\left[f\left(x_{t}\right)\right]=\int_{\mathbf{R}^{n}} P_{t}(x, d y) f(y) \tag{22}
\end{equation*}
$$

and we can associate to a transition probability a linear operator acting on measurable function by

$$
\begin{equation*}
T_{t} f(x)=\int_{\mathbf{R}^{n}} P_{t}(x, d y) f(y)=E_{x}\left[f\left(x_{t}\right)\right] \tag{23}
\end{equation*}
$$

From the Chapman-Kolmogorov equation it follows immediately that $T_{t}$ is a semigroup: for all $s, t \geq 0$ we have

$$
\begin{equation*}
T_{t+s}=T_{t} T_{s} \tag{24}
\end{equation*}
$$

We have also a dual semigroup acting on $\sigma$-finite measures on $\mathbf{R}^{n}$ :

$$
\begin{equation*}
S_{t} \mu(A)=\int_{\mathbf{R}^{n}} \mu(d x) P_{t}(x, A) \tag{25}
\end{equation*}
$$

The semigroup $T_{t}$ has the following properties which are easy to verify.

1. $T_{t}$ preserves the constant, if $1(x)$ denotes the constant function then

$$
\begin{equation*}
T_{t} 1(x)=1(x) \tag{26}
\end{equation*}
$$

2. $T_{t}$ is positive in the sense that

$$
\begin{equation*}
T_{t} f(x) \geq 0 \quad \text { if } \quad f(x) \geq 0 \tag{27}
\end{equation*}
$$

3. $T_{t}$ is a contraction semigroup on $L^{\infty}(d x)$, the set of bounded measurable functions equipped with the sup-norm $\|\cdot\|_{\infty}$.

$$
\begin{align*}
\left\|T_{t} f\right\|_{\infty} & =\sup _{x}\left|\int_{\mathbf{R}^{n}} P_{t}(x, d y) f(y)\right| \\
& \left.\leq \sup _{y}|f(y)| \sup _{x} \int\right) \mathbf{R}^{n} P_{t}(x, d y)=\|f\|_{\infty} \tag{28}
\end{align*}
$$

The spectral properties of the semigroup $T_{t}$ are important to analyze the longtime (ergodic) properties of the Markov process $x_{t}$. In order to use method from functional analysis one needs to define these semigroups on function spaces which are more amenable to analysis than the space of measurable functions.

We say that the semigroup $T_{t}$ is weak-Feller if it maps the set of bounded continuous function $\mathcal{C}^{b}\left(\mathbf{R}^{n}\right)$ into itself. If the transition probabilities $P_{t}(x, A)$ are stochastically continuous, i.e., if $\lim _{t \rightarrow 0} P_{t}\left(x, B_{\epsilon}(x)\right)=1$ for any $\epsilon>0\left(B_{\epsilon}(x)\right.$ is the $\epsilon$-neighborhood of $x$ ) then it is not difficult to show that $\lim _{t \rightarrow 0} T_{t} F(x)=f(x)$ for any $f(x) \in \mathcal{C}^{b}\left(\mathbf{R}^{n}\right)$ (details are left to th reader) and then $T_{t}$ is a contraction semigroup on $\mathcal{C}^{b}\left(\mathbf{R}^{n}\right)$.

We say that the semigroup $T_{t}$ is strong-Feller if it maps bounded measurable function into continuous function. This reflects the fact that $T^{t}$ has a "smoothing effect". A way to show the strong-Feller property is to establish that the transition probabilities $P_{t}(x, A)$ have a density

$$
\begin{equation*}
P_{t}(x, d y)=p_{t}(x, y) d y \tag{29}
\end{equation*}
$$

where $p_{t}(x, y)$ is a sufficiently regular (e.g. continuous or differentiable) function of $x, y$ and maybe also of $t$. We will discuss some tools to prove such properties in Section 7.

If $T_{t}$ is weak-feller we define the generator $L$ of $T_{t}$ by

$$
\begin{equation*}
L f(x)=\lim _{t \rightarrow 0} \frac{T_{t} f(x)-f(x)}{t} \tag{30}
\end{equation*}
$$

The domain of definition of $L$ is set of all $f$ for which the limit (30) exists for all $x$.

### 3.2 Stationary Markov processes and Ergodic Theory

We say that a stochastic process is stationary if the finite dimensional distributions

$$
\begin{equation*}
\mathbf{P}\left\{x_{t_{1}+h} \in F_{1}, \cdots, x_{t_{k}+h} \in F_{k}\right\} \tag{31}
\end{equation*}
$$

are independent of $h$, for all $t_{1}<\cdots<t_{k}$ and all measurable $F_{i}$. If the process is Markovian with initial distribution $\pi(d x)$ then (take $k=1$ )

$$
\begin{equation*}
\int_{\mathbf{R}^{n}} \pi(d x) P_{t}(x, F)=S_{t} \pi(F) \tag{32}
\end{equation*}
$$

must be independent of $t$ for any measurable $F$, i.e., we must have

$$
\begin{equation*}
S_{t} \pi=\pi, \tag{33}
\end{equation*}
$$

for all $t \geq 0$. The condition (33) alone implies stationarity since it implies that

$$
\begin{align*}
& \mathbf{P}_{\pi}\left\{x_{t_{1}+h} \in F_{1}, \cdots, x_{t_{k}+h} \in F_{k}\right\} \\
& =\int_{\mathbf{R}^{n}} \int_{F_{1}} \cdots \int_{F_{k-1}} \pi(d x) P_{t_{1}+h}\left(x, d x_{1}\right) \cdots P_{t_{k}-t_{k-1}}\left(x_{k-1}, F_{k}\right), \\
& =\int_{F_{1}} \cdots \int_{F_{k-1}} \pi(d x) P_{t_{1}}\left(x, d x_{1}\right) \cdots P_{t_{k}-t_{k-1}}\left(x_{k-1}, F_{k}\right), \tag{34}
\end{align*}
$$

which is independent of $h$.
Intuitively stationary distribution describe the long-time behavior of $x_{t}$. Indeed let us suppose that the distribution of $x_{t}$ with initial distribution $\mu$ converges in some sense to a distribution $\gamma=\gamma_{\mu}$ (a priori $\gamma$ may depend on the initial distribution $\mu$ ), i.e.,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbf{P}_{\mu}\left\{x_{t} \in F\right\}=\gamma_{\mu}(F) \tag{35}
\end{equation*}
$$

for all measurable $F$. Then we have, formally,

$$
\begin{align*}
\gamma_{\mu}(F) & =\lim _{t \rightarrow \infty} \int_{\mathbf{R}^{n}} \mu(d x) P_{t}(x, F) \\
& =\lim _{t \rightarrow \infty} \int_{\mathbf{R}^{n}} \mu(d x) \int_{\mathbf{R}^{n}} P_{t-s}(x, d y) P_{s}(y, F) \\
& =\int \gamma_{\mu}(d y) \int P_{s}(y, F)=S_{s} \gamma_{\mu}(F) \tag{36}
\end{align*}
$$

i.e., $\gamma_{\mu}$ is a stationary distribution.

In order to make this more precise we recall some concepts and results from ergodic theory. Let $(X, \mathcal{F}, \mu)$ be a probability space and $\phi_{t}, t \in \mathbf{R}$ a group of measurable transformations of $X$. We say that $\phi_{t}$ is measure preserving if $\mu\left(\phi_{-t}(A)\right)=$ $\mu(A)$ for all $t \in \mathbf{R}$ and all $A \in \mathcal{F}$. We also say that $\mu$ is an invariant measure for $\phi_{t}$. A basic result in ergodic theory is the pointwise Birkhoff ergodic theorem.

Theorem 3.4. (Birkhoff Ergodic Theorem) Let $\phi_{t}$ be a group of measure preserving transformations of $(X, \mathcal{F}, \mu)$. Then for any $f \in L^{1}(\mu)$ the limit

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} f\left(\phi_{s}(x)\right) d s=f^{*}(x) \tag{37}
\end{equation*}
$$

exists $\mu$-a.s. The limit $f^{*}(x)$ is $\phi_{t}$ invariant, $f\left(\phi^{t}(x)\right)=f(x)$ for all $t \in \mathbf{R}$, and $\int_{X} f d \mu=\int_{X} f^{*} d \mu$.

The group of transformation $\phi_{t}$ is said to be ergodic if $f^{*}(x)$ is constant $\mu$-a.s. and in that case $f^{*}(x)=\int f d \mu, \mu$-a.s. Ergodicity can be also expressed in terms of the $\sigma$-field of invariant subsets. Let $\mathcal{G} \subset \mathcal{F}$ be the $\sigma$-field given by $\mathcal{G}=\{A \in$ $\mathcal{F}: \phi^{-t}(A)=A$ for all $\left.t\right\}$. Then in Theorem $3.4 f^{*}(x)$ is given by the conditional expectation

$$
\begin{equation*}
f^{*}(x)=E[f \mid \mathcal{G}] \tag{38}
\end{equation*}
$$

The ergodicity of $\phi_{t}$ is equivalent to the statement that $\mathcal{G}$ is the trivial $\sigma$-field, i.e., if $A \in \mathcal{G}$ then $\mu(A)=0$ or 1 .

Given a measurable group of transformation $\phi_{t}$ of a measurable space, let us denote by $\mathcal{M}$ the set of invariant measure. It is easy to see that $\mathcal{M}$ is a convex set and we have

Proposition 3.5. The probability measure $\mu$ is an extreme point of $\mathcal{M}$ if and only if $\mu$ is ergodic.

Proof. Let us suppose that $\mu$ is not extremal. Then there exists $\mu_{1}, \mu_{2} \in \mathcal{M}$ with $\mu_{1} \neq \mu_{2}$ and $0<a<1$ such that $\mu=a \mu_{1}+(1-a) \mu_{2}$. We claim that $\mu$ is not ergodic. It $\mu$ were ergodic then $\mu(A)=0$ or 1 for all $A \in \mathcal{G}$. If $\mu(A)=0$ or 1 , then $\mu_{1}(A)=\mu_{2}(A)=0$ or $\mu_{1}(A)=\mu_{2}(A)=1$. Therefore $\mu_{1}$ and $\mu_{2}$ agree on the $\sigma$-field $\mathcal{G}$. Let now $f$ be a bounded measurable function and let us consider the function

$$
\begin{equation*}
f^{*}(x)=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} f\left(\phi_{s} x\right) d s \tag{39}
\end{equation*}
$$

which is defined on the set $E$ where the limit exists. By the ergodic theorem $\mu_{1}(E)=$ $\mu_{2}(E)=1$ and $f^{*}$ is measurable with respect to $\mathcal{G}$. We have

$$
\begin{equation*}
\int_{E} f d \mu_{i}=\int_{E} f^{*} d \mu_{i}, \quad i=1,2 \tag{40}
\end{equation*}
$$

Since $\mu_{1}=\mu_{2}$ on $\mathcal{G}, f^{*}$ is $\mathcal{G}$-measurable, and $\mu_{i}(E)=1$ for $i=1,2$, we see that

$$
\begin{equation*}
\int_{X} f d \mu_{1}=\int_{X} f d \mu_{2} \tag{41}
\end{equation*}
$$

Since $f$ is arbitrary this implies that $\mu_{1}=\mu_{2}$ and this is a contradiction.
Conversely if $\mu$ is not ergodic, then there exists $A \in \mathcal{G}$ with $0<\mu(A)<1$. Let us define

$$
\begin{equation*}
\mu_{1}(B)=\frac{\mu(A \cap B)}{\mu(A)}, \quad \mu_{2}(B)=\frac{\mu\left(A^{c} \cap B\right)}{\mu\left(A^{c}\right)} \tag{42}
\end{equation*}
$$

Since $A \in \mathcal{G}$, it follows that $\mu_{i}$ are invariant and that $\mu=\mu(A) \mu_{1}+\mu\left(A^{c}\right) \mu_{2}$. Thus $\mu$ is not an extreme point.

A stronger property than ergodicity is the property of mixing . In order to formulate it we first note that we have

Lemma 3.6. $\mu$ is ergodic if and only if

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \mu\left(\phi_{-s}(A) \cap B\right)=\mu(A) \mu(B) \tag{43}
\end{equation*}
$$

for all $A, B \in \mathcal{F}$
Proof. If $\mu$ is ergodic, let $f=\chi_{A}$ be the characteristic function of $A$ in the ergodic theorem, multiply by the characteristic function of $B$ and use the bounded convergence theorem to show that Eq. (43) holds. Conversely let $E \in \mathcal{G}$ and set $A=B=E$ in Eq. (43). This shows that $\mu(E)=\mu(E)^{2}$ and therefore $\mu(E)=0$ or 1 .

We say that an invariant measure $\mu$ is mixing if we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mu\left(\phi_{-t}(A) \cap B\right)=\mu(A) \mu(B) \tag{44}
\end{equation*}
$$

for all $A, B \in \mathcal{F}$, i.e., we have convergence in Eq. (44) instead of convergence in the sense of Cesaro in Eq. (43).

Mixing can also be expressed in terms of the triviality of a suitable $\sigma$-algebra. We define the remote future $\sigma$-field, denoted $\mathcal{F}_{\infty}$, by

$$
\begin{equation*}
\mathcal{F}_{\infty}=\bigcup_{t \geq 0} \phi_{-t}(\mathcal{F}) \tag{45}
\end{equation*}
$$

Notice that a set $A \in \mathcal{F}_{\infty}$ if and only if for every $t$ there exists a set $A_{t} \in \mathcal{F}$ such that $A=\phi_{-t} A_{t}$. Therefore the $\sigma$-field of invariant subsets $\mathcal{G}$ is a sub- $\sigma$-field of $\mathcal{F}^{\infty}$. We have

Lemma 3.7. $\mu$ is mixing if and only if the $\sigma$-field $\mathcal{F}_{\infty}$ is trivial.
Proof. Let us assume first that $\mathcal{F}_{\infty}$ is not trivial. There exists a set $A \in \mathcal{F}_{\infty}$ with $0<\mu(A)<1$ or $\mu(A)^{2} \neq \mu(A)$ and for any $t$ there exists a set $A_{t}$ such that $A=\phi_{-t}\left(A_{t}\right)$. If $\mu$ were mixing we would have $\lim _{t \rightarrow \infty} \mu\left(\phi_{-t}(A) \cap A\right)=\mu(A)^{2}$. On the other hand

$$
\begin{equation*}
\mu\left(\phi_{-t}(A) \cap A\right)=\mu\left(\phi_{-t}(A) \cap \phi_{-t}\left(A_{t}\right)\right)=\mu\left(A \cap A_{t}\right) \tag{46}
\end{equation*}
$$

and this converge to $\mu(A)$ as $t \rightarrow \infty$. This is a contradiction.
Let us assume that $\mathcal{F}_{\infty}$ is trivial. We have

$$
\begin{align*}
\mu\left(\phi_{-t}(A) \cap B\right)-\mu(A) \mu(B) & =\mu\left(B \mid \phi_{-t}(A)\right) \mu\left(\phi_{-t}(A)\right)-\mu(A) \mu(B) \\
& =\left(\mu\left(B \mid \phi_{-t}(A)\right)-\mu(B)\right) \mu(A) \tag{47}
\end{align*}
$$

The triviality of $\mathcal{F}_{\infty}$ implies that $\lim _{t \rightarrow \infty} \mu\left(B \mid \phi_{-t}(A)\right)=\mu(B)$.
Given a stationary Markov process with a stationary distribution $\pi$ one constructs a stationary Markov process with probability measure $\mathbf{P}_{\pi}$. We can extend this process in a natural way on $-\infty<t<\infty$. The marginal of $\mathbf{P}_{\pi}$ at any time $t$ is $\pi$. Let $\Theta_{s}$ denote the shift transformation on $\Omega$ given by $\Theta_{s}\left(x_{t}(\omega)\right)=x_{t+s}(\omega)$. The stationarity of the Markov process means that $\Theta_{s}$ is a measure preserving transformation of $\left(\Omega, \mathcal{F}, \mathbf{P}_{\pi}\right)$.

In general given transition probabilities $P_{t}(x, d y)$ we can have several stationary distributions $\pi$ and several corresponding stationary Markov processes. Let $\tilde{\mathcal{M}}$ denote the set of stationary distributions for $P_{t}(x, d y)$, i.e.,

$$
\begin{equation*}
\tilde{\mathcal{M}}=\left\{\pi: S_{t} \pi=\pi\right\} \tag{48}
\end{equation*}
$$

Clearly $\tilde{\mathcal{M}}$ is a convex set of probability measures. We have
Theorem 3.8. A stationary distribution $\pi$ for the Markov process with transition probabilities $P_{t}(x, d y)$ is an extremal point of $\tilde{\mathcal{M}}$ if and only if $\mathbf{P}_{\pi}$ is ergodic , i.e., an extremal point in the set of all invariant measures for the shift $\Theta_{t}$.

Proof. If $P_{\pi}$ is ergodic then, by the linearity of the map $\pi \mapsto \mathbf{P}_{\pi}, \pi$ must be an extreme point of $\tilde{\mathcal{M}}$.

To prove the converse let $E$ be a nontrivial set in the $\sigma$-field of invariant subsets. Let $\mathcal{F}_{\infty}$ denote the far remote future $\sigma$-field and $\mathcal{F}^{-\infty}$ the far remote past $\sigma$-field which is defined similarly. Let also $\mathcal{F}_{0}^{0}$ be the $\sigma$-field generated by $x_{0}$ (this is the present). An invariant set is both in the remote future $\mathcal{F}_{\infty}$ as well as in the remote past $\mathcal{F}_{\infty}$. By Lemma 3.1 the past and the future are conditionally independent given the present. Therefore

$$
\begin{equation*}
\mathbf{P}_{\pi}\left[E \mid \mathcal{F}_{0}^{0}\right]=\mathbf{P}_{\pi}\left[E \cap E \mid \mathcal{F}_{0}^{0}\right]=\mathbf{P}_{\pi}\left[E \mid \mathcal{F}_{0}^{0}\right] \mathbf{P}_{\pi}\left[E \mid \mathcal{F}_{0}^{0}\right] \tag{49}
\end{equation*}
$$

and therefore it must be equal either to 0 or 1 . This implies that for any invariant set $E$ there exists a measurable set $A \subset \mathbf{R}^{n}$ such that $E=\left\{\omega: x_{t}(\omega) \in A\right.$ for all $\left.t \in \mathbf{R}\right\}$ up to a set of $\mathbf{P}_{\pi}$ measure 0. If the Markov process start in $A$ or $A^{c}$ it does not ever leaves it. This means that $0<\pi(A)<1$ and $P_{t}\left(x, A^{c}\right)=0$ for $\pi$ a.e. $x \in A$ and $P_{t}(x, A)=0$ for $\pi$ a.e. $x \in A^{c}$. This implies that $\pi$ is not extremal.

Remark 3.9. Theorem 3.8 describes completely the structure of the $\sigma$-field of invariant subsets for a stationary Markov process with transition probabilities $P_{t}(x, d y)$ and stationary distribution $\pi$. Suppose that the state space can be partitioned non trivially, i.e., there exists a set $A$ with $0<\pi(A)<1$ such that $P_{t}(x, A)=1$ for $\pi$ almost every $x \in A$ and for any $t>0$ and $P_{t}\left(x, A^{c}\right)=1$ for $\pi$ almost every $x \in A^{c}$ and for any $t>0$. Then the event

$$
\begin{equation*}
E=\left\{\omega ; x_{t}(\omega) \in A \text { for all } t \in \mathbf{R}\right\} \tag{50}
\end{equation*}
$$

is a nontrivial set in the invariant $\sigma$-field. What we have proved is just the converse the statement.

We can therefore look at the extremal points of the sets of all stationary distribution, $S_{t} \pi=\pi$. Since they correspond to ergodic stationary processes, it is natural to call them ergodic stationary distributions. If $\pi$ is ergodic then, by the ergodic theorem we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} F\left(\theta_{s}(x .(\omega)) d s=E_{\pi}[F(x .(\omega))]\right. \tag{51}
\end{equation*}
$$

for $\mathbf{P}_{\pi}$ almost all $\omega$. If $F(x)=.f\left(x_{0}\right)$ depends only on the state at time 0 and is bounded and measurable then we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} f\left(x_{s}(\omega)\right) d s=\int f(x) d \pi(x) \tag{52}
\end{equation*}
$$

for $\pi$ almost all $x$ and almost all $\omega$. Integrating over $\omega$ gives that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} T_{s} f(x) d s=\int f(x) d \pi(x) \tag{53}
\end{equation*}
$$

for $\pi$ almost all $x$.

The property of mixing is implied by the convergence of the probability measure $P_{t}(x, d y)$ to $\mu(d y)$. In which sense we have convergence depends on the problem under consideration, and various topologies can be used. We consider here the total variation norm (and variants of it later): let $\mu$ be a signed measure on $\mathbf{R}^{n}$, the total variation norm $\|\mu\|$ is defined as

$$
\begin{equation*}
\|\mu\|=\sup _{|f| \leq 1}|\mu(f)|=\sup _{A} \mu(A)-\inf _{A} \mu(A) . \tag{54}
\end{equation*}
$$

Clearly convergence in total variation norm implies weak convergence.
Let us assume that there exists a stationary distribution $\pi$ for the Markov process with transition probabilities $P_{t}(x, d y)$ and that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|P_{t}(x, \cdot)-\pi\right\|=0 \tag{55}
\end{equation*}
$$

for all $x$. The condition (55) implies mixing. By a simple density argument it is enough to show mixing for $E \in \mathcal{F}_{s}^{-\infty}$ and $F \in \mathcal{F}_{\infty}^{t}$. Since $\Theta_{-t}\left(\mathcal{F}_{s}^{-\infty}\right)=\mathcal{F}_{s_{-t}}^{-\infty}$ we simply have to show that as $k=t-s$ goes to $\infty, \mu(E \cap F)$ converges to $\mu(E) \mu(F)$. We have

$$
\begin{align*}
\mu(E) \mu(F) & =\int_{E}\left(\int_{\mathbf{R}^{n}} \mathbf{P}_{x}\left(\Theta_{-t_{1}} F\right) d \pi(x)\right) d \mathbf{P}_{\pi}(\omega) \\
\mu(E \cap F) & =\int_{E}\left(\int_{\mathbf{R}^{n}} \mathbf{P}_{x}\left(\Theta_{-t_{1}} F\right) P_{k}\left(x_{s_{2}}(\omega), d x\right)\right) d \mathbf{P}_{\pi} \tag{56}
\end{align*}
$$

and therefore

$$
\begin{align*}
& \mu(E \cap F)-\mu(E) \mu(F) \\
& =\int_{E}\left(\int_{\mathbf{R}^{n}} \mathbf{P}_{x}\left(\Theta_{-t_{1}} F\right)\left(P_{k}\left(x_{s_{2}}(\omega), d x\right)-\pi(d x)\right)\right) d \mathbf{P}_{\pi}, \tag{57}
\end{align*}
$$

from which we conclude mixing.

## 4 Brownian Motion

An important example of a Markov process is the Brownian motion. We will take as a initial distribution the delta mass at $x$, i.e., the process starts at $x$. The transition probability function of the process has the density $p_{t}(x, y)$ given by

$$
\begin{equation*}
p_{t}(x, y)=\frac{1}{(2 \pi t)^{n / 2}} \exp \left(-\frac{(x-y)^{2}}{2 t}\right) \tag{58}
\end{equation*}
$$

Then for $0 \leq t_{1}<t_{2}<\cdots<t_{k}$ and for Borel sets $F_{i}$ we define the finite dimensional distributions by

$$
\begin{align*}
& \nu_{t_{1}, \ldots, t_{x}}\left(F_{1} \times \cdots \times F_{x}\right) \\
& =\int p_{t_{1}}\left(x, x_{1}\right) p_{t_{2}-t_{1}}\left(x_{1}, x_{2}\right) \cdots p_{t_{x}-t_{x-1}}\left(x_{x-1}, x_{x}\right) d x_{1} \cdots d x_{x} \tag{59}
\end{align*}
$$

with the convention

$$
\begin{equation*}
p_{0}\left(x, x_{1}\right)=\delta_{x}\left(x_{1}\right) \tag{60}
\end{equation*}
$$

By Kolmogorov Consistency Theorem this defines a stochastic process which we denote by $B_{t}$ with probability distribution $\mathbf{P}_{x}$ and expectation $\mathbf{E}_{x}$. This process is the Brownian motion starting at $x$.

We list now some properties of the Brownian motion. Most proofs are left as exercises (use your knowledge of Gaussian random variables).
(a) The Brownian motion is a Gaussian process, i.e., for any $k \geq 1$, the random variable $Z \equiv\left(B_{t_{1}}, \cdots, B_{t_{k}}\right)$ is a $\mathbf{R}^{n k}$-valued normal random variable. This is clear since the density of the finite dimensional distribution (59) is a product of Gaussian (the initial distribution is a degenerate Gaussian). To compute the mean and variance consider the characteristic function which is given for $\alpha \in \mathbf{R}^{n k}$ by

$$
\begin{equation*}
\mathbf{E}_{x}\left[\exp \left(i \alpha^{T} Z\right)\right]=\exp \left(-\frac{1}{2} \alpha^{T} C \alpha+i \alpha^{T} M\right) \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\mathbf{E}_{x}[Z]=(x, \cdots, x) \tag{62}
\end{equation*}
$$

is the mean of $Z$ and the covariance matrix $C_{i j}=\mathbf{E}_{x}\left[Z_{i} Z_{j}\right]$ is given by

$$
C=\left(\begin{array}{cccc}
t_{1} \mathbf{I}_{n} & t_{1} \mathbf{I}_{n} & \cdots & t_{1} \mathbf{I}_{\mathbf{n}}  \tag{63}\\
t_{1} \mathbf{I}_{n} & t_{2} \mathbf{I}_{n} & \cdots & t_{2} \mathbf{I}_{\mathbf{n}} \\
\vdots & \vdots & \cdots & \vdots \\
t_{1} \mathbf{I}_{n} & t_{2} \mathbf{I}_{n} & \cdots & t_{k} \mathbf{I}_{n}
\end{array}\right)
$$

where $\mathbf{I}_{n}$ is $n$ by $n$ identity matrix. We thus find

$$
\begin{align*}
\mathbf{E}_{x}\left[B_{t}\right] & =x  \tag{64}\\
\mathbf{E}_{x}\left[\left(B_{t}-x\right)\left(B_{s}-x\right)\right] & =n \min (t, s)  \tag{65}\\
\mathbf{E}_{x}\left[\left(B_{t}-B_{s}\right)^{2}\right] & =n|t-s| \tag{66}
\end{align*}
$$

(b) If $B_{t}=\left(B_{t}^{(1)}, \cdots, B_{t}^{(n)}\right)$ is a $m$-dimensional Brownian motion, $B_{t}^{(j)}$ are independent one-dimensional Brownian motions.
(c) The Brownian motion $B_{t}$ has independent increments, i.e., for $0 \leq t_{1}<t_{2}<$ $\cdots<t_{k}$ the random variables $B_{t_{1}}, B_{t_{2}}-B_{t_{1}}, \cdots B_{t_{k}}-B_{t_{k-1}}$ are independent. This easy to verify since for Gaussian random variables it is enough to show that the correlation $\mathbf{E}_{x}\left[\left(B_{t_{i}}-B_{t_{i-1}}\right)\left(B_{t_{j}}-B_{t_{j-1}}\right)\right]$ vanishes.
(d) The Brownian motion has stationary increments, i.e., $B_{t+h}-B_{t}$ has a distribution which is independent of $t$. Since it is Gaussian it suffices to check $\mathbf{E}_{x}\left[B_{t+h}-\right.$ $\left.B_{t}\right]=0$ and $\mathbf{E}_{x}\left[\left(B_{t+h}-B_{t}\right)^{2}\right]$ is independent of $t$.
(d) A stochastic process $\tilde{x}_{t}$ is called a modification of $x_{t}$ if $\mathbf{P}\left\{x_{t}=\tilde{x}_{t}\right\}$ holds for all $t$. Usually one does not distinguish between a stochastic process and its modification.

However the properties of the paths can depend on the choice of the modification, and for us it is appropriate to choose a modification with particular properties, i.e., the paths are continuous functions of $t$. A criterion which allows us to do this is given by (another) famous theorem from Kolmogorov

Theorem 4.1. (Kolmogorov Continuity Theorem) Suppose that there exists positive constants $\alpha$, $\beta$, and $C$ such that

$$
\begin{equation*}
\mathbf{E}\left[\left|x_{t}-x_{s}\right|^{\alpha}\right] \leq C|t-s|^{1+\beta} \tag{67}
\end{equation*}
$$

Then there exists a modification of $x_{t}$ such that $t \mapsto x_{t}$ is continuous a.s.
In the case of Brownian motion it is not hard to verify (use the characteristic function) that we have

$$
\begin{equation*}
\mathbf{E}\left[\left|B_{t}-B_{s}\right|^{4}\right]=3|t-s|^{2} \tag{68}
\end{equation*}
$$

so that the Brownian motion has a continuous version, i.e. we may (and will) assume that $x_{t}(\omega) \in \mathcal{C}\left([0, \infty) ; \mathbf{R}^{n}\right)$ and will consider the measure $\mathbf{P}_{x}$ as measure on the function space $\mathcal{C}\left([0, \infty) ; \mathbf{R}^{n}\right)$ (this is a complete topological space when equipped with uniform convergence on compact sets). This version of Brownian motion is called the canonical Brownian motion.

## 5 Stochastic Differential Equations

We start with a few purely formal remarks. From the properties of Brownian motion it follows, formally, that its time derivative $\xi_{t}=\dot{B}_{t}$ satisfies $\mathbf{E}\left[\xi_{t}\right]=0, \mathbf{E}\left[\left(\xi_{t}\right)^{2}\right]=$ $\infty$, and $\mathbf{E}\left[\xi_{t} \xi_{s}\right]=0$ if $t \neq s$, so that we have formally, $\mathbf{E}\left[\xi_{t} \xi_{s}\right]=\delta(t-s)$. So, intuitively, $\xi(t)$ models an time-uncorrelated random noise. It is a fact however that the paths of $B_{t}$ are a.s. nowhere differentiable so that $\xi_{t}$ cannot be defined as a random process on $\left(\mathbf{R}^{n}\right)^{T}$ (it can be defined if we allow the paths to be distributions instead of functions, but we will not discuss this here). But let us consider anyway an equation of the form

$$
\begin{equation*}
\dot{x}_{t}=b\left(x_{t}\right)+\sigma\left(x_{t}\right) \dot{B}_{t} \tag{69}
\end{equation*}
$$

where, $x \in \mathbf{R}^{n}, b(x)$ is a vector field, $\sigma(x)$ a $n \times m$ matrix, and $B_{t}$ a $m$-dimensional Brownian motion. We rewrite it as integral equation we have

$$
\begin{equation*}
x_{t}(\omega)=x_{0}(\omega)+\int_{0}^{t} b\left(x_{s}(\omega) d s+\int_{0}^{t} \sigma\left(x_{s}(\omega)\right) \dot{B}_{s} d s\right. \tag{70}
\end{equation*}
$$

Since $\dot{B}_{u}$ is uncorrelated $x_{t}(\omega)$ will depend on the present, $x_{0}(\omega)$, but not on the past and the solution of such equation should be a Markov process. The goal of this chapter is to make sense of such differential equation and derive its properties. We rewrite (69) with the help of differentials as

$$
\begin{equation*}
d x_{t}=b\left(x_{t}\right) d t+\sigma\left(x_{t}\right) d B_{t} \tag{71}
\end{equation*}
$$

by which one really means a solution to the integral equation

$$
\begin{equation*}
x_{t}-x_{0}=\int_{0}^{t} b\left(x_{s}\right) d s+\int_{0}^{t} \sigma\left(x_{s}\right) d B_{s} . \tag{72}
\end{equation*}
$$

The first step to make sense of this integral equation is to define Ito integrals or stochastic integrals, i.e., integrals of the form

$$
\begin{equation*}
\int_{0}^{t} f(s, \omega) d B_{s}(\omega) \tag{73}
\end{equation*}
$$

for a suitable class of functions. Since, as mentioned before $B_{t}$ is nowhere differentiable, it is not of bounded variation and thus Eq. (73) cannot be defined as an ordinary Riemann-Stieljes integral.

We will consider the class of functions $f(t, \omega)$ which satisfy the following three conditions

1. The map $(s, \omega) \mapsto f(s, \omega)$ is measurable for $0 \leq s \leq t$.
2. For $0 \leq s \leq t$, the function $f(s, \omega)$ depends only upon the history of $B_{s}$ up to time $s$, i.e., $f(s, \omega)$ is measurable with respect to the $\sigma$-algebra $\mathcal{N}_{s}^{0}$ generated by sets of the form $\left\{B_{t_{1}}(\omega) \in F_{1}, \cdots, B_{t_{k}}(\omega) \in F_{k}\right\}$ with $0 \leq t_{1}<\cdots<t_{k} \leq s$. 3. $\mathbf{E}\left[\int_{0}^{t} f(s, \omega)^{2} d s\right]<\infty$.

The set of functions $f(s, \omega)$ which satisfy these three conditions is denoted by $\mathcal{V}[0, t]$.
It is natural, in a theory of integration, to start with elementary functions of the form

$$
\begin{equation*}
f(t, \omega)=\sum_{j} f\left(t_{j}^{*}, \omega\right) \mathbf{1}_{\left[t_{j}, t_{j+1}\right)}(t) \tag{74}
\end{equation*}
$$

where $t_{j}^{*} \in\left[t_{j}, t_{j+1}\right]$. In order to satisfy Condition 2 . one chooses the right-end point $t_{j}^{*}=t_{j}$ and we then write

$$
\begin{equation*}
f(t, \omega)=\sum_{j} e_{j}(\omega) \mathbf{1}_{\left[t_{j}, t_{j+1}\right)}(t) \tag{75}
\end{equation*}
$$

and $e_{j}(\omega)$ is $\mathcal{N}_{t_{j}}$ measurable. We define the stochastic integral to be

$$
\begin{equation*}
\int_{0}^{t} f(s, \omega) d B_{s}(\omega)=\sum_{j} e_{j}(\omega)\left(B_{t_{j+1}}-B_{t_{j}}\right) \tag{76}
\end{equation*}
$$

This is the Ito integral. To extend this integral from elementary functions to general functions, one uses Condition 3. together with the so called Ito isometry
Lemma 5.1. (Ito isometry) If $\phi(s, \omega)$ is bounded and elementary

$$
\begin{equation*}
\mathbf{E}\left[\left(\int_{0}^{t} \phi(s, \omega) d B_{s}(\omega)\right)^{2}\right]=\mathbf{E}\left[\int_{0}^{t} f(s, \omega)^{2} d s\right] \tag{77}
\end{equation*}
$$

Proof. Set $\Delta B_{j}=B_{t_{j+1}}-B_{t_{j}}$. Then we have

$$
\mathbf{E}\left[e_{i} e_{j} \Delta B_{i} \Delta B_{j}\right]=\left\{\begin{array}{cc}
0 & i \neq j  \tag{78}\\
\mathbf{E}\left[e_{j}^{2}\right]\left(t_{j+1}-t_{j}\right) & i=j
\end{array},\right.
$$

using that $e_{j} e_{i} \Delta B_{i}$ is independent of $\Delta B_{j}$ for $j>i$ and that $e_{j}$ is independent of $B_{j}$ by Condition 2. We have then

$$
\begin{align*}
\mathbf{E}\left[\left(\int_{0}^{t} \phi(s, \omega) d B_{s}(\omega)\right)^{2}\right] & =\sum_{i, j} \mathbf{E}\left[e_{i} e_{j} \Delta B_{i} \Delta B_{j}\right] \\
& =\sum_{j} \mathbf{E}\left[e_{j}^{2}\right]\left(t_{j+1}-t_{j}\right) \\
& =\mathbf{E}\left[\int_{0}^{t} f(s, \omega)^{2} d t\right] \tag{79}
\end{align*}
$$

Using the Ito isometry one extends the Ito integral to functions which satisfy conditions (a)-(c). One first shows that one can approximate such a function by elementary bounded functions, i.e., there exists a sequence $\left\{\phi_{n}\right\}$ of elementary bounded such that

$$
\begin{equation*}
\mathbf{E}\left[\int_{0}^{t}\left(f(s, \omega)-\phi_{n}(s, \omega)\right)^{2} d s\right] \rightarrow 0 \tag{80}
\end{equation*}
$$

This is a standard argument, approximate first $f$ by a bounded, and then by a bounded continuous function. The details are left to the reader. Then one defines the stochastic integral by

$$
\begin{equation*}
\int_{0}^{t} f(s, \omega) d B_{s}(\omega)=\lim _{n \rightarrow \infty} \int_{0}^{t} \phi_{n}(s, \omega) d B_{s}(\omega) \tag{81}
\end{equation*}
$$

where the limit is the $L^{2}(P)$-sense. The Ito isometry shows that the integral does not depend on the sequence of approximating elementary functions. It easy to verify that the Ito integral satisfy the usual properties of integrals and that

$$
\begin{equation*}
\mathbf{E}\left[\int_{0}^{t} f d B_{s}\right]=0 \tag{82}
\end{equation*}
$$

Next we discuss Ito formula which is a generalization of the chain rule. Let $v(t, \omega) \in \mathcal{V}[0, t]$ for all $t>0$ and let $u(t, \omega)$ be a measurable function with respect to $\mathcal{N}_{t}^{0}$ for all $t>0$ and such that $\int_{0}^{t}|u(s, \omega)| d s$ is a.s. finite. Then the Ito process $x_{t}$ is the stochastic integral with differential

$$
\begin{equation*}
d x_{t}(\omega)=u(t, \omega) d t+v(t, \omega) d B_{t}(\omega) . \tag{83}
\end{equation*}
$$

Theorem 5.2. (Ito Formula) Let $x_{t}$ be an one-dimensional Ito process of the form (83). Let $g(x) \in \mathcal{C}^{2}(\mathbf{R})$ be bounded with bounded first and second derivatives. Then $y_{t}=g\left(x_{t}\right)$ is again an Ito process with differential

$$
d y_{t}(\omega)=\left(\frac{d g}{d x}\left(x_{t}\right) u(t, \omega) d t+\frac{1}{2} \frac{d^{2} g}{d x^{2}}\left(x_{t}\right) v^{2}(t, \omega)\right) d t+\frac{d g}{d x}\left(x_{t}\right) v(t, \omega) d B_{t}(\omega)
$$

Proof. We can assume that $u$ and $v$ are elementary functions. We use the notations $\Delta t_{j}=t_{j+1}-t_{j}, \Delta x_{j}=x_{j+1}-x_{j}$, and $\Delta g\left(x_{j}\right)=g\left(x_{j+1}\right)-g\left(x_{j}\right)$. Since $g$ is $\mathcal{C}^{2}$ we use a Taylor expansion

$$
\begin{align*}
g\left(x_{t}\right) & =g\left(x_{0}\right)+\sum_{j} \Delta g\left(x_{j}\right) \\
& =g\left(x_{0}\right)+\sum_{j} \frac{d g}{d x}\left(x_{t_{j}}\right) \Delta x_{j}+\frac{1}{2} \sum_{j} \frac{d^{2} g}{d^{2} x}\left(x_{t_{j}}\right)\left(\Delta x_{j}\right)^{2}+R_{j} \tag{84}
\end{align*}
$$

where $R_{j}=o\left(\left(\Delta x_{j}\right)^{2}\right)$. For the second term on the r.h.s. of Eq. (84) we have

$$
\begin{align*}
& \lim _{\Delta t_{j} \rightarrow 0} \sum_{j} \frac{d g}{d x}\left(x_{t_{j}}\right) \Delta x_{j}=\int \frac{d g}{d x}\left(x_{s}\right) d x_{s} \\
& =\int \frac{d g}{d x}\left(x_{s}\right) u(s, \omega) d s+\int \frac{d g}{d x}\left(x_{s}\right) v(s, \omega) d B_{s} \tag{85}
\end{align*}
$$

We can rewrite the third term on the r.h.s. of Eq. (84) as

$$
\begin{equation*}
\sum_{j} \frac{d^{2} g}{d^{2} x}\left(\Delta x_{j}\right)^{2}=\sum_{j} \frac{d^{2} g}{d^{2} x}\left(u_{j}^{2}\left(\Delta t_{j}\right)^{2}+2 u_{j} v_{j} \Delta t_{j} \Delta B_{j}+v_{j}^{2}(\Delta B)_{j}^{2}\right) \tag{86}
\end{equation*}
$$

The first two terms on the r.h.s. of Eq. (86) go to zero as $\Delta t_{j} \rightarrow 0$. For the first it is obvious while for the second one uses

$$
\begin{equation*}
\mathbf{E}\left[\left(\frac{d^{2} g}{d^{2} x}\left(x_{t_{j}}\right) u_{j} v_{j} \Delta t_{j} \Delta B_{j}\right)^{2}\right]=\mathbf{E}\left[\left(\frac{d^{2} g}{d^{2} x}\left(x_{t_{j}}\right) u_{j} v_{j}\right)^{2}\right]\left(\Delta t_{j}\right)^{3} \rightarrow 0 \tag{87}
\end{equation*}
$$

as $\Delta t_{j} \rightarrow 0$. We claim that the third term on the r.h.s. of Eq. (86) converges to

$$
\begin{equation*}
\int_{0}^{t} \frac{d^{2} g}{d^{2} x}\left(x_{s}\right) v^{2} d s \tag{88}
\end{equation*}
$$

in $L^{2}(P)$ as $\Delta t_{j} \rightarrow 0$. To prove this let us set $a(t)=\frac{d^{2} g}{d^{2} x}\left(x_{t}\right) v^{2}(t, \omega)$ and $a_{i}=a\left(t_{i}\right)$. We have
$\mathbf{E}\left[\left(\sum_{j} a_{j}\left(\left(\Delta B_{j}\right)^{2}-\Delta t_{j}\right)\right)^{2}\right]=\sum_{i, j} \mathbf{E}\left[a_{i} a_{j}\left(\left(\Delta B_{i}\right)^{2}-\Delta t_{i}\right)\left(\left(\Delta B_{j}\right)^{2}-\Delta t_{j}\right)\right]$
If $i<j, a_{i} a_{j}\left(\left(\Delta B_{i}\right)^{2}-\Delta t_{i}\right)$ is independent of $\left(\left(\Delta B_{j}\right)^{2}-\Delta t_{j}\right)$. So we are left with

$$
\begin{align*}
& \sum_{j} \mathbf{E}\left[a_{j}^{2}\left(\left(\Delta B_{j}\right)^{2}-\Delta t_{j}\right)^{2}\right] \\
& =\sum_{j} \mathbf{E}\left[a_{j}^{2}\right] \mathbf{E}\left[\left(\Delta B_{j}\right)^{4}-2\left(\Delta B_{j}\right)^{2} \Delta t_{j}+\left(\Delta t_{j}\right)^{2}\right] \\
& =\sum_{j} \mathbf{E}\left[a_{j}^{2}\right]\left(3\left(\Delta t_{j}\right)^{2}-2\left(\Delta t_{j}\right)^{2}+\left(\Delta t_{j}\right)^{2}\right]=2 \sum_{j} \mathbf{E}\left[a_{j}^{2}\right] \Delta t_{j}^{2} \tag{90}
\end{align*}
$$

and this goes to zero as $\Delta t_{j}$ goes to zero.

Remark 5.3. Using an approximation argument, one can prove that it is enough to assume that $g \in \mathcal{C}^{2}$ without boundedness assumptions.

In dimension $n>1$ one proceeds similarly. Let $B_{t}$ be a $m$-dimensional Brownian motion, $u(t, \omega) \in \mathbf{R}^{n}$, and $v(t, \omega)$ an $n \times m$ matrix and let us consider the Ito differential

$$
\begin{equation*}
d x_{t}(\omega)=u(t, \omega) d t+v(t, \omega) d B_{t}(\omega) \tag{91}
\end{equation*}
$$

then $y_{t}=g\left(x_{t}\right)$ is a one dimensional Ito process with differential

$$
\begin{align*}
d y_{t}(\omega)= & \sum_{j}\left(\frac{\partial g}{\partial x_{j}}\left(x_{t}\right) u_{j}(t, \omega)+\frac{1}{2} \sum_{i, j} \frac{\partial^{2} g}{\partial x_{i} \partial x_{j}}\left(x_{t}\right)\left(v v^{T}\right)_{i j}(t, \omega)\right) d t \\
& +\sum_{i j} \frac{\partial g}{\partial x_{j}}\left(x_{t}\right) v_{i j}(t, \omega) d B_{t}^{(i)} \tag{92}
\end{align*}
$$

We can apply this to a stochastic differential equation

$$
\begin{equation*}
d x_{t}(\omega)=b\left(x_{t}(\omega)\right) d t+\sigma\left(x_{t}(\omega)\right) d B_{t}(\omega) \tag{93}
\end{equation*}
$$

with

$$
\begin{equation*}
u(t, \omega)=b\left(x_{t}(\omega)\right), \quad v(t, \omega)=\sigma\left(x_{t}(\omega)\right) \tag{94}
\end{equation*}
$$

provided we can show that existence and uniqueness of the integral equation

$$
\begin{equation*}
x_{t}(\omega)=x_{0}+\int_{0}^{t} b\left(x_{s}(\omega)\right) d s+\int_{0}^{t} \sigma\left(x_{t}(\omega)\right) d B_{s}(\omega) . \tag{95}
\end{equation*}
$$

As for ordinary ODE's, if $b$ and $\sigma$ are locally Lipschitz one obtains uniqueness and existence of local solutions. If if one requires, in addition, that $b$ and $\sigma$ are linearly bounded

$$
\begin{equation*}
|b(x)|+|\sigma(x)| \leq C(1+|x|) \tag{96}
\end{equation*}
$$

one obtains global in time solutions. This is proved using Picard iteration, and one obtains a solution $x_{t}$ with continuous paths, each component of which belongs to $\mathcal{V}[0, T]$, in particular $x_{t}$ is measurable with respect to $\mathcal{N}_{t}^{0}$.

Let us now introduce the probability distribution $\mathbf{Q}_{x}$ of the solution $x_{t}=x_{t}^{x}$ of (93) with initial condition $x_{0}=x$. Let $\mathcal{F}$ be the $\sigma$-algebra generated by the random variables $x_{t}(\omega)$. We define $\mathbf{Q}_{x}$ by

$$
\begin{equation*}
\mathbf{Q}_{x}\left[x_{t_{1}} \in F_{1}, \cdots, x_{t_{n}} \in F_{n}\right]=\mathbf{P}\left[\omega ; x_{t_{1}} \in F_{1}, \cdots, x_{t_{n}} \in F_{n}\right] \tag{97}
\end{equation*}
$$

where $\mathbf{P}$ is the probability law of the Brownian motion (where the Brownian motion starts is irrelevant since only increments matter for $x_{t}$ ). Recall that $\mathcal{N}_{t}^{0}$ is the $\sigma$ algebra generated by $\left\{B_{s}, 0 \leq s \leq t\right\}$. Similarly we let $\mathcal{F}_{t}^{0}$ the $\sigma$-algebra generated by $\left\{x_{s}, 0 \leq s \leq t\right\}$. The existence and uniqueness theorem for SDE's proves in fact that $x_{t}$ is measurable with respect to $\mathcal{N}_{t}$ so that we have $\mathcal{F}_{t} \subset \mathcal{N}_{t}$.

We show that the solution of a stochastic differential equation is a Markov process.

Proposition 5.4. (Markov property) Let $f$ be a bounded measurable function from $\mathbf{R}^{n}$ to $\mathbf{R}$. Then, for $t, h \geq 0$

$$
\begin{equation*}
\mathbf{E}_{x}\left[f\left(x_{t+h}\right) \mid \mathcal{N}_{t}\right]=\mathbf{E}_{x_{t}(\omega)}\left[f\left(x_{h}\right)\right] . \tag{98}
\end{equation*}
$$

Here $\mathbf{E}_{x}$ denote the expectation w.r.t to $\mathbf{Q}_{x}$, that is $\mathbf{E}_{y}\left[f\left(x_{h}\right)\right]$ means $\mathbf{E}\left[f\left(x_{h}^{y}\right)\right]$ where $\mathbf{E}$ denotes the expectation w.r.t to the Brownian motion measure $\mathbf{P}$.
Proof. Let us write $x_{t}^{s, x}$ the solution a stochastic differential equation with initial condition $x_{s}=x$. Because of the uniqueness of solutions we have

$$
\begin{equation*}
x_{t+h}^{0, x}=x_{t+h}^{t, x_{t}} . \tag{99}
\end{equation*}
$$

Since $x_{t+h}^{t, x_{t}}$ depends only $x_{t}$, it is measurable with respect to $\mathcal{F}_{t}^{0}$. The increments of the Brownian paths over the time interval $[t, t+h]$ are independent of $\mathcal{F}_{t}^{0}$, and the $b$ and $\sigma$ do not depend on $t$. Therefore

$$
\begin{align*}
\mathbf{P}\left[x_{t+h} \in F \mid \mathcal{F}_{t}^{0}\right] & =\mathbf{P}\left[x_{t+h}^{t, x_{t}} \in F \mid \mathcal{F}_{t}^{0}\right] \\
& =\left.\mathbf{P}\left[x_{t+h}^{t, y} \in F\right]\right|_{y=x_{t}(\omega)} \\
& =\left.\mathbf{P}\left[x_{h}^{0, y} \in F\right]\right|_{y=x_{t}(\omega)} . \tag{100}
\end{align*}
$$

and this proves the claim.
Since $\mathcal{N}_{t}^{0} \subset \mathcal{F}_{t}^{0}$ we have
Corollary 5.5. Let $f$ be a bounded measurable function from $\mathbf{R}^{n}$ to $\mathbf{R}$. Then, for $t, h \geq 0$

$$
\begin{equation*}
\mathbf{E}_{x}\left[f\left(x_{t+h}\right) \mid \mathcal{F}_{t}^{0}\right]=\mathbf{E}_{x_{t}(\omega)}\left[f\left(x_{h}\right)\right] \mid, \tag{101}
\end{equation*}
$$

i.e. $x_{t}$ is a Markov process.

Proof. Since $\mathcal{F}_{t}^{0} \subset \mathcal{N}_{t}^{0}$ we have

$$
\begin{align*}
\mathbf{E}_{x}\left[f\left(x_{t+h}\right) \mid \mathcal{F}_{t}^{0}\right] & =\mathbf{E}_{x}\left[\mathbf{E}_{x}\left[f\left(x_{t+h}\right) \mid \mathcal{N}_{t}^{0}\right] \mid \mathcal{F}_{t}^{0}\right] \\
& =\mathbf{E}_{x}\left[\mathbf{E}_{x_{t}}\left[f\left(x_{h}\right)\right] \mid \mathcal{F}_{t}^{0}\right] \\
& =\mathbf{E}_{x_{t}}\left[f\left(x_{h}\right)\right] \tag{102}
\end{align*}
$$

Let $f \in \mathcal{C}_{0}^{2}$ (i.e. twice differentiable with compact support) and let $L$ be the second order differential operator given by

$$
\begin{equation*}
L f=\sum_{j} b_{j}(x) \frac{\partial f}{\partial x_{j}}\left(x_{t}\right)+\frac{1}{2} \sum_{i, j} a_{i j}(x) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(x) \tag{103}
\end{equation*}
$$

with $a_{i j}(x)=\left(\sigma(x) \sigma(x)^{T}\right)_{i j}$. Applying Ito formula to the solution of an SDE with $x_{0}=x$, i.e. with $u(t, \omega)=b\left(x_{t}(\omega)\right)$ and $v(t, \omega)=\sigma\left(x_{t}, \omega\right)$, we find

$$
\begin{align*}
\mathbf{E}_{x}\left[f\left(x_{t}\right)\right]-f(x) & =\mathbf{E}_{x}\left[\int_{0}^{t} L f\left(x_{s}\right) d s+\sum_{i j} \frac{\partial f}{\partial x_{j}}\left(x_{s}\right) \sigma_{j i}\left(x_{s}\right) d B_{s}^{(i)}\right] \\
& =\int_{0}^{t} \mathbf{E}_{x}\left[L f\left(x_{s}\right) d s\right] \tag{104}
\end{align*}
$$

Therefore

$$
\begin{equation*}
L f(x)=\lim _{t \rightarrow 0} \frac{\mathbf{E}_{x}\left[f\left(x_{t}\right)\right]-f(x)}{t} \tag{105}
\end{equation*}
$$

i.e., $L$ is the generator of the diffusion $x_{t}$. By the semigroup property we also have

$$
\begin{equation*}
\frac{d}{d t} T_{t} f(x)=L T_{f}(x) \tag{106}
\end{equation*}
$$

so that $L$ is the generator of the semigroup $T_{t}$ and its domain contains $\mathcal{C}_{0}^{2}$.
Example 5.6. Let $p, q \in \mathbf{R}^{n}$ and let $V(q): \mathbf{R}^{n} \rightarrow \mathbf{R}$ be a $C^{2}$ function and let $B_{t}$ be a $n$-dimensional Brownian motion. The SDE

$$
\begin{align*}
d q & =p d t \\
d p & =\left(-\nabla V(q)-\lambda^{2} p\right) d t+\lambda \sqrt{2 T} d B_{t} \tag{107}
\end{align*}
$$

has unique local solutions, and has global solutions if $\|\nabla V(q)\| \leq C(1+\|q\|)$. The generator is given by the partial differential operator

$$
\begin{equation*}
L=\lambda\left(T \nabla_{p} \cdot \nabla_{p}-p \cdot \nabla_{p}\right)+p \cdot \nabla_{q}-\left(\nabla_{q} V(q)\right) \cdot \nabla_{p} \tag{108}
\end{equation*}
$$

We now introduce a strengthening of the Markov property, the strong Markov property. It says that the Markov property still holds provided we replace the time $t$
by a random time $\tau(\omega)$ in a class called stopping times. Given an increasing family of $\sigma$-algebra $\mathcal{M}_{t}$, a function $\tau: \Omega \rightarrow[0, \infty]$ is called a stopping time w.r.t to $\mathcal{M}_{t}$ if

$$
\begin{equation*}
\{\omega: \tau(\omega) \leq t\} \in \mathcal{M}_{t}, \text { for all } t \geq 0 \tag{109}
\end{equation*}
$$

This means that one should be able to decide whether or not $\tau \leq t$ has occurred based on the knowledge of $\mathcal{M}_{t}$.

A typical example is the first exit time of a set $U$ for the solution of an SDE: Let $U$ be an open set and

$$
\begin{equation*}
\sigma_{U}=\inf \left\{t>0 ; x_{t} \notin U\right\} \tag{110}
\end{equation*}
$$

Then $\sigma^{U}$ is a stopping time w.r.t to either $\mathcal{N}_{t}^{0}$ or $\mathcal{F}_{t}^{0}$.
The Markov property and Ito's formula can be generalized to stopping times. We state here the results without proof.

Proposition 5.7. (Strong Markov property) Let $f$ be a bounded measurable function from $\mathbf{R}^{n}$ to $\mathbf{R}$ and let $\tau$ be a stopping time with respect to $\mathcal{F}_{t}^{0}, \tau<\infty$ a.s. Then

$$
\begin{equation*}
\mathbf{E}_{x}\left[f\left(x_{\tau+h}\right) \mid \mathcal{F}_{\tau}^{0}\right]=\mathbf{E}_{x_{\tau}}\left[f\left(x_{h}\right)\right] \tag{111}
\end{equation*}
$$

for all $h \geq 0$.
The Ito's formula with stopping time is called Dynkin's formula.
Theorem 5.8. (Dynkin's formula) Let $f$ be $C^{2}$ with compact support. Let $\tau$ be a stopping time with $\mathbf{E}_{x}[\tau]<\infty$. Then we have

$$
\begin{equation*}
\mathbf{E}_{x}\left[f\left(x_{\tau}\right)\right]=f(x)+\mathbf{E}_{x}\left[\int_{0}^{\tau} L F\left(x_{s}\right) d s\right] \tag{112}
\end{equation*}
$$

As a first application of stopping time we show a method to extend local solutions to global solutions for problems where the coefficients of the equation are locally Lipschitz, but not linearly bounded. We call a function $W(x)$ a Liapunov function if $W(x) \geq 1$ and

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} W(x)=\infty \tag{113}
\end{equation*}
$$

i.e., $W$ has compact level sets.

Theorem 5.9. Let us consider a SDE

$$
\begin{equation*}
d x_{t}=b\left(x_{t}\right) d t+\sigma\left(x_{t}\right) d B_{t}, \quad x_{0}=x \tag{114}
\end{equation*}
$$

with locally Lipschitz coefficients. Let us assume that there exists a Liapunov function W which satisfies

$$
\begin{equation*}
L W \leq c W \tag{115}
\end{equation*}
$$

for some constant $c$. Then the solution of Eq. (114) is defined for all time and satisfies

$$
\begin{equation*}
\mathbf{E}\left[W\left(x_{t}\right)\right] \leq W(x) e^{c t} \tag{116}
\end{equation*}
$$

Proof. Since $b$ and $\sigma$ are locally Lipschitz we have a local solution $x_{t}(\omega)$ which is defined at least for small time. We define

$$
\begin{equation*}
\tau_{n}(\omega)=\inf \left\{t>0, W\left(x_{t}\right) \geq n\right\} \tag{117}
\end{equation*}
$$

i.e. $\tau_{n}$ is the first time exits the compact set $\{W \leq n\}$. It is easy to see that $\tau_{n}$ is a stopping time. We define

$$
\begin{equation*}
\tau_{n}(t)=\inf \left\{\tau_{n}, t\right\} \tag{118}
\end{equation*}
$$

We now consider a new process

$$
\begin{equation*}
\tilde{x}_{t}=x_{\tau_{n}(t)}, \tag{119}
\end{equation*}
$$

We have $\tilde{x}_{t}=x_{\tau_{n}}$ for all $t>\tau_{n}$, i.e., $\tilde{x}_{t}$ is stopped when it reaches the boundary of $\{W \leq n\}$. Since $\tau_{n}$ is a stopping time, by Proposition 5.7 and Theorem 5.8, $\tilde{x}_{t}$ is a Markov process which is defined for all $t>0$. Its Ito differential is given by

$$
\begin{equation*}
d \tilde{x}_{t}=\mathbf{1}_{\left\{\tau_{n}>t\right\}} b\left(\tilde{x}_{t}\right) d t+\mathbf{1}_{\left\{\tau_{n}>t\right\}} \sigma\left(\tilde{x}_{t}\right) d B_{t} . \tag{120}
\end{equation*}
$$

From Eq. (115) we have

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+L\right) W e^{-c t} \leq 0 \tag{121}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\mathbf{E}\left[W\left(x_{\tau_{n}(t)}\right) e^{-c \tau_{n}(t)}\right]-W(x)=\mathbf{E}\left[\int_{0}^{\tau_{n}(t)}\left(\frac{\partial}{\partial s}+L\right) W\left(x_{s}\right) e^{-c s} d s\right] \leq 0 \tag{122}
\end{equation*}
$$

Since $\tau_{n}(t) \leq t$, we obtain

$$
\begin{equation*}
\mathbf{E}\left[W\left(x_{\tau_{n}(t)}\right)\right] \leq W(x) e^{c t} \tag{123}
\end{equation*}
$$

On the other hand we have

$$
\begin{equation*}
\mathbf{E}\left[W\left(x_{\tau_{n}(t)}\right)\right] \geq \mathbf{E}\left[W\left(x_{\tau_{n}(t)}\right) \mathbf{1}_{\tau_{n}<t}\right]=n \mathbf{P}_{x}\left\{\tau_{n}<t\right\} \tag{124}
\end{equation*}
$$

so that we obtain

$$
\begin{equation*}
\mathbf{P}_{x}\left\{\tau_{n}<t\right\} \leq \frac{e^{c t} W(x)}{n} \rightarrow 0 \tag{125}
\end{equation*}
$$

as $n \rightarrow \infty$. This implies that the paths of the process almost surely do not reach infinity in a finite time, if $\tau=\lim _{n \rightarrow \infty} \tau_{n}$ then

$$
\begin{equation*}
\mathbf{P}_{x}\{\tau=\infty\}=1 \tag{126}
\end{equation*}
$$

Taking the limit $n \rightarrow \infty$ in Eq. (123) and using Fatou's lemma gives Eq. (116).

Example 5.10. Consider the SDE of Example (5.6). If $V(q)$ is of class $\mathcal{C}^{2}$ and $\lim _{\|q\| \rightarrow \infty} V(q)=\infty$, then the Hamiltonian $H(p, q)=p^{2} / 2+V(q)$ satisfy

$$
\begin{equation*}
L H(p, q)=\lambda\left(n-p^{2}\right) \leq \lambda n . \tag{127}
\end{equation*}
$$

Since $H$ is bounded below we can take $H+c$ as a Liapunov function, and by Theorem 115 the solutions exists for all time.

Finally we mention two important results of Ito calculus (without proof). The first result is a simple consequence of Ito's formula and give a probabilistic description of the semigroup $L-q$ where $q$ is the multiplication operator by a function $q(x)$ and $L$ is the generator of a Markov process $x_{t}$. The proof is not very hard and is an application of Ito's formula.

Theorem 5.11. (Feynman-Kac formula) Let $x_{t}$ is a solution of a SDE with generator L. If $f$ is $\mathcal{C}^{2}$ with bounded derivatives and if $g$ is continuous and bounded. Put

$$
\begin{equation*}
v(t, x)=\mathbf{E}_{x}\left[e^{-\int_{0}^{t} q\left(x_{s}\right) d s} f\left(x_{t}\right)\right] \tag{128}
\end{equation*}
$$

Then, for $t>0$,

$$
\begin{equation*}
\frac{\partial v}{\partial t}=L v-q v, \quad v(0, x)=f(x) \tag{129}
\end{equation*}
$$

The second result describe the change of the probability distribution when the drift in an SDE is modified. The proof is more involved.

Theorem 5.12. (Girsanov formula) Let $x_{t}$ be the solution of the $S D E$

$$
\begin{equation*}
d x_{t}=b\left(x_{t}\right) d t+\sigma\left(x_{t}\right) d B_{t}, \quad x_{0}=x \tag{130}
\end{equation*}
$$

and let $y_{t}$ be the solution of the SDE

$$
\begin{equation*}
d y_{t}=a\left(y_{t}\right) d t+\sigma\left(x_{t}\right) d B_{t}, \quad y_{0}=x \tag{131}
\end{equation*}
$$

Suppose that there exist a function $u$ such that

$$
\begin{equation*}
\sigma(x) u(x)=b(x)-a(x) \tag{132}
\end{equation*}
$$

and u satisfy Novikov Condition

$$
\begin{equation*}
\mathbf{E}\left[\exp \left(\frac{1}{2} \int_{0}^{t} u^{2}\left(y_{t}(\omega)\right) d s\right)\right]<\infty \tag{133}
\end{equation*}
$$

Then on the interval $[0, t]$ the probability distribution $\mathbf{Q}_{x}^{[0, t]}$ of $y_{t}$ is absolutely continuous with respect to the probability distribution $\mathbf{P}_{x}^{[0, t]}$ of $x_{t}$ with a Radon-Nikodym derivative given by

$$
\begin{equation*}
d \mathbf{Q}_{x}^{[0, t]}(\omega)=e^{-\int_{0}^{t} u\left(y_{s}\right) d B_{s}-\frac{1}{2} \int_{0}^{t} u^{2}\left(y_{s}\right) d s} d \mathbf{P}_{x}^{[0, t]}(\omega) \tag{134}
\end{equation*}
$$

## 6 Control Theory and Irreducibility

To study the ergodic properties of Markov process one needs to establish which sets can be reached from $x$ in time $t$, i.e. to determine when $P_{t}(x, A)>0$.

For solutions of stochastic differential equations there are useful tools which from control theory. For the SDE

$$
\begin{equation*}
d x_{t}=b\left(x_{t}\right) d t+\sigma\left(x_{t}\right) d B_{t}, \quad x_{0}=x \tag{135}
\end{equation*}
$$

let us replace the Brownian motion $B_{t}$ by a piecewise polygonal approximation

$$
\begin{equation*}
B_{t}^{(N)}=B_{k / N}+N\left(t-\frac{k}{N}\right)\left(B_{(k+1) / N}-B_{k / N}\right), \quad \frac{k}{N} \leq t \leq \frac{k+1}{N} \tag{136}
\end{equation*}
$$

Then its time derivative $\dot{B}_{t}^{(N)}$ is piecewise constant. One can show that the solutions of

$$
\begin{equation*}
d x_{t}^{(N)}=b\left(x_{t}^{(N)}\right) d t+\sigma\left(x_{t}^{(N)}\right) d B_{t}^{(N)}, \quad x_{0}=x \tag{137}
\end{equation*}
$$

converge almost surely to $x_{t}$ uniformly on any compact interval $\left[t_{1}, t_{2}\right]$ to the solution of

$$
\begin{equation*}
d x_{t}=b\left(x_{t}\right)+\sigma \sigma^{\prime}\left(x_{t}\right) d t+\sigma\left(x_{t}\right) d B_{t} \tag{138}
\end{equation*}
$$

The supplementary term in (138) is absent if $\sigma(x)=\sigma$ is independent of $x$ and is related to Stratonovich integrals. Eq. (137) has the form

$$
\begin{equation*}
\dot{x}=b\left(x_{t}\right)+\sigma u_{t}, \quad x_{0}=x \tag{139}
\end{equation*}
$$

where $t \mapsto u(t)=\left(u_{1}(t), \cdots, u_{m}(t)\right)$ is a piecewise constant function. This is an ordinary (non-autonomous) differential equation. The function $u$ is called a control and Eq. (139) a control system. The support theorem of Stroock and Varadhan shows that several properties of the SDE Eq. (135) (or (138)) can be studied and expressed in terms of the control system Eq. (139). The control system has the advantage of being a system of ordinary diffential equations.

Let us denote by $\mathcal{S}_{x}^{[0, t]}$ the support of the diffusion $x_{t}$, i.e., $\mathcal{S}_{x}$ is the smallest closed (in the uniform topology) subset of $\left\{f \in \mathcal{C}\left([0, t], \mathbf{R}^{n}\right), f(0)=x\right\}$ such that

$$
\begin{equation*}
\mathbf{P}\left\{x_{s}(\omega) \in \mathcal{S}_{x}^{[0, t]}\right\}=1 \tag{140}
\end{equation*}
$$

Note that Girsanov formula, Theorem 5.12 implies that the supports of (135) and (138) are identical.

A typical question of control theory is to determine for example the set of all possible points which can be reached in time $t$ by choosing an appropriate control in a given class. For our purpose we will denote by $\mathcal{U}$ the set of all locally constant functions $u$. We will say a point $y$ is accessible from $x$ in time $t$ if there exists a control $u \in \mathcal{U}$ such that the solution $x_{t}^{(u)}$ of the equation Eq. (139) satisfies $x^{(u)}(0)=$ $x$ and $x^{(u)}(t)=y$. We denote by $A_{t}(x)$ the set of accessible points from $x$ in time $t$. Further we define $C_{x}^{[0, t]}(\mathcal{U})$ to be the subset of all solutions of Eq. (139) as $u$ varies in $\mathcal{U}$. This is a subset of $\left\{f \in \mathcal{C}\left([0, t], \mathbf{R}^{n}\right), f(0)=x\right\}$.

## Theorem 6.1. (Stroock-Varadhan Support Theorem)

$$
\begin{equation*}
\mathcal{S}_{x}^{[0, t]}=\overline{C^{[0, t]}(\mathcal{U})} \tag{141}
\end{equation*}
$$

where the bar indicates the closure in the uniform topology.
As an immediate consequence if we denote $\operatorname{supp} \mu$ the support of a measure $\mu$ on $\mathbf{R}^{n}$ we obtain

## Corollary 6.2.

$$
\begin{equation*}
\operatorname{supp} P_{t}(x, \cdot)=\overline{A_{t}(x)} \tag{142}
\end{equation*}
$$

For example if can show that all (or a dense subset) of the points in a set $F$ are accessible in time $t$, then we have

$$
\begin{equation*}
P_{t}(x, F)>0 \tag{143}
\end{equation*}
$$

that is the probability to reach $F$ from $x$ in the time $t$ is positive.
Example 6.3. Let us consider the SDE

$$
\begin{equation*}
d x_{t}=b\left(x_{t}\right) d t+\sigma d B_{t} \tag{144}
\end{equation*}
$$

where $b$ is such that there is a unique solution for all times. Assume further that $\sigma: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ is invertible. For any $t>0$ and any $x \in \mathbf{R}^{n}$, the support of the diffusion $\mathcal{S}_{x}^{[0, t]}=\left\{f \in \mathcal{C}\left([0, t], \mathbf{R}^{n}\right), f(0)=x\right\}$ and, for all open set $F$, we have $P_{t}(x, F)>0$. To see this, let $\phi_{t}$ be a $\mathcal{C}^{1}$ path in $\mathbf{R}^{n}$ such that $\phi_{0}=x$ and define define the (smooth) control $u_{t}=\sigma^{-1}\left(\dot{\phi}_{t}-b\left(\phi_{t}\right)\right)$. Clearly $\phi_{t}$ is a solution for the control system $\dot{x}_{t}=b\left(x_{t}\right)+\sigma u_{t}$. A simple approximation argument shows that any continuous paths can be approximated by a smooth one and then any smooth path can be approximated by replacing the smooth control by a piecewise constant one.

Example 6.4. Consider the SDE

$$
\begin{align*}
d q & =p d t \\
d p & =\left(-\nabla V(q)-\lambda^{2} p\right) d t+\lambda \sqrt{2 T} d B_{t} \tag{145}
\end{align*}
$$

under the same assumptions as in Example (6.4). Given $t>0$ and two pair of points $\left(q_{0}, p_{0}\right)$ and $\left(q_{t}, p_{t}\right)$, let $\phi(s)$ be any $\mathcal{C}^{2}$ path in $\mathbf{R}^{n}$ which satisfy $\phi(0)=q_{0}, \phi(t)=$ $q_{t}, \phi^{\prime}(0)=p_{0}$ and $\phi^{\prime}(t)=p_{t}$. Consider the control $u$ given by

$$
\begin{equation*}
u_{t}=\frac{1}{\lambda \sqrt{2 T}}\left(\ddot{\phi}_{t}+\nabla V\left(\phi_{t}\right)+\lambda^{2} \dot{\phi}_{t}\right) \tag{146}
\end{equation*}
$$

By definition $\left(\phi_{t}, \dot{\phi}_{t}\right)$ is a solution of the control system with control $u_{t}$, so that $u_{t}$ drives the system from $\left(q_{0}, p_{0}\right)$ to $\left(q_{t}, p_{t}\right)$. This implies that $A_{t}(x, F)=\mathbf{R}^{n}$, for all $t>0$ and all $x \in \mathbf{R}^{n}$. From the support theorem we conclude that $P_{t}(x, F)>0$ for all $t>0$, all $x \in \mathbf{R}^{n}$, and all open set $F$.

## 7 Hypoellipticity and Strong-Feller Property

Let $x_{t}$ denote the solution of the SDE

$$
\begin{equation*}
d x_{t}=b\left(x_{t}\right) d t+\sigma\left(x_{t}\right) d B_{t} \tag{147}
\end{equation*}
$$

and we assume here that $b(x)$ and $\sigma(x)$ are $\mathcal{C}^{\infty}$ and such that the equation has global solutions.

The generator of the semigroup $T_{t}$ is given, on sufficiently smooth function, by the second-order differential operator

$$
\begin{equation*}
L=\sum_{i} b_{i}(x) \frac{\partial}{\partial x_{i}}+\frac{1}{2} \sum_{i j} a_{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \tag{148}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i j}(x)=\left(\sigma(x) \sigma^{T}(x)\right)_{i j} \tag{149}
\end{equation*}
$$

The matrix $A(x)=\left(a_{i j}(x)\right)$ is non-negative definite for all $x, A(x) \geq 0$. The adjoint (in $L^{2}(d x)$ ) operator $L^{*}$ is given by

$$
\begin{equation*}
L^{*}=\sum_{i} \frac{\partial}{\partial x_{i}} b_{i}(x)+\frac{1}{2} \sum_{i j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} a_{i j}(x) . \tag{150}
\end{equation*}
$$

It is called the Fokker-Planck operator. We have

$$
\begin{equation*}
T_{t} f(x)=\mathbf{E}\left[f\left(x_{t}\right)\right]=\int_{\mathbf{R}^{n}} P_{t}(x, d y) f(y) \tag{151}
\end{equation*}
$$

and we write

$$
\begin{equation*}
P_{t}(x, d y)=p_{t}(x, y) d y \tag{152}
\end{equation*}
$$

Although, in general, the probability measure $P_{t}(x, d y)$ does not necessarily have a density with respect to the Lebesgue measure, we can always interpret Eq. (152) in the sense of distributions. Since $L$ is the generator of the semigroup $L$ we have, in the sense of distributions,

$$
\begin{equation*}
\frac{\partial}{\partial t} p_{t}(x, \cdot)=L p_{t}(x, \cdot) \tag{153}
\end{equation*}
$$

The dual $S_{t}$ of $T_{t}$ acts on probability measure and if we write, in the sense of distributions, $d \pi(x)=\rho(x) d x$ we have

$$
\begin{equation*}
d\left(S_{t} \pi\right)(x)=T_{t}^{*} \rho(x) d x \tag{154}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{\partial}{\partial t} p_{t}(\cdot, y)=L^{*} p_{t}(\cdot, y) \tag{155}
\end{equation*}
$$

In particular if $\pi$ is an invariant measure $S_{t} \pi=\pi$ and we obtain the equation

$$
\begin{equation*}
L^{*} \rho(x)=0 \tag{156}
\end{equation*}
$$

If $A(x)$ is positive definite, $A(x) \geq c(x) \mathbf{1}, c(x)>0$, we say that $L$ is elliptic. There is an well-known elliptic regularity result: Let $H_{s}^{\text {loc }}$ denote the local Sobolev space of index $s$. If $A$ is elliptic then we have

$$
\begin{equation*}
L f=g \text { and } g \in H_{s}^{\mathrm{loc}} \quad \Longrightarrow \quad f \in H_{s+2}^{\mathrm{loc}} . \tag{157}
\end{equation*}
$$

If $L$ is elliptic then $L^{*}$ is also elliptic. It follows, in particular that all eigenvectors of $L$ and $L^{*}$ are $\mathcal{C}^{\infty}$.

Let $X_{i}=\sum_{j} X_{i}^{j}(x) \frac{\partial}{\partial x_{j}}, i=0, \cdots, M$ be $\mathcal{C}^{\infty}$ vectorfields. We denote by $X_{i}^{*}$ its formal adjoint (on $L^{2}$ ). Let $f(x)$ be a $\mathcal{C}^{\infty}$ function. Let us consider operators $K$ of the form

$$
\begin{equation*}
K=\sum_{j=1}^{M} X_{j}^{*}(x) X_{j}(x)+X_{0}(x)+f(x) . \tag{158}
\end{equation*}
$$

Note that $L, L^{*}, \frac{\partial}{\partial t}-L$, and $\frac{\partial}{\partial t}-L^{*}$ have this form.
In many interesting physical applications, the generator fails to be elliptic. There is a theorem due to Hörmander which gives a very useful criterion to obtain the regularity of $p_{t}(x, y)$. We say that the family of vector fields $\left\{X_{j}\right\}$ satisfy Hörmander condition if the Lie algebra generated by the family

$$
\begin{equation*}
\left.\left\{X_{i}\right\}_{i=0}^{M},\left\{\left[X_{i}, X_{j}\right]\right\}_{i, j=0}^{M},\left\{\left[X_{i}, X_{j}\right], X_{k}\right]\right\}_{i, j, k=0}^{M}, \cdots, \tag{159}
\end{equation*}
$$

has maximal rank at every point $x$.
Theorem 7.1. (Hörmander theorem) If the family of vector fields $\left\{X_{j}\right\}$ satisfy Hörmander condition then there exists $\epsilon>0$ such that

$$
\begin{equation*}
K f=g \text { and } g \in H_{s}^{\mathrm{loc}} \quad \Longrightarrow \quad f \in H_{s+\epsilon}^{\mathrm{loc}} . \tag{160}
\end{equation*}
$$

We call an operator which satisfies (160) an hypoelliptic operator. An analytic proof of Theorem 7.1 is given in [1], there are also probabilistic proofs which use Malliavin calculus, see [8] for a simple exposition.

As a consequence we have
Corollary 7.2. Let $L=\sum_{j} Y_{j}(x)^{*} Y_{j}(x)+Y_{0}(x)$ be the generator of the diffusion $x_{t}$ and let us assume that assume that (note that $Y_{0}$ is omitted!)

$$
\begin{equation*}
\left.\left\{Y_{i}\right\}_{i=1}^{M},\left\{\left[Y_{i}, Y_{j}\right]\right\}_{i, j=0}^{M},\left\{\left[Y_{i}, Y_{j}\right], Y_{k}\right]\right\}_{i, j, k=0}^{M}, \cdots, \tag{161}
\end{equation*}
$$

has rank $n$ at every point $x$. Then $L, L^{*}, \frac{\partial}{\partial t}-L$, and $\frac{\partial}{\partial t}-L^{*}$ are hypoelliptic. The transition probabilities $P_{t}(x, y)$ have densities $p_{t}(x, y)$ which are $C^{\infty}$ functions of $(t, x, y)$ and the semigroup $T_{t}$ is strong-Feller. The invariant measures, if they exist, have a $C^{\infty}$ density $\rho(x)$.

Example 7.3. Consider the SDE

$$
\begin{align*}
& d q=p d t \\
& d p=\left(-\nabla V(q)-\lambda^{2} p\right) d t+\lambda \sqrt{2 T} d B_{t} \tag{162}
\end{align*}
$$

with generator

$$
\begin{equation*}
L=\lambda\left(T \nabla_{p} \cdot \nabla_{p}-p \cdot \nabla_{p}\right)+p \cdot \nabla_{q}-\left(\nabla_{q} V(q)\right) \cdot \nabla_{p} \tag{163}
\end{equation*}
$$

In order to put in the form (158) we set

$$
\begin{align*}
& X_{j}(p, q)=\lambda \sqrt{T} \frac{\partial}{\partial p_{j}}, \quad j=1,2, \cdots, n \\
& X_{0}(p, q)=-\lambda p \cdot \nabla_{p}+p \cdot \nabla_{q}-\left(\nabla_{q} V(q)\right) \cdot \nabla_{p} \tag{164}
\end{align*}
$$

so that $L=-\sum_{j=1}^{n} X_{j}^{*} X_{j}+X_{0}$. The operator $L$ is not elliptic since the matrix $a_{i j}$ has only rank $n$. But $L$ satisfies condition (161) since we have

$$
\begin{equation*}
\left[X_{j}, X_{0}\right]=-\lambda^{2} \sqrt{T} \frac{\partial}{\partial p_{j}}+\lambda \sqrt{T} \frac{\partial}{\partial q_{j}} \tag{165}
\end{equation*}
$$

and so the set $\left\{X_{j},\left[X_{j}, X_{0}\right]\right\}_{j=1, n}$ has rank $2 n$ at every point $(p, q)$. This implies that $L$ and $L^{*}$ are hypoelliptic. The operator $\frac{\partial}{\partial t}-L$, and $\frac{\partial}{\partial t}-L^{*}$ are also hypoelliptic by considering the same set of vector fields together with $X_{0}$.

Therefore the transition probabilities $P_{t}(x, d y)$ have smooth densities $p_{t}(x, y)$. For that particular example it is easy to check that

$$
\begin{equation*}
\rho(x)=Z^{-1} e^{-\frac{1}{T}\left(\frac{p^{2}}{2}+V(q)\right)} \quad Z=\int_{\mathbf{R}^{2 n}} e^{-\frac{1}{T}\left(\frac{p^{2}}{2}+V(q)\right)} d p d q \tag{166}
\end{equation*}
$$

is the smooth density of an invariant measure, since it satisfies $L^{*} \rho=0$. In general the explicit form of an invariant measure is not known and Theorem 7.1 implies that an invariant measure must have a smooth density, provided it exists.

## 8 Liapunov Functions and Ergodic Properties

In this section we will make the following standing assumptions

- (H1) The Markov process is irreducible aperiodic, i.e., there exists $t_{0}>0$ such that

$$
\begin{equation*}
P_{t_{0}}(x, A)>0 \tag{167}
\end{equation*}
$$

for all $x \in \mathbf{R}^{n}$ and all open sets $A$.

- (H2) The transition probability function $P_{t}(x, d y)$ has a density $p_{t}(x, y)$ which is a smooth function of $(x, y)$. In particular $T_{t}$ is strong-Feller, it maps bounded measurable functions into bounded continuous functions.

We are not optimal here and both condition H1 can certainly be weakened. Note also that $\mathbf{H 1}$ together with Chapman-Kolmogorov equations imply that (167) holds in fact for all $t>t_{0}$. We have discussed in Sections 6 and 7 some useful tools to establish H1 and H2.

Proposition 8.1. If conditions $\mathbf{H 1}$ and $\mathbf{H} 2$ are satisfied then the Markov process $x_{t}$ has at most one stationary distribution. The stationary distribution, if it exists, has a smooth everywhere positive density.
Proof. By H2 the dual semigroup $S_{t}$ acting on measures maps measures into measures with a smooth density with respect to Lebesgue measure: $S_{t} \pi(d x)=\rho_{t}(x) d x$ for some smooth function $\rho_{t}(x)$. If we assume there is a stationary distribution

$$
\begin{equation*}
S_{t} \pi(d x)=\pi(d x) \tag{168}
\end{equation*}
$$

then clearly $\pi(d x)=\rho(x) d x$ must have a smooth density. Suppose that the invariant measure is not unique, then we might assume that $\pi$ is not ergodic and thus, by Theorem 3.8 and Remark 3.9, there exists a nontrivial set $A$ such that if the Markov process starts in $A$ or $A^{c}$ it never leaves it. Since $\pi$ has a smooth density, we can assume that $A$ is an open set and this contradicts (H1).

If $\pi$ is the stationary distribution then by invariance

$$
\begin{equation*}
\pi(A)=\int \pi(d x) P_{t}(x, A) \tag{169}
\end{equation*}
$$

and so $\pi(A)>0$ for all open sets $A$. Therefore the density of $\pi$, denoted by $\rho$, is almost everywhere positive. Let us assume that for some $y, \rho(y)=0$ then

$$
\begin{equation*}
\rho(y)=\int \rho(x) p_{t}(x, y) d x \tag{170}
\end{equation*}
$$

This implies that $p_{t}(x, y)=0$ for almost all $x$ and thus since it is smooth the function $p_{t}(\cdot, y)$ is identically 0 for all $t>0$. On the other hand $p_{t}(x, y) \rightarrow \delta(x-y)$ as $t \rightarrow 0$ and this is a contradiction. So we have shown that $\rho(x)>0$ for all $x$.

Condition H1 and H2 do not imply in general the existence of a stationary distribution. For example Brownian motion obviously satisfies both conditions, but has no finite invariant distribution.

Remark 8.2. If the Markov process $x_{t}$ has a compact phase space $X$ instead of $\mathbf{R}^{n}$, then $x_{t}$ always has a stationary distribution. To see this choose an arbitrary $x_{0}$ and set

$$
\begin{equation*}
\pi_{t}(d y)=\frac{1}{t} \int_{0}^{t} P_{s}\left(x_{0}, d y\right) d s \tag{171}
\end{equation*}
$$

The sequence of measures $\pi_{t}$ has accumulation points in the weak topology. (Use Riesz representation Theorem to identify Borel measure as linear functional on $\mathcal{C}(X)$ and use the fact that the set of positive normalized linear functional on $\mathcal{C}(x)$ is weak* compact if $X$ is compact). Furthermore the accumulation points are invariants. The details are left to the reader.

If the phase is not compact as in many interesting physical problems we need to find conditions which ensure the existence of stationary distributions. The basic idea is to show the existence of a compact set on which the Markov process spends "most of his time" except for rare excursions outside. On can express these properties systematically in terms of hitting times and Liapunov functions.

Recall that a Liapunov function is, by definition a positive function $W \geq 1$ with compact level sets $\left(\lim _{|x| \rightarrow \infty} W(x)=+\infty\right)$.

Our first results gives a condition which ensure the existence of an invariant measure. If $K$ is a subset of $\mathbf{R}^{n}$ we denote by $\tau_{K}=\tau_{K}(\omega)=\inf \left\{t, x_{t}(\omega) \in K\right\}$ the first time the process $x_{t}$ enters the set $K, \tau_{K}$ is a stopping time.
Theorem 8.3. Let $x_{t}$ be a Markov process with generator $L$ which satisfies condition H1 and H2. Let us assume that there exists positive constant b and $c$, a compact set $K$, and a Liapunov function $W$ such that

$$
\begin{equation*}
L W \leq-c+b \mathbf{1}_{K} x \tag{172}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\mathbf{E}_{x}\left[\tau_{K}\right]<\infty \tag{173}
\end{equation*}
$$

for all $x \in \mathbf{R}^{n}$ and the exists a unique stationary distribution $\pi$.
Remark 8.4. One can show the converse statement that the finiteness of the expected hitting time do imply the existence of a Liapunov function which satisfies Eq. (172).
Remark 8.5. It turns out that sometimes it is more convenient to show the existence of a Liapunov function expressed in terms of the semigroup $T_{t_{0}}$ for a fixed time $t_{0}$ rather than in terms of the generator $L$. If we assume that there exists constants positive $b, c$, a compact set $K$, and a Liapunov function $W$ which satisfies

$$
\begin{equation*}
T_{t_{0}} W-W \leq-c+b \mathbf{1}_{K} x \tag{174}
\end{equation*}
$$

then the conclusion of the theorem still hold true.
Proof. We first prove the assertion on the hitting time. If $x \in K$ then clearly $\mathbf{E}_{x}\left[\tau_{K}\right]=0$. So let us assume that $x \notin K$. Let us choose $n$ so large that $W(x)<n$. Now let us set

$$
\begin{equation*}
\tau_{K, n}=\inf \left\{t, x_{t} \in K \cup\{W(x) \geq n\}\right\}, \quad \tau_{K, n}(t)=\inf \left\{\tau_{K, n}, t\right\} \tag{175}
\end{equation*}
$$

Obviously $\tau_{K, n}$ and $\tau_{K, n}(t)$ are stopping time and using Ito formula with stopping time we have

$$
\begin{align*}
\mathbf{E}_{x}\left[W\left(x_{\tau_{K, n}(t)}\right)\right]-W(x) & =\mathbf{E}_{x}\left[\int_{0}^{\tau_{K, n}(t)} L W\left(x_{s}\right) d s\right] \\
& \leq \mathbf{E}_{x}\left[\int_{0}^{\tau_{K, n}(t)}-c+b \mathbf{1}_{K}(x) d s\right] \\
& \leq \mathbf{E}_{x}\left[\int_{0}^{\tau_{K, n}(t)}-c\right] \\
& \leq-c \mathbf{E}_{x}\left[\tau_{K, n}(t)\right] \tag{176}
\end{align*}
$$

Since $W \geq 1$ we obtain

$$
\begin{equation*}
\mathbf{E}_{x}\left[\tau_{K, n}(t)\right] \leq \frac{1}{c}\left(W(x)-\mathbf{E}_{x}\left[W\left(x_{\tau_{K, n}(t)}\right)\right]\right) \leq \frac{1}{c} W(x) \tag{177}
\end{equation*}
$$

Proceeding as in Theorem 5.9, using Fatou's lemma, we first take the limit $n \rightarrow \infty$ and, since $\lim _{n \rightarrow \infty} \tau_{K, n}(t)=\tau_{K}(t)$ we obtain

$$
\begin{equation*}
\mathbf{E}_{x}\left[\tau_{K}(t)\right] \leq \frac{W(x)}{c} \tag{178}
\end{equation*}
$$

Then we take the limit $t \rightarrow \infty$ and, since $\lim _{t \rightarrow \infty} \tau_{K}(t)=\tau_{K}$, we obtain

$$
\begin{equation*}
\mathbf{E}_{x}\left[\tau_{K}\right] \leq \frac{W(x)}{c} \tag{179}
\end{equation*}
$$

We show next the existence of an invariant measure. The construction goes via an embedded (discrete-time) Markov chain. Let us choose a compact set $\tilde{K}$ with $K$ contained in the interior of $\tilde{K}$. We assume they have smooth boundaries which we denote by $\Gamma$ and $\tilde{\Gamma}$ respectively. We divide now an arbitrary path $x_{t}$ into cycles in the following way. Let $\tau_{0}=0$, let $\tau_{1}^{\prime}$ be the first time after $\tau_{0}$ at which $x_{t}$ reaches $\tilde{\Gamma}, \tau_{1}$ is the first time after $\tau_{1}^{\prime}$ at which $x_{t}$ reaches $\Gamma$ and so on. It is not difficult to see that, under our assumptions, $\tau_{j}$ and $\tau_{j}^{\prime}$ are almost surely finite. We define now a discrete-time Markov chain by $X_{0}=x \in \Gamma$ and $X_{i}=x_{\tau_{i}}$. We denote by $\tilde{P}(x, d y)$ the one-step transition probability of $X_{n}$. We note that the Markov chain $X_{n}$ has a compact phase space and so it possess a stationary distribution $\mu(d x)$ on $\Gamma$, by the same argument as the one sketched in Remark (8.2).

We construct now the invariant measure for $x_{t}$ in the following way. Let $A \subset \mathbf{R}^{n}$ be a measurable set. We denote $\sigma_{A}$ the time spent in $A$ by $x_{t}$ during the first cycle between 0 and $\tau_{1}$. We define an unnormalized measure $\pi$ by

$$
\begin{equation*}
\pi(A)=\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\sigma_{A}\right] \tag{180}
\end{equation*}
$$

Then for any bounded continuous function we have

$$
\begin{equation*}
\int_{\mathbf{R}^{n}} f(x) \pi(d x)=\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{0}^{\tau_{1}} f\left(x_{s}\right) d s\right] \tag{181}
\end{equation*}
$$

In order to show that $\pi$ is stationary we need to show that, for any bounded continuous $f$,

$$
\begin{equation*}
\int_{\mathbf{R}^{n}} T_{t} f(x) \pi(d x)=\int_{\mathbf{R}^{n}} f(x) \pi(d x) \tag{182}
\end{equation*}
$$

i.e., using our definition of $\pi$

$$
\begin{equation*}
\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{0}^{\tau_{1}} \mathbf{E}_{x_{s}}\left[f\left(x_{t}\right)\right] d s\right]=\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{0}^{\tau_{1}} f(x(s)) d s\right] \tag{183}
\end{equation*}
$$

For any measurable continuous function we have

$$
\begin{align*}
\mathbf{E}_{x}\left[\int_{0}^{\tau_{1}} f\left(x_{t+s}\right) d s\right] & =\mathbf{E}_{x}\left[\int_{0}^{\infty} \mathbf{E}_{x}\left[\mathbf{1}_{s<\tau_{1}} f\left(x_{t+s}\right)\right] d s\right] \\
& =\mathbf{E}_{x}\left[\int_{0}^{\infty} \mathbf{1}_{s<\tau_{1}} \mathbf{E}_{x_{s}}[f(x(t))] d s\right] \\
& =\mathbf{E}_{x}\left[\int_{0}^{\tau_{1}} \mathbf{E}_{x_{s}}\left[f\left(x_{t}\right)\right] d s\right] . \tag{184}
\end{align*}
$$

Thus we have, using Eqs. (182), (183), and (184),

$$
\begin{align*}
& \int_{\mathbf{R}^{n}} T_{t} f(x) \pi(d x)=\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{0}^{\tau_{1}} \mathbf{E}_{x_{s}} f\left(x_{t}\right) d s\right] \\
& =\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{0}^{\tau_{1}} f\left(x_{t+s}\right) d s\right]=\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{t}^{\tau_{1}+t} f\left(x_{u}\right) d u\right]  \tag{185}\\
& =\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{0}^{\tau_{1}} f\left(x_{u}\right) d u+\int_{t}^{t+\tau_{1}} f\left(x_{u}\right) d u-\int_{0}^{t} f\left(x_{u}\right) d u\right] .
\end{align*}
$$

Since $\mu$ is a stationary distribution for $X_{n}$, for any bounded measurable function on $\Gamma$

$$
\begin{equation*}
\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[g\left(X_{1}\right)\right]=\int_{\Gamma} \mu(d x) g(X) \tag{186}
\end{equation*}
$$

and so

$$
\begin{align*}
\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{t}^{t+\tau_{1}} f\left(x_{u}\right) d u\right] & =\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\mathbf{E}_{X_{1}}\left[\int_{0}^{t} f\left(x_{u}\right) d u\right]\right] \\
& =\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\int_{0}^{t} f\left(x_{u}\right) d u\right] \tag{187}
\end{align*}
$$

Combining Eqs. (185) and (187) we obtain that

$$
\begin{equation*}
\int_{\mathbf{R}^{n}} T_{t} f(x) \pi(d x)=\int_{\mathbf{R}^{n}} f(x) \pi(d x) . \tag{188}
\end{equation*}
$$

This shows that the measure $\pi$ satisfies $S_{t} \pi=\pi$. Finally we note that

$$
\begin{equation*}
\pi\left(\mathbf{R}^{n}\right)=\int_{\Gamma} \mu(d x) \mathbf{E}_{x}\left[\tau_{K}\right]<\infty \tag{189}
\end{equation*}
$$

and so $\pi$ can be normalized to a probability measure.

Remark 8.6. One can also show (see e.g. [15] or [7]) that that under the same conditions one has convergence to the stationary state: for any $x$ we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|P_{t}(x, \cdot)-\pi(\cdot)\right\|=0 \tag{190}
\end{equation*}
$$

where $\|\mu\|=\sup _{\|f\| \leq 1}\left|\int f(x) \mu(d x)\right|$ is the total variation norm of a signed measure $\mu$. Thus the measure $\pi$ is also mixing. We don't prove this here, but we will prove an exponential convergence result using a stronger condition than (172).

It is often useful to to quantify the rate of convergence at which an initial distribution converges to the stationary distribution and we prove two such results in that direction which provide exponential convergence. We mention here that polynomial rate of convergence can be also expressed in terms of Liapunov functions, and this makes these functions a particularly versatile tool.

We introduce some notations and definitions. If $W$ is a Liapunov function and $\mu$ a signed measure we introduce a weighted total variation norm given by

$$
\begin{equation*}
\|\mu\|_{W}=\sup _{|f| \leq W}\left|\int f(x) \mu(d x)\right| \tag{191}
\end{equation*}
$$

and a norm on functions $\|\cdot\|_{W}$ given by

$$
\begin{equation*}
\|f\|_{W}=\sup _{x \in \mathbf{R}^{n}} \frac{|f(x)|}{W(x)} \tag{192}
\end{equation*}
$$

and a corresponding Banach space $\mathcal{H}_{W}$ given by

$$
\begin{equation*}
\mathcal{H}_{W}=\left\{f,\|f\|_{W}<\infty\right\} \tag{193}
\end{equation*}
$$

Theorem 8.7. (Quasicompactness) Suppose that the conditions $\mathbf{H} 1$ and $\mathbf{H 2}$ hold. Let $K$ be a compact set and let $W$ be a Liapunov function $W$. Assume that either of the following conditions hold

1. There exists constants $a>0$ and $b<\infty$ such that

$$
\begin{equation*}
L W(x) \leq-a W(x)+b \mathbf{1}_{K}(x) \tag{194}
\end{equation*}
$$

2. We have $L W \leq c W$ for some $c>0$ and there exists constants $\kappa<1$ and $b<\infty$, and a time $t_{0}>0$ such that

$$
\begin{equation*}
T_{t_{0}} W(x) \leq \kappa W(x)+b \mathbf{1}_{K}(x) \tag{195}
\end{equation*}
$$

Then for $\delta$ small enough

$$
\begin{equation*}
\mathbf{E}_{x}\left[e^{\delta \tau_{K}}\right]<\infty \tag{196}
\end{equation*}
$$

for all $x \in \mathbf{R}^{n}$. The Markov process has a stationary distribution $x_{t}$ and there exists a constants $C>0$ and $\gamma>0$ such that

$$
\begin{equation*}
\left\|P_{t}(x, d y)-\pi(d y)\right\|_{W} \leq C W(x) e^{-\gamma t} \tag{197}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\left\|T_{t}-\pi\right\|_{W} \leq C e^{-\gamma t} \tag{198}
\end{equation*}
$$

Remark 8.8. In Theorem 8.7 one can replace $\mathcal{H}_{W}$ by any of the space

$$
\begin{equation*}
\mathcal{H}_{W, p}=\left\{f, \frac{|f|}{W} \in L^{p}(d x)\right\} \tag{199}
\end{equation*}
$$

with $1<p<\infty$.

Proof. We will prove here only the part of the argument which is different from the proof of Theorem 8.9. We recall that a bounded operator $T$ acting on a Banach space $\mathcal{B}$ is quasi compact if its spectral radius is $M$ and its essential spectral radius is $\theta<M$. By definition, it means that outside the disk of radius $\theta$, the spectrum of $T$ consists of isolated eigenvalues of finite multiplicity. The following formula for the essential spectral radius $\theta$ is proved in [9]

$$
\begin{equation*}
\theta=\lim _{n \rightarrow \infty}\left(\inf \left\{\left\|T^{n}-C\right\| \mid C \text { compact }\right\}\right)^{1 / n} \tag{200}
\end{equation*}
$$

Let us assume that Condition 2. holds. If $\|f\| \in \mathcal{H}_{W}$ then, by definition, we have $|f(x)| \leq\|f\|_{W} W(x)$ and, since $T_{t}$ is positive, we have

$$
\begin{equation*}
\left|T_{t} f(x)\right| \leq\|f\|_{W} T_{t} W(x) \tag{201}
\end{equation*}
$$

We consider a fixed $t>t_{0}$. We note that the Liapunov condition implies the bound

$$
\begin{equation*}
T_{t} W(x) \leq \kappa W(x)+b \tag{202}
\end{equation*}
$$

Iterating this bound and using that $T_{t} 1=1$ we have, for all $n \geq 1$, the bounds

$$
\begin{equation*}
T_{n t} W(x) \leq \kappa^{n} W(x)+\frac{b}{1-\kappa} \tag{203}
\end{equation*}
$$

Let $K$ be any compact set, we have the bound

$$
\begin{align*}
\left|\mathbf{1}_{K^{c}}(x) T_{n t} f(x)\right| & \leq W(x) \sup _{y \in K^{c}} \frac{\left|T_{n t} f(y)\right|}{W(y)} \\
& \leq W(x)\|f\|_{W} \sup _{y \in K^{c}} \frac{T_{n t} W(y)}{W(y)} \\
& \leq W(x)\|f\|_{W}\left(\kappa^{n}+\frac{b}{1-\kappa} \sup _{y \in K^{c}} \frac{1}{W(x)}\right) \tag{204}
\end{align*}
$$

Since $\lim _{\|x\| \rightarrow \infty} W(x)=\infty$, given $\epsilon>0$ and $n>1$ we can choose a compact set $K_{n}$ such that

$$
\begin{equation*}
\left\|\mathbf{1}_{K_{n}^{c}} T_{n t}\right\|_{W} \leq(\kappa+\epsilon)^{n} \tag{205}
\end{equation*}
$$

On the other hand since $T_{t}$ has a smooth kernel the set, for any compact $K$, the set

$$
\left\{\mathbf{1}_{K}(x) T_{t} f(x) \mid\|f\|_{W}=1\right\}
$$

is compact by Arzelà-Ascoli. Therefore we have

$$
\begin{equation*}
\inf \left\{\left\|T_{n t}-C\right\| \mid C \text { compact }\right\} \leq\left\|T_{n t}-\mathbf{1}_{K_{n}} T_{n t}\right\| \leq(\kappa+\epsilon)^{n} \tag{206}
\end{equation*}
$$

and therefore the essential spectral radius of $T_{t}$ is less than $\kappa$. In order to obtain the exponential convergence from this one must prove that there is no other eigenvalue than 1 on the unit disk (or our outside the unit disk) and prove that 1 is a simple eigenvalue. We will prove this in Theorem 8.9 and the same argument apply here. Also the assertion on hitting times is proved as in Theorem 8.9.

Theorem 8.9. (Compactness) Suppose that the conditions H1 and H2 hold. Let $\left\{K_{n}\right\}$ be a sequence of compact sets and let $W$ be a Liapunov function. Assume that either of the following conditions hold

1. There exists constants $a_{n}>0$ with lim $_{n \rightarrow \infty} a_{n}=\infty$ and constants $b_{n}<\infty$ such that

$$
\begin{equation*}
L W(x) \leq-a_{n} W(x)+b_{n} \mathbf{1}_{K_{n}}(x) \tag{207}
\end{equation*}
$$

2. There exists a constant $c$ such that $L W \leq c W$ and there exists constants $\kappa_{n}<1$ with $\lim _{n \rightarrow \infty} \kappa_{n}=0$, constants $b_{n}<\infty$, and a time $t_{0}>0$ such that

$$
\begin{equation*}
T_{t_{0}} W(x) \leq \kappa_{n} W(x)+b_{n} \mathbf{1}_{K_{n}}(x) \tag{208}
\end{equation*}
$$

Then for any (arbitrarily large) $\delta$ there exists a compact set $C=C(\delta)$ such that

$$
\begin{equation*}
\mathbf{E}_{x}\left[e^{\delta \tau_{C}}\right]<\infty \tag{209}
\end{equation*}
$$

for all $x \in \mathbf{R}^{n}$. The Markov process $x_{t}$ has a unique stationary distribution $\pi$. The semigroup $T_{t}$ acting on $\mathcal{H}_{W}$ is a compact semigroup for $t>t_{0}$ and there exists a constants $C>0$ and $\gamma>0$ such that

$$
\begin{equation*}
\left\|P_{t}(x, d y)-\pi(d y)\right\| \leq C W(x) e^{-\gamma t} \tag{210}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\left\|T_{t}-\pi\right\|_{W} \leq C e^{-\gamma t} \tag{211}
\end{equation*}
$$

Proof. We will assume that conditions 2. holds. Let us prove the assertion on hitting times. Let $X_{n}$ be the Markov chain defined by $X_{0}=$ and $X_{n}=x_{n t_{0}}$ and for a set $K$ let $N_{K}$ be the least integer such that $X_{N_{K}} \in K$. We have $N_{K} \leq \tau_{K}$ so it is sufficient to prove that $\mathbf{E}_{x}\left[e^{\delta N_{K}}\right]<\infty$.

Let $K_{n}$ be the compact set given in Eq. (208). We can assume, by increasing $K_{n}$ is necessary that $K_{n}$ is a level set of $W$, i.e. $K_{n}=\left\{W(x) \leq W_{n}\right\}$

Using the Liapunov condition and Chebyshev inequality we obtain the following tail estimate

$$
\begin{align*}
& \mathbf{P}_{x}\left\{N_{K_{n}}>j\right\} \\
& =\mathbf{P}_{x}\left\{W\left(X_{j}\right)>W_{n}, X_{i} \in K_{n}^{c}, 0 \leq i \leq j\right\} \\
& =\mathbf{P}_{x}\left\{\prod_{i=i}^{j} \frac{W\left(X_{i}\right)}{W\left(x_{i-1}\right)}>\frac{W_{n}}{W(x)}, X_{i} \in K_{n}^{C}\right\} \\
& \leq \frac{W(x)}{W_{n}} \mathbf{E}_{x}\left[\prod_{i=i}^{j} \frac{W\left(X_{i}\right)}{W\left(x_{i-1}\right)}, X_{i} \in K_{n}^{C}\right] \\
& \leq \frac{W(x)}{W_{n}} \mathbf{E}_{x}\left[\prod_{i=i}^{j-1} \frac{W\left(X_{i}\right)}{W\left(x_{i-1}\right)} \mathbf{E}_{X_{j-1}}\left[\frac{W_{X_{j}}}{W_{X_{j-1}}}\right], X_{i} \in K_{n}^{C}\right] \\
& \leq \frac{W(x)}{W_{n}} \sup _{y \in K_{n}^{C}} \mathbf{E}_{y}\left[\frac{W\left(x_{1}\right)}{W(y)}\right] \mathbf{E}_{x}\left[\prod_{i=i}^{j-1} \frac{W\left(X_{i}\right)}{W\left(x_{i-1}\right)}, X_{i} \in K_{n}^{C}\right] \\
& \leq \cdots \leq \frac{W(x)}{W_{n}}\left(\sup _{y \in K_{n}^{C}} \mathbf{E}_{y}\left[\frac{W\left(x_{1}\right)}{W(y)}\right]\right)^{j} \\
& \leq \frac{W(x)}{W_{n}}\left(\kappa_{n}\right)^{j} . \tag{212}
\end{align*}
$$

We thus have geometric decay of $P_{>j} \equiv P\left\{N_{k_{n}}>j\right\}$ in $j$. Summing by parts we obtain

$$
\begin{align*}
& \mathbf{E}_{x}\left[e^{\delta N_{k_{n}}}\right]=\sum_{j=1}^{\infty} e^{\delta j} \mathbf{P}_{x}\left\{N_{K_{n}}=j\right\} \\
& =\lim _{M \rightarrow \infty}\left(\sum_{j=1}^{M} P_{>j}\left(e^{\delta(j+1)}-e^{\delta j}\right)+e^{\delta} P_{>0}-e^{\delta(M+1)} P_{>M}\right) \\
& \leq e^{\delta}+\frac{W(x)}{W_{n}}\left(e^{\delta}-1\right) \sum_{j=1}^{\infty} \kappa_{n}^{j} e^{j \delta} \\
& \leq e^{\delta}+\frac{W(x)}{W_{n}}\left(e^{\delta}-1\right) \frac{\kappa_{n} e^{\delta}}{1-\kappa_{n} e^{\delta}}, \tag{213}
\end{align*}
$$

provided $\delta<\ln \left(\kappa_{n}^{-1}\right)$. Since we can choose $\kappa_{n}$ arbitrarily small, this proves the claim about the hitting time.

If $\|f\| \in \mathcal{H}_{W}$ then by definition we have $|f(x)| \leq\|f\|_{W} W(x)$ and thus $\left|T_{t} f(x)\right| \leq\|f\|_{W} T_{t} W(x)$.

The compactness of $T_{t}$ is a consequence of the following estimate. Using the Liapunov condition we have for $t>t_{0}$

$$
\begin{align*}
\left|\mathbf{1}_{K_{n}^{c}}(x) T_{t} f(x)\right| & \leq W(x) \sup _{y \in K_{n}^{c}} \frac{\left|T_{t} f(y)\right|}{W(y)} \\
& \leq W(x)\|f\|_{W} \sup _{y \in K_{n}^{c}} \frac{T_{t} W(y)}{W(y)} \\
& \leq \kappa_{n} W(x)\|f\|_{W} \tag{214}
\end{align*}
$$

or

$$
\begin{equation*}
\left\|\mathbf{1}_{K_{n}^{C}} T_{t}\right\|_{W} \leq \kappa_{n} \tag{215}
\end{equation*}
$$

We have thus

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\mathbf{1}_{K_{n}^{C}} T_{t}\right\|_{W}=0 \tag{216}
\end{equation*}
$$

i.e., $\mathbf{1}_{K_{n}^{C}} T_{t}$ converges to 0 in norm. On the other hand since $T_{t}$ has a smooth kernel and $K_{n}$ is compact, the operator

$$
\begin{equation*}
\mathbf{1}_{K_{n}} T_{t} \mathbf{1}_{K_{n}} \tag{217}
\end{equation*}
$$

is a compact operator by Arzela-Ascoli Theorem. We obtain

$$
\begin{align*}
T_{t} & =\left(\mathbf{1}_{K_{n}}+\mathbf{1}_{K_{n}^{C}}\right) T_{t-\epsilon}\left(\mathbf{1}_{K_{n}}+\mathbf{1}_{K_{n}}\right) T_{\epsilon} \\
& =\lim _{n \rightarrow \infty} \mathbf{1}_{K_{n}} T_{t-\epsilon} \mathbf{1}_{K_{n}} T_{\epsilon} \tag{218}
\end{align*}
$$

So $T_{t}$ is the limit in norm of compact operators, hence it is compact. Its spectrum consists of 0 and eigenvalues with finite multiplicity.

We show that there no eigenvalues of modulus bigger than one. Assume the contrary. Then there is $f$ and $\lambda$ with $|\lambda|>1$ such that $T_{t} f=\lambda f$. Since $T_{t}$ is positive we have

$$
\begin{equation*}
|\lambda||f|=\left|T_{t} f\right| \leq T_{t}|f| \tag{219}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
T_{t}|f|-|f| \geq(|\lambda|-1)|f| \tag{220}
\end{equation*}
$$

Integrating with the strictly positive stationary distribution we have

$$
\begin{equation*}
\int T_{t}|f| \pi(d x)-\int|f| \pi(d x) \geq(|\lambda|-1) \int|f| \pi(d x)>0 \tag{221}
\end{equation*}
$$

This is a contradiction since, by stationarity $\int T_{t}|f| \pi(d x)=\int|f| \pi(d x)$, and so the r.h.s. of Eq. (221) is 0 .

Next we show that 1 is a simple eigenvalue with eigenfunction given by the constant function. Clearly 1 is algebraically simple, if there is another eigenfunction with eigenvalue one, the stationary distribution is not unique. We show that 1 is also geometrically simple. Assume the contrary, then by Jordan decomposition there is a function $g$ such that $T_{t} g=1+g$, so $T_{t} g-g=1$. Integrating with respect to the stationary distribution gives a contradiction.

Finally we show that there no other eigenvalues on the unit disk. Assume there exists $f, f \neq 1$ such that $T_{t} f=\lambda f$ with $|\lambda|=1$. By the semigroup property $T_{t}$
is compact for all $t>t_{0}$ and $T_{t} f=e^{i \alpha t} f$, with $\alpha \in \mathbf{R}, \alpha \neq 0$. If we choose $t=2 n \pi / \alpha$ we obtain $T_{2 n \pi / \alpha} f=f$ and so $f=1$ which is a contradiction.

Using now the spectral decomposition of compact operators we find that there exists $\gamma>0$ such that

$$
\begin{equation*}
\left\|T_{t}-\pi\right\| \leq C e^{-\gamma t} \tag{222}
\end{equation*}
$$

This concludes the proof of Theorem 8.9
To conclude we show that the correlations in the stationary distribution decay exponentially (exponential mixing).

Corollary 8.10. Under the assumptions of Theorem 8.7 or 8.9 , the stationary distribution $\pi$ is exponentially mixing: for all $f, g$ such that $f^{2}, g^{2} \in \mathcal{H}_{W}$ we have

$$
\begin{equation*}
\left|\int f(x) T_{t} g(x) \pi(d x)-\int f(x) \pi(d x) \int g(x) \pi(d x)\right| C\left\|f^{2}\right\|_{W}^{1 / 2}\left\|g^{2}\right\|_{W}^{1 / 2} e^{-\gamma t} \tag{223}
\end{equation*}
$$

Proof. If $f^{2} \in \mathcal{H}_{W}$, then we have

$$
\begin{equation*}
|f(x)| \leq\left\|f^{2}\right\|_{W}^{1 / 2} W^{1 / 2} \tag{224}
\end{equation*}
$$

Further if we have

$$
\begin{equation*}
T_{t_{0}} W(x) \leq \kappa_{n} W(x)+b_{n} \mathbf{1}_{K_{n}}(x) \tag{225}
\end{equation*}
$$

then, using Jensen inequality, the inequality $\sqrt{1+y} \leq 1+y / 2$ and $W \geq 1$ we have

$$
\begin{align*}
T_{t_{0}} \sqrt{W}(x) & \leq \sqrt{T_{t_{0}} W(x)} \\
& \leq \sqrt{\kappa_{n} W(x)+b_{n} \mathbf{1}_{K_{n}}(x)} \\
& \leq \sqrt{\kappa_{n}} \sqrt{W(x)}+\frac{b_{n} \mathbf{1}_{K_{n}}(x)}{2 \kappa_{n}} \tag{226}
\end{align*}
$$

So we have

$$
\begin{equation*}
T_{t_{0}} \sqrt{W}(x) \leq \kappa_{n}^{\prime} \sqrt{W}(x)+b_{n}^{\prime} \mathbf{1}_{K_{n}}(x) \tag{227}
\end{equation*}
$$

with $\kappa_{n}^{\prime}=\sqrt{\kappa_{n}}$ and $b_{n}^{\prime}=b_{n} / 2 \kappa_{n}$. Applying Theorem 8.9 or 8.7 with the Liapunov function $\sqrt{W}$ there exist constants $C>0$ and $\gamma>0$ such that

$$
\begin{equation*}
\left|T_{t} g(x)-\int g(x) \pi(d x)\right| \leq C \sqrt{W(x)}\left\|g^{2}\right\|_{W}^{1 / 2} e^{-\gamma t} \tag{228}
\end{equation*}
$$

Therefore combining Eqs. (224) and (228) we obtain

$$
\begin{align*}
& \left|\int f(x) T_{t} g(x) \pi(d x)-\int f(x) \pi(d x) \int g(x) \pi(d x)\right| \\
& \leq \int|f(x)|\left|T_{t} g(x)-\int g(x) \pi(d x)\right| \pi(d x) \\
& \leq C \int W(x) \pi(d x)\left\|f^{2}\right\|^{1 / 2}\left\|g^{2}\right\|^{1 / 2} e^{-\gamma t} \tag{229}
\end{align*}
$$

Finally since $\pi$ is the solution of $S_{t} \pi=\pi$ we have

$$
\begin{equation*}
\int W(x) \pi(d x) \leq\|\pi\|_{W}<\infty \tag{230}
\end{equation*}
$$

and this concludes the proof of Corollary 8.10.
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## 1 Introduction

Open systems are usually understood as a small Hamiltonian system (i.e. with a finite number of degrees of freedom) in contact with one or several large reservoirs. There are several ways to model reservoirs and we will take the point of view that the reservoirs are also Hamiltonian systems themselves. It is a convenient physical and mathematical idealization to separate scales and assume that the reservoirs have infinitely many degrees of freedom. We will also assume that, to start with, the reservoirs are in equilibrium, i.e., the initial states of the reservoirs are distributed according to Gibbs distribution with given temperatures. It is also mathematically
convenient to assume that the Gibbs measures of the reservoir have very good ergodic properties. This is, in general, a mathematically difficult problem and we will circumvent it by assuming that our reservoirs have a linear dynamics (i.e the Gibbs measures are Gaussian measures).

Our model of a reservoir will be the classical field theory given by a linear wave equation in $\mathbf{R}^{d}$

$$
\begin{equation*}
\partial_{t}^{2} \varphi_{t}(x)=\Delta \varphi_{t}(x) \tag{1}
\end{equation*}
$$

This is a Hamiltonian system for the Hamiltonian

$$
\begin{equation*}
H(\varphi, \pi)=\int_{\mathbf{R}^{d}}\left(\left|\nabla_{x} \varphi(x)\right|^{2}+|\pi(x)|^{2}\right) \tag{2}
\end{equation*}
$$

If we consider a single particle in a confining potential with Hamiltonian

$$
\begin{equation*}
H(p, q)=\frac{p^{2}}{2}+V(q) \tag{3}
\end{equation*}
$$

we will take as Hamiltonian of the complete system

$$
\begin{equation*}
H(\varphi, \pi)+H(p, q)+q \int_{\mathbf{R}^{d}} \nabla \varphi(x) \rho(x) d x \tag{4}
\end{equation*}
$$

which corresponds to a dipole coupling approximation $(\rho(x)$ is a given function which models the coupling of the particle with the field).

If one considers finite-energy solutions for the wave equation, we will say the model is at temperature zero. In this case the physical picture is "radiation damping". The particle energy gets dissipated into the field and relaxes to a stationary point of the Hamiltonian (i.e. $p=0, \nabla V(q)=0$ ). This problem is studied in [14] for a slightly different model.

We will say the model is at inverse temperature $\beta$ if we assume that the initial conditions of the wave equations are distributed according to a Gibbs measure at inverse temperature $\beta$. Typical configurations of the field have then infinite energy and thus provide enough energy to let the system "fluctuate". In this case one expects "return to equilibrium", an initial distribution of the system will converge to a stationary state which is given by the Gibbs distribution

$$
\begin{equation*}
Z^{-1} e^{-\beta H(p, q)} d p d q \tag{5}
\end{equation*}
$$

The property of return to equilibrium is proved [13] under rather general conditions.
If the small system is coupled to more than one reservoir and the reservoirs have different temperatures (and/or chemical potentials), then one can extract an infinite amount of energy or work from the reservoirs and transmit them through the small system from reservoir to reservoir. Doing this, one can maintain the small systems in a stationary (i.e time independent) nonequilibrium states in which energy and/or matter is flowing. Think e.g. of a bar of metal which is heated at one end and cooled at the other. Contrary to the two previous situations where we know a priori the final state of the system, in nonequilibrium situations, in general, we do not. Even the
existence of a stationary state turns out to be a nontrivial mathematical problem and requires a quite detailed understanding of the dynamics. In these lectures we will consider a simple, yet physically realistic model of heat conduction through a lattice of anharmonic oscillators.

Our small system will consist of a chain of anharmonic oscillators with Hamiltonian

$$
\begin{array}{r}
H(p, q)=\sum_{i=1}^{n} \frac{p_{i}^{2}}{2}+V\left(q_{1}, \cdots, q_{n}\right) \\
V(q)=\sum_{i=1}^{n} U^{(1)}\left(q_{i}\right)+\sum_{i=1}^{n-1} U^{(2)}\left(q_{i}-q_{i+1}\right) \tag{6}
\end{array}
$$

where $V(q)$ is a confining potential. The number oscillators, $n$, will be arbitrary (but finite). In a realistic model, the coupling should occur only at the boundary and we will couple the first particle of the chain to one reservoir at inverse temperature $\beta_{1}$ and the $n$-th particle to another reservoir at inverse temperature $\beta_{n}$. The Hamiltonian of the complete system is

$$
\begin{align*}
& H\left(\varphi_{1}, \pi_{1}\right)+q_{1} \int_{\mathbf{R}^{d}} \nabla \varphi_{1}(x) \rho_{1}(x)+H\left(p_{1}, \cdots, p_{n}, q_{1}, \cdots, q_{n}\right) \\
& \quad+q_{n} \int_{\mathbf{R}^{d}} \nabla \varphi_{n}(x) \rho_{n}(x)+H\left(\varphi_{n}, \pi_{n}\right) \tag{7}
\end{align*}
$$

Our analysis of this model will establish, that under suitable assumptions on the potential energy $V$ and on the coupling functions $\rho_{i}$, we have

1. Existence and uniqueness of stationary states which generalize the Gibbs states of equilibrium.
2. Exponential rate of convergence of initial distribution to the stationary distribution. This is a new result even for equilibrium.
3. Existence of a positive heat flow through the system if the temperatures of the reservoir are different or in other words positivity of entropy production.
4. "Universal" properties of the entropy production. Its (large) fluctuations satisfy a symmetry known as Gallavotti-Cohen fluctuation theorem (large deviation theorem) recently discovered in [8,11]. Its small fluctuations (of central limit theorem type) are governed by Green-Kubo formula which we prove for this model.
See [24,25] for results on the linear chain and [4-7, 12, 21-23] for results on the nonlinear chain. We follow here mostly [22,23]

An important ingredient in our approach is the use of rather special coupling functions $\rho$ ("rational couplings"). They will allow us to reduce the dynamics of the coupled system to a Markov process in a suitable enlarged phase space and therefore to take advantage of the numerous analytical tools developed for Markov processes (semigroups, PDE's, control theory, see our lecture on Markov processes in these volumes [20]). Physically these couplings are not unreasonable, but it would be nice to go beyond and prove similar results for more general couplings.

We conclude this introduction by mentioning one outstanding problem in mathematical physics: describe quantitatively the transport properties in large systems. One would like, for example, to establish the dependence of the heat flow on the size of the system (here the number $n$ of oscillators). For heat conduction the relevant macroscopic law is the Fourier law of heat conduction. If we denote by $J$ the stationary value of the heat flow and $\delta T$ the temperature difference between the reservoirs, one would like to prove for example that for large $n$

$$
\begin{equation*}
J \approx \kappa \frac{\delta T}{n} \tag{8}
\end{equation*}
$$

where the coefficient $\kappa$ is known as the heat conductivity. A more refined version of this law would to prove that a (local) temperature gradient is established through the system and that the heat flow is proportional to the temperature gradient

$$
\begin{equation*}
J \approx-\kappa \nabla T \tag{9}
\end{equation*}
$$

This is a stationary version of the time dependent macroscopic equation

$$
\begin{equation*}
c_{v} \partial_{t} T(x, t)=-\nabla J(x, t)=\nabla \kappa \nabla T(x, t), \tag{10}
\end{equation*}
$$

where $c_{v}$ is the specific heat of the system. This is just the heat equation! In other words the challenge is to derive the heat equation from a microscopic Hamiltonian system. No mechanical model has been shown to obey Fourier law of heat conduction so far (see [1,17] for reviews of this problem and references).

## 2 Derivation of the model

### 2.1 How to make a heat reservoir

Our reservoir is modeled by a linear wave equation in $\mathbf{R}$ (the restriction to onedimension is for simplicity, similar considerations apply to higher dimensions),

$$
\begin{equation*}
\partial_{t}^{2} \varphi_{t}(x)=\partial_{x}^{2} \varphi_{t}(x), \tag{11}
\end{equation*}
$$

with $t \in \mathbf{R}$ and $x \in \mathbf{R}$. The equation (11) is a second order equation and we rewrite it as a first order equation by introducing a new variable $\pi(x)$

$$
\begin{align*}
\partial_{t} \varphi_{t}(x) & =\pi_{t}(x), \\
\partial_{t} \pi_{t}(x) & =\partial_{x}^{2} \varphi_{t}(x) \tag{12}
\end{align*}
$$

The system (12) has an Hamiltonian structure. Let us consider the Hamiltonian function

$$
\begin{equation*}
H(\varphi, \pi)=\int_{\mathbf{R}}\left(\left|\partial_{x} \varphi(x)\right|^{2}+|\pi(x)|^{2}\right) d x \tag{13}
\end{equation*}
$$

then Eqs. (12) are the Hamiltonian equations of motions for the Hamiltonian (13). Let us introduce the notation $\phi=(\varphi, \pi)$ and the norm

$$
\begin{equation*}
\|\phi\|=\int_{\mathbf{R}}\left(\left|\partial_{x}(x)\right|^{2}+|\pi|^{2}\right) d x \tag{14}
\end{equation*}
$$

We have then $H(\phi)=\frac{1}{2}\|\phi\|^{2}$ and denote $\mathcal{H}=\dot{H}_{1}(\mathbf{R}) \times L^{2}(\mathbf{R})$ the corresponding Hilbert space of finite configurations.

In order to study the statistical mechanics of such systems we need to consider the Gibbs measure for such systems. We recall that for an Hamiltonian systems with finitely many degrees of freedom with Hamiltonian $H(p, q)=p^{2} / 2+V(q), p, q \in$ $\mathbf{R}^{n}$, the Gibbs measure for inverse temperature $\beta$ is given by

$$
\begin{equation*}
\mu_{\beta}(d p d q)=Z^{-1} e^{-\beta H(p, q)} d p d q \tag{15}
\end{equation*}
$$

where $\beta=1 / T$ is the inverse temperature and $Z=\int \exp (-\beta H(p, q)) d p d q$ is a normalization constant which we assume to be finite. One verifies easily that the probability measure $\mu_{\beta}$ is invariant under the dynamics, i.e., if $\left(p_{t}, q_{t}\right)$ is a solution of Hamiltonian equations of motion then

$$
\begin{equation*}
\int f\left(p_{t}, q_{t}\right) \mu_{\beta}(d p d q) \tag{16}
\end{equation*}
$$

is independent of $t$. (Use conservation of energy and Liouville theorem)
We now construct Gibbs measures for the linear wave equation Eq. (11). If we think of $\{\varphi(x), \pi(x)\}_{x \in \mathbf{R}}$ as the dynamical variables, the Gibbs measure should be, formally, given by

$$
\begin{equation*}
\mu_{\beta}(d \varphi d \pi)={ }^{\prime \prime} Z^{-1} \exp (-\beta H(\varphi, \pi)) \prod_{x \in \mathbf{R}} d \varphi(x) d \pi(x)^{\prime \prime} \tag{17}
\end{equation*}
$$

It turns out that this expression is merely formal: it is a product of three factors which are all infinite, nevertheless the measure can be constructed. We sketch this construction.

We first note that this measure should be a Gaussian measure since $H$ is quadratic in $\phi=(\varphi, \pi)$. A Gaussian measure $\mu_{\beta}$ on $\mathbf{R}$ with mean 0 and variance $\beta$ is completely characterized by the fact that its characteristic function (the Fourier transform of the measure) is given by

$$
\begin{equation*}
S(\xi)=\int e^{i\langle\xi, x\rangle} \mu_{\beta}(d x)=e^{-\frac{1}{2 \beta}\langle x, x\rangle} \tag{18}
\end{equation*}
$$

is again a Gaussian. Let $\mathcal{H}$ be an infinite dimensional Hilbert space, $\phi \in \mathcal{H}, \xi \in$ $\mathcal{H}^{*}=\mathcal{H}$. Can we construct a measure $\mu_{\beta}$ on the Hilbert space $\mathcal{H}$, such that

$$
\begin{equation*}
S(\xi)=\int e^{i\langle\phi, \xi\rangle} \mu_{\beta}(d \phi)=e^{-\frac{1}{2 \beta}\langle\xi, \xi\rangle} ? \tag{19}
\end{equation*}
$$

The answer is NO.
Proof. By contradiction. Let $\left\{e_{n}\right\}$ be an orthonormal basis of $\mathcal{H}$. We then have $S\left(e_{n}\right)=e^{-1 / 2 \beta}$. For any $\phi \in \mathcal{H},\left\langle\phi, e_{n}\right\rangle \rightarrow 0$ as $n \rightarrow \infty$. By dominated convergence we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S\left(e_{n}\right)=1 \neq e^{-\frac{1}{2 \beta}} \tag{20}
\end{equation*}
$$

and this is a contradiction.
All what this says is that we must give up the requirement that the measure $\mu$ be supported on the Hilbert space $\mathcal{H}$ (i.e., on finite energy configurations). The BochnerMinlos Theorem allows us to construct such measures supported on larger spaces of distributions. Let $A$ be the operator on $\mathcal{H}$ given by

$$
A=\left(\begin{array}{cc}
\left(1-\partial_{x}^{2}+x^{2}\right)^{\frac{1}{2}} & 0  \tag{21}\\
0 & \left(1-\partial_{x}^{2}+x^{2}\right)^{\frac{1}{2}}
\end{array}\right)
$$

We it leave to the reader to verify that $A$ has compact resolvent and that $A^{-s}$ is Hilbert-Schmidt if $s>1 / 2$. For $s>0$ we define Hilbert spaces

$$
\begin{equation*}
K_{s}=\left\{u \in L^{2} ;\|u\|_{s} \equiv\left\|A^{s} u\right\|<\infty\right\} \tag{22}
\end{equation*}
$$

and for $s<0, K_{s}=K_{-s}^{*}$ where $*$ is the duality in $\mathcal{H}$. We have, for $0 \leq s_{1} \leq s_{2}$,

$$
\begin{equation*}
H_{s_{2}} \subset H_{s_{1}} \subset L^{2} \subset H_{-s_{1}} \subset H_{-s_{2}} \tag{23}
\end{equation*}
$$

with dense inclusions. We set

$$
\begin{equation*}
\mathcal{S}=\bigcap_{s} H_{s}, \quad \mathcal{S}^{\prime}=\bigcup_{s} H_{s} . \tag{24}
\end{equation*}
$$

The space $\mathcal{S}^{\prime}$ is simply a space of tempered distributions.
Theorem 2.1. (Bochner-Minlos Theorem) There is a one-to-one correspondence between measures on $\mathcal{S}^{\prime}$ and functions $S: \mathcal{S} \rightarrow \mathbf{R}$ which satisfy

1. $S$ is continuous.
2. $S(0)=1$.
3. $S$ is of positive type, i.e. $\sum_{i, j=1}^{n} S\left(f_{i}-f_{j}\right) \bar{z}_{i} z_{j} \geq 0$, for all $n \geq 1$, for all $f_{1}, \cdots, f_{n} \in \mathcal{S}$, and for all $z \in \mathbf{C}^{n}$.
The function $S$ is the characteristic function of the measure. The Gaussian Gibbs measures $\mu_{\beta}$ are then specified by the characteristic function

$$
\begin{equation*}
S(\xi)=\int e^{i\langle\phi, \xi\rangle} \mu_{\beta}(d \phi)=e^{-\frac{1}{2 \beta}\langle\xi, \xi\rangle} \tag{25}
\end{equation*}
$$

where $\langle\phi, \xi\rangle$ denotes now the $\mathcal{S}-\mathcal{S}^{\prime}$ duality. If we put $\xi=a_{1} \xi_{1}+a_{2} \xi_{2}$, the characteristic function allows us to compute the correlation functions (differentiate with respect to $a_{1}, a_{2}$ and compare coefficients):

$$
\begin{align*}
\int_{\mathcal{S}^{\prime}}\langle\phi, \xi\rangle \mu_{\beta}(d \phi) & =0 \\
\int_{\mathcal{S}^{\prime}}\left\langle\phi, \xi_{1}\right\rangle\left\langle\phi, \xi_{2}\right\rangle \mu_{\beta}(d \phi) & =\beta^{-1}\left\langle\xi_{1}, \xi_{2}\right\rangle \tag{26}
\end{align*}
$$

We have then

Lemma 2.2. If $s>\frac{1}{2}$, then

$$
\begin{equation*}
\int\left\|A^{-s} \phi\right\|^{2} \mu_{\beta}(d \phi)=\beta^{-1} \operatorname{trace}\left(A^{-2 s}\right)<\infty \tag{27}
\end{equation*}
$$

and thus $\left\|A^{-s} \phi\right\|$ is finite $\mu_{\beta}$ a.s.
Proof. Let $\lambda_{j}$ denote the eigenvalues of $A$ and $e_{j}$ the orthonormal basis of eigenvectors of $A$. We have $A^{-s} \phi=\sum_{j} \lambda_{j}^{-s} e_{j}\left\langle\phi, e_{j}\right\rangle$ and thus

$$
\begin{equation*}
\int\left\|A^{-s} \phi\right\|^{2} \mu_{\beta}(d \phi)=\sum_{j} \lambda_{j}^{-2 s} \int\left(\left\langle\phi, e_{j}\right\rangle\right)^{2} \mu_{\beta}(d \phi)=\beta^{-1} \sum_{j} \lambda_{j}^{-2 s} \tag{28}
\end{equation*}
$$

As a consequence we see that for a typical element $\phi=(\varphi, \pi)$ in the support of $\mu_{\beta}, \varphi$ has $\frac{1}{2}-\epsilon$ derivatives for all $\epsilon>0$ and $\pi$ has $-\frac{1}{2}-\epsilon$ derivatives. Let us compute now the correlations

$$
\begin{equation*}
\int \pi\left(x_{1}\right) \pi\left(x_{2}\right) \mu_{\beta}(d \phi) \quad \text { and } \int \varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \mu_{\beta}(d \phi) \tag{29}
\end{equation*}
$$

These expressions have to be interpreted in the distribution sense. Our computations are formal but can be easily justified. If we choose $\xi_{1}=\left(0, \delta\left(x-x_{1}\right)\right)$ and $\xi_{2}=$ $\left(0, \delta\left(x-x_{2}\right)\right)$ we obtain from Eq. (26)

$$
\begin{equation*}
\int \pi\left(x_{1}\right) \pi\left(x_{2}\right) \mu_{\beta}(d \phi)=\beta^{-1} \delta\left(x_{1}-x_{2}\right) \tag{30}
\end{equation*}
$$

i.e., if we think of $x$ as "time" then $\pi(x)$ is a white noise process. On the other hand if we choose $\xi_{1}=(\theta(x-t), 0)$ and $\xi_{2}=(\theta(x-s), 0)$ and use that $\partial_{x} \theta(x)=\delta(x)$ we obtain from Eq. (26)

$$
\begin{align*}
\int\left(\varphi\left(x_{1}\right)-\varphi\left(x_{2}\right)\right)^{2} \mu_{\beta}(d \phi) & =\int_{x_{1}}^{x_{2}} \int_{x_{1}}^{x_{2}} \int \partial_{x} \varphi(t) \partial_{x} \varphi(s) \mu_{\beta}(d \phi) d t d s \\
& =\beta^{-1} \int_{x_{1}}^{x_{2}} \int_{x_{1}}^{x_{2}} \delta(t-s) d t d s \\
& =\beta^{-1}\left|x_{2}-x_{1}\right| \tag{31}
\end{align*}
$$

i.e., if we think of $x$ as "time" then $\varphi(x)$ is a Brownian motion. Note that if we combine this computation with Kolmogorov Continuity Theorem we obtain that the paths of Brownian motion are almost surely Hölder continuous with exponents $\alpha<$ $1 / 2$ and almost never Hölder continuous with exponents $\alpha \geq 1 / 2$.

If we consider the wave equation in $\mathbf{R}^{d}$, then one obtains similar results (random fields indexed by $\mathbf{R}^{d}$ instead of "stochastic processes").

### 2.2 Markovian Gaussian stochastic processes

In this section we describe a few facts on Gaussian stochastic process, in particular we describe a situation when Gaussian stochastic processes are Markovian (see [3]).

Let us consider a one dimensional Gaussian stochastic process $x_{t}$. Recall that Gaussian means that for all $k$ and all $t_{1}<\cdots<t_{k}$, the random variable $Z=$ $\left(x_{t_{1}}, \cdots, x_{t_{k}}\right)$ is a normal random variable. Let us assume that $x_{t}$ has mean 0 , $\mathbf{E}\left[x_{t}\right]=0$, for all $t$. Then the Gaussian process is uniquely determined by the expectations

$$
\begin{equation*}
\mathbf{E}\left[x_{t} x_{s}\right] \tag{32}
\end{equation*}
$$

which are called the covariance of $x_{t}$. If $x_{t}$ is stationary, then (32) depends only on $|t-s|$ :

$$
\begin{equation*}
C(t-s)=\mathbf{E}\left[x_{t} x_{s}\right] . \tag{33}
\end{equation*}
$$

Note that $C(t-s)$ is positive definite. If $C$ is a continuous function then a special case of Bochner-Minlos theorem (with $\mathcal{S}^{\prime}=\mathbf{R}$ ) implies that

$$
\begin{equation*}
C(t)=\int_{\mathbf{R}} e^{i k t} d \Delta(k) \tag{34}
\end{equation*}
$$

where $\Delta(k)$ is an odd nondecreasing function with $\lim _{k \rightarrow \infty} \Delta(k)<\infty$. If we assume that $\Delta(k)$ has no singular part, then $d \Delta(k)=\Delta^{\prime}(k) d k$ and the function $\Delta^{\prime}(k)$ is called the spectral function of the Gaussian process $x_{t}$. Note that

$$
\begin{equation*}
\Delta^{\prime}(k) \geq 0 \tag{35}
\end{equation*}
$$

since $\Delta$ is nondecreasing and that

$$
\begin{equation*}
\overline{\Delta^{\prime}(k)}=\Delta^{\prime}(-k), \tag{36}
\end{equation*}
$$

since $C(t)$ is real. We will consider here only the special case when $\left(\Delta^{\prime}\right)^{-1}$ is a polynomial. By the conditions (35) and (36) there is a polynomial

$$
\begin{equation*}
p(k)=\sum_{m} c_{m}(-i k)^{m} \tag{37}
\end{equation*}
$$

with real coefficients $c_{m}$ and root in the upper half plane such that

$$
\begin{equation*}
\Delta^{\prime}(k)=\frac{1}{|p(k)|^{2}} \tag{38}
\end{equation*}
$$

Under these conditions we have
Proposition 2.3. If $p(k)=\sum_{m}^{M} c_{m}(-i k)^{m}$ is a polynomial with real coefficients and roots in upper half plane then the Gaussian process with spectral density $|p(k)|^{-2}$ is the solution of the stochastic differential equation

$$
\begin{equation*}
\left(p\left(-i \frac{d}{d t}\right) x_{t}\right) d t=d B_{t} \tag{39}
\end{equation*}
$$

Proof. The proof follows from the following representation of $x_{t}$ : let us define a kernel $k(t)$ by

$$
\begin{equation*}
k(t)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbf{R}} e^{i k t} \frac{1}{p(k)} d k \tag{40}
\end{equation*}
$$

Since the zeros of $p$ are in the upper half-plane, we have $k(t)=0$ if $t<0$. We claim that $x_{t}$ can be represented as the stochastic integral

$$
\begin{equation*}
x_{t}=\int_{-\infty}^{\infty} k\left(t-t^{\prime}\right) d B_{t^{\prime}}=\int_{-\infty}^{t} k\left(t-t^{\prime}\right) d B_{t^{\prime}} \tag{41}
\end{equation*}
$$

It suffices to compute the variance, we have

$$
\begin{align*}
\mathbf{E}\left[x_{t} x_{s}\right] & =\frac{1}{2 \pi} \int_{\mathbf{R}} \int_{\mathbf{R}} k\left(t-t^{\prime}\right) k\left(s-s^{\prime}\right) \mathbf{E}\left[d B_{t^{\prime}} d B_{s^{\prime}}\right] \\
& =\frac{1}{2 \pi} \int_{\mathbf{R}} \int_{\mathbf{R}} k\left(t-t^{\prime}\right) k\left(s-s^{\prime}\right) \delta\left(t^{\prime}-s^{\prime}\right) d t^{\prime} d s^{\prime} \\
& =\frac{1}{2 \pi} \int_{\mathbf{R}} k\left(t-s^{\prime}\right) k\left(s-s^{\prime}\right) d s^{\prime} \\
& =\frac{1}{2 \pi} \int_{\mathbf{R}} \int_{\mathbf{R}} \int_{\mathbf{R}} e^{i k\left(t-s^{\prime}\right)} e^{i k^{\prime}\left(s-s^{\prime}\right)} \frac{1}{p(k) p\left(k^{\prime}\right)} d s^{\prime} d k d k^{\prime} \\
& =\int_{\mathbf{R}} \int_{\mathbf{R}} e^{i k t} e^{i k^{\prime} s} \frac{1}{p(k) p\left(k^{\prime}\right)} \delta\left(k+k^{\prime}\right) d k d k^{\prime} \\
& =\int_{\mathbf{R}} e^{i(t-s) k} \frac{1}{p(k) p(-k)} d k \tag{42}
\end{align*}
$$

and this proves the claim. From Eq. (41) we obtain

$$
\begin{align*}
p\left(-i \frac{d}{d t}\right) x_{t} & =\int_{-\infty}^{t} \int_{\mathbf{R}} p\left(-i \frac{d}{d t}\right) e^{i k\left(t-t^{\prime}\right)} \frac{1}{p(k)} d k d B_{t^{\prime}} \\
& =\int_{-\infty}^{t} \int_{\mathbf{R}} e^{i k\left(t-t^{\prime}\right)} d k d B_{t^{\prime}}=\frac{d B}{d t} \tag{43}
\end{align*}
$$

and this concludes the proof of the proposition.
For example let us take

$$
\begin{equation*}
\Delta^{\prime}(k)=\frac{\gamma}{\pi} \frac{1}{k^{2}+\gamma^{2}} \tag{44}
\end{equation*}
$$

and so $p(k) \propto(i k+\gamma)$ Then

$$
\begin{equation*}
C(t)=\frac{\gamma}{\pi} \int e^{i k t} \frac{1}{k^{2}+\gamma^{2}} d k=e^{-\gamma|t|} \tag{45}
\end{equation*}
$$

and

$$
\begin{align*}
& k(t)=\sqrt{2 \gamma} e^{-\gamma t}, \quad t \geq 0 \\
& x(t)=\sqrt{2 \gamma} \int_{-\infty}^{t} e^{-\gamma\left(t-t^{\prime}\right)} d B_{t^{\prime}} \tag{46}
\end{align*}
$$

and we obtain

$$
\begin{equation*}
d x_{t}=-\gamma x_{t}+\sqrt{2 \gamma} d B_{t} \tag{47}
\end{equation*}
$$

This is the Ornstein-Uhlenbeck process.
It is good exercise to compute the covariances $C(t)$ and derive the corresponding stochastic differential equations for the spectral densities with $p(k) \propto(i k+i u+$ $\gamma)(i k-i u+\gamma)$ and $p(k) \propto(i k+\gamma)^{2}$.

### 2.3 How to make a Markovian reservoir

We derive effective equations for the small system. In spirit we are close to [21], although we are deriving different equations. Let us consider first a model of one single particle with Hamiltonian $H_{S}(p, q)=p^{2} / 2+V(q)$, where $(p, q) \in \mathbf{R} \times \mathbf{R}$, coupled to a single reservoir. The total Hamiltonian is, using the notation (14)

$$
\begin{align*}
H(\phi, p, q) & =\frac{1}{2}\|\phi\|^{2}+p^{2}+V(q)+q \int \partial_{x} \varphi(x) \rho(x) d x  \tag{48}\\
& =H_{B}(\phi)+H_{S}(p, q)+q\langle\phi, \alpha\rangle
\end{align*}
$$

where, in Fourier space, $\hat{\alpha}(k)=\left(-i k \hat{\rho}(k) / k^{2}, 0\right)$. Let $\mathcal{L}$ be the linear operator given by

$$
\mathcal{L}=\left(\begin{array}{cc}
0 & 1  \tag{49}\\
\partial_{x}^{2} & 0
\end{array}\right) .
$$

In Fourier space the semigroup $e^{t \mathcal{L}}$ is given by

$$
e^{t \mathcal{L}}=\left(\begin{array}{cc}
\cos (k t) & k^{-1} \sin (k t)  \tag{50}\\
-k \sin (k t) & \cos (k t)
\end{array}\right)
$$

Let us introduce the covariance function $C(t)=\langle\exp (\mathcal{L} t) \alpha, \alpha\rangle$. We have

$$
\begin{equation*}
C(t)=\int k^{2} \frac{i k}{k^{2}} \overline{\hat{\rho}(k)} \cos (k t) \frac{-i k}{k^{2}} \hat{\rho}(k) d k=\int|\hat{\rho}(k)|^{2} e^{i k t} d k \tag{51}
\end{equation*}
$$

and thus $C(t)$ is the covariance function of a Gaussian process with spectral density $|\rho(k)|^{2}$. We also define a coupling constant $\lambda$ by setting

$$
\begin{equation*}
\lambda^{2}=C(0)=\int d k|\rho(k)|^{2} \tag{52}
\end{equation*}
$$

The equations of motion of the coupled system particle and reservoir are

$$
\begin{align*}
\dot{q}_{t} & =p_{t} \\
\dot{p}_{t} & =-\partial_{q} V\left(q_{t}\right)-\langle\phi, \alpha\rangle  \tag{53}\\
\dot{\phi}_{t}(k) & =\mathcal{L}\left(\phi_{t}(k)+q_{t} \alpha(k)\right) .
\end{align*}
$$

Integrating the last equation of (53) we have

$$
\begin{equation*}
\phi_{t}(k)=e^{\mathcal{L} t} \phi_{0}(k)+\int_{0}^{t} e^{\mathcal{L}(t-s)} \mathcal{L} \alpha(k) q_{s} d s \tag{54}
\end{equation*}
$$

Inserting into the second equation of (53) we obtain

$$
\begin{align*}
\dot{q}_{t} & =p_{t} \\
\dot{p}_{t} & =-\partial_{q} V\left(q_{t}\right)-\int_{0}^{t} D(t-s) q_{s} d s-\left\langle\phi_{0}, e^{-\mathcal{L} t} \alpha\right\rangle \tag{55}
\end{align*}
$$

where

$$
\begin{equation*}
D(t)=\left\langle e^{\mathcal{L} t} \mathcal{L} \alpha, \alpha\right\rangle=\dot{C}(t) \tag{56}
\end{equation*}
$$

Let us assume that the initial conditions of the reservoir $\phi_{0}$ are distributed according to the Gibbs measure $\mu_{\beta}$ defined in Section 2.1. Then

$$
\begin{equation*}
y_{t}=\left\langle\psi_{0} e^{-\mathcal{L} t} \alpha\right\rangle \tag{57}
\end{equation*}
$$

is a Gaussian process with covariance

$$
\begin{equation*}
\mathbf{E}\left[y_{t} y_{s}\right]=\int\left\langle\phi_{0}, e^{-\mathcal{L} t} \alpha\right\rangle\left\langle\phi_{0}, e^{-\mathcal{L} s} \alpha\right\rangle \mu_{\beta}(d \phi)=\beta^{-1} C(t-s) \tag{58}
\end{equation*}
$$

The equation (55) is a random integro-differential equation, since it contains memory terms both deterministic and random. The relation between the kernel $D$ in the deterministic memory term and the covariance of the random term goes under the general name of Fluctuation-Dissipation Theorem. The solution of (55) is a random process. Note that the randomness in this equation comes from our choice on initial conditions of the reservoir. Let us choose the coupling function $\rho$, as in Section 2.2, such that

$$
\begin{equation*}
|\rho(k)|^{2}=\frac{1}{|p(k)|^{2}} \tag{59}
\end{equation*}
$$

where $p$ is a real polynomial in $i k$ with roots in the lower half-plane. For simplicity we choose $p(k) \propto(i k+\gamma)$ This assumption together with the fluctuation-dissipation relation permits, by extending the phase space with one auxiliary variable, to rewrite the integro-differential equations (55) as a Markov process. We have then $C(t)=$ $\lambda^{2} e^{-\gamma|t|}$. It is convenient to introduce the variable $r$ which is defined defined by

$$
\begin{equation*}
\lambda r_{t}=\lambda^{2} q_{t}+\int_{0}^{t} D(t-s) q_{s} d s+y_{t} \tag{60}
\end{equation*}
$$

and we obtain from Eqs.(55) the set of Markovian differential equations:

$$
\begin{align*}
d q_{t} & =d p_{t} d t \\
d p_{t} & =\left(-\partial_{q} V_{\mathrm{eff}}\left(q_{t}\right)-\lambda r_{t}\right)  \tag{61}\\
d r_{t} & =\left(-\gamma r_{t}+\lambda p_{t}\right) d t+\sqrt{2 \beta^{-1} \gamma} d B_{t}
\end{align*}
$$

where $V_{\text {eff }}(q)=V(q)-\lambda^{2} q^{2} / 2$. The potential $V$ is renormalized by the coupling to the reservoir. This is an artifact of the dipole approximation we have been using. Namely if we start with a translation invariant coupling of the form

$$
\begin{equation*}
\int \phi(x) \rho(x-q) d x \tag{62}
\end{equation*}
$$

the dipole expansion leads to terms of the form

$$
\begin{equation*}
q \int \partial_{x} \phi(x) \rho(x) d x+\frac{q^{2}}{2} \int|\rho(x)|^{2} d x \tag{63}
\end{equation*}
$$

and the second term exactly compensates the normalization of the potential. We will ignore this renormalization in the sequel.

If one chooses other polynomials, similar equations can be derived. One should add one auxiliary variable for each pole of the polynomial $p(k)$. It is a good exercise to derive the SDE's for a particle coupled to a wave equation if we choose $p(k) \propto$ $(i k+i u-\gamma)(i k-i u-\gamma)$ or $p(k) \propto(i k-\gamma)^{2}$.

One can recover the Langevin equation,

$$
\begin{aligned}
& d q_{t}=d p_{t} d t \\
& d p_{t}=\left(-\partial V\left(q_{t}\right) d t-\kappa p_{t}\right) d t+\sqrt{2 \beta^{-1} \kappa} d B_{t}
\end{aligned}
$$

but only in a suitable limit. Formally one would obtain these equations if $C(t-s) \propto$ $\delta(t-s)$ (this corresponds to choosing $\rho(k)=1$ which is not square integrable). But then the coupling constant $\lambda^{2}=C(0)$ becomes infinite. Rather one should consider a suitable sequence of covariance which tends to a delta function and simultaneously rescale the coupling constant.

## 3 Ergodic properties: the chain

We consider here a model of non-equilibrium statistical mechanics: a one-dimensional "crystal" coupled at each end to reservoirs at different temperatures.

Let us consider a chain of $n$ anharmonic oscillators given by the Hamiltonian

$$
\begin{array}{r}
H_{S}(p, q)=\sum_{i=1}^{n} \frac{p_{i}^{2}}{2}+V\left(q_{1}, \cdots, q_{n}\right) \\
V(q)=\sum_{i=1}^{n} U^{(1)}\left(q_{i}\right)+\sum_{i=1}^{n-1} U^{(2)}\left(q_{i}-q_{i+1}\right) .
\end{array}
$$

where $\left(p_{i}, q_{i}\right) \in \mathbf{R} \times \mathbf{R}$. Our assumptions on the potential $V(q)$ are
(H1) Growth at infinity: The potentials $U^{(1)}(x)$ and $U^{(2)}(x)$ are $\mathcal{C}^{\infty}$ and grow at infinity like $|x|^{k_{1}}$ and $|x|^{k_{2}}$ : There exist constants $C_{i}, D_{i}, i=1,2$ such that

$$
\begin{align*}
\lim _{\lambda \rightarrow \infty} \lambda^{-k_{i}} U^{(i)}(\lambda x) & =a^{(i)}|x|^{k_{i}}  \tag{64}\\
\lim _{\lambda \rightarrow \infty} \lambda^{-k_{i}+1} \partial_{x} U^{(i)}(\lambda x) & =a^{(i)} k_{i}|x|^{k_{i}-1}  \tag{65}\\
\left|\partial_{x}^{2} U^{(i)}(x)\right| & \leq\left(C_{i}+D_{i} U^{(i)}(x)\right)^{1-\frac{2}{k_{i}}} \tag{66}
\end{align*}
$$

Moreover we will assume that

$$
\begin{equation*}
k_{2} \geq k_{1} \geq 2 \tag{67}
\end{equation*}
$$

so that, for large $|x|$ the interaction potential $U^{(2)}$ is "stiffer" than the one-body potential $U^{(1)}$.
(H2) Non-degeneracy: The coupling potential between nearest neighbors $U^{(2)}$ is non-degenerate in the following sense: For any $q \in \mathbf{R}$, there exists $m=m(q) \geq 2$ such that $\partial^{m} U^{(2)}(q) \neq 0$. This means that $U^{(2)}$ has no flat pieces nor infinitely degenerate critical points. Note that we require this condition for $U^{(2)}$ only and not for $U^{(1)}$.

For example if $U^{(1)}$ and $U^{(2)}$ are polynomials of even degree, with a positive coefficients for the monomial of highest degree and $\operatorname{deg} U^{(2)} \geq \operatorname{deg} U^{(1)} \geq 2$, then both conditions H1 and H2 are satisfied.

We couple the first and the $n^{t h}$ particle to reservoirs at inverse temperatures $\beta_{1}$ and $\beta_{n}$, respectively. We assume that the couplings to be as in Section 2.3 so that, by introducing two auxiliary variables $r_{1}$ and $r_{n}$, we obtain the set of stochastic differential equations equations

$$
\begin{align*}
d q_{1 t} & =d p_{1 t} d t \\
d p_{1 t} & =\left(-\partial_{q_{1}} V\left(q_{t}\right)-\lambda r_{1 t}\right) d t \\
d r_{1 t} & =\left(-\gamma r_{1 t}+\lambda p_{1 t}\right) d t+\left(2 \beta_{1}^{-1} \gamma\right)^{1 / 2} d B_{1 t} \\
d q_{j t} & =d p_{j t} d t, \quad j=2, \ldots, n-1 \\
d p_{j t} & =-\partial_{q_{j}} V\left(q_{t}\right) d t, \quad j=2, \ldots, n-1  \tag{68}\\
d q_{n t} & =p_{n t} d t \\
d p_{n t} & =\left(-\partial_{q_{n t}} V\left(q_{t}\right)-\lambda r_{n t}\right) d t \\
d r_{n t} & =\left(-\gamma r_{n t}+\lambda p_{n t}\right) d t+\left(2 \beta_{n}^{-1} \gamma\right)^{1 / 2} d B_{n t}
\end{align*}
$$

It will be useful to introduce the following notation. We define the linear maps $\Lambda$ : $\mathbf{R}^{n} \rightarrow \mathbf{R}^{2}$ by $\Lambda\left(x_{1}, \ldots, x_{n}\right)=\left(\lambda x_{1}, \lambda x_{n}\right)$ and $T: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ by $T(x, y)=$ ( $\beta_{1}^{-1} x, \beta_{n}^{-1} y$ ). We can rewrite Eq.(68) in the compact form

$$
\begin{align*}
d q_{t} & =p_{t} d t \\
d p_{t} & =\left(-\nabla_{q} V\left(q_{t}\right)-\Lambda^{*} r\right) d t \\
d r_{t} & =\left(-\gamma r_{t}+\Lambda p_{t}\right) d t+(2 \gamma T)^{1 / 2} d B_{t} \tag{69}
\end{align*}
$$

where $B=\left(B_{1}, B_{n}\right)$ is a two dimensional Brownian motion. The solution $x_{t}=$ $\left(p_{t}, q_{t}, r_{t}\right) \in \mathbf{R}^{2 n+2}$ of Eq.(69) is a Markov process. We denote $T_{t}$ the associated semigroup and $P_{t}(x, d y)$ the transition probabilities

$$
\begin{equation*}
T_{t} f(x)=\mathbf{E}_{x}\left[f\left(x_{t}\right)\right]=\int_{\mathbf{R}^{n}} P_{t}(x, d y) f(y) \tag{70}
\end{equation*}
$$

The generator of $T_{t}$ is given by

$$
\begin{equation*}
L=\gamma\left(\nabla_{r} T \nabla_{r}-r \nabla_{r}\right)+\left(\Lambda p \nabla_{r}-r \Lambda \nabla_{p}\right)+\left(p \nabla_{q}-\left(\nabla_{q} V(q)\right) \nabla_{p}\right) \tag{71}
\end{equation*}
$$

and the adjoint of $L$ (Fokker-Planck operator) is given by

$$
\begin{equation*}
L^{*}=\gamma\left(\nabla_{r} T \nabla_{r}+\nabla_{r} r\right)-\left(\Lambda p \nabla_{r}-r \Lambda \nabla_{p}\right)-\left(p \nabla_{q}-\left(\nabla_{q} V(q)\right) \nabla_{p}\right) \tag{72}
\end{equation*}
$$

There is a natural energy function which is associated to Eq.(69), given by

$$
\begin{equation*}
G(p, q, r)=\frac{r^{2}}{2}+H(p, q) \tag{73}
\end{equation*}
$$

Since we assumed that $H(p, q)$ is a smooth function, we have local solutions for the SDE (69). A straightforward computation shows that we have

$$
\begin{equation*}
L G(p, q, r)=\gamma\left(\operatorname{tr}(T)-r^{2}\right) \leq \gamma \operatorname{tr}(T) . \tag{74}
\end{equation*}
$$

Therefore we obtain global existence for the solutions of (69) (see Theorem 5.9 in [20]). Also a straightforward computation shows that in the special case of equilibrium, i.e., if $\beta_{1}=\beta_{n}=\beta$ we have

$$
\begin{equation*}
L^{*} e^{-\beta G(p, q, r)}=0 \tag{75}
\end{equation*}
$$

and therefore $Z^{-1} e^{-\beta G(p, q, r)}$ is, in that special case, the density of a stationary distribution for the Markov process $x(t)$. In the sequel we will refer to $G$ as the energy of the system.

We are going to construct a Liapunov function (see Section 8 of [20]) for this system and it is quite natural to try functions of the energy $G$ : let us denote

$$
\begin{equation*}
W_{\theta}=\exp (\theta G) \tag{76}
\end{equation*}
$$

A computation shows that

$$
\begin{equation*}
L W_{\theta}=\gamma \theta W_{\theta}(\operatorname{Tr}(T)-r(1-\theta T) r) \tag{77}
\end{equation*}
$$

This not quite a Liapunov function, but nearly so. The r.h.s. of Eq. (77) is negative provided $\theta / \beta_{i}<1$ which we will always assume in the sequel and provided $r$ is not too close to 0 . Our proof is based on the following idea: at times $r$ will be small, this corresponds to the situation where there is no dissipation of energy into the reservoir. But we will show that over small time interval, if we start the system at sufficiently large energy $E$, then with very large probability $r^{2}$ will be of order $E^{\alpha}$
where $\alpha=2 / k_{2}$ is related to the growth exponent of the interaction energy in the chain (this where we use that $k_{2} \geq k_{1}$ ). So if we integrate the equation of a small time interval $[0, t]$ we will show that if $G(x)>E$ and $E$ is large enough

$$
\begin{equation*}
T_{t} W_{\theta}(x) \leq \kappa(E) W_{\theta}(x) \tag{78}
\end{equation*}
$$

where $\kappa(E) \sim \exp \left(-E^{\alpha}\right)$.
We denote as $|\cdot|_{\theta}$ the weighted total variation norm given by

$$
\begin{equation*}
\|\pi\|_{\theta}=\sup _{|f| \leq W_{\theta}}\left|\int f d \pi\right| \tag{79}
\end{equation*}
$$

for any (signed) measure $\pi$. We introduce norms $\|\cdot\|_{\theta}$ and Banach spaces $\mathcal{H}_{\theta}$ given by

$$
\begin{equation*}
\|f\|_{\theta}=\sup _{x \in X} \frac{|f(x)|}{W_{\theta}(x)}, \quad \mathcal{H}_{\theta}=\left\{f:\|f\|_{\theta}<\infty\right\} \tag{80}
\end{equation*}
$$

and write $\|K\|_{\theta}$ for the norm of an operator $K: \mathcal{H}_{\theta} \rightarrow \mathcal{H}_{\theta}$.
Our results on the ergodic properties of Eqs. (69) are summarized in
Theorem 3.1. : Ergodic properties Let us assume condition $\mathbf{H} 1$ and $\mathbf{H 2}$.
(a) The Markov process $x(t)$ has a unique stationary distribution $\mu$ and $\mu$ has a $\mathcal{C}^{\infty}$ everywhere positive density.
(b) For any $\theta$ with $0<\theta<\beta_{\min }=\min \left(\beta_{1}, \beta_{n}\right)$ the semigroup $T_{t}: \mathcal{H}_{\theta} \rightarrow \mathcal{H}_{\theta}$ is compact for all $t>0$. In particular the process $x(t)$ converges exponentially fast to its stationary state $\mu$ : there exist constants $\gamma=\gamma(\theta)>0$ and $R=R(\theta)<\infty$ such that

$$
\begin{equation*}
\left|P_{t}(x, \cdot)-\mu\right|_{\theta} \leq R e^{-\gamma t} W_{\theta}(x), \tag{81}
\end{equation*}
$$

for all $x \in X$ or equivalently

$$
\begin{equation*}
\left\|T_{t}-\mu\right\|_{\theta} \leq R e^{-\gamma t} \tag{82}
\end{equation*}
$$

(c) The Markov process $x_{t}$ is ergodic: For any $f \in L^{1}(\mu)$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} f\left(x_{s}\right) d s=\int f(x) \mu(d x) \tag{83}
\end{equation*}
$$

for all initial condition $x$ and for almost all realizations of the noise $B_{t}$. The Markov process is exponentially mixing: for all functions $f, g$ with $f^{2}, g^{2} \in \mathcal{H}_{\theta}$ and all $t>0$ we have

$$
\begin{equation*}
\left|\int g T_{t} f d \mu-\int f d \mu \int g d \mu\right| \leq R e^{-\gamma t}\left\|f^{2}\right\|_{\theta}^{1 / 2}\left\|g^{2}\right\|_{\theta}^{1 / 2} \tag{84}
\end{equation*}
$$

With the tools we have developed in our lecture on Markov process citeRB, in order to prove Theorem 3.1 it will suffice to prove the following properties:

1. Strong-Feller property. The transition probabilities have a density $p_{t}(x, y)$ which is $\mathcal{C}^{\infty}$ in $(t, x, y)$.
2. Irreducibility. For all $t>0$, and all $x \operatorname{supp} P_{t}(x, \cdot)=X$.
3. Liapunov function. For any $t>0, \theta<\beta_{\min }$, and $E>0$ there exists functions $\kappa(E)=\kappa(E, \theta, t)$ and $b(E)=b(E, \theta, t)$ with $\lim _{E \rightarrow \infty} \kappa(E)=0$ such that

$$
\begin{equation*}
T_{t} W_{\theta}(x) \leq \kappa(E) W_{\theta}(x)+b(E) \mathbf{1}_{G \leq E}(x) \tag{85}
\end{equation*}
$$

### 3.1 Irreducibility

Using the results of Section 6 in [20] we consider the control system

$$
\begin{align*}
\dot{q}_{t} & =p_{t}, \\
\dot{p}_{t} & =-\nabla_{q} V\left(q_{t}\right)-\Lambda^{*} r_{t}, \\
\dot{r}_{t} & =-\gamma r_{t}+\Lambda p_{t}+u_{t} \tag{86}
\end{align*}
$$

where $t \mapsto u_{t} \in \mathbf{R}^{2}$ is a piecewise smooth control. One shows that for this system the set of accessible points from $x$ in time $t$

$$
\begin{equation*}
\overline{A_{t}(x)}=\mathbf{R}^{2 n+2} \tag{87}
\end{equation*}
$$

for any $x \in \mathbf{R}^{2 n+2}$ and any $t>0$.
We will illustrate here how this can be done sketching the proof by for the simpler problem of two oscillators coupled to a single reservoir and by assuming that $\partial_{q} U^{(2)}(q)$ is a diffeomorphism. Our assumption H2 only ensures that the map $\partial_{q} U^{(2)}(q)$ is surjective and that we can find a piecewise smooth right inverse. This is enough to generalize the following argument, but one has to be careful if the initial or final points are one of the points where the right inverse of $\partial_{q} U^{(2)}(q)$ is not smooth. Let us consider the control system

$$
\begin{align*}
\dot{r}_{t} & =-\gamma r_{t}+\lambda p_{1 t}+u_{t} \\
\ddot{q}_{1 t} & =-\partial_{q_{1}} U^{(1)}\left(q_{1 t}\right)-\partial_{q_{1}} U^{(2)}\left(q_{1 t}-q_{2 t}\right)-\lambda r_{t} \\
\ddot{q}_{2 t} & =-\partial_{q_{2}} U^{(1)}\left(q_{2 t}\right)-\partial_{q_{2}} U^{(2)}\left(q_{1 t}-q_{2 t}\right) \tag{88}
\end{align*}
$$

and let us choose arbitrary initial and final conditions

$$
\begin{align*}
& x_{0}=\left(q_{10}, p_{10}, q_{20}, p_{20}, r_{0}\right) \\
& x_{1}=\left(q_{1 t}, p_{1 t}, q_{2 t}, p_{2 t}, r_{t}\right) . \tag{89}
\end{align*}
$$

Since the map $\partial_{q} U^{(2)}(q)$ is a diffeomorphism we first rewrite Eq. (88) as

$$
\begin{align*}
u_{t} & =f_{1}\left(r_{t}, \dot{r}_{t}, \dot{q}_{1 t}\right) \\
r_{t} & =f_{2}\left(q_{1 t}, q_{2 t}, \ddot{q}_{1 t}\right) \\
q_{1 t} & =f_{3}\left(q_{2 t}, \ddot{q}_{2 t}\right) \tag{90}
\end{align*}
$$

for some smooth function $f_{i}$. Then there exists a function $F$ such that

$$
\begin{equation*}
u_{t}=F\left(q_{2 t}, \dot{q}_{2 t}, \cdots, q_{2 t}^{(5)}\right) \tag{91}
\end{equation*}
$$

On the other hand by differentiating repeatedly the equation of motion we find function smooth function $g_{k}$ such that

$$
\begin{equation*}
q_{2 t}^{(k)}=g_{k}\left(q_{1 t}, \dot{q}_{1 t}, q_{2 t}, \dot{q}_{2 t}, r_{t}\right) \tag{92}
\end{equation*}
$$

for $k=0,1,2,3,4$. Let us choose now any curve $q_{2 t}$ which satisfies the boundary conditions

$$
\begin{align*}
& q_{20}^{(k)}=g_{k}\left(q_{10}, \dot{q}_{10}, q_{20}, \dot{q}_{20}, r_{0}\right) \\
& q_{2 t}^{(k)}=g_{k}\left(q_{1 t}, \dot{q}_{1 t}, q_{2 t}, \dot{q}_{2 t}, r_{t}\right) \tag{93}
\end{align*}
$$

We then define the desired control $u_{t}$ by

$$
\begin{equation*}
u_{t}=F\left(q_{2 t}, \dot{q}_{2 t}, \cdots, q_{2 t}^{(5)}\right) \tag{94}
\end{equation*}
$$

which drives the system from $x_{0}$ to $x_{1}$ in time $t$. Since $x_{0}$ and $x_{1}$, and $t$ are arbitrary this proves (87).

### 3.2 Strong Feller Property

We apply Hörmander's Theorem (see Section 7 of [20]) to show that the transition probabilities have a smooth density.

The generator of the Markov process $x(t)$ can be written in the form

$$
\begin{equation*}
L=\sum_{i=1}^{2} X_{i}^{2}+X_{0} \tag{95}
\end{equation*}
$$

with $X_{1}=\partial_{r_{1}} X_{2}=\partial_{r_{n}}$ and

$$
\begin{equation*}
x_{0}=-\gamma r \nabla_{r}+\left(\Lambda p \nabla_{r}-r \Lambda \nabla_{p}\right)+\left(p \nabla_{q}-\left(\nabla_{q} V(q)\right) \nabla_{p}\right), \tag{96}
\end{equation*}
$$

Let us verify that Hörmander condition is satisfied.
The vector fields $X_{i}, i=1,2$ are, up to a constant, $\partial_{r_{i}}, i=1, n$. We have

$$
\begin{aligned}
& {\left[\partial_{r_{1}}, X_{0}\right]=-\gamma \partial_{r_{1}}-\lambda \partial_{p_{1}}} \\
& {\left[\partial_{p_{1}}, X_{0}\right]=\lambda \partial_{r_{1}}+\partial_{q_{1}},}
\end{aligned}
$$

and so we can express the vector fields $\partial_{p_{1}}$ and $\partial_{q_{1}}$ as linear combinations of $X_{1}$, [ $\left.X_{1}, X_{0}\right]$, $\left[\left[X_{1}, X_{0}\right] X_{0}\right]$. Furthermore

$$
\begin{equation*}
\left[\partial_{q_{1}}, X_{0}\right]=\left(\partial^{2} U^{(1)}\left(q_{1}\right)+\partial^{2} U^{(1)}\left(q_{1}-q_{2}\right)\right) \partial_{q_{1}}-\partial^{2} U^{(2)}\left(q_{1}-q_{2}\right) \partial_{p_{2}} \tag{97}
\end{equation*}
$$

If $U^{(2)}$ is strictly convex, $\partial^{2} U^{(2)}\left(q_{1}-q_{2}\right)$ is positive and this gives $\partial_{p_{2}}$ as a linear combination $X_{1},\left[X_{1}, X_{0}\right],\left[\left[X_{1}, X_{0}\right] X_{0}\right]$, and $\left[\left[\left[X_{1}, X_{0}\right] X_{0}\right] X_{0}\right]$. In general case we
use Condition H2: for any $q$, there exists $m>2$ such that $\partial^{m} U^{(2)}(q) \neq 0$ and we consider the commutators

$$
\begin{aligned}
& {\left[\partial_{q_{1}},\left[\cdots,\left[\partial_{q_{1}}, \partial^{2} U^{(2)}\left(q_{1}-q_{2}\right) \partial_{p_{2}}\right]\right]\right]} \\
& \quad=\partial^{m} U^{(2)}\left(q_{1}-q_{2}\right) \partial_{p_{2}}
\end{aligned}
$$

and therefore we can express, at a given point $q, \partial_{p_{2}}$ as a linear combination of commutators.

Proceeding by induction, we obtain, see Corollary 7.2 of [20]
Proposition 3.2. If Condition $\mathbf{H} \mathbf{2}$ is satisfied then the Lie algebra

$$
\begin{equation*}
\left\{X_{i}\right\}_{i=1}^{2}, \quad\left\{\left[X_{i}, X_{i}\right]\right\}_{i, j=0}^{2}, \quad\left\{\left[\left[X_{i}, X_{j}\right], X_{k}\right]\right\}_{i, j, k=0}^{2}, \quad \cdots \tag{98}
\end{equation*}
$$

has rank $\mathbf{R}^{2 n+2}$ at every point $x$. The transition probabilities $P_{t}(x, y)$ have a density $p_{t}(x, y)$ which is $\mathcal{C}^{\infty}$ in $(t, x, y)$.

### 3.3 Liapunov Function

We first consider the question of energy dissipation for the following deterministic equations

$$
\begin{align*}
\dot{q}_{t} & =p_{t} \\
\dot{p}_{t} & =-\nabla_{q} V\left(q_{t}\right)-\Lambda^{*} r_{t} \\
\dot{r}_{t} & =-\gamma r_{t}+\Lambda p_{t} \tag{99}
\end{align*}
$$

obtained from Eq.(69) by setting $\beta_{1}=\beta_{n}=\infty$. This corresponds to an initial condition 0 for the reservoirs. A simple computation shows that the energy $G(p, q, r)$ is non-increasing along the flow $x_{t}=\left(p_{t}, q_{t}, r_{t}\right)$ given by Eq.(99):

$$
\begin{equation*}
\frac{d}{d t} G\left(p_{t}, q_{t}, r_{t}\right)=-\gamma r_{t}^{2} \leq 0 \tag{100}
\end{equation*}
$$

We now show by a scaling argument that for any initial condition with sufficiently high energy, after a small time, a substantial amount of energy is dissipated.

At high energy, the two-body interaction $U^{(2)}$ in the potential dominates the term $U^{(1)}$ since $k_{2} \geq k_{1}$ and so for an initial condition with energy $G(x)=E$, the natural time scale - essentially the period of a single one-dimensional oscillator in the potential $|q|^{k_{2}}$ - is $E^{1 / k_{2}-1 / 2}$. We scale a solution of Eq.(99) with initial energy $E$ as follows

$$
\begin{align*}
& \tilde{p}_{t}=E^{-\frac{1}{2}} p_{E^{\frac{1}{k_{2}}-\frac{1}{2}} t}, \\
& \tilde{q}_{t}=E^{-\frac{1}{k_{2}}} q_{E^{\frac{1}{k_{2}}-\frac{1}{2}} t}, \\
& \tilde{r}_{t}=E^{-\frac{1}{k_{2}}} r_{E^{\frac{1}{k_{2}}-\frac{1}{2}} t} . \tag{101}
\end{align*}
$$

Accordingly the energy scales as $G(p, q, r)=E \tilde{G}_{E}(\tilde{p}, \tilde{q}, \tilde{r})$, where

$$
\begin{aligned}
\tilde{G}_{E}(\tilde{p}, \tilde{q}, \tilde{r}) & =E^{\frac{2}{k_{2}}-1} \frac{\tilde{r}^{2}}{2}+\frac{\tilde{p}^{2}}{2}+\tilde{V}_{E}(\tilde{q}) \\
\tilde{V}_{E}(\tilde{q}) & =\sum_{i=1}^{n} \tilde{U}^{(1)}\left(\tilde{q}_{i}\right)+\sum_{i=1}^{n-1} \tilde{U}^{(2)}\left(\tilde{q}_{i}-\tilde{q}_{i+1}\right) \\
\tilde{U}^{(i)}(\tilde{x}) & =E^{-1} \tilde{U}^{(i)}\left(E^{\frac{1}{k_{2}}} x\right), \quad i=1,2
\end{aligned}
$$

The equations of motion for the rescaled variables are

$$
\begin{align*}
& \dot{\tilde{q}}_{t}=\tilde{p}_{t} \\
& \dot{\tilde{p}}_{t}=-\nabla_{\tilde{q}} \tilde{V}_{E}\left(\tilde{q}_{t}\right)-E^{\frac{2}{k_{2}}-1} \Lambda^{*} r_{t} \\
& \dot{\tilde{r}}_{t}=-E^{\frac{1}{k_{2}}-\frac{1}{2}} \gamma \tilde{r}_{t}+\Lambda \tilde{p}_{t} \tag{102}
\end{align*}
$$

By assumption H1, as $E \rightarrow \infty$ the rescaled energy becomes

$$
\begin{aligned}
& \tilde{G}_{\infty}(\tilde{p}, \tilde{q}, \tilde{r}) \equiv \lim _{E \rightarrow \infty} \tilde{G}_{E}(\tilde{p}, \tilde{q}, \tilde{r}) \\
& =\left\{\begin{array}{ll}
\tilde{p}^{2} / 2+\tilde{V}_{\infty}(\tilde{q}) & k_{1}=k_{2}>2 \text { or } k_{2}>k_{1} \geq 2 \\
\tilde{r}^{2} / 2+\tilde{p}^{2} / 2+\tilde{V}_{\infty}(\tilde{q}) & k_{1}=k_{2}=2
\end{array},\right.
\end{aligned}
$$

where

$$
V_{\infty}(\tilde{q})=\left\{\begin{array}{ll}
\sum a^{(1)}\left|\tilde{q}_{i}\right|^{k_{2}}+\sum a^{(2)}\left|\tilde{q}_{i}-\tilde{q}_{i+1}\right|^{k_{2}} & k_{1}=k_{2} \geq 2  \tag{103}\\
\sum a^{(2)}\left|\tilde{q}_{i}-\tilde{q}_{i+1}\right|^{k_{2}} & k_{2}>k_{1} \geq 2
\end{array} .\right.
$$

The equations of motion scale in this limit to

$$
\begin{align*}
\dot{\tilde{q}}_{t} & =\tilde{p}_{t} \\
\dot{\tilde{p}}_{t} & =-\nabla_{\tilde{q}} \tilde{V}_{\infty}\left(\tilde{q}_{t}\right), \\
\dot{\tilde{r}}_{t} & =\Lambda \tilde{p}_{t} \tag{104}
\end{align*}
$$

in the case $k_{2}>2$, while they scale to

$$
\begin{align*}
\dot{\tilde{q}}_{t} & =\tilde{p}_{t} \\
\dot{\tilde{p}}_{t} & =-\nabla_{\tilde{q}} \tilde{V}_{\infty}\left(\tilde{q}_{t}\right)-\Lambda^{*} \tilde{r}_{t} \\
\dot{\tilde{r}}_{t} & =-\gamma \tilde{r}_{t}+\Lambda \tilde{p}_{t} \tag{105}
\end{align*}
$$

in the case $k_{1}=k_{2}=2$.
Remark 3.3. Had we supposed, instead of H1, that $k_{1}>k_{2}$, then the natural time scale at high energy would be $E^{1 / k_{1}-1 / 2}$. Scaling the variables (with $k_{2}$ replaced by $k_{1}$ ) would yield the limiting Hamiltonian $\tilde{p}^{2} / 2+\sum a^{(1)}\left|\tilde{q}_{i}\right|^{k_{1}}$, i.e., the Hamiltonian of $n$ uncoupled oscillators. So in this case, at high energy, essentially no energy is transmitted through the chain. While this does not necessary preclude the existence of an invariant measure, we expect in this case the convergence to a stationary state to be much slower. In any case even the existence of the stationary state in this case remains an open problem.

Theorem 3.4. Given $\tau>0$ there are constants $c>0$ and $E_{0}<\infty$ such that for any $x$ with $G(x)=E>E_{0}$ and any solution $x(t)$ of Eq.(99) with $x(0)=x$ we have the estimate, for $t_{E}=E^{1 / k_{2}-1 / 2} \tau$,

$$
\begin{equation*}
G\left(x_{t_{E}}\right)-E \leq-c E^{\frac{3}{k_{2}}-\frac{1}{2}} \tag{106}
\end{equation*}
$$

Remark 3.5. In view of Eqs. (106) and (100), this shows that $r$ is at least typically $O\left(E^{1 / k_{2}}\right)$ on the time interval $\left[0, E^{1 / k_{2}-1 / 2} \tau\right]$.
Proof. Given a solution of Eq.(99) with initial condition $x$ of energy $G(x)=E$, we use the scaling given by Eq.(101) and we obtain

$$
\begin{equation*}
G\left(x\left(t_{E}\right)\right)-E=-\gamma \int_{0}^{t_{E}} d t r_{t}^{2}=-\gamma E^{\frac{3}{k_{2}}-\frac{1}{2}} \int_{0}^{\tau} d t \tilde{r}_{t}^{2} \tag{107}
\end{equation*}
$$

where $\tilde{r}_{t}$ is the solution of Eq.(102) with initial condition $\tilde{x}$ of (rescaled) energy $\tilde{G}_{E}(\tilde{x})=1$. By Assumption $\mathbf{H} 2$ we may choose $E_{0}$ so large that for $E>E_{0}$ the critical points of $\tilde{G}_{E}$ are contained in, say, the set $\left\{\tilde{G}_{E} \leq 1 / 2\right\}$.

For a fixed $E$ and $x$ with $G(x)=E$, we show that there is a constant $c_{x, E}>0$ such that

$$
\begin{equation*}
\int_{0}^{\tau} d t \tilde{r}_{t}^{2} \geq c_{\tilde{x}, E} \tag{108}
\end{equation*}
$$

The proof is by contradiction. Suppose that $\int_{0}^{\tau} d t \tilde{r}_{t}^{2}=0$, then we have $\tilde{r}_{t}=0$, for all $t \in[0, \tau]$. From the third equation in (102) we conclude that $\tilde{p}_{1 t}=\tilde{p}_{n t}=0$ for all $t \in[0, \tau]$, and so from the first equation in (102) we see that $\tilde{q}_{1 t}$ and $\tilde{q}_{n t}$ are constant on $[0, \tau]$. The second equation in (102) gives then

$$
\begin{equation*}
0=\dot{\tilde{p}}_{1}(t)=-\partial_{q_{1}} \tilde{V}\left(\tilde{q}_{t}\right)=-\partial_{q_{1}} \tilde{U}^{(1)}\left(\tilde{q}_{1 t}\right)-\partial_{q_{1}} \tilde{U}^{(2)}\left(\tilde{q}_{1 t}-\tilde{q}_{2 t}\right) \tag{109}
\end{equation*}
$$

together with a similar equation for $\dot{\tilde{p}}_{n}$. By our assumption H1 the map $\nabla \tilde{U}^{(2)}$ has a right inverse $g$ which is piecewise smooth thus we obtain

$$
\begin{equation*}
\tilde{q}_{2 t}=\tilde{q}_{1 t}-g\left(\tilde{U}^{(1)}\left(\tilde{q}_{1 t}\right)\right) . \tag{110}
\end{equation*}
$$

Since $\tilde{q}_{1}$ is constant, this implies that $\tilde{q}_{2}$ is also constant on $[0, \tau]$. Similarly we see that $\tilde{q}_{n-1}$ is constant on $[0, \tau]$. Using again the first equation in (102) we obtain now $\tilde{p}_{2 t}=\tilde{p}_{n-1 t}=0$ for all $t \in[0, \tau]$. Inductively one concludes that $\tilde{r}_{t}=0$ implies $\tilde{p}_{t}=0$ and $\nabla_{\tilde{q}} \tilde{V}=0$ and thus the initial condition $\tilde{x}$ is a critical point of $\tilde{G}_{E}$. This contradicts our assumption and Eq. (108) follows.

Now for given $E$, the energy surface $\tilde{G}_{E}$ is compact. Using the continuity of the solutions of O.D.E with respect to initial conditions we conclude that there is a constant $c_{E}>0$ such that

$$
\begin{equation*}
\inf _{\tilde{x} \in\left\{\tilde{G}_{E}=1\right\}} \int_{0}^{\tau} d t \tilde{r}_{t}^{2} \geq c_{E} \tag{111}
\end{equation*}
$$

Finally we investigate the dependence on $E$ of $c_{E}$. We note that for $E=\infty, \tilde{G}_{\infty}$ has a well-defined limit given by Eq.(103) and the rescaled equations of motion, in
the limit $E \rightarrow \infty$, are given by Eqs. (104) in the case $k_{2}>2$ and by Eq. (105) in the case $k_{1}=k_{2}=2$. Except in the case $k_{1}=k_{2}=2$ the energy surface $\left\{\tilde{G}_{\infty}=1\right\}$ is not compact. However, in the case $k_{1}=k_{2}>2$, the Hamiltonian $\tilde{G}_{\infty}$ and the equation of motion are invariant under the translation $r \mapsto r+a$, for any $a \in \mathbf{R}^{2}$. And in the case $k_{2}>k_{1}>2$ the Hamiltonian $\tilde{G}_{\infty}$ and the equation of motion are invariant under the translation $r \mapsto r+a q \mapsto q+b$, for any $a \in \mathbf{R}^{2}$ and $b \in \mathbf{R}^{n}$. The quotient of the energy surface $\left\{\tilde{G}_{\infty}=1\right\}$ by these translation, is compact.

Note that for a given $\tilde{x} \in\left\{\tilde{G}_{\infty}=1\right\}$ a similar argument as above show that $\int_{0}^{\tau} d t(\tilde{r}+a)^{2}>0$, for any $a>0$ and since this integral clearly goes to $\infty$ as $a \rightarrow \infty$ there exists a constant $c_{\infty}>0$ such that

$$
\begin{equation*}
\inf _{\tilde{x} \in\left\{\tilde{G}_{\infty}=1\right\}} \int_{0}^{\tau} \tilde{r}_{t}^{2} d t>c_{\infty} \tag{112}
\end{equation*}
$$

Using again that the solution of O.D.E depends smoothly on its parameters, we obtain

$$
\begin{equation*}
\inf _{E>E_{0}} \inf _{\tilde{x} \in\left\{\tilde{G}_{E}=1\right\}} \int_{0}^{\tau} d t \tilde{r}_{t}^{2}>c \tag{113}
\end{equation*}
$$

This estimate, together with Eq. (107) gives the conclusion of Theorem 3.4.
Next we show, that at sufficiently high energies, the overwhelming majority of the random paths $x_{t}=x_{t}(\omega)$ solving Eqs.(69) follows very closely the deterministic paths $x_{t}^{\text {det }}$ solving Eqs.(99). As a consequence, for most random paths the same amount of energy is dissipated into the reservoirs as for the corresponding deterministic ones. We need the following a priori "no-runaway" bound on the growth of $G\left(x_{t}\right)$.
Lemma 3.6. Let $\theta \leq\left(\max \left\{T_{1}, T_{n}\right\}\right)^{-1}$. Then $\mathbf{E}_{x}\left[\exp \left(\theta G\left(x_{t}\right)\right)\right]$ satisfies the bound

$$
\begin{equation*}
\mathbf{E}_{x}\left[\exp \left(\theta G\left(x_{t}\right)\right)\right] \leq \exp (\gamma \operatorname{Tr}(T) \theta t) \exp (\theta G(x)) \tag{114}
\end{equation*}
$$

Moreover for any $x$ with $G(x)=E$ and any $\delta>0$ we have the estimate

$$
\begin{equation*}
\left.\mathbf{P}_{x}\left\{\sup _{0 \leq s \leq t} G\left(x_{s}\right)\right) \geq(1+\delta) E\right\} \leq \exp (\gamma \operatorname{Tr}(T) \theta t) \exp (-\delta \theta E) \tag{115}
\end{equation*}
$$

Remark 3.7. The lemma shows that for $E$ sufficiently large, with very high probability, $G\left(x_{t}\right)=O(E)$ if $G(x)=E$. The assumption on $\theta$ here arises naturally in the proof, where we need $(1-\theta T) \geq 0$, cf. Eq. (116).
Proof. For $\theta \leq\left(\max \left\{T_{1}, T_{n}\right\}\right)^{-1}$ we have the bound (the generator $L$ is given by Eq. (11))

$$
\begin{align*}
L \exp (\theta G(x)) & =\gamma \theta \exp (\theta G(x))(\operatorname{Tr}(T)-r(1-\theta T) r) \\
& \leq \gamma \theta \operatorname{Tr}(T) \exp (\theta G(x)) \tag{116}
\end{align*}
$$

Then we apply Theorem 5.4 of [20].

We have the following "tracking" estimates to the effect that the random path closely follows the deterministic one at least up to time $t_{E}$ for a set of paths which have nearly full measure. We set $\Delta x_{t} \equiv x_{t}(\omega)-x_{t}^{\mathrm{det}}=\left(\Delta r_{t}, \Delta p_{t}, \Delta q_{t}\right)$ with both $x_{t}(\omega)$ and $x_{t}^{\text {det }}$ having initial condition $x$. Consider the event

$$
\begin{equation*}
S(x, E, t)=\left\{x .(\omega) ; G(x)=E \text { and } \sup _{0 \leq s \leq t} G\left(x_{s}\right)<2 E\right\} \tag{117}
\end{equation*}
$$

By Lemma 3.6, $\mathbf{P}\{S(x, E, t)\} \geq 1-\exp (\gamma \theta \operatorname{Tr}(T) t-\theta E)$.
Proposition 3.8. There exist constants $E_{0}<\infty$ and $c>0$ such that for paths $x_{t}(\omega) \in S\left(x, E, t_{E}\right)$ with $t_{E}=E^{1 / k_{2} /-1 / 2} \tau$ and $E>E_{0}$ we have

$$
\sup _{0 \leq t \leq t_{E}}\left(\begin{array}{l}
\left\|\Delta q_{t}\right\|  \tag{118}\\
\left\|\Delta p_{t}\right\| \\
\left\|\Delta r_{t}\right\|
\end{array}\right) \leq c \sup _{0 \leq t \leq t_{E}}\left\|\sqrt{2 \gamma T} B_{t}(\omega)\right\|\left(\begin{array}{c}
E^{\frac{2}{k_{2}}-1} \\
E^{\frac{1}{k_{2}}-\frac{1}{2}} \\
1
\end{array}\right)
$$

Proof. We write differential equations for $\Delta x_{t}$ again assuming both the random and deterministic paths start at the same point $x$ with energy $G(x)=E$. These equations can be written in the somewhat symbolic form:

$$
\begin{align*}
d \Delta q_{t} & =\Delta p_{t} d t \\
d \Delta p_{t} & =\left(O\left(E^{1-2 / k_{2}}\right) \Delta q_{t}-\Lambda^{*} \Delta r_{t}\right) d t \\
d \Delta r_{t} & =\left(-\gamma \Delta r_{t}+\Lambda \Delta p_{t}\right) d t+\sqrt{2 \gamma T} d B_{t} \tag{119}
\end{align*}
$$

The $O\left(E^{1-2 / k_{2}}\right)$ coefficient refers to the difference between forces, $-\nabla_{q} V(\cdot)$ evaluated at $x_{t}(\omega)$ and $x_{t}^{\mathrm{det}}$; we have that $G\left(x_{t}\right) \leq 2 E$, so that $\nabla_{q} V\left(q_{t}(\omega)\right)-$ $\nabla_{q} V\left(q_{t}^{\mathrm{det}}\right)=O\left(\partial^{2} V\right) \Delta q_{t}=O\left(E^{1-2 / k_{2}}\right) \Delta q_{t}$. For later purposes we pick a constant $c^{\prime}$ so large that

$$
\begin{equation*}
\rho=\rho(x)=c^{\prime} E^{1-\frac{2}{k_{2}}} \geq \sup _{i} \sum_{j} \sup _{\{q: V(q) \leq 2 E\}}\left|\frac{\partial^{2} V(q)}{\partial q_{i} \partial q_{j}}\right| \tag{120}
\end{equation*}
$$

for all sufficiently large $E$.
In order to estimate the solutions of Eqs. (119), we consider the $3 \times 3$ matrix which bounds the coefficients in this system, and which is given by

$$
M=\left(\begin{array}{lll}
0 & 1 & 0  \tag{121}\\
\rho & 0 & \lambda \\
0 & \lambda & \gamma
\end{array}\right)
$$

We have the following estimate on powers of $M$; For $\Delta X^{(0)}=(0,0,1)^{T}$, we set $\Delta X^{(m)} \equiv M^{m} \Delta X^{(0)}$. For $\alpha=\max (1, \gamma+\lambda)$, we obtain $\Delta X^{(1)} \leq \alpha(0,1,1)^{T}$, $\Delta X^{(2)} \leq \alpha^{2}(1,1,1)^{T}$, and, for $m \geq 3$,

$$
\Delta X^{(m)} \equiv\left(\begin{array}{c}
u^{(m)} \\
v^{(m)} \\
w^{(m)}
\end{array}\right) \leq \alpha^{m} 2^{m-2}\left(\begin{array}{c}
\rho^{\frac{m-2}{2}} \\
\rho^{\frac{m-1}{2}} \\
\rho^{\frac{m-2}{2}}
\end{array}\right)
$$

where the inequalities are componentwise. From this we obtain the bound

$$
e^{t M}\left(\begin{array}{l}
0  \tag{122}\\
0 \\
1
\end{array}\right) \leq\left(\begin{array}{c}
\frac{1}{2}(\alpha t)^{2} e^{\sqrt{\rho} 2 \alpha t} \\
\alpha t e^{\sqrt{\rho} 2 \alpha t} \\
1+\alpha t+\frac{1}{2}(\alpha t)^{2} e^{\sqrt{\rho} 2 \alpha t}
\end{array}\right)
$$

If $0 \leq t \leq t_{E}$ we have $\sqrt{\rho} t<\sqrt{c^{\prime}}$. Then the exponentials in the above equation are bounded, and

$$
e^{t M}\left(\begin{array}{l}
0  \tag{123}\\
0 \\
1
\end{array}\right) \leq c\left(\begin{array}{c}
1 / \rho \\
1 / \sqrt{\rho} \\
1
\end{array}\right)
$$

for some constant $c$.
Returning now to the original differential equation system Eq.(119), we write this equation in the usual integral equation form:

$$
\begin{gather*}
\left(\begin{array}{c}
\Delta q_{t} \\
\Delta p_{t} \\
\Delta r_{t}
\end{array}\right)=\int_{0}^{t}\left(\begin{array}{c}
\Delta p_{s} \\
-\nabla_{q} V\left(q_{s}(\omega)\right) d s+\nabla_{q} V\left(q_{s}^{\mathrm{det}}\right)-\Gamma^{*} \Delta r_{s} \\
-\gamma \Delta r_{s}+\Lambda \Delta p_{s}
\end{array}\right) d s \\
 \tag{124}\\
+\left(\begin{array}{c}
0 \\
0 \\
\sqrt{2 \gamma T} B_{t}
\end{array}\right) .
\end{gather*}
$$

From this we obtain the bound

$$
\left(\begin{array}{l}
\left\|\Delta q_{t}\right\|  \tag{125}\\
\left\|\Delta p_{t}\right\| \\
\left\|\Delta r_{t}\right\|
\end{array}\right) \leq \int_{0}^{t} M\left(\begin{array}{l}
\left\|\Delta q_{t}\right\| \\
\left\|\Delta p_{t}\right\| \\
\left\|\Delta r_{t}\right\|
\end{array}\right) d s+\left(\begin{array}{c}
0 \\
0 \\
B_{\max }
\end{array}\right),
$$

where $M$ is given by Eq.(121), and $B_{\max }=\sup _{t \leq t_{E}}\left\|\sqrt{2 \gamma T} B_{t}\right\|$. Note that the solution of the integral equation

$$
\Delta X_{t}=\int_{0}^{t} d s M \Delta X_{s}+\left(\begin{array}{c}
0  \tag{126}\\
0 \\
B_{\max }
\end{array}\right)
$$

is $\Delta X_{t}=\exp (t M)\left(0,0, B_{\max }\right)^{T}$. We can solve both Eq. (124) and Eq. (126) by iteration. Let $\Delta x_{m s}, \Delta X_{m s}$ denote the respective $m^{t h}$ iterates (with $\Delta x_{0 s}=$ $\left(0,0, \sqrt{2 \gamma T} B_{s}\right)^{T}$, and $\left.\Delta X_{0 s}=\left(0,0, B_{\max }\right)^{T}, 0 \leq s \leq t_{E}\right)$. The $\Delta X_{m}$ 's are monotone increasing in $m$. Then it is easy to see that

$$
\left(\begin{array}{l}
\left\|\Delta q_{m t}\right\|  \tag{127}\\
\left\|\Delta p_{m t}\right\| \\
\left\|\Delta r_{m t}\right\|
\end{array}\right) \leq \Delta X_{m t} \leq \Delta X_{t}
$$

for each iterate. By Eqs.(122), (123), and the definition of $\rho$ the conclusion Eq. (118) follows.

As a consequence of Theorem 3.4 and Proposition 3.8 we obtain

Corollary 3.9. Let $\Omega(E)=E^{\alpha}$ with $\alpha<1 / k_{2}$ and assume that $B_{t}$ is such that $\sup _{0 \leq t \leq t_{E}}\left\|\sqrt{2 \gamma T} B_{t}\right\| \leq \Omega(E)$ and $x .(\omega) \in S\left(x, E, t_{E}\right)$. Then there are constants $c>\overline{0}$ and $E_{0}<\infty$ such that all paths $x_{t}(\omega)$ with initial condition $x$ with $G(x)=$ $E>E_{0}$ satisfy the bound

$$
\begin{equation*}
\int_{0}^{t_{E}} r_{s}^{2} d s \geq c E^{\frac{3}{k_{2}}-\frac{1}{2}} \tag{128}
\end{equation*}
$$

Remark 3.10. For large energy $E$, paths not satisfying the hypotheses of the corollary have measure bounded by

$$
\begin{align*}
& \mathbf{P}_{x}\left\{\sup _{0 \leq s \leq t_{E}}\left\|\sqrt{2 \gamma T} B_{s}\right\|>\Omega(E)\right\}+\mathbf{P}\left\{S\left(x, E, t_{E}\right)^{C}\right\} \\
& \leq \frac{a}{2} \exp \left(-\frac{\Omega(E)^{2}}{b \gamma T_{\max } t_{E}}\right)+\exp \left(\theta\left(\gamma \operatorname{Tr}(T) t_{E}-E\right)\right) \\
& \leq a \exp \left(-\frac{\Omega(E)^{2}}{b \gamma T_{\max } t_{E}}\right) \tag{129}
\end{align*}
$$

where $a$ and $b$ are constants which depend only on the dimension of $\omega$. Here we have used the reflection principle to estimate the first probability and Eq. (115) and the definition of $S$ to estimate the second probability. For $E$ large enough, the second term is small relative to the first.

Proof: It is convenient to introduce the $L^{2}$-norm on functions on $[0, t],\|f\|_{t} \equiv$ $\left(\int_{0}^{t}\left\|f_{s}\right\|^{2} d s\right)^{1 / 2}$. By Theorem 3.4, there are constants $E_{1}$ and $c_{1}$ such that for $E>E_{1}$ the deterministic paths $x_{s}^{\text {det }}$ satisfy the bound

$$
\begin{equation*}
\left\|r^{\mathrm{det}}\right\|_{t_{E}}^{2}=\int_{0}^{t_{E}}\left(r_{s}^{\mathrm{det}}\right)^{2} d s \geq c_{1} E^{\frac{3}{k_{2}}-\frac{1}{2}} \tag{130}
\end{equation*}
$$

By Proposition 3.8, there are constants $E_{2}$ and $c_{2}$ such that $\left\|\Delta r_{s}\right\| \leq c_{2} \Omega(E)$, uniformly in $s, 0 \leq s \leq t_{E}$, and uniformly in $x$ with $G(x)>E_{2}$. So we have

$$
\begin{equation*}
\|r\|_{t_{E}} \geq\left\|r^{\operatorname{det}}\right\|_{t_{E}}-\|\Delta r\|_{t_{E}} \geq\left(c_{1} E^{\frac{3}{k_{2}}-\frac{1}{2}}\right)^{1 / 2}-c_{2} \Omega(E)\left(E^{\frac{1}{k_{2}}-\frac{1}{2}}\right)^{1 / 2} \tag{131}
\end{equation*}
$$

But the last term is $O\left(E^{\alpha-1 / 4+1 / 2 k_{2}}\right)$, which is of lower order than the first since $\alpha<1 / k_{2}$, so the corollary follows, for an appropriate constant $c$ and $E$ sufficiently large.

With these estimates we now prove the existence of a Liapunov function.
Theorem 3.11. Let $t>0$ and $\theta<\beta_{\mathrm{min}}$. Then there are functions $\kappa(E)=$ $\kappa(E, t, \theta)<1$ and $b(E)=b(E, t, \theta)<\infty$ such that

$$
\begin{equation*}
T_{t} W_{\theta}(x) \leq \kappa(E) W_{\theta}(x)+b(E) \mathbf{1}_{\{G \leq E\}}(x) . \tag{132}
\end{equation*}
$$

The function $\kappa(E)$ satisfies the bound

$$
\begin{equation*}
\kappa(E) \leq A \exp \left(-B E^{2 / k_{2}}\right), \tag{133}
\end{equation*}
$$

for some constants $A$ and $B$.
Proof. For any compact set $U$ and for any $t, T^{t} \exp (\theta G)(x)$ is a bounded function on $U$, uniformly on $[0, t]$. So, in order to prove Eq.(132), we only have to prove that there exist a compact set $U$ and $\kappa<1$ such that

$$
\begin{equation*}
\sup _{x \in U^{\mathrm{C}}} \mathbf{E}_{x}\left[\exp \left(\theta\left(G\left(x_{t}\right)-G(x)\right)\right)\right] \leq \kappa<1 \tag{134}
\end{equation*}
$$

Using Ito's Formula to compute $G\left(x_{t}\right)-G(x)$ in terms of a stochastic integral we obtain

$$
\begin{align*}
& \mathbf{E}_{x}\left[\exp \left(\theta\left(G\left(x_{t}\right)-G(x)\right)\right)\right] \\
& =\exp (\theta \gamma \operatorname{tr}(T) t) \mathbf{E}_{x}\left[\exp \left(-\theta \int_{0}^{t} \gamma r_{s}^{2} d s+\theta \int_{0}^{t} \sqrt{2 \gamma T} r_{s} d B_{s}\right)\right] \tag{135}
\end{align*}
$$

For any $\theta<\beta_{\text {min }}$, we choose $p>1$ such that $\theta p<\beta_{\text {min }}$. Using Hölder inequality we obtain,

$$
\begin{aligned}
& \mathbf{E}_{x} {\left[\exp \left(-\theta \int_{0}^{t} \gamma r_{s}^{2} d s+\theta \int_{0}^{t} \sqrt{2 \gamma T} r_{s} d B_{s}\right)\right] } \\
&=\mathbf{E}_{x} {\left[\exp \left(-\theta \int_{0}^{t} \gamma r_{s}^{2} d s+\frac{p \theta^{2}}{2} \int_{0}^{t}\left(\sqrt{2 \gamma T} r_{s}\right)^{2} d s\right) \times\right.} \\
&\left.\times \exp \left(-\frac{p \theta^{2}}{2} \int_{0}^{t}\left(\sqrt{2 \gamma T} r_{s}\right)^{2} d s+\theta \int_{0}^{t} \sqrt{2 \gamma T} r_{s} d B_{s}\right)\right] \\
& \leq \mathbf{E}_{x}\left[\exp \left(-q \theta \int_{0}^{t} \gamma r_{s}^{2} d s+\frac{q p \theta^{2}}{2} \int_{0}^{t}\left(\sqrt{2 \gamma T} r_{s}\right)^{2} d s\right)\right]^{1 / q} \times \\
& \times \mathbf{E}_{x}\left[\exp \left(-\frac{p^{2} \theta^{2}}{2} \int_{0}^{t}\left(\sqrt{2 \gamma T} r_{s}\right)^{2} d s+\theta p \int_{0}^{t} \sqrt{2 \gamma T} r_{s} d B_{s}\right)\right]^{1 / p} \\
&=\mathbf{E}_{x}\left[\exp \left(-q \theta \int_{0}^{t} \gamma r_{s}^{2} d s+\frac{q p \theta^{2}}{2} \int_{0}^{t}\left(\sqrt{2 \gamma T} r_{s}\right)^{2} d s\right)\right]^{1 / q} .
\end{aligned}
$$

Here, in the next to last line, we have used Girsanov theorem and so the second expectation is equal to 1 . Finally we obtain the bound

$$
\begin{align*}
& \mathbf{E}_{x}\left[\exp \left(\theta\left(G\left(x_{t}\right)-G(x)\right)\right)\right] \\
\leq & \exp (\theta \gamma \operatorname{tr}(T) t) \mathbf{E}_{x}\left[\exp \left(-q \theta\left(1-p \theta T_{\max }\right) \int_{0}^{t} \gamma r_{s}^{2} d s\right)\right]^{1 / q} \tag{136}
\end{align*}
$$

In order to proceed we need to distinguish two cases according if $3 / k_{2}-1 / 2>0$ or $3 / k_{2}-1 / 2 \leq 0$ (see Corollary 3.9 ). In the first case we let $E_{0}$ be defined by
$t=E_{0}^{1 / k_{2}-1 / 2} \tau$. For $E>E_{0}$ we break the expectation Eq. (136) into two parts according to whether the paths satisfy the hypotheses of Corollary 3.9 or not. For the first part we use Corollary 3.9 and that $\int_{0}^{t} r_{s}^{2} d s \geq \int_{0}^{t_{E}} r_{s}^{2} \geq c E^{3 / k_{2}-1 / 2}$; for the second part we use estimate (129) in Remark 3.10 on the probability of unlikely paths together with the fact that the exponential under the expectation in Eq. (136) is bounded by 1 . We obtain for all $x$ with $G(x)=E>E_{0}$ the bound

$$
\begin{align*}
& \mathbf{E}_{x}\left[\exp \left(\theta\left(G\left(x_{t}\right)-G(x)\right)\right)\right] \leq \exp \left(\theta \gamma \operatorname{tr}(T) t_{E_{0}}\right) \times \\
& \quad \times\left[\exp \left(-q \theta\left(1-p \theta T_{\max }\right) c E^{\frac{3}{k_{2}}-\frac{1}{2}}\right)+a \exp \left(-\frac{\Omega(E)^{2} \theta_{0}}{b \gamma t_{E}}\right)\right]^{1 / q} . \tag{137}
\end{align*}
$$

Choosing the set $U=\left\{x ; G(x) \leq E_{1}\right\}$ with $E_{1}$ large enough we can make the term in Eq. (137) as small as we want.

If $3 / k_{2}-1 / 2 \leq 0$, for a given $t$ and a given $x$ with $G(x)=E$ we split the time interval $[0, t]$ into $E^{1 / 2-1 / k_{2}}$ pieces $\left[t_{j}, t_{j+1}\right]$, each one of size of order $E^{1 / k_{2}-1 / 2} t$. For the "good" paths, i.e., for the paths $x_{t}$ which satisfy the hypotheses of Corollary 3.9 on each time interval $\left[t_{j}, t_{j+1}\right]$, the tracking estimates of Proposition 3.8 imply that $G\left(x_{t}\right)=O(E)$ for $t$ in each interval. Applying Corollary 3.9 and using that $G\left(x_{t_{j}}\right)=O(E)$ we conclude that $\int_{0}^{t} r_{s}^{2} d s$ is at least of order $E^{3 / k_{2}-1 / 2} \times E^{1 / 2-1 / k_{2}}=E^{2 / k_{2}}$. The probability of the remaining paths can be estimated, using Eq. (129), not to exceed

$$
\begin{equation*}
1-\left(1-a \exp \left(-\frac{\Omega_{\max }^{2} \theta_{0}}{b \gamma t_{E}}\right)\right)^{E^{\frac{1}{2}-\frac{1}{k_{2}}} . . . . ~} \tag{138}
\end{equation*}
$$

The remainder of the argument is essentially as above, Eq. (137) and this concludes the proof of Theorem 3.11.

## 4 Heat Flow and Entropy Production

In this section we study some thermodynamical properties of the stationary distribution. Most interesting is the case where the temperatures of the two reservoirs are different, we expect then to have heat (i.e., energy) flowing through the system from the hot reservoir into the cold one. Very little is known about the properties of systems in a nonequilibrium stationary state. The Kubo formula and Onsager reciprocity relations are such properties which are known to hold near equilibrium (i.e., if the temperatures of the reservoirs are close). In the recent years a new general fact about nonequilibrium has been discovered, the so-called Gallavotti-Cohen fluctuation Theorem. It asserts that the fluctuation of the ergodic mean of the entropy production has a certain symmetry. This symmetry can be seen as a generalization of Kubo formula and Onsager reciprocity relations to situations far from equilibrium. It has been discovered in numerical experiments in [8]. As a theorem it has
been proved for Anosov maps [11], these deterministic systems are used to model nonequilibrium systems with reservoirs described by non-Hamiltonian deterministic forces (the so-called Gaussian thermostat). The fluctuation theorem has been formulated and extended to Markov process in $[15,16,18]$ and proved for simple systems like Markov chains with a finite state space or non-degenerate diffusions.

We will prove this fluctuation theorem for our model. Both the degeneracy of the Markov process and the non-compactness of the phase space are the technical difficulties which have to be overcome. Our model is the first model which is completely derived from first principles (it is Hamiltonian to start with) and for which the fluctuation theorem can be proved.

To define the heat flow and the entropy production we write the energy of the chain $H$ as a sum of local energies $H=\sum_{i=1}^{n} H_{i}$ where

$$
\begin{align*}
& H_{1}=\frac{p_{1}^{2}}{2}+U^{(1)}\left(q_{1}\right)+\frac{1}{2} U^{(2)}\left(q_{1}-q_{1}\right) \\
& H_{i}=\frac{p_{i}^{2}}{2}+U^{(1)}\left(q_{i}\right)+\frac{1}{2}\left(U^{(2)}\left(q_{i-1}-q_{i}\right)+U^{(2)}\left(q_{i}-q_{i+1}\right)\right)  \tag{139}\\
& H_{n}=\frac{p_{n}^{2}}{2}+U^{(1)}\left(q_{n}\right)+\frac{1}{2} U^{(2)}\left(q_{n}-q_{n-1}\right)
\end{align*}
$$

Using Ito's Formula one finds

$$
\begin{equation*}
d H_{i}\left(x_{t}\right)=\left(\Phi_{i-1}\left(x_{t}\right)-\Phi_{i}\left(x_{t}\right)\right) d t \tag{140}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi_{0} & =-\lambda r_{1} p_{1} \\
\Phi_{i} & =\frac{\left(p_{i}+p_{i+1}\right)}{2} \partial_{q} U^{(2)}\left(q_{i}-q_{i+1}\right)  \tag{141}\\
\Phi_{n} & =\lambda r_{n} p_{n}
\end{align*}
$$

It is natural interpret $\Phi_{i}, i=1, \cdots, n-1$ as the heat flow from the $i^{t h}$ to the $(i+1)^{t h}$ particle, $\Phi_{0}$ as the flow from the left reservoir into the chain, and $\Phi_{n}$ as the flow from the chain into the right reservoir. We define corresponding entropy productions by

$$
\begin{equation*}
\sigma_{i}=\left(\beta_{n}-\beta_{1}\right) \Phi_{i} \tag{142}
\end{equation*}
$$

There are other possible definitions of heat flows and corresponding entropy production that one might want to consider. One might, for example, consider the flows at the boundary of the chains, and define $\sigma_{b}=\beta_{1} \Phi_{0}-\beta_{n} \Phi_{n}$. Also our choice of local energy is somewhat arbitrary, other choices are possible but this does not change the subsequent analysis. Our results on the heat flow are summarized in

## Theorem 4.1. : Entropy production

(a) Positivity of entropy production. The expectation of the entropy production $\sigma_{j}$ in the stationary state is independent of $j$ and nonnegative

$$
\begin{equation*}
\int \sigma_{j} d \mu \geq 0 \tag{143}
\end{equation*}
$$

and it is positive away from equilibrium

$$
\begin{equation*}
\int \sigma_{j} d \mu=0 \quad \text { if and only if } \quad \beta_{1}=\beta_{n} \tag{144}
\end{equation*}
$$

(b) Large deviations and fluctuation theorem. The ergodic averages

$$
\begin{equation*}
\bar{\sigma}_{j}^{t} \equiv \frac{1}{t} \int_{0}^{t} \sigma_{j}\left(x_{s}\right) \tag{145}
\end{equation*}
$$

satisfy the large deviation principle: There exist a neighborhood $O$ of the interval $\left[-\int \sigma_{j} d \mu, \int \sigma_{j} d \mu\right]$ and a rate function $e(w)$ (both are independent of $j$ ) such that for all intervals $[a, b] \subset O$ we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty}-\frac{1}{t} \log \mathbf{P}_{x}\left\{\bar{\sigma}_{j}^{t} \in[a, b]\right\}=\inf _{w \in[a, b]} e(w) \tag{146}
\end{equation*}
$$

The rate function $e(w)$ satisfy the relation

$$
\begin{equation*}
e(w)-e(-w)=-w \tag{147}
\end{equation*}
$$

i.e., the odd part of e is linear with slope $-1 / 2$.
(c) Kubo formula and central limit theorem. Let us introduce the parameters $\beta=$ $\left(\beta_{1}+\beta_{n}\right) / 2$ and $\eta=\beta_{n}-\beta_{1}$. We have

$$
\begin{equation*}
\left.\frac{\partial}{\partial \eta}\left(\int \phi_{j} d \mu\right)\right|_{\eta=0}=\int_{0}^{\infty}\left(\int\left(T_{t}^{\mathrm{eq}} \phi_{j}\right) \phi_{j} d \mu^{\mathrm{eq}}\right) d s \tag{148}
\end{equation*}
$$

where $\mu^{\mathrm{eq}}$ is the Gibbs stationary distribution at equilibrum (see Eq. (75)) and $T_{t}^{\mathrm{eq}}$ is the semigroup at equilibrium. Moreover, if we consider the fluctuations of the heat flow at equilibrium, they satisfy a central limit theorem

$$
\begin{equation*}
\mathbf{P}_{x}\left\{a<\frac{1}{\sqrt{\kappa^{2} t}} \int_{0}^{t} \Phi_{j}\left(x_{s}\right) d s<b\right\} \longrightarrow \frac{1}{\sqrt{2 \pi}} \int_{a}^{b} \exp \left(-\frac{y^{2}}{2}\right) d y \tag{149}
\end{equation*}
$$

as $t \rightarrow \infty$, the constant $\kappa^{2}$ is positive, independent of $j$, and is given by

$$
\begin{equation*}
\kappa^{2}=\int_{0}^{\infty}\left(\int \Phi_{j}(x) T_{s}^{\mathrm{eq}} \Phi_{j}(x) \mu(d x)\right) d s \tag{150}
\end{equation*}
$$

Loosely speaking the fluctuation theorem has the following interpretation,

$$
\begin{equation*}
\frac{\mathbf{P}_{x}\left\{\bar{\sigma}_{j}^{t} \approx a\right\}}{\mathbf{P}_{x}\left\{\bar{\sigma}_{j}^{t} \approx-a\right\}} \approx e^{t a} \tag{151}
\end{equation*}
$$

in other words this gives a bound on the probability to observe a fluctuation of the entropy production which would give rise to a energy flow from the cold reservoir to the hot reservoir (i.e., a "violation" of the second law of thermodynamics). As we will see the Kubo formula is a consequence of the fluctuation theorem and thus we can also view the fluctuation theorem as a generalization of Kubo formula to large fields. We will elaborate on this interpretation later.

### 4.1 Positivity of entropy production

Let us consider the functions $R_{j}$ given by

$$
\begin{equation*}
R_{j}=\beta_{1}\left(\frac{r_{1}^{2}}{2}+\sum_{k=1}^{j} H_{k}(p, q)\right)+\beta_{n}\left(\sum_{k=j+1}^{n} H_{k}(p, q)+\frac{r_{n}^{2}}{2}\right) \tag{152}
\end{equation*}
$$

so that $\exp \left(-R_{j}\right)$ is a kind of "two-temperatures" Gibbs state. We also denote by $J$ the time reversal operator which changes the sign of the momenta of all particles $J f(p, q, r)=f(-p, q, r)$.

The following identities can be regarded as operator identities on $\mathcal{C}^{\infty}$ functions. That the left and right side of Eq. (154) actually generate semigroups for some non trivial domain of $\alpha$ is a non trivial result which we will discuss later.

Lemma 4.2. Let us consider $e^{R_{i}}$ and $e^{-R_{i}}$ as multiplication operators. Then we have the operator identities

$$
\begin{equation*}
e^{R_{i}} J L^{*} J e^{-R_{i}}=L-\sigma_{i} \tag{153}
\end{equation*}
$$

and also for any constant $\alpha$

$$
\begin{equation*}
e^{R_{i}} J\left(L^{*}-\alpha \sigma_{i}\right) J e^{-R_{i}}=L-(1-\alpha) \sigma_{i} \tag{154}
\end{equation*}
$$

Proof. We write the generator $L$ as $L=L_{0}+L_{1}$ with

$$
\begin{align*}
& L_{0}=\gamma\left(\nabla_{r} T \nabla_{r}-r \nabla_{r}\right)  \tag{155}\\
& L_{1}=\left(\Lambda p \nabla_{r}-r \Lambda \nabla_{p}\right)+\left(p \nabla_{q}-\left(\nabla_{q} V(q)\right) \nabla_{p}\right) \tag{156}
\end{align*}
$$

Since $L_{1}$ is a first order differential operator we have

$$
\begin{equation*}
e^{-R_{i}} L_{1} e^{R_{i}}=L_{1}+L_{1} R_{i}=L_{1}+\sigma_{i} \tag{157}
\end{equation*}
$$

Using that $\nabla_{r} R_{i}=T^{-1} r$ we obtain

$$
\begin{aligned}
e^{-R_{i}} L_{0} e^{R_{i}} & =e^{-R_{i}} \gamma\left(\nabla_{r}-T^{-1} r\right) T \nabla_{r} e^{R_{i}} \\
& =\gamma \nabla_{r} T\left(\nabla_{r}+T^{-1} r\right)=L_{0}^{*}
\end{aligned}
$$

This gives

$$
\begin{equation*}
e^{-R_{i}} L e^{R_{i}}=L_{0}^{*}+L_{1}+\sigma_{i}=J L^{*} J+\sigma_{i} \tag{158}
\end{equation*}
$$

which is Eq. (153). Since $J \sigma_{i} J=-\sigma_{i}$, Eq. (154) follows immediately from Eq. (153).

Proof of Theorem 4.1 (a): We write the positive density $\rho(x)$ of $\mu(d x)=\rho(x) d x$ as

$$
\begin{equation*}
\rho=J e^{-R_{j}} e^{-F_{j}} \tag{159}
\end{equation*}
$$

Let $L^{\dagger}$ denote the adjoint of $L$ on $L^{2}(\mu)$, it is given by $L^{\dagger}=\rho^{-1} L^{*} \rho$ and using Eq. (153) a simple computation shows that

$$
\begin{align*}
J L^{d} \text { agger } & =e^{F_{j}}\left(L-\sigma_{j}\right) e^{-F_{j}} \\
& \left.=L-\sigma_{j}-\left(L F_{j}\right)-2\left(T \nabla_{r} F_{j}\right) \nabla_{r}+\left|T^{1 / 2} \nabla_{r} F_{j}\right|^{2}\right) \tag{160}
\end{align*}
$$

It is easy to see that the operator $J L^{\dagger} J$ satisfies $J L^{\dagger} J 1=0$ and so applying the Eq. (160) to the constant function we find

$$
\begin{equation*}
\sigma_{j}=\left|T^{1 / 2} \nabla F_{j}\right|^{2}-L F_{i} \tag{161}
\end{equation*}
$$

The first term is obviously positive while the expectation of the second term in the stationary state vanishes and so we obtain Eq. (143).

In order to prove positivity of the entropy production, we will make a proof by contradiction. Let us suppose that $\beta_{1} \neq \beta_{n}$ and that $\int \sigma_{i}(x) \mu(d x)=0$. Since all $\sigma_{i}$ have the same stationary value, it is enough to consider one of them and we choose $\sigma_{0}=\left(\beta_{1}-\beta_{n}\right) \lambda p_{1} r_{1}$. The assumption implies that $\int\left|T^{1 / 2} \nabla_{r} F_{0}\right|^{2} \mu(d x)=0$. Since $\rho$ is positive, this means that $\nabla_{r} F_{0}=0$, and therefore $F_{0}$ does not depend on the $r$ variables. From Eq. (161) we obtain

$$
\begin{equation*}
\sigma_{0}=-L F_{0} \tag{162}
\end{equation*}
$$

Using the definition of $L$ and $\sigma_{0}$ and the fact that $F_{0}$ does not depend on $r$, we obtain the equation

$$
0=\left(p \cdot \nabla_{q} \varphi-\left(\nabla_{q} V\right) \cdot \nabla_{p}\right) F_{0}+\lambda r_{1} \partial_{p_{1}} F_{0}+\lambda r_{n} \partial_{p_{n}} F_{0}=\left(\beta_{n}-\beta_{1}\right) \lambda r_{1} p_{1} .
$$

Since $F_{0}$ does not depend on $r$ we get the sytem of equations

$$
\begin{align*}
\left(p \nabla_{q}-\left(\nabla_{q} V\right) \nabla_{p}\right) F_{0} & =0, \\
\partial_{p_{1}} F_{0} & =\left(\beta_{n}-\beta_{1}\right) p_{1}, \\
\partial_{p_{n}} F_{0} & =0 . \tag{163}
\end{align*}
$$

We will show that this system of linear equations has no solution unless $\beta_{1}=\beta_{n}$. To see this we consider the system of equations

$$
\begin{align*}
\left(p \nabla_{q}-\left(\nabla_{q} V\right) \nabla_{p}\right) F_{0} & =0 \\
\partial_{p_{1}} F_{0} & =\left(\beta_{n}-\beta_{1}\right) p_{1} \tag{164}
\end{align*}
$$

This system has a solution which is given by $\left(\beta_{n}-\beta_{1}\right) H(q, p)$. We claim that this the unique solution (up to an additive constant) of Eq. (164). If this holds true, then the only solution of Eq. (163) is given by $\left(\beta_{n}-\beta_{1}\right) H(q, p)$ and this is incompatible with the third equation in (163) when $\beta_{1} \neq \beta_{n}$.

Since Eq. (164) is a linear inhomogeneous equation, it is enough to show that the only solutions of the homogeneous equation

$$
\begin{align*}
\left(p \nabla_{q}-\left(\nabla_{q} V\right) \nabla_{p}\right) F_{0} & =0, \\
\partial_{p_{1}} F_{0} & =0 . \tag{165}
\end{align*}
$$

are the constant functions. Since $\partial_{p_{1}} F_{0}=0, F_{0}$ does not depend on $p_{1}$, we conclude that the first equation in (165) reads

$$
\begin{equation*}
p_{1} \partial_{q_{1}} F_{0}+f_{1}\left(q_{1}, \ldots, q_{n}, p_{2}, \ldots p_{n}\right)=0 \tag{166}
\end{equation*}
$$

where $f_{1}$ does not depend on the variable $p_{1}$. Thus we see that $\partial_{q_{1}} F_{0}=0$ and therefore $F_{0}$ does not depend on the variable $q_{1}$ either. By the first equation in (165) we now get

$$
\begin{equation*}
\left(\partial_{q_{1}} U^{(2)}\left(q_{1}-q_{2}\right)\right) \partial_{p_{2}} F_{0}+f_{2}\left(q_{2}, \ldots, q_{n}, p_{2}, \ldots, p_{n}\right)=0 \tag{167}
\end{equation*}
$$

where $f_{2}$ does not depend on $p_{1}$ and $q_{1}$. By condition $\mathbf{H} \mathbf{2}$ we see that $\partial_{p_{2}} \varphi=0$ and hence $f$ does not depend on $p_{2}$. Iterating the above procedure we find that the only solutions of (165) are the constant functions.

As a consequence, the stationary state $\mu=\mu_{\beta_{1}, \beta_{n}}$ sustains a non-vanishing heat flow in the direction from the hotter to the colder reservoir. Of course if $\beta_{1}=\beta_{n}$ the heat flow vanishes since $\Phi_{j}$ is an odd function of $p$ and the density of the stationary distribution is even in $p$.

### 4.2 Fluctuation theorem

Let us consider now the part (b) of Theorem 4.1. Let us first give an outline of the proof. To study the large deviations of $t^{-1} \int_{0}^{t} \sigma_{i}\left(x_{s}\right) d s$ one considers moment generating function

$$
\begin{equation*}
\Gamma_{x}^{j}(t, \alpha)=\mathbf{E}_{x}\left[e^{-\alpha \int_{0}^{t} \sigma_{j}\left(x_{s}\right) d s}\right] \tag{168}
\end{equation*}
$$

A formal application of Feynman-Kac formula gives

$$
\begin{equation*}
\frac{d}{d t} \mathbf{E}_{x}\left[e^{-\alpha \int_{0}^{t} \sigma_{j}\left(x_{s}\right) d s} f\left(x_{t}\right)\right]=\left(L-\alpha \sigma_{j}\right)\left[e^{-\alpha \int_{0}^{t} \sigma_{j}\left(x_{s}\right) d s} f\left(x_{t}\right)\right] \tag{169}
\end{equation*}
$$

but since is $\sigma_{j}$ is not a bounded function, it is not clear that the expectation $\Gamma_{x}^{j}(t, \alpha)$ is even well defined. We will show below that there exists a neighborhood $O$ of the interval $[0,1]$ such that $\Gamma_{x}^{j}(t, \alpha)$ is well defined if $\alpha \in O$. We denote then $T_{t}^{(\alpha)}$ the semigroup with generator $\left(L-\alpha \sigma_{j}\right)$. We then have

$$
\begin{equation*}
\Gamma_{x}^{j}(t, \alpha)=\mathbf{E}_{x}\left[e^{-\alpha \int_{0}^{t} \sigma_{j}\left(x_{s}\right) d s}\right]=T_{t}^{(\alpha)} 1(x) \tag{170}
\end{equation*}
$$

Next one shows that the following limit

$$
\begin{equation*}
e(\alpha) \equiv \lim _{t \rightarrow \infty}-\frac{1}{t} \log \Gamma_{x}^{j}(t, \alpha) \tag{171}
\end{equation*}
$$

exists, is independent of $x$ and $j$, and is a $\mathcal{C}^{1}$ function of $\alpha$. We will do this by a Perron-Frobenius like argument and identify $\exp (-t e(\alpha))$ as the (real) eigenvalue of $T_{t}^{(\alpha)}$ with biggest modulus (on a suitable function space).

Then a standard and general argument of the theory of large deviations [2] (the Gärtner-Ellis Theorem) gives a large deviation principle for the ergodic average $t^{-1} \int_{0}^{t} \sigma_{i}\left(x_{s}\right) d s$ with a large deviation functional $e(w)$ which is given by the Legendre transform of the function $e(\alpha)$.

Formally, from Eq. (154) we see that $T_{t}^{(\alpha)}$ is conjugated to $\left(T_{t}^{(1-\alpha)}\right)^{*}$, but since $T_{t}^{(\alpha)}$ has the same spectrum as $\left(T_{t}^{(\alpha)}\right)^{*}$ we conclude that

$$
\begin{equation*}
e(\alpha)=e(1-\alpha) \tag{172}
\end{equation*}
$$

Taking now a Legendre transform we have

$$
\begin{aligned}
I(w) & =\sup _{\alpha}\{e(\alpha)-\alpha w\}=\sup _{\alpha}\{e(1-\alpha)-\alpha w\} \\
& =\sup _{\beta}\{e(\beta)-(1-\beta) w\}=I(-w)-w
\end{aligned}
$$

and this gives the part (b) of Theorem 4.1.
Let us explain how to make this argument rigorous, by making yet another conjugation.

Lemma 4.3. We have the identity

$$
\begin{equation*}
L-\alpha \sigma_{j}=e^{\alpha R_{j}} \bar{L}_{\alpha} e^{-\alpha R_{j}} \tag{173}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{L}_{\alpha}=\tilde{L}_{\alpha}-\left(\left(\alpha-\alpha^{2}\right) \gamma r T^{-1} r-\alpha \operatorname{tr}(\gamma I)\right) \tag{174}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{L}_{\alpha}=L+2 \alpha \gamma r \nabla_{r} \tag{175}
\end{equation*}
$$

Proof. As in Lemma 4.2 we write the generator $L$ as $L=L_{0}+L_{1}$, see Eqs.(156) and (155). Since $L_{1}$ is a first order differential operator we have

$$
\begin{equation*}
e^{-\alpha R_{j}} L_{1} e^{\alpha R_{j}}=L_{1}+\alpha\left(L_{1} R_{j}\right)=L_{1}+\alpha \sigma_{j} \tag{176}
\end{equation*}
$$

Using that $\nabla_{r} R_{j}=T^{-1} r$ is independent of $j$ we find that

$$
\begin{align*}
e^{-\alpha R_{j}} L_{0} e^{\alpha R_{j}} & =\gamma\left(\left(\nabla_{r}+\alpha T^{-1} r\right) T\left(\nabla_{r}+\alpha T^{-1} r\right)-r\left(\nabla_{r}+\alpha T^{-1} r\right)\right) \\
& =L_{0}+\alpha \gamma\left(r \nabla_{r}+\nabla_{r} r\right)+\left(\alpha^{2}-\alpha\right) \gamma r T^{-1} r \\
& =L_{0}+2 \alpha \gamma r \nabla_{r}+\left(\alpha^{2}-\alpha\right) \gamma r T^{-1} r+\alpha \operatorname{tr} \gamma I \tag{177}
\end{align*}
$$

Combining Eqs. (176) and (177) gives the desired result.
The point of this computation is that it shows that $L-\alpha \sigma_{i}$ is conjugated to the operator $\bar{L}_{\alpha}$ which is independent of $i$. Furthermore $\bar{L}_{\alpha}$ has the form $L$ plus terms which are quadratic in $r$ and $\nabla_{r}$. Combining Feynman-Kac and Girsanov formulas we can analyze the spectral properties of this operator by the same methods as the operator $L$. The basic identity here is as in Section 3.3.

$$
\begin{align*}
& \bar{L}_{\alpha} \exp \theta G(x)= \\
& =\exp \theta G(x) \gamma\left[\operatorname{tr}(\theta T+\alpha I)+r\left(\theta^{2} T-(1-2 \alpha) \theta-\alpha(1-\alpha) T^{-1}\right) r\right] \\
& \leq C \exp \theta G(x) \tag{178}
\end{align*}
$$

provided $\alpha$ and $T_{i}, i=1, n$ satisfy the inequality

$$
\begin{equation*}
\theta^{2} T_{i}-(1-2 \alpha) \theta-\alpha(1-\alpha) T_{i}^{-1} \leq 0 \tag{179}
\end{equation*}
$$

or

$$
\begin{equation*}
-\alpha<\theta T_{i}<1-\alpha \tag{180}
\end{equation*}
$$

In particular we see that the semigroup $\bar{T}_{t}^{(\alpha)}$ defined by

$$
\begin{equation*}
\bar{T}_{t}^{(\alpha)}=e^{-\alpha R_{j}} T_{t}^{(\alpha)} e^{\alpha R_{j}} \tag{181}
\end{equation*}
$$

and with generator $\bar{L}_{\alpha}$ is well defined on the Banach space $\mathcal{H}_{\theta}$ if $-\alpha<\theta T_{i}<1-\alpha$. Furthermore it has the following properties

1. Strong-Feller property. The semigroup $\bar{T}_{t}^{(\alpha)}$ has a kernel $p_{t}^{(\alpha)}(x, y)$ which is $\mathcal{C}^{\infty}$ in $(t, x, y)$.
2. Irreducibility. For all $t>0$, and all nonnegative $f, \bar{T}_{t}^{(\alpha)} f$ is positive.
3. Liapunov function. For any $t>0$ and $\theta$ such that $-\alpha<\theta T_{i}<1-\alpha$, there exists functions $\kappa(E)=\kappa(E, \theta, t)$ and $b(E)=b(E, \theta, t)$ with $\lim _{E \rightarrow \infty} \kappa(E)=$ 0 such that

$$
\begin{equation*}
\bar{T}_{t}^{(\alpha)} W_{\theta}(x) \leq \kappa(E) W_{\theta}(x)+b(E) \mathbf{1}_{G \leq E}(x) \tag{182}
\end{equation*}
$$

These properties are proved exactly as in for the operator $L$, using in addition Girsanov and Feynman-Kac formula (see [22] for details).

As a consequence, by Theorem 8.9 of [20], we obtain that on $\mathcal{H}_{\theta}$, with $-\alpha<$ $\theta T_{i}<1-\alpha$ the semigroup $\bar{T}_{t}^{(\alpha)}$ is a compact semigroup, it has exactly one eigenvalue with maximal modulus which, in addition is real. In particular $\bar{T}_{t}^{(\alpha)}$ has a spectral gap. We then obtain

Theorem 4.4. If

$$
\begin{equation*}
\alpha \in\left(-\frac{\beta_{\max }}{\beta_{\min }-\beta_{\max }}, 1+\frac{\beta_{\max }}{\beta_{\min }-\beta_{\max }}\right), \tag{183}
\end{equation*}
$$

then

$$
\begin{equation*}
e(\alpha)=\lim _{t \rightarrow \infty}-\frac{1}{t} \log \Gamma_{x}^{j}(t, \alpha) \tag{184}
\end{equation*}
$$

exists, is finite and independent both of $j$ and $x$.
Proof. The semigroup $\bar{T}_{t}^{(\alpha)}$ is well defined on $\mathcal{H}_{\theta}$ if

$$
\begin{equation*}
-\alpha<\theta T_{i}<1-\alpha \tag{185}
\end{equation*}
$$

A simple computation shows that for given $\alpha, \beta_{1}$, and $\beta_{n}$ the set of $\theta$ we can choose is non-empty provided if

$$
\begin{equation*}
\alpha \in\left(-\frac{\beta_{\max }}{\beta_{\min }-\beta_{\max }}, 1+\frac{\beta_{\max }}{\beta_{\min }-\beta_{\max }}\right), \tag{186}
\end{equation*}
$$

Using the definition of $R_{i}$, Eq. (152), $e^{-\alpha R_{i}} \in \mathcal{H}_{\theta}$ since $-\alpha+\theta T_{i}<0$. Using now Lemma 2.7, we see that $\Gamma_{x}^{i}(t, \alpha)$ exists and is given by

$$
\begin{equation*}
\Gamma_{x}^{i}(t, \alpha)=T_{t}^{(\alpha)} 1(x)=e^{\alpha R_{i}} \bar{T}_{t}^{(\alpha)} e^{-\alpha R_{i}}(x) \tag{187}
\end{equation*}
$$

From the spectral properties of $\bar{T}_{t}^{(\alpha)}$ we infer the existence of a one-dimensional projector $P_{\alpha}$ such that

1. $P_{\alpha} f>0$ if $f \geq 0$
2. We have

$$
\begin{equation*}
\bar{T}_{t}^{(\alpha)}=e^{-t e(\alpha)} P_{\alpha}+\bar{T}_{t}^{(\alpha)}\left(1-P_{\alpha}\right) \tag{188}
\end{equation*}
$$

and there exists a constants $d(\alpha)>e(\alpha)$ and $C$ such that

$$
\begin{equation*}
\left\|\bar{T}_{t}^{(\alpha)}\left(1-P_{\alpha}\right)\right\| \leq C e^{-t d(\alpha)} \tag{189}
\end{equation*}
$$

or, in other words,

$$
\begin{equation*}
\left|\bar{T}_{t}^{(\alpha)}\left(1-P_{\alpha}\right) g\right| \leq C e^{-t d(\alpha)}\|g\|_{\theta} W_{\theta}(x) \tag{190}
\end{equation*}
$$

From Lemma 4.3 and Eq. (190) we obtain, for all $x$, that

$$
\begin{aligned}
& \lim _{t \rightarrow \infty}-\frac{1}{t} \log \Gamma_{x}^{j}(t, \alpha) \\
& =\lim _{t \rightarrow \infty}-\frac{1}{t} \log e^{\alpha R_{j}} \bar{T}_{t}^{(\alpha)} e^{-\alpha R_{j}}(x) \\
& =\lim _{t \rightarrow \infty}-\frac{1}{t} \log e^{\alpha R_{j}} e^{-t e(\alpha) R_{j}}\left(P_{\alpha} e^{-\alpha R_{j}}+e^{t e(\alpha)} \bar{T}_{t}^{(\alpha)}\left(1-P_{\alpha}\right) e^{-\alpha R_{j}}(x)\right) \\
& =\lim _{t \rightarrow \infty}-\frac{1}{t}\left(\alpha R_{j}(x)-t e(\alpha)+\right. \\
& \left.\quad \log \left(P_{\alpha} e^{-\alpha R_{i}}(x)+e^{t e(\alpha)} \bar{T}_{t}^{(\alpha)}\left(1-P_{\alpha}\right) e^{-\alpha R_{i}}(x)\right)\right) \\
& =e(\alpha)
\end{aligned}
$$

This concludes the proof of Theorem 4.4.
It is straightforward now to obtain the symmetry of the Gallavotti-Cohen fluctuation theorem
Theorem 4.5. If

$$
\begin{equation*}
\alpha \in\left(-\frac{T_{\min }}{T_{\max }-T_{\min }}, 1+\frac{T_{\min }}{T_{\max }-T_{\min }}\right) \tag{191}
\end{equation*}
$$

then

$$
\begin{equation*}
e(\alpha)=e(1-\alpha) \tag{192}
\end{equation*}
$$

Proof. Let us consider the dual semigroup $\left(\bar{T}_{t}^{(\alpha)}\right)^{*}$ acting on $\mathcal{H}_{\theta}^{*}$. Since $\bar{T}_{t}^{(\alpha)}$ has a smooth kernel, $\left(\bar{T}_{t}^{(\alpha)}\right)^{*} \nu$ is a measure with a smooth density, and we denote by $\left(\bar{T}_{t}^{(\alpha)}\right)^{*}$ its action on densities

$$
\begin{equation*}
\left(\bar{T}_{t}^{(\alpha)}\right)^{*} \nu(d x)=\left(\left(\bar{T}_{t}^{(\alpha)}\right)^{*} \rho(x)\right) d x \tag{193}
\end{equation*}
$$

Combining Lemmas 4.2 and 4.3 we have

$$
\begin{align*}
\bar{L}_{\alpha} & =e^{-\alpha R_{j}}\left(L-\alpha \sigma_{j}\right) e^{\alpha R_{j}} \\
& =e^{-(1-\alpha) R_{j}} J\left(L-(1-\alpha) \sigma_{j}\right)^{*} J e^{(1-\alpha) R_{j}} \\
& =J\left(e^{(1-\alpha) R_{j}}\left(L-(1-\alpha) \sigma_{j}\right) e^{-(1-\alpha) R_{j}}\right)^{*} J \\
& =J \bar{L}_{1-\alpha}{ }^{*} J \tag{194}
\end{align*}
$$

or

$$
\begin{equation*}
\bar{T}_{t}^{(\alpha)}=J\left(\bar{T}_{t}^{(1-\alpha)}\right)^{*} J \tag{195}
\end{equation*}
$$

The spectral radius formula concludes the proof of Theorem 4.5.
Combining this fact with the formal argument given above, we obtain the proof of part (b) of Theorem 4.1.

### 4.3 Kubo Formula and Central Limit Theorem

One can derive the Kubo formula of linear response theory from the fluctuation theorem. Here the external "field" driving the system out of equilibrium is the inverse temperature difference $\eta=\left(\beta_{n}-\beta_{1}\right)$ and we have $\sigma_{j}=\eta \phi_{j}$. Instead of the function $e(\alpha)$, we consider a the function $f(a, \eta)$ given by

$$
\begin{equation*}
f(a, \eta) \equiv \lim _{t \rightarrow \infty}-\frac{1}{t} \log \mathbf{E}_{\mu}\left[e^{-a \int_{0}^{t} \phi_{i}(x(s)) d s}\right] \tag{196}
\end{equation*}
$$

where $a=\alpha \eta$ and the second variable in $f$ indicates the dependence of the dynamics and of the stationary state $\mu$ on $\eta$. From our compactness results for the semigroup, one can show that $f(a, \eta)$ is a real-analytic function of both variables $a$ and $F$. The relation $e(\alpha)=e(1-\alpha)$ now reads

$$
\begin{equation*}
f(a, \eta)=f(\eta-a, \eta) \tag{197}
\end{equation*}
$$

Differentiating this relation one finds

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial a \partial \eta}(0,0)=-\frac{\partial^{2} f}{\partial a \partial \eta}(0,0)-\frac{\partial^{2} f}{\partial a^{2}}(0,0) \tag{198}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial a \partial \eta}(0,0)=-\frac{1}{2} \frac{\partial^{2} f}{\partial a^{2}}(0,0) \tag{199}
\end{equation*}
$$

This relation is indeed Kubo formula, although in a disguised form. Differentiating and using the stationarity we find

$$
\begin{equation*}
\frac{\partial f}{\partial a}(0, \eta)=\mathbf{E}_{\mu}\left[\frac{1}{t} \int_{0}^{t} \phi_{j}\left(x_{s}\right) d s\right]=\int \phi_{j} d \mu \tag{200}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial a \partial \eta}(0,0)=\left.\frac{\partial}{\partial \eta}\left(\int \phi_{j} d \mu\right)\right|_{\Delta \beta=0} \tag{201}
\end{equation*}
$$

is the derivative of the heat flow at equilibrium. On the other hand

$$
\begin{align*}
& \frac{\partial^{2} f}{\partial a^{2}}(0, \eta) \\
& =\lim _{t \rightarrow \infty} \mathbf{E}_{\mu}\left[\frac{1}{t} \int_{0}^{t} \phi_{j}\left(x_{s}\right) d s\right]^{2}-\mathbf{E}_{\mu}\left[\frac{1}{t} \int_{0}^{t} \phi_{j}\left(x_{s}\right) d s \int_{0}^{t} \phi_{j}\left(x_{u}\right) d u\right] \tag{202}
\end{align*}
$$

At equilibrium, $\eta=0$, the first term vanishes since there is no heat flow at equilibrium. For the second term, we obtain, using stationarity, and changing variables

$$
\begin{align*}
& \frac{1}{t} \int_{0}^{t} d s \int_{0}^{t} d u \mathbf{E}_{\mu}\left[\phi_{j}\left(x_{s}\right) \phi_{j}\left(x_{u}\right)\right] \\
& =2 \frac{1}{t} \int_{0}^{t} d s \int_{s}^{t} d u \mathbf{E}_{\mu}\left[\phi_{j}\left(x_{s}\right) \phi_{j}\left(x_{u}\right)\right] \\
& =2 \frac{1}{t} \int_{0}^{t} d s \int_{s}^{t} d u \mathbf{E}_{\mu}\left[\phi_{j}\left(x_{0}\right) \phi_{j}\left(x_{u-s}\right)\right] \\
& =2 \frac{1}{t} \int_{0}^{t} d s \int_{0}^{t-s} d u \mathbf{E}_{\mu}\left[\phi_{j}\left(x_{0}\right) \phi_{j}\left(x_{u}\right)\right] \\
& =2 \frac{1}{t} \int_{0}^{t} d s \int_{0}^{s} d u \mathbf{E}_{\mu}\left[\phi_{j}\left(x_{0}\right) \phi_{j}\left(x_{u}\right)\right] \tag{203}
\end{align*}
$$

By Theorem 3.1 we obtain

$$
\begin{equation*}
\mathbf{E}_{\mu}\left[\phi_{j}\left(x_{0}\right) \phi_{j}\left(x_{u}\right)\right]=\int \phi_{j}(x) T_{u} \phi_{j}(x) \mu(d x) \leq C e^{-u \gamma}\left\|\phi_{j}^{2}\right\|_{W \infty} \tag{204}
\end{equation*}
$$

and thus it is an integrable function of $u$. We then obtain

$$
\begin{align*}
\frac{\partial^{2} f}{\partial a^{2}}(0,0) & =\lim _{t \rightarrow \infty} 2 \frac{1}{t} \int_{0}^{t} d s \int_{0}^{s} d u \mathbf{E}_{\mu}\left[\phi_{j}\left(x_{0}\right) \phi_{j}\left(x_{u}\right)\right] \\
& =2 \int_{0}^{\infty} d s \int \phi_{j}(x) T_{u} \phi_{j}(x) \mu(d x) \tag{205}
\end{align*}
$$

is the integral of the flow autocorrelation function. Combining Eqs. (199), (201), and (205) we obtain

$$
\begin{equation*}
\left.\frac{\partial}{\partial \eta}\left(\int \phi_{j} d \mu\right)\right|_{\eta=0}=\int_{0}^{\infty}\left(\int\left(T_{t} \phi_{j}\right) \phi_{j} d \mu\right) d s \tag{206}
\end{equation*}
$$

and this is the familiar Kubo formula. Note that this formula involves only the equilibrium dynamics and the equilibrium stationary distribution.

The appearance of an autocorrelation function is not fortuitous and can be interpreted in terms of the central limit theorem. With the strong ergodic properties we have established in Theorem 3.1, one can prove [19] a central limit theorem for any function $f$ such that $f^{2} \in \mathcal{H}_{\theta}$ (see the condition for exponential mixing in Theorem 3.1). For any such function we have that

$$
\begin{equation*}
\mathbf{P}_{x}\left\{a<\frac{1}{\sqrt{\kappa^{2} t}} \int_{0}^{t}\left(f\left(x_{t}\right)-\int f(x) \mu(d x)\right) d s<b\right\} \longrightarrow \frac{1}{\sqrt{2 \pi}} \int_{a}^{b} e^{-\frac{y^{2}}{2}} d y \tag{207}
\end{equation*}
$$

provided the variance

$$
\begin{equation*}
\kappa^{2}=\int_{0}^{\infty}\left(\int g(x) T_{t} g(x) \mu(d x)-\left(\int g(x) \mu(d x)\right)^{2}\right) \tag{208}
\end{equation*}
$$

does not vanish. In our case $f=\phi_{j}$, it follows from (206) and from the positivity of entropy production that $\kappa^{2}$ is positive.
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## 1 Introduction

In the Markovian approach of quantum open systems, the environment acting on a simple quantum system is unknown, or is not being given a model. The only effective data that the physicists deal with is the evolution of the simple quantum system. This evolution shows up the fact that the system is not isolated and is dissipating.

One of the question one may ask then is wether one can give a model for the environment and its action that gives an account of this effective evolution. One way to answer that question is to describe the exterior system as a noise, a quantum random effect of the environment which perturbs the Hamiltonian evolution of the small system.

This approach is a quantum version of what has been exposed in L. Rey-Bellet's courses: a dissipative dynamical evolution on some system is represented as resulting of the evolution of a closed but larger system, in which part of the action is represented by a noise, a Brownian motion for example.

This is the aim of R. Rebolledo's course and F. Fagnola's course, following this one in this volume, to show up how the dissipative quantum systems can be dilated into a closed evolution driven by quantum noises. But before hands, the mathematical theory of these quantum noises needs to be developed. This theory is not an obvious extension of the classical theory of stochastic processes and stochastic integration. It needs its own developments, where the fact that we are dealing with unbounded operators calls for being very careful with domain constraints.

On the other hand, the quantum theory of noise is somehow easier than the classical one, it can be described in a very natural way, it contains very natural physical interpretations, it is deeply connected to the classical theory of noises. This is the aim of this course to develop the theory of quantum noises and quantum stochastic integration, to connect it with its classical counterpart, while trying to keep it connected with some physical intuition.

The intuitive construction of this theory and its final rules, such as the quantum Itô formula, are not very difficult to understand, but the whole precise mathematical theory is really much more difficult and subtle, it needs quite long and careful developments. We have tried to be as precise as possible in this course, the most important proofs are there, but we have tried to keep it reasonable in size and to always preserves the intuition all along the constructions, without getting lost in long expositions of technical details.

The theory of quantum noises and quantum stochastic integration was started in quantum physics with the notion of quantum Langevin equations (see for example [1], [21], [22]). They have been given many different meanings in terms of several
definitions of quantum noises or quantum Brownian motions (for example [23], [25], [24]). One of the most developed and useful mathematical languages developed for that purpose is the quantum stochastic calculus of Hudson and Parthasarathy and their quantum stochastic differential equations ([25]). The quantum Langevin equations they allow to consider have been used very often to model typical situations of quantum open systems: continual quantum measurement ([12], [14]), quantum optics ([19], [20], [13]), electronic transport ([16]), thermalization ([8], [28], [27]), repeated quantum interactions ([8], [11]). This theory can be found much more developed in the books [2], [30] and [29].

The theory of quantum noises and quantum stochastic integration we present in this course is rather different from the original approach of Hudson and Parthasarathy. It is an extention of it, essentially developed by the author, which presents several advantages: it gives a maximal definition of quantum stochastic integrals in terms of domains, it admits a very intuitive approach in terms of discrete approximations with spin chains, it gives a natural language for connecting this quantum theory of noises to the classical one. This is the point of view we adopt all along this course, the main reference we follow here is [2].

## 2 Discrete time

### 2.1 Repeated quantum interactions

We first motivate the theory of quantum noises and quantum stochastic differential equations through a family of physical examples: the continuous time limit of repeated quantum interactions. This physical context is sufficiently wide to be of real interest in many applications, but it is far from being the only motivation for the introduction of quantum noises. We present it here for it appears to be an illuminating application in the context of these volumes. The approach presented in this section has been first developed in [11].

We consider a small quantum system $\mathcal{H}_{0}$ (a finite dimensional Hilbert space in this course, but the infinite dimensional case can also be handled) and another quantum system $\mathcal{H}$ which represents a piece of the environment: a measurement apparatus, an incoming photon, a particle ... or any other system which is going to interact with the small system. We assume that these two systems are coupled and interact during a small interval of time of length $h$. That is, on the space $\mathcal{H}_{0} \otimes \mathcal{H}$ we have an Hamiltonian $H$ which describes the interaction, the evolution is driven by the unitary operator $U=e^{i h H}$. An initial state $\rho \otimes \omega$ for the system is thus transformed into

$$
U^{*}(\rho \otimes \omega) U
$$

After this time $h$ the two systems are separated and another copy of $\mathcal{H}$ is presented before $\mathcal{H}_{0}$ in order to interact with it, following the same unitary operator $U$. And so on, for an arbitrary number of interactions. One can think of several sets of examples where this situation arises: in repeated quantum measurement, where a family
of identical measurement devices is repeatedly presented before the system $\mathcal{H}_{0}$ (or one single device which is refreshened after every use); in quantum optics, where a sequence of independent atoms arrive one after the other to interact with $\mathcal{H}_{0}$ (a cavity with a strong electromagnetic field) for a short time; a particle is having a succession of chocs with a gas of other particles ...

In order to describe the first two interactions we need to consider the space $\mathcal{H}_{0} \otimes$ $\mathcal{H} \otimes \mathcal{H}$. We put $U_{1}$ to be the operator acting as $U$ on the tensor product of $\mathcal{H}_{0}$ with the first copy of $\mathcal{H}$ and which acts as the identity on the second copy of $\mathcal{H}$. We put $U_{2}$ to be the operator acting as $U$ on the tensor product of $\mathcal{H}_{0}$ with the second copy of $\mathcal{H}$ and which acts as the identity on the first copy of $\mathcal{H}$.

For an initial state $\rho \otimes \omega \otimes \omega$, say, the state after the first interaction is

$$
U_{1}(\rho \otimes \omega \otimes \omega) U_{1}^{*}
$$

and after the second interaction is

$$
U_{2} U_{1}(\rho \otimes \omega \otimes \omega) U_{1}^{*} U_{2}^{*}
$$

It is now easy to figure out what the setup should be for an indefinite number of repeated interactions: we consider the state space

$$
\mathcal{H}_{0} \otimes \bigotimes_{I N} \mathcal{H}
$$

(this countable tensor product will be made more precise later on). For every $n \in \mathbb{N}$, the operator $U_{n}$ is the copy of the operator $U$ but acting on the tensor product of $\mathcal{H}_{0}$ with the $n$-th copy of $\mathcal{H}$, it acts as the identity on the other copies of $\mathcal{H}$. Let

$$
V_{n}=U_{n} \ldots U_{2} U_{1},
$$

then the result of the $n$-th measurement on the initial state

$$
\rho \otimes \bigotimes_{n \in \mathbb{N}} \omega
$$

is given by the state

$$
V_{n}\left(\rho \otimes \bigotimes_{n \in \mathbb{N}} \omega\right) V_{n}^{*}
$$

Note that the $V_{n}$ are solution of

$$
V_{n+1}=U_{n+1} V_{n},
$$

with $V_{0}=I$. This way, the $V_{n}$ 's describe the Hamiltonian evolution of the repeated quantum interactions. It is more exactly a time-dependent Hamiltonian evolution, it can also be seen as a Hamiltonian evolution in interaction picture.

We wish to pass to the limit $h \rightarrow 0$, that is, to pass to the limit from repeated interactions to continuous interactions. Our model of repeated interactions can be
considered as a toy model for the interaction with a quantum field, we now want to pass to a more realistic model: a continuous quantum field.

We will not obtain a non trivial limit if no assumption is made on the Hamiltonian $H$. Clearly, it will need to satisfy some normalization properties with respect to the parameter $h$. As we will see later, this situation is somehow like for the central limit theorem: if one considers a Bernoulli random walk with time step $h$ and if one tries to pass to the limit $h \rightarrow 0$ then one obtains 0 ; the only scale of normalization of the walk which gives a non trivial limit (namely the Brownian motion) is obtained when scaling the random walk by $\sqrt{h}$. Here, in our context we can wonder what are the scaling properties that the Hamiltonian should satisfy and what type of limit evolution we shall get for $V_{n}$.

Note that the evolution $\left(V_{n}\right)_{n \in \mathbb{N}}$ is purely Hamiltonian, in particular it is completely deterministic, the only ingredient here being the Hamiltonian operator $H$ which drives everything in this setup.

At the end of this course, we will be able to give a surprising result: under some renormalization conditions on $H$, in the continuous limit, we obtain a limit evolution equation for $\left(V_{t}\right)_{t \in \mathbb{R}^{+}}$which is a Schrödinger evolution perturbed by quantum noise terms, a quantum Langevin equation.

The point with that result is that it shows that these quantum noise terms are spontaneously produced by the limit equation and do not arise by an assumption or a model made on the interaction with the field. The limit quantum Langevin equation is really the effective continuous limit of the Hamiltonian description of the repeated quantum interactions.

We shall illustrate this theory with a very basic example. Assume $\mathcal{H}_{0}=\mathcal{H}=\mathbb{C}^{2}$ that is, both are two-level systems with basis states $\Omega$ (the fundamental state) and $X$ (the excited state). Their interaction is described as follows: if the states of the two systems are the same (both fondamental or both excited) then nothing happens, if they are different (one fundamental and the other one excited) then they can either be exchanged or stay as they are. Following this description, in the basis $\{\Omega \otimes \Omega, \Omega \otimes$ $X, X \otimes \Omega, X \otimes X\}$ we take the unitary operator $U$ to be of the form

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \alpha & -\sin \alpha & 0 \\
0 & \sin \alpha & \cos \alpha & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

### 2.2 The Toy Fock space

## The spin chain structure

We start with a description of the structure of the chain $\otimes_{\mathbb{N}} \mathcal{H}$ in the case where $\mathcal{H}=\mathbb{C}^{2}$. This is the simplest case, but it contains all the ideas. We shall later indicate how the theory is to be changed when $\mathcal{H}$ is larger (even infinite dimensional).

In every copy of $\mathbb{C}^{2}$ we choose the same orthonormal basis $\{\Omega, X\}$, representing fundamental or excited states. An orthonormal basis of the space $T \Phi=\otimes_{N} \mathbb{C}^{2}$ is given by the set

$$
\left\{X_{A} ; A \in \mathcal{P}_{I N}\right\}
$$

where $\mathcal{P}_{I N}$ is the set of finite subsets of $I N$ and $X_{A}$ denotes the tensor product

$$
X_{i_{1}} \otimes \ldots \otimes X_{i_{n}}
$$

where $A=\left\{i_{1}, \ldots, i_{n}\right\}$ and the above vector means we took tensor products of $X$ in each of copies number $i_{k}$ with $\Omega$ in all the other copies. If $A=\emptyset$, we put $X_{\emptyset}=\Omega$, that is, the tensor product of $\Omega$ in each copy of $\mathbb{C}^{2}$. This is to say that the countable tensor product above has been constructed as associated to the stabilizing sequence $(\Omega)_{n \in \mathbb{N}}$.

Note that any element $f$ of $T \Phi$ is of the form

$$
f=\sum_{A \in \mathcal{P}_{N}} f(A) X_{A}
$$

with

$$
\|f\|^{2}=\sum_{A \in \mathcal{P}_{I N}}|f(A)|^{2}<\infty
$$

The space $T \Phi$ defined this way is called the Toy Fock space .
This particular choice of a basis gives $T \Phi$ a particular structure. If we denote by $T \Phi_{i]}$ the space generated by the $X_{A}$ such that $A \subset\{0, \ldots, i\}$ and by $T \Phi_{[j}$ the one generated by the $X_{A}$ such that $A \subset\{j, j+1, \ldots\}$, we get an obvious natural isomorphism between $T \Phi$ and $T \Phi_{i-1]} \otimes T \Phi_{[i}$ given by

$$
[f \otimes g](A)=f(A \cap\{0, \ldots, i-1\}) g(A \cap\{i, \ldots\})
$$

## Operators on the spin chain

We consider the following basis of matrices on $\mathbb{C}^{2}$ :

$$
\begin{aligned}
& a^{\times}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \\
& a^{+}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \\
& a^{-}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \\
& a^{\circ}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) .
\end{aligned}
$$

For every $\varepsilon=\{\times,+,-, \circ\}$, we denote by $a_{n}^{\varepsilon}$ the operator which acts on $T \Phi$ as $a^{\varepsilon}$ on the copy number $n$ of $\mathbb{C}^{2}$ and the identity elsewhere. On the basis $X_{A}$ this gives

$$
\begin{aligned}
& a_{n}^{\times} X_{A}=X_{A} \mathbb{1}_{n \notin A} \\
& a_{n}^{+} X_{A}=X_{A \cup\{n\}} \mathbb{1}_{n \notin A} \\
& a_{n}^{-} X_{A}=X_{A \backslash\{n\}} \mathbb{1}_{n \in A} \\
& a_{n}^{\circ} X_{A}=X_{A} \mathbb{1}_{n \in A} .
\end{aligned}
$$

Note that the von Neumann algebra generated by all the operators $a_{n}^{\varepsilon}$ is the whole of $\mathcal{B}(T \Phi)$, for there is no non-trivial subspace of $T \Phi$ which is invariant under this algebra. But this kind of theorem does not help much to give an explicit representation of a given bounded operator $H$ on $T \Phi$ in terms of the operators $a_{n}^{\varepsilon}$. There are two concrete ways of representing an (eventually unbounded) operator on $T \Phi$ in terms of these basic operators. The first one is a representation as a kernel

$$
H=\sum_{\mathcal{P}^{3}} k(A, B, C) a_{A}^{+} a_{B}^{\circ} a_{C}^{-}
$$

where $a_{A}^{\varepsilon}=a_{i_{1}}^{\varepsilon} \ldots a_{i_{n}}^{\varepsilon}$ if $A=\left\{i_{1} \ldots i_{n}\right\}$.
Note that the term $a^{\times}$does not appear in the above kernel. The reason is that $a^{\times}+$ $a^{\circ}$ is the identity operator and introducing the operator $a^{\times}$in the above representation will make us lose the uniqueness of the above representation. Note that $a^{\circ}$ is not necessary either for it is equal to $a^{+} a^{-}$. But if we impose the sets $A, B, C$ to be two by two disjoint then the above representation is unique.

We shall not discuss much this kind of representation here, but better a different kind of representation (which one can derive from the above kernel representation by grouping the terms in 3 packets depending on which set $A, B$ or $C$ contains $\max A \cup B \cup C$ ). This is the so-called integral representation:

$$
\begin{equation*}
H=\sum_{\varepsilon=+, o,-} \sum_{i \in N} H_{i}^{\varepsilon} a_{i}^{\varepsilon} \tag{1}
\end{equation*}
$$

where the $H_{i}^{\varepsilon}$ are operators acting on $\mathrm{T} \Phi_{i-1]}$ only (and as the identity on $\mathrm{T} \Phi_{[i}$ ). This kind of representation will be of great interest for us in the sequel.

For the existence of such a representation we have very mild conditions, even for unbounded $H$ ([32]).

Theorem 2.1. If the orthonormal basis $\left\{X_{A}, A \in \mathcal{P}_{\text {IN }}\right\}$ belongs to $\operatorname{Dom} H \cap$ Dom $H^{*}$ then there exists a unique integral representation of $H$ of the form (1).

One important point needs to be understood at that stage. The integral representation of a single operator $H$ as in (1) makes use of only 3 of the four matrices $a_{i}^{\varepsilon}$. The reason is the same as for the kernel representation above: the sum $a_{i}^{\circ}+a_{i}^{\times}$is the identity operator $I$, if we allow $a_{i}^{\times}$to appear in the representation, we lose uniqueness. But, very often one has to consider processes of operators, that is, families $\left(H_{i}\right)_{i \in \mathbb{N}}$ of operators on $T \Phi_{i]}$ respectively. In that case, the fourth family is necessary and we get representations of the form

$$
\begin{equation*}
H_{i}=\sum_{\varepsilon=+, 0,-, \times} \sum_{j \leq i} H_{j}^{\varepsilon} a_{j}^{\varepsilon} \tag{2}
\end{equation*}
$$

One interesting point with the integral representations is that they are stable under composition. The integral representation of a composition of integral representations is given by the discrete quantum Itô formula, which is almost straightforward if we forget about details on the domain of operators.

Theorem 2.2 (Discrete quantum Itô formula). If

$$
H_{i}=\sum_{\varepsilon=+, o,-, \times} \sum_{j \leq i} H_{j}^{\varepsilon} a_{j}^{\varepsilon}
$$

and

$$
K_{i}=\sum_{\varepsilon=+, o,-, \times} \sum_{j \leq i} K_{j}^{\varepsilon} a_{j}^{\varepsilon}
$$

are operators on $T \Phi_{i]}$, indexed by $i \in \mathbb{N}$, then we have the following "integration by part formula":

$$
\begin{aligned}
H_{i} K_{i}=\sum_{\varepsilon=+, o,-, \times} \sum_{j \leq i} H_{j-1} K_{j}^{\varepsilon} a_{j}^{\varepsilon}+\sum_{\varepsilon=+, o,-, \times} & \sum_{j \leq i} H_{j}^{\varepsilon} K_{j-1} a_{j}^{\varepsilon}+ \\
& +\sum_{\varepsilon, \nu=+, o,-, \times} \sum_{j \leq i} H_{j}^{\varepsilon} K_{j}^{\nu} a_{j}^{\varepsilon} a_{j}^{\nu}
\end{aligned}
$$

where the products $a^{\varepsilon} a^{\nu}$ are given by the following table

|  | $a^{+}$ | $a^{-}$ | $a^{\circ}$ | $a^{\times}$ |
| :---: | :---: | :---: | :---: | :---: |
| $a^{+}$ | 0 | $a^{\circ}$ | 0 | $a^{+}$ |
| $a^{-}$ | $a^{\times}$ | 0 | $a^{-}$ | 0 |
| $a^{\circ}$ | $a^{+}$ | 0 | $a^{\circ}$ | 0 |
| $a^{\times}$ | 0 | $a^{-}$ | 0 | $a^{\times}$ |

Note the following two particular cases of the above formula, which will be of many consequences for the probabilistic interpretations of quantum noises.

The Pauli matrix

$$
\sigma_{x}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)=a^{+}+a^{-}
$$

satisfies

$$
\begin{equation*}
\sigma_{x}^{2}=1 \tag{3}
\end{equation*}
$$

The matrix

$$
X_{\lambda}=\sigma_{x}+\lambda a^{\circ}
$$

satisfies

$$
\begin{equation*}
X_{\lambda}^{2}=I+\lambda X_{\lambda} \tag{4}
\end{equation*}
$$

These two very simple matrix relations are actually the discrete version of the famous relations

$$
\left(d W_{t}\right)^{2}=d t
$$

and

$$
\left(d X_{t}\right)^{2}=d t+\lambda d X_{t}
$$

which characterise the Brownian motion $\left(W_{t}\right)_{t \geq 0}$ and the compensated Poisson process $\left(X_{t}\right)_{t \geq 0}$, with intensity $\lambda$. We shall give a rigourous meaning to these affirmations in section 6.4.

## Probabilistic interpretations

In this section, we describe the probabilistic interpretations of the space $\mathrm{T} \Phi$ and of its basic operators.

We realize a Bernoulli random walk on its canonical space. Let $\Omega=\{0,1\}^{\mathbb{N}}$ and $\mathcal{F}$ be the $\sigma$-field generated by finite cylinders. One denotes by $\nu_{n}$ the coordinate mapping : $\nu_{n}(\omega)=\omega_{n}$, for all $n \in \mathbb{N}$. Let $\left.p \in\right] 0,1\left[\right.$ and $q=1-p$. Let $\mu_{p}$ be the probability measure on $(\Omega, \mathcal{F})$ which makes the sequence $\left(\nu_{n}\right)_{n \in \mathbb{N}}$ a sequence of independent, identically distributed Bernoulli random variables with law $p \delta_{1}+q \delta_{0}$. Let $\mathbb{E}_{p}[\cdot]$ denote the expectation with respect to $\mu_{p}$. We have $\mathbb{E}_{p}\left[\nu_{n}\right]=\mathbb{E}_{p}\left[\nu_{n}^{2}\right]=$ $p$. Thus the random variables

$$
X_{n}=\frac{\nu_{n}-p}{\sqrt{p q}}
$$

satisfy the following:
$i)$ they are independent,
ii) they take the value $\sqrt{q / p}$ with probability $p$ and $-\sqrt{p / q}$ with probability $q$,
iii) $\mathbb{E}_{p}\left[X_{n}\right]=0$ and $\mathbb{E}_{p}\left[X_{n}^{2}\right]=1$.

Let $\mathrm{T} \Phi_{p}$ denote the space $L^{2}\left(\Omega, \mathcal{F}, \mu_{p}\right)$. We define particular elements of $\mathrm{T} \Phi_{p}$ by

$$
\begin{cases}X_{\emptyset}=\mathbb{1}, & \text { in the sense } X_{\emptyset}(\omega)=1 \text { for all } \omega \in \Omega \\ X_{A}=X_{i_{1}} \cdots X_{i_{n}}, & \text { if } A=\left\{i_{1} \ldots i_{n}\right\} \text { is any finite subset of } I N\end{cases}
$$

Recall that $\mathcal{P}_{I N}$ denotes the set of finite subsets of $I N$. From $i$ ) and iii) above it is clear that $\left\{X_{A} ; A \in \mathcal{P}_{I N}\right\}$ is an orthonormal set of vectors in $T \Phi_{p}$.

Proposition 2.3. The family $\left\{X_{A} ; A \in \mathcal{P}_{I N}\right\}$ is an orthonormal basis of $T \Phi_{p}$.
Proof. We only have to prove that $\left\{X_{A}, A \in \mathcal{P}_{I N}\right\}$ forms a total set in $T \Phi_{p}$. In the same way as for the $X_{A}$, define

$$
\left\{\begin{array}{l}
\nu_{\emptyset}=\mathbb{1} \\
\nu_{A}=\nu_{i_{1}} \cdots \nu_{i_{n}}
\end{array} \quad \text { for } A=\left\{i_{1} \ldots i_{n}\right\}\right.
$$

It is sufficient to prove that the set $\left\{\nu_{A} ; A \in \mathcal{P}_{I N}\right\}$ is total. The space $\left(\Omega, \mathcal{F}, \mu_{p}\right)$ can be identified to $\left([0,1], \mathcal{B}([0,1]), \widetilde{\mu}_{p}\right)$ for some probability measure $\widetilde{\mu}_{p}$, via the base 2 decomposition of real numbers. Note that

$$
\nu_{n}(\omega)=\omega_{n}= \begin{cases}1 & \text { if } \omega_{n}=1 \\ 0 & \text { if } \omega_{n}=0\end{cases}
$$

thus $\nu_{n}(\omega)=\mathbb{1}_{\omega_{n}=1}$. As a consequence $\nu_{A}(\omega)=\mathbb{1}_{\omega_{i_{1}}=1} \cdots \mathbb{1}_{\omega_{i_{n}}=1}$. Now let $f \in \mathrm{~T} \Phi_{p}$ be such that $\left\langle f, \nu_{A}\right\rangle=0$ for all $A \in \mathcal{P}_{I N}$. Let $I=\left[k 2^{-n},(k+1) 2^{-n}\right]$ be a dyadic interval with $k<2^{n}$. The base 2 decomposition of $k 2^{-n}$ is of the form $\left(\alpha_{1} \ldots \alpha_{n}, 0,0, \ldots\right)$. Thus

$$
\int_{I} f(\omega) d \widetilde{\mu}_{p}(\omega)=\int_{[0,1]} f(\omega) \mathbb{1}_{\omega_{1}=\alpha_{1}} \cdots \mathbb{1}_{\omega_{n}=\alpha_{n}} d \widetilde{\mu}_{p}(\omega) .
$$

The function $\mathbb{1}_{\omega_{1}=\alpha_{1}} \cdots \mathbb{1}_{\omega_{n}=\alpha_{n}}$ can be clearly written as a linear combination of the $\nu_{A}$. Thus $\int_{I} f d \widetilde{\mu}_{p}=0$. The integral of $f$ vanishes on every dyadic interval, thus on all intervals. It is now easy to conclude that $f \equiv 0$.

We have proved that every element $f \in \mathrm{~T} \Phi_{p}$ admits a unique decomposition

$$
\begin{equation*}
f=\sum_{A \in \mathcal{P}_{N}} f(A) X_{A} \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
\|f\|^{2}=\sum_{A \in \mathcal{P}_{N}}|f(A)|^{2}<\infty . \tag{6}
\end{equation*}
$$

This means that there exists a natural isomorphism between $\mathrm{T} \Phi$ and $\mathrm{T} \Phi_{p}$ which consists in identifying the natural orthonormal basis $\left\{X_{A} ; A \in \mathcal{P}_{\mathbb{N}}\right\}$ of both space. For each $p \in] 0,1\left[\right.$, the space $T \Phi_{p}$ is called the $p$-probabilistic interpretation of $T \Phi$. That is, it gives an interpretation of $T \Phi$ in terms of a probabilistic space: it is the canonical space associated to the Bernoulli random walk with parameter $p$.

Identifying the basis element $X_{\{n\}}$ of $\mathrm{T} \Phi$ with the random variable $X_{n} \in \mathrm{~T} \Phi_{p}$, as elements of some Hilbert spaces, does not give much information on the probabilistic nature of $X_{n}$. One cannot read this way the distribution of $X_{n}$ or its independence with respect to other $X_{m}$ 's, ... The only way to represent the random variable $X_{n} \in \mathrm{~T} \Phi_{p}$ with all its probabilistic structure, inside the structure of $\mathrm{T} \Phi$, is to consider the operator of multiplication by $X_{n}$ acting on $\mathrm{T} \Phi_{p}$ and to represent it as a self-adjoint operator in $T \Phi$ through the above natural isomorphism. When knowing the multiplication operator by $X_{n}$ one knows all the probabilistic information on the random variable $X_{n}$. One cannot make the difference between the multiplication operator by $X_{n}$ pushed on $\mathrm{T} \Phi$ and the "true" random variable $X_{n}$ in $\mathrm{T} \Phi_{p}$.

Let us compute this multiplication operator by $X_{n}$. The way we have chosen the basis of $T \Phi_{p}$ makes the product being determined by the value of $X_{n}^{2}, n \in I N$. Indeed, if $n \notin A$ then $X_{n} X_{A}=X_{A \cup\{n\}}$.

Proposition 2.4. In $T \Phi_{p}$ we have

$$
X_{n}^{2}=1+c_{p} X_{n}
$$

where $c_{p}=(q-p) / \sqrt{p q}$. Furthermore $p \mapsto c_{p}$ is a one to one application from ]0, $1[$ to $\mathbb{R}$.

Proof.

$$
\begin{aligned}
X_{n}^{2} & =\frac{1}{p q}\left(\nu_{n}^{2}+p^{2}-2 p \nu_{n}\right)=\frac{1}{p q}\left(p^{2}+(1-2 p) \nu_{n}\right) \\
& =\frac{1}{p q}\left(p^{2}+(q-p) \nu_{n}\right)=1+\frac{p^{2}-q p}{q p}+\frac{q-p}{q p} \nu_{n} \\
& =1-\frac{p c_{p}}{\sqrt{p q}}+\frac{c_{p}}{\sqrt{p q}} \nu_{n}=1+c_{p} \frac{\nu_{n}-p}{\sqrt{p q}}
\end{aligned}
$$

The above formula determines an associative product on $T \Phi$ which is called the $p$-product. The operator of $p$-multiplication by $X_{n}$ in $\mathrm{T} \Phi$ is the exact representation of the random variable $X_{n}$ in the $p$-probabilistic interpretation. By means of all these $p$-multiplication operators we are able to put in a single structure a whole continuum of probabilistic situations that had no relation whatsoever: the canonical Bernoulli random walks with parameter $p$, for every $p \in] 0,1[$. What's more we get a very simple represention of these multiplication operators.

Proposition 2.5. The operator $M_{X_{n}}^{p}$ of p-multiplication by $X_{n}$ on $T \Phi$ is given by

$$
M_{X_{n}}^{p}=a_{n}^{+}+a_{n}^{-}+c_{p} a_{n}^{\circ} .
$$

Proof.

$$
\begin{aligned}
X_{n} X_{A} & =X_{A \cup\{n\}} \mathbb{1}_{n \notin A}+X_{A \backslash\{n\}}\left(1+c_{p} X_{n}\right) \mathbb{1}_{n \in A} \\
& =a_{n}^{+} X_{A}+a_{n}^{-} X_{A}+c_{p} a_{n}^{\circ} X_{A} .
\end{aligned}
$$

This result is amazing in the sense that the whole continuum of different probabilistic situations, namely $\left.\mathrm{T} \Phi_{p}, p \in\right] 0,1[$, can be represented in $T \Phi$ by means of very simple linear combinations of only 3 differents operators!

### 2.3 Higher multiplicities

In the case where $\mathcal{H}$ is not $\mathbb{C}^{2}$ but $\mathbb{C}^{N+1}$, or any separable Hilbert space, the above presentation is changed as follows. Let us consider the case $\mathbb{C}^{N+1}$ (the infinite dimensional case can be easily derived from it).

Each copy of $\mathbb{C}^{N+1}$ is considered with the same fixed orthonormal basis $\left\{\Omega, X_{1}, \ldots, X_{N}\right\}$. We shall sometimes write $X_{0}=\Omega$. The space

$$
\mathrm{T} \Phi=\bigotimes_{k \in N} \mathbb{C}^{N+1}
$$

has a natural orthonormal basis $X_{A}$ indexed by the subsets

$$
A=\left\{\left(n_{1}, i_{1}\right), \ldots,\left(n_{k}, i_{k}\right)\right\}
$$

of $I N \otimes\{1, \ldots, N\}$, such that the $n_{j}$ 's are different. This is the so-called Toy Fock space with multiplicity $N$.

The basis for the matrices on $\mathbb{C}^{N+1}$ is the usual one:

$$
a_{j}^{i} X_{k}=\delta_{i k} X_{j}
$$

for all $i, j, k=0, \ldots, N$. We also have their natural ampliations to $T \Phi$ : $a_{j}^{i}(k), k \in$ IN.

We now develop the probabilistic interpretations of the space $T \Phi$ in the case of multiplicity higher than 1 . Their structure is very rich and interesting, but it is not used in the rest of this course. The reader is advised to skip that part at first reading.

Let $X$ be a random variable in $\mathbb{R}^{N}$ which takes exactly $N+1$ different values $v_{1}, \ldots, v_{N+1}$ with respective probability $\alpha_{1}, \ldots, \alpha_{N+1}$ (all different from 0 by hypothesis). We assume, for simplicity, that $X$ is defined on its canonical space $(A, \mathcal{A}, P)$, that is, $A=\{1, \ldots, N+1\}, \mathcal{A}$ is the $\sigma$-field of subsets of $A$, the probability measure $P$ is given by $P(\{i\})=\alpha_{i}$ and $X$ is given by $X(i)=v_{i}$, for all $i=1, \ldots, N+1$.

Such a random variable $X$ is called centered and normalized if $\mathbb{E}[X]=0$ and $\operatorname{Cov}(X)=I$.

A family of elements $v_{1}, \ldots, v_{N+1}$ of $\mathbb{R}^{N}$ is called an obtuse system if

$$
<v_{i}, v_{j}>=-1
$$

for all $i \neq j$.
We consider the coordinates $X_{1}, \ldots, X_{N}$ of $X$ in the canonical basis of $\mathbb{R}^{N}$, together with the random variable $\Omega$ on $(A, \mathcal{A}, P)$ which is deterministic always equal to 1 . We put $\widetilde{X}_{i}$ to be the random variable $\widetilde{X}_{i}(j)=\sqrt{\alpha_{j}} X_{i}(j)$ and $\widetilde{\Omega}(j)=$ $\sqrt{\alpha_{j}}$. For any element $v=\left(a_{1}, \ldots, a_{N}\right)$ of $\mathbb{R}^{N}$ we put $\widehat{v}=\left(1, a_{1}, \ldots, a_{N}\right) \in$ $\mathbb{R}^{N+1}$. The following proposition is rather straightforward and left to the reader.

Proposition 2.6. The following assertions are equivalent.
i) $X$ is centered and normalized.
ii) The $(N+1) \times(N+1)$-matrix $\left(\widetilde{\Omega}, \widetilde{X}_{1}, \ldots, \widetilde{X}_{N}\right)$ is unitary.
iii) The $(N+1) \times(N+1)$-matrix $\left(\sqrt{\alpha_{1}} \widehat{v}_{1}, \ldots, \sqrt{\alpha_{N+1}} \widehat{v}_{N+1}\right)$ is unitary.
iv) The family $v_{1}, \ldots, v_{N+1}$ is an obtuse system of $\mathbb{R}^{N}$ and

$$
\alpha_{i}=\frac{1}{1+\left\|v_{i}\right\|^{2}}
$$

Let $T$ be a 3 -tensor in $\mathbb{R}^{N}$, that is (at least, this is the way we interpret them here), a linear mapping from $\mathbb{R}^{N}$ to $M_{N}(\mathbb{R})$. We denote by $T_{k}^{i j}$ the coefficients of $T$ in the canonical basis of $\mathbb{R}^{N}$, that is,

$$
(T(x))_{i, j}=\sum_{k=1}^{N} T_{k}^{i j} x_{k}
$$

Such a 3-tensor $T$ is called sesqui-symmetric if
i) $(i, j, k) \longmapsto T_{k}^{i j}$ is symmetric
ii) $(i, j, l, m) \longmapsto \sum_{k} T_{k}^{i j} T_{k}^{l m}+\delta_{i j} \delta_{l m}$ is symmetric.

Theorem 2.7. If $X$ is a centered and normalized random variable in $\mathbb{R}^{N}$, taking exactly $N+1$ values, then there exists a unique sesqui-symmetric 3 -tensor $T$ such that

$$
\begin{equation*}
X \otimes X=I+T(X) \tag{7}
\end{equation*}
$$

Proof. By Proposition 2.6, the matrix $\left(\sqrt{\alpha_{1}} \widehat{v}_{1}, \ldots, \sqrt{\alpha_{N+1}} \widehat{v}_{N+1}\right)$ is unitary. In particular the matrix $\left(\widehat{v}_{1}, \ldots, \widehat{v}_{N+1}\right)$ is invertible. But the lines of this matrix are the values of the random variables $\Omega, X_{1}, \ldots, X_{N}$. As a consequence, these $N+1$ random variables are linearly independent. They thus form a basis of $L^{2}(A, \mathcal{A}, P)$ which is a $N+1$ dimensional space.

The random variable $X_{i} X_{j}$ belongs to $L^{2}(A, \mathcal{A}, P)$ and can thus be written uniquely as

$$
X_{i} X_{j}=\sum_{k=0}^{N} T_{k}^{i j} X_{k}
$$

where $X_{0}$ denotes $\Omega$ and for some real coefficients $T_{k}^{i j}, k=0, \ldots, N, i, j=$ $1, \ldots N$. The fact that $\mathbb{E}\left[X_{k}\right]=0$ and $\mathbb{E}\left[X_{i} X_{j}\right]=\delta_{i j}$ implies $T_{0}^{i j}=\delta_{i j}$. This gives the representation (7).

The fact that the 3-tensor $T$ associated to the above coefficients $T_{k}^{i j}, i, j, k=$ $1, \ldots N$, is sesqui-symmetric is an easy consequence of the fact that the expressions $X_{i} X_{j}$ are symmetric in $i, j$ and $X_{i}\left(X_{j} X_{m}\right)=\left(X_{i} X_{j}\right) X_{m}$ for all $i, j, m$. We leave this to the reader.

The following theorem is an interesting characterization of the sesqui-symmetric tensors. The proof of this result is far from obvious, but as we shall not need it we omit the proof and convey the interested reader to read the proof in [6], Theorem 2, p. 268-272.

Theorem 2.8. The formulas

$$
S=\left\{x \in \mathbb{R}^{N} ; x \otimes x=I+T(x)\right\}
$$

and

$$
T(y)=\sum_{x \in S} p_{x}<x, y>x \otimes x
$$

where $p_{x}=1 /\left(1+\|x\|^{2}\right)$, define a bijection between the set of sesqui-symmetric 3 -tensor $T$ on $\mathbb{R}^{N}$ and the set of obtuse systems $S$ in $\mathbb{R}^{N}$.

Now we wish to consider the random walks (or more exactly the sequences of independent copies of induced by obtuse random variables). That is, on the probability space $\left(A^{\mathbb{N}}, \mathcal{A}^{\otimes \mathbb{N}}, P^{\otimes \mathbb{N}}\right)$, we consider a sequence $(X(n))_{n \in \mathbb{N}^{*}}$ of independent random variables with the same law as a given obtuse random variable $X$ (once again, the use of the terminology "random walk" is not correct here in the sense that it usually refers to the sum of these independent random variables, but we shall anyway use it here as it is shorter and essentially means the same).

For any $A \in \mathcal{P}_{n}$ we define the random variable

$$
X_{A}=\prod_{(n, i) \in A} X_{i}(n)
$$

with the convention

$$
X_{\emptyset}=\mathbb{1} .
$$

Proposition 2.9. The family $\left\{X_{A} ; A \in \mathcal{P}_{\text {IN }}\right\}$ forms an orthonormal basis of the space $L^{2}\left(A^{\mathbb{N}}, \mathcal{A}^{\otimes \mathbb{N}}, P^{\otimes \mathbb{N}}\right)$.

Proof. For any $A, B \in \mathcal{P}_{n}$ we have

$$
<X_{A}, X_{B}>=\mathbb{E}\left[X_{A} X_{B}\right]=\mathbb{E}\left[X_{A \Delta B}\right] \mathbb{E}\left[X_{A \cap B}^{2}\right]
$$

by the independence of the $X(n)$. For the same reason, the first term $\mathbb{E}\left[X_{A \Delta B}\right]$ gives 0 unless $A \Delta B=\emptyset$, that is $A=B$. The second term $\mathbb{E}\left[X_{A \cap B}^{2}\right]$ is then equal to $\prod_{(n, i) \in A} \mathbb{E}\left[X_{i}(n)^{2}\right]=1$. This proves the orthonormal character of the family $\left\{X_{A} ; A \in \mathcal{P}_{n}\right\}$.

Let us now prove that it generates a dense subspace of $L^{2}\left(A^{\mathbb{N}}, \mathcal{A}^{\otimes \mathbb{N}}, P^{\otimes \mathbb{N}}\right)$. Had we considered random walks indexed by $\{0, \ldots, M\}$ instead of $I N$, it would be clear that the $X_{A}, A \subset\{0, \ldots, M\}$ form an orthonormal basis of $L^{2}\left(A^{M}, \mathcal{A}^{\otimes M}, P^{\otimes M}\right)$, for the dimensions coincide. Now a general element $f$ of $L^{2}\left(A^{\mathbb{N}}, \mathcal{A}^{\otimes \mathbb{N}}, P^{\otimes \mathbb{N}}\right)$ can be easily approximated by a sequence $\left(f_{M}\right)_{M}$ such that $f_{M} \in L^{2}\left(A^{M}, \mathcal{A}^{\otimes M}, P^{\otimes M}\right)$, for all $M$, by taking conditional expectations on the trajectories of $X$ up to time $M$.

For every obtuse random variable $X$, we thus obtain a Hilbert space $\mathrm{T} \Phi(X)=$ $L^{2}\left(A^{\mathbb{N}}, \mathcal{A}^{\otimes \mathbb{N}}, P^{\otimes \mathbb{N}}\right)$, with a natural orthonormal basis $\left\{X_{A} ; A \in \mathcal{P}_{I N}\right\}$ which emphasizes the independence of the $X(n)$ 's. In particular there is a natural isomorphism between all the spaces $T \Phi(X)$ which consists in identifying the associated bases. In the same way, all these canonical spaces $\mathrm{T} \Phi(X)$ of obtuse random walks are naturally isomorphic to the Toy Fock space $\mathrm{T} \Phi$ with multiplicity $N$ (again by identifying their natural orthonormal bases).

In the same way as in multiplicity 1 we compute the representation of the multiplication operator by $X_{i}(k)$ in T $\Phi$.

Theorem 2.10. Let $X$ be an obtuse random variable, let $(X(k))_{k \in \mathbb{N}}$ be the associated random walk on the canonical space $T \Phi(X)$. Let $T$ be the sesqui-symmetric 3-tensor associated to $X$ by Theorem 2.7. Let $U$ be the natural unitary isomorphism from $T \Phi(X)$ to $T \Phi$. Then, for all $k \in \mathbb{N}, i=\{1, \ldots, n\}$ we have

$$
U \mathcal{M}_{X_{i}(k)} U^{*}=a_{i}^{0}(k)+a_{0}^{i}(k)+\sum_{j, l} T_{i}^{j l} a_{l}^{j}(k) .
$$

Proof. It suffices to compute the action of $X_{i}(k)$ on the basis elements $X_{A}, A \in \mathcal{P}_{n}$. We get

$$
\begin{aligned}
X_{i}(k) X_{A}= & \mathbb{1}_{(k, \cdot) \notin A} X_{i}(k) X_{A}+\sum_{j} \mathbb{1}_{(k, j) \in A} X_{i}(k) X_{A} \\
= & \mathbb{1}_{(k, \cdot) \notin A} X_{A \cup\{(k, i)\}}+\sum_{j} \mathbb{1}_{(k, j) \in A} X_{i}(k) X_{j}(k) X_{A \backslash\{(k, j)\}} \\
= & \mathbb{1}_{(k, \cdot) \notin A} X_{A \cup\{(k, i)\}}+\sum_{j} \mathbb{1}_{(k, j) \in A}\left(\delta_{i j}+\sum_{l} T_{l}^{i j} X_{l}(k)\right) X_{A \backslash\{(k, j)\}} \\
= & \mathbb{1}_{(k, \cdot) \notin A} X_{A \cup\{(k, i)\}}+\mathbb{1}_{(k, i) \in A} X_{A \backslash(k, i)}+ \\
& \quad+\sum_{j} \sum_{l} \mathbb{1}_{(k, j) \in A} T_{l}^{i j} X_{A \backslash\{(k, j)\} \cup\{(k, i)\}}
\end{aligned}
$$

and we recognize the formula for

$$
a_{i}^{0}(k) X_{A}+a_{0}^{i}(k) X_{A}+\sum_{k, l} T_{l}^{i j} a_{l}^{j}(k) X_{A} .
$$

This ends the section on the discrete time setting for quantum noises. We shall come back to it later when using it to approximate the Fock space structure.

## 3 Itô calculus on Fock space

### 3.1 The continuous version of the spin chain: heuristics

We now present the structure of the continuous version of $T \Phi$. By a continuous version of the spin chain we mean a Hilbert space which should be of the form

$$
\Phi=\bigotimes_{\mathbb{R}^{+}} \mathbb{C}^{2}
$$

We first start with a heuristical discussion in order to make out an idea of how this space should be defined. We mimick, in a continuous time version, the structure of $T \Phi$.

The countable orthonormal basis $X_{A}, A \in \mathcal{P}_{\mathbb{N}}$ is replaced by a continuous orthonormal basis $d \chi_{\sigma}, \sigma \in \mathcal{P}$, where $\mathcal{P}$ is the set of finite subsets of $\mathbb{R}^{+}$. With the
same idea as for $T \Phi$, this means that each copy of $\mathbb{C}^{2}$ is equipped with an orthonormal basis $\Omega, d \chi_{t}$ (where $t$ is the parameter attached to the copy we are looking at). The orthonormal basis $d \chi_{\sigma}$ is the one obtained by specifying a finite number of sites $t_{1}, \ldots, t_{n}$ which are going to be excited, the other ones being in the fundamental state $\Omega$.

The representation of an element $f$ of $\mathrm{T} \Phi$ :

$$
\begin{aligned}
f & =\sum_{A \in \mathcal{P}_{N}} f(A) X_{A} \\
\|f\|^{2} & =\sum_{A \in \mathcal{P}_{N}}|f(A)|^{2}
\end{aligned}
$$

is replaced by an integral version of it in $\Phi$ :

$$
\begin{aligned}
f & =\int_{\mathcal{P}} f(\sigma) d \chi_{\sigma} \\
\|f\|^{2} & =\int_{\mathcal{P}}|f(\sigma)|^{2} d \sigma
\end{aligned}
$$

where, in the last integral, the measure $d \sigma$ is a "Lebesgue measure" on $\mathcal{P}$, that we shall explain later.

A good basis of operators acting on $\Phi$ can be obtained by mimicking the operators $a_{n}^{\varepsilon}$ of T$\Phi$. Here we have a set of infinitesimal operators $d a_{t}^{\varepsilon}$ acting on the copy $t$ of $\mathbb{C}^{2}$ by

$$
\begin{aligned}
& d a_{t}^{\times} \Omega=d t \Omega \quad \text { and } \quad d a_{t}^{\times} d \chi_{t}=0 \\
& d a_{t}^{+} \Omega=d \chi_{t} \quad \text { and } \quad d a_{t}^{+} d \chi_{t}=0 \\
& d a_{t}^{-} \Omega=0 \quad \text { and } \quad d a_{t}^{-} d \chi_{t}=d t \Omega \\
& d a_{t}^{\circ} \Omega=0 \quad \text { and } \quad d a_{t}^{\circ} d \chi_{t}=d \chi_{t} .
\end{aligned}
$$

In the basis $d \chi_{\sigma}$, this means

$$
\begin{aligned}
d a_{t}^{\times} d \chi_{\sigma} & =d \chi_{\sigma} d t \mathbb{1}_{t \notin \sigma} \\
d a_{t}^{+} d \chi_{\sigma} & =d \chi_{\sigma \cup\{t\}} \mathbb{1}_{t \notin \sigma} \\
d a_{t}^{-} d \chi_{\sigma} & =d \chi_{\sigma \backslash\{t\}} d t \mathbb{1}_{t \in \sigma} \\
d a_{t}^{\circ} d \chi_{\sigma} & =d \chi_{\sigma} \mathbb{1}_{t \in \sigma} .
\end{aligned}
$$

### 3.2 The Guichardet space

We now describe a setting in which the above heuristic discussion is made rigorous.

## Notations

Let $\mathcal{P}$ denote the set of finite subsets of $\mathbb{R}^{+}$. That is, $\mathcal{P}=\cup_{n} \mathcal{P}_{n}$ where $\mathcal{P}_{0}=\{\emptyset\}$ and $\mathcal{P}_{n}$ is the set of $n$ elements subsets of $\mathbb{R}^{+}, n \geq 1$. By ordering elements of a $\sigma=\left\{t_{1}, t_{2} \ldots t_{n}\right\} \in \mathcal{P}_{n}$ we identify $\mathcal{P}_{n}$ with $\Sigma_{n}=\left\{0<t_{1}<t_{2}<\cdots<t_{n}\right\} \subset$ $\left(\mathbb{R}^{+}\right)^{n}$. This way $\mathcal{P}_{n}$ inherits the measured space structure of $\left(\mathbb{R}^{+}\right)^{n}$. By putting the Dirac measure $\delta_{\emptyset}$ on $\mathcal{P}_{0}$, we define a $\sigma$-finite measured space structure on $\mathcal{P}$ (which coincides with the $n$-dimensional Lebesgue measure on each $\mathcal{P}_{n}$ ) whose only atom is $\{\emptyset\}$. The elements of $\mathcal{P}$ are denoted with small greek letters $\sigma, \omega, \tau, \ldots$ the associated measure is denoted $d \sigma, d \omega, d \tau \ldots$ (with in mind that $\sigma=\left\{t_{1}<t_{2}<\cdots<t_{n}\right\}$ and $\left.d \sigma=d t_{1} d t_{2} \cdots d t_{n}\right)$.

The space $L^{2}(\mathcal{P})$ defined this way is naturally isomorphic to the symmetric Fock space $\Phi=\Gamma_{s}\left(L^{2}\left(\mathbb{R}^{+}\right)\right)$. Indeed, $L^{2}(\mathcal{P})=\bigoplus_{n} L^{2}\left(\mathcal{P}_{n}\right)$ is isomorphic to $\bigoplus_{n} L^{2}\left(\Sigma_{n}\right)$ (with $\Sigma_{0}=\{\emptyset\}$ ) that is $\Phi$ by identifying the space $L^{2}\left(\Sigma_{n}\right)$ to the space of symmetric functions in $L^{2}\left(\left(\mathbb{R}^{+}\right)^{n}\right)$. In order to be really clear, the isomorphism between $\Phi$ and $L^{2}(\mathcal{P})$ can be explicitly written as:

$$
\begin{aligned}
V: \Phi & \longrightarrow L^{2}(\mathcal{P}) \\
f & \longmapsto V f
\end{aligned}
$$

where $f=\sum_{n} f_{n}$ and

$$
[V f](\sigma)= \begin{cases}f_{0} & \text { if } \sigma=\emptyset \\ f_{n}\left(t_{1} \ldots t_{n}\right) & \text { if } \sigma=\left\{t_{1}<\cdots<t_{n}\right\}\end{cases}
$$

Let us fix some notations on $\mathcal{P}$. If $\sigma \neq \emptyset$ we put $\vee \sigma=\max \sigma, \sigma-=\sigma \backslash\{\vee \sigma\}$. If $t \in \sigma$ then $\sigma \backslash t$ denotes $\sigma \backslash\{t\}$. If $\{t \notin \sigma\}$ then $\sigma \cup t$ denotes $\sigma \cup\{t\}$. If $0 \leq s \leq t$ then

$$
\begin{aligned}
\sigma_{s)} & =\sigma \cap[0, s[ \\
\sigma_{(s, t)} & =\sigma \cap] s, t[ \\
\sigma_{(t} & =\sigma \cap] t,+\infty[.
\end{aligned}
$$

We also put

$$
\mathbb{1}_{\sigma \leq t}= \begin{cases}1 & \text { if } \sigma \subset[0, t] \\ 0 & \text { otherwise }\end{cases}
$$

If $0 \leq s \leq t$ then

$$
\begin{aligned}
\mathcal{P}^{s)} & =\{\sigma \in \mathcal{P} ; \sigma \subset[0, s[ \} \\
\mathcal{P}^{(s, t)} & =\{\sigma \in \mathcal{P} ; \sigma \subset] s, t[ \} \\
\mathcal{P}^{(t} & =\{\sigma \in \mathcal{P} ; \sigma \subset] t,+\infty[ \} .
\end{aligned}
$$

Finally, $\# \sigma$ denotes the cardinal of $\sigma$.

If we put $\Phi_{t]}=\Gamma_{s}\left(L^{2}([0, t])\right), \Phi_{[t}=\Gamma_{s}\left(L^{2}([t,+\infty[)\right.$ and so on $\ldots$ we clearly have

$$
\begin{aligned}
\Phi_{s]} & \simeq L^{2}\left(\mathcal{P}^{s)}\right) \\
\Phi_{[s, t]} & \simeq L^{2}\left(\mathcal{P}^{(s, t)}\right) \\
\Phi_{[t} & \simeq L^{2}\left(\mathcal{P}^{(t}\right) .
\end{aligned}
$$

In the following we make several identifications:

- $\Phi$ is not distinguished from $L^{2}(\mathcal{P})$ (and the same holds for $\Phi_{s]}$ and $L^{2}\left(\mathcal{P}^{s}\right)$, etc...)
- $L^{2}\left(\mathcal{P}^{s)}\right), L^{2}\left(\mathcal{P}^{(s, t)}\right)$ and $L^{2}\left(\mathcal{P}^{(t}\right)$ are seen as subspaces of $L^{2}(\mathcal{P})$ : the subspace of $f \in L^{2}(\mathcal{P})$ such that $f(\sigma)=0$ for all $\sigma$ such that $\sigma \not \subset[0, s]$ (resp. $\sigma \not \subset[s, t]$, resp. $\sigma \not \subset[t,+\infty[)$.

A particular family of elements of $\Phi$ is of great use: the space of coherent vectors. For every $h \in L^{2}\left(\mathbb{R}^{+}\right)$, consider the element $\varepsilon(h)$ of $\Phi$ defined by

$$
[\varepsilon(h)](\sigma)=\prod_{s \in \sigma} h(s)
$$

with the convention that the empty product is equal to 1 . They satisfy the relation

$$
\langle\varepsilon(h), \varepsilon(k)\rangle=e^{\langle h, k\rangle} .
$$

The linear space $\mathcal{E}$ generated by these vectors is dense in $\Phi$ and any finite family of distinct coherent vectors is linearly free.

If $\mathcal{M}$ is any dense subset of $L^{2}\left(\mathbb{R}^{+}\right)$then $\mathcal{E}(\mathcal{M})$ denotes the linear space spaned by the vectors $\varepsilon(h)$ such that $h \in \mathcal{M}$. This forms a dense subspace of $\Phi$.

The vacuum element of $\Phi$ is the element $\Omega$ given by

$$
\Omega(\sigma)=\mathbb{1}_{\sigma=\emptyset} .
$$

## The ${ }^{2}$-Lemma

The following lemma is a very important and useful combinatoric result that we shall use quite often in the sequel.

Theorem 3.1 (f'Lemma). Let $f$ be a measurable positive (resp. integrable) function on $\mathcal{P} \times \mathcal{P}$. Define a function $g$ on $\mathcal{P}$ by

$$
g(\sigma)=\sum_{\alpha \subset \sigma} f(\alpha, \sigma \backslash \alpha)
$$

Then $g$ is measurable positive (resp. integrable) and

$$
\int_{\mathcal{P}} g(\sigma) d \sigma=\int_{\mathcal{P} \times \mathcal{P}} f(\alpha, \beta) d \alpha d \beta
$$

Proof. By density arguments one can restrict ourselves to the case where $f(\alpha, \beta)=$ $h(\alpha) k(\beta)$ and where $h=\varepsilon(u)$ and $k=\varepsilon(v)$ are coherent vectors. In this case one has

$$
\begin{aligned}
\int_{\mathcal{P} \times \mathcal{P}} f(\alpha, \beta) d \alpha d \beta & =\int_{\mathcal{P}} \varepsilon(u)(\alpha) d \alpha \int_{\mathcal{P}} \varepsilon(v)(\beta) d \beta \\
& \left.=e^{\int_{0}^{\infty} u(s) d s} e^{\int_{0}^{\infty} v(s) d s} \text { (take } u, v \in L^{1} \cap L^{2}\left(\mathbb{R}^{+}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\mathcal{P}} \sum_{\alpha \subset \sigma} f(\alpha, \sigma \backslash \alpha) d \sigma & =\int_{\mathcal{P}} \sum_{\alpha \subset \sigma} \prod_{s \in \alpha} u(s) \prod_{s \in \sigma \backslash \alpha} v(s) d \sigma \\
& =\int_{\mathcal{P}} \prod_{s \in \sigma}(u(s)+v(s)) d \sigma=e^{\int_{0}^{\infty} u(s)+v(s) d s}
\end{aligned}
$$

In the same way as for the Toy Fock space we have a natural isomorphism between $\Phi$ and $\Phi_{t]} \otimes \Phi_{[t}$.

Theorem 3.2. The mapping:

$$
\begin{aligned}
\Phi_{t]} \otimes \Phi_{[t} & \longrightarrow \Phi \\
f \otimes g & \longmapsto h
\end{aligned}
$$

where $h(\sigma)=f\left(\sigma_{t)}\right) g\left(\sigma_{(t)}\right)$ defines an isomorphism between $\Phi_{t]} \otimes \Phi_{[t}$ and $\Phi$.
Proof.

$$
\begin{aligned}
\int_{\mathcal{P}}|h(\sigma)|^{2} d \sigma & =\int_{\mathcal{P}}\left|f\left(\sigma_{t)}\right)\right|^{2} \mid g\left(\left.\sigma_{(t)}\right|^{2} d \sigma\right. \\
& =\int_{\mathcal{P}} \sum_{\alpha \subset \sigma} \mathbb{1}_{\alpha \subset[0, t]} \mathbb{1}_{\sigma \backslash \alpha \subset[t,+\infty}|f(\alpha)|^{2}|g(\sigma \backslash \alpha)|^{2} d \sigma \\
& =\int_{\mathcal{P}} \int_{\mathcal{P}} \mathbb{1}_{\alpha \subset[0, t]]} \mathbb{1}_{\beta \subset[t,+\infty}|f(\alpha)|^{2}|g(\beta)|^{2} d \alpha d \beta
\end{aligned}
$$

(by the 4 -Lemma)

$$
\begin{aligned}
& =\int_{\mathcal{P}^{t)}}|f(\alpha)|^{2} d \alpha \int_{\mathcal{P}^{(t}}|g(\beta)|^{2} d \beta \\
& =\|f \otimes g\|^{2}
\end{aligned}
$$

### 3.3 Abstract Itô calculus on Fock space

We are now ready to define the main ingredients of our structure: several differential and integral operators on the Fock space.

## Projectors

For all $t>0$ define the operator $P_{t}$ from $\Phi$ to $\Phi$ by

$$
\left[P_{t} f\right](\sigma)=f(\sigma) \mathbb{1}_{\sigma \subset[0, t]} .
$$

It is clear that $P_{t}$ is the orthogonal projector from $\Phi$ onto $\Phi_{t]}$.
For $t=0$ we define $P_{0}$ by

$$
\left[P_{0} f\right](\sigma)=f(\emptyset) \mathbb{1}_{\sigma=\emptyset}
$$

which is the orthogonal projection onto $L^{2}\left(\mathcal{P}_{0}\right)=\mathbb{C} \mathbb{1}$ where $\mathbb{1}$ is the vacuum of $\Phi$ : $\left(\mathbb{1}(\sigma)=\mathbb{1}_{\sigma=\emptyset}\right)$.

## Gradients

For all $t \in \mathbb{R}^{+}$and all $f$ in $\Phi$ define the following function on $\mathcal{P}$ :

$$
\left[D_{t} f\right](\sigma)=f(\sigma \cup t) \mathbb{1}_{\sigma \subset[0, t]}
$$

The first natural question is: for which $f$ does $D_{t} f$ lie in $\Phi=L^{2}(\mathcal{P})$ ?
Proposition 3.3. For all $f \in \Phi$, we have

$$
\int_{0}^{\infty} \int_{\mathcal{P}}\left|\left[D_{t} f\right](\sigma)\right|^{2} d \sigma d t=\|f\|^{2}-|f(\emptyset)|^{2}
$$

Proof. This is again an easy application of the $\mathscr{F}$-Lemma:

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{\mathcal{P}}|f(\sigma \cup t)|^{2} \mathbb{1}_{\sigma \subset[0, t]} d \sigma d t \\
&=\int_{\mathcal{P}} \int_{\mathcal{P}}|f(\alpha \cup \beta)|^{2} \mathbb{1}_{\# \beta=1} \mathbb{1}_{\alpha \subset[0, \vee \beta]} d \alpha d \beta \\
&=\int_{\mathcal{P}} \sum_{\alpha \subset \sigma}|f(\alpha \cup \sigma \backslash \alpha)|^{2} \mathbb{1}_{\#(\sigma \backslash \alpha)=1} \mathbb{1}_{\alpha \subset[0, \vee(\sigma \backslash \alpha)]} d \sigma \\
&=\int_{\mathcal{P} \backslash \mathcal{P}_{0}} \sum_{t \in \sigma}|f(\sigma)|^{2} \mathbb{1}_{\sigma \backslash t \subset[0, t]} d \sigma \text { (this forces } t \text { to be } \vee \sigma \text { ) } \\
&=\int_{\mathcal{P} \backslash \mathcal{P}_{0}}|f(\sigma)|^{2} d \sigma=\|f\|^{2}-|f(\emptyset)|^{2} .
\end{aligned}
$$

This proposition implies the following: for all $f$ in $\Phi$, for almost all $t \in \mathbb{R}^{+}$(the negligible set depends on $f$ ), the function $D_{t} f$ belongs to $L^{2}(\mathcal{P})$. Hence for all $f$ in $\Phi$, almost all $t, D_{t} f$ is an element of $\Phi$. Nevertheless, $D_{t}$ is not a well-defined operator from $\Phi$ to $\Phi$. The only operators which can be well defined are either

$$
\begin{aligned}
D: L^{2}(\mathcal{P}) & \longrightarrow L^{2}\left(\mathcal{P} \times \mathbb{R}^{+}\right) \\
f & \longmapsto\left((\sigma, t) \longmapsto D_{t} f(\sigma)\right)
\end{aligned}
$$

which is a partial isometry; or the regularised operators $D_{h}$, for $h \in L^{2}\left(\mathbb{R}^{+}\right)$:

$$
\left[D_{h} f\right](\sigma)=\int_{0}^{\infty} h(t)\left[D_{t} f\right](\sigma) d t
$$

But, anyway, in this course we will treat the $D_{t}$ 's as linear operators defined on the whole of $\Phi$. This, in general, poses no problem; one just has to be careful in some particular situations.

## Integrals

A family $\left(g_{t}\right)_{t \geq 0}$ of elements of $\Phi$ is said to be an Itô integrable process if the following holds:
i) $f \mapsto\left\|g_{t}\right\|$ is measurable
ii) $g_{t} \in \Phi_{t]}$ for all $t$
iii) $\int_{0}^{\infty}\left\|g_{t}\right\|^{2} d t<\infty$.

If $g$. $=\left(g_{t}\right)_{t \geq 0}$ is an Itô integrable process, define

$$
[\mathcal{I}(g .)](\sigma)= \begin{cases}0 & \text { if } \sigma=\emptyset \\ g_{\vee \sigma}(\sigma-) & \text { if } \sigma \neq \emptyset\end{cases}
$$

Proposition 3.4. For all Itô integrable process $g .=\left(g_{t}\right)_{t \geq 0}$ one has

$$
\int_{\mathcal{P}}|[\mathcal{I}(g .)](\sigma)|^{2} d \sigma=\int_{0}^{\infty}\left\|g_{t}\right\|^{2} d t<\infty
$$

Proof. Another application of the $\mathrm{f}^{f}$-Lemma (Exercise).
Hence, for all Itô integrable process $g .=\left(g_{t}\right)_{t \geq 0}$, the function $\mathcal{I}(g$. defines an element of $\Phi$, the Itô integral of the process $g$..

Recall the operator $D: L^{2}(\mathcal{P}) \rightarrow L^{2}\left(\mathcal{P} \times \mathbb{R}^{+}\right)$from last subsection.

## Proposition 3.5.

$$
\mathcal{I}=D^{*} .
$$

Proof.

$$
\begin{aligned}
\langle f, \mathcal{I}(g .)\rangle & =\int_{\mathcal{P} \backslash \mathcal{P}_{0}} \bar{f}(\sigma) g_{\vee \sigma}(\sigma-) d \sigma \\
& =\int_{0}^{\infty} \int_{\mathcal{P}} \bar{f}(\sigma \cup t) g_{t}(\sigma) \mathbb{1}_{\sigma \subset[0, t]} d \sigma d t(\text { 身-Lemma) } \\
& =\int_{0}^{\infty} \int_{\mathcal{P}}\left[\overline{D_{t} f}\right](\sigma) g_{t}(\sigma) d \sigma d t \\
& =\int_{0}^{\infty}\left\langle D_{t} f, g_{t}\right\rangle d t .
\end{aligned}
$$

## The abstract Itô integral is a true integral

We are going to see that the Itô integral defined above can be interpreted as a true integral $\int_{0}^{\infty} g_{t} d \chi_{t}$ with respect to some particular family $\left(\chi_{t}\right)_{t \geq 0}$ in $\Phi$.

For all $t \in \mathbb{R}^{+}$, define the element $\chi_{t}$ of $\Phi$ by

$$
\begin{cases}\chi_{t}(\sigma)=0 & \text { if } \# \sigma \neq 1 \\ \chi_{t}(s)=\mathbb{1}_{[0, t]}(s) . & \end{cases}
$$

This family of elements of $\Phi$ has some very particular properties. The main one is the following: not only does $\chi_{t}$ belong to $\Phi_{t]}$ for all $t \in \mathbb{R}^{+}$, but also $\chi_{t}-\chi_{s}$ belongs to $\Phi_{[s, t]}$ for all $s \leq t$ ( this is very easy to check from the definition). We will see later that, in some sense, $\left(\chi_{t}\right)_{t \geq 0}$ is the only process to satisfy this property.

Let us take an Itô integrable process $\left(g_{t}\right)_{t \geq 0}$ which is simple, that is, constant on intervals:

$$
g_{t}=\sum_{i} g_{t_{i}} \mathbb{1}_{\left[t_{i}, t_{i+1}\right.}[t)
$$

Define $\int_{0}^{\infty} g_{t} d \chi_{t}$ to be $\sum_{i} g_{t_{i}} \otimes\left(\chi_{t_{i+1}}-\chi_{t_{i}}\right)$ (recall that $g_{t_{i}} \in \Phi_{\left.t_{i}\right]}$ and $\chi_{t_{i+1}}-\chi_{t_{i}} \in$ $\left.\Phi_{\left[t_{i}, t_{i+1}\right]} \subset \Phi_{\left(t_{i}\right)}\right)$. We have

$$
\begin{aligned}
{\left[\int_{0}^{\infty} g_{t} d \chi_{t}\right](\sigma) } & =\sum_{i}\left[g_{t_{i}} \otimes\left(\chi_{t_{i+1}}-\chi_{t_{i}}\right)\right](\sigma) \\
& =\sum_{i} g_{t_{i}}\left(\sigma_{\left.t_{i}\right)}\right)\left(\chi_{t_{i+1}}-\chi_{t_{i}}\right)\left(\sigma_{\left(t_{i}\right)}\right) \\
& =\sum_{i} g_{t_{i}}\left(\sigma_{\left.t_{i}\right)}\right) \mathbb{1}_{\# \sigma_{\left(t_{i}\right.}=1} \mathbb{1}_{\left.\left.\vee \sigma_{\left(t_{i}\right.} \in\right] t_{i}, t_{i+1}\right]} \\
& =\sum_{i} g_{t_{i}}\left(\sigma_{\left.t_{i}\right)}\right) \mathbb{1}_{\sigma-\subset\left[0, t_{i}\right]} \mathbb{1}_{\left.\vee \sigma \in] t_{i}, t_{i+1}\right]} \\
& =\sum_{i} g_{t_{i}}(\sigma-) \mathbb{1}_{\left.\vee \sigma \in] t_{i}, t_{i+1}\right]} \\
& =\sum_{i} g_{\vee \sigma}(\sigma-) \mathbb{1}_{\left.\vee \sigma \in] t_{i}, t_{i+1}\right]} \\
& =g_{\vee \sigma}(\sigma-)
\end{aligned}
$$

Thus for simple Itô-integrable processes we have proved that

$$
\begin{equation*}
\mathcal{I}(g .)=\int_{0}^{\infty} g_{t} d \chi_{t} \tag{8}
\end{equation*}
$$

But because of the isometry formula of Proposition 3.4 we have

$$
\|\mathcal{I}(g .)\|^{2}=\left\|\int_{0}^{\infty} g_{t} d \chi_{t}\right\|^{2}=\int_{0}^{\infty}\left\|g_{t}\right\|^{2} d t
$$

So one can pass to the limit from simple Itô integrable processes to Itô integrable processes in general and extend the definition of this integral $\int_{0}^{\infty} g_{t} d \chi_{t}$. As a result, (8) holds for every Itô integrable process $\left(g_{t}\right)_{t \geq 0}$. So from now on we will denote the Itô integral by

$$
\int_{0}^{\infty} g_{t} d \chi_{t}
$$

## Fock space predictable representation property

If $f$ belongs to $\Phi$, Proposition 3.3 shows that $\left(D_{t} f\right)_{t \geq 0}$ is an Itô integrable process. Let us compute $\int_{0}^{\infty} D_{t} f d \chi_{t}$ :

$$
\begin{aligned}
{\left[\int_{0}^{\infty} D_{t} f d \chi_{t}\right](\sigma) } & = \begin{cases}0 & \text { if } \sigma=\emptyset \\
{\left[D_{\vee \sigma} f\right](\sigma-)} & \text { otherwise }\end{cases} \\
& = \begin{cases}0 & \text { if } \sigma=\emptyset \\
f(\sigma-\cup \vee \sigma) \mathbb{1}_{\sigma-\subset[0, \vee \sigma]} & \text { otherwise }\end{cases} \\
& = \begin{cases}0 & \text { if } \sigma=\emptyset \\
f(\sigma) & \text { otherwise }\end{cases} \\
& =f(\sigma)-\left[P_{0} f\right](\sigma)
\end{aligned}
$$

This computation together with Propositions 3.3 and 3.4 give the following fundamental result.

Theorem 3.6 (Fock space predictable representation property). For every $f \in \Phi$ we have the representation

$$
\begin{equation*}
f=P_{0} f+\int_{0}^{\infty} D_{t} f d \chi_{t} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|^{2}=\left|P_{0} f\right|^{2}+\int_{0}^{\infty}\left\|D_{t} f\right\|^{2} d t \tag{10}
\end{equation*}
$$

The representation (9) of $f$ as a sum of a constant and an Itô integral is unique.
The norm identity (10) polarizes as follows

$$
\langle f, g\rangle=\overline{P_{0} f} P_{0} g+\int_{0}^{\infty}\left\langle D_{t} f, D_{t} g\right\rangle d t
$$

for all $f, g \in \Phi$.
Proof. The only point remaining to be proved is the uniqueness property. If $f=c+$ $\int_{0}^{\infty} g_{t} d \chi_{t}$ then $P_{0} f=P_{0} c+P_{0} \int_{0}^{\infty} g_{t} d \chi_{t}=c$. Hence $\int_{0}^{\infty} g_{t} d \chi_{t}=\int_{0}^{\infty} D_{t} f d \chi_{t}$ that is, $\int_{0}^{\infty}\left(g_{t}-D_{t} f\right) d \chi_{t}=0$. This implies $\int_{0}^{\infty}\left\|g_{t}-D_{t} f\right\|^{2} d t=0$ thus the result.

## Fock space chaotic expansion property

Let $h_{1}$ be an element of $L^{2}\left(\mathbb{R}^{+}\right)=L^{2}\left(\mathcal{P}_{1}\right)$, we can define

$$
\int_{0}^{\infty} h_{1}(t) \Omega d \chi_{t}
$$

which we shall simply denote by $\int_{0}^{\infty} h_{1}(t) d \chi_{t}$. Note that the element $f$ of $\Phi$ that we obtain this way is given by

$$
f(\sigma)= \begin{cases}0 & \text { if } \# \sigma \neq 1 \\ h_{1}(s) & \text { if } \sigma=\{s\} .\end{cases}
$$

That is, we construct this way all the elements of the first particle space of $\Phi$.
For $h_{2} \in L^{2}\left(\mathcal{P}_{2}\right)$ we want to define

$$
\int_{0 \leq s_{1} \leq s_{2}} h_{2}\left(s_{1}, s_{2}\right) d \chi_{s_{1}} d \chi_{s_{2}}
$$

where we again omit to $\Omega$-symbol. This can be done in two ways:

- either by starting with simple $h_{2}$ 's and defining the iterated integral above as being

$$
\sum_{s_{j}} \sum_{t_{i} \leq s_{j}} h_{2}\left(t_{i}, s_{j}\right)\left(\chi_{t_{i+1}}-\chi_{t_{i}}\right)\left(\chi_{s_{j+1}}-\chi_{s_{j}}\right) .
$$

One proves easily (exercise) that the norm ${ }^{2}$ of the expression above is exactly

$$
\int_{0 \leq s_{1} \leq s_{2}}\left|h_{2}\left(s_{1}, s_{2}\right)\right|^{2} d s_{1} d s_{2}
$$

so one can pass to the limit in order to define $\int_{0 \leq s_{1} \leq s_{2}} h_{2}\left(s_{1}, s_{2}\right) d \chi_{s_{1}} d \chi_{s_{2}}$ for any $h_{2} \in L^{2}\left(\mathcal{P}_{2}\right)$.

- or one says that $g=\int_{0 \leq s_{1} \leq s_{2}} h_{2}\left(s_{1}, s_{2}\right) d \chi_{s_{1}} d \chi_{s_{2}}$ is the only $g \in \Phi$ such that the continuous linear form

$$
\begin{aligned}
\lambda: \Phi & \longrightarrow \mathbb{C} \\
f & \longmapsto \int_{0 \leq s_{1} \leq s_{2}} \bar{f}\left(\left\{s_{1}, s_{2}\right\}\right) h_{2}\left(s_{1}, s_{2}\right) d s_{1} d s_{2}
\end{aligned}
$$

is of the form $\lambda(f)=\langle f, g\rangle$.
The two definitions coincide (exercise). The element of $\Phi$ which is formed this way is just the element of the second particle space associated to the function $h_{2}$.

In the same way, for $h_{n} \in L^{2}\left(\mathcal{P}_{n}\right)$ one defines

$$
\int_{0 \leq s_{1} \leq \cdots \leq s_{n}} h_{n}\left(s_{1} \ldots s_{n}\right) d \chi_{s_{1}} \cdots d \chi_{s_{n}} .
$$

We get

$$
\begin{aligned}
&\left\langle\int_{0 \leq s_{1} \leq \cdots \leq s_{n}} h_{n}\left(s_{1} \ldots s_{n}\right) d \chi_{s_{1}} \ldots d \chi_{s_{n}}\right. \\
&\left.\int_{0 \leq s_{1} \leq \cdots \leq s_{m}} k_{m}\left(s_{1} \ldots s_{m}\right) d \chi_{s_{1}} \cdots d \chi_{s_{m}}\right\rangle \\
&=\delta_{n, m} \int_{0 \leq s_{1} \leq \cdots \leq s_{n}} \bar{h}_{n}\left(s_{1} \ldots s_{n}\right) k_{n}\left(s_{1} \ldots s_{n}\right) d s_{1} \cdots d s_{n}
\end{aligned}
$$

For $f \in L^{2}(\mathcal{P})$ we define

$$
\int_{\mathcal{P}} f(\sigma) d \chi_{\sigma}=f(\emptyset) \mathbb{1}+\sum_{n} \int_{0 \leq s_{1} \leq \cdots \leq s_{n}} f\left(\left\{s_{1} \ldots s_{n}\right\}\right) d \chi_{s_{1}} \cdots d \chi_{s_{n}}
$$

Theorem 3.7 (Fock space chaotic representation property). For all $f \in \Phi$ we have

$$
f=\int_{\mathcal{P}} f(\sigma) d \chi_{\sigma}
$$

Proof. For $g \in \Phi$ we have by definition

$$
\begin{aligned}
& \left\langle g, \int_{\mathcal{P}} f(\sigma) d \chi_{\sigma}\right\rangle \\
& \quad=\overline{g(\emptyset)} f(\emptyset)+\sum_{n} \int_{0 \leq s_{1} \leq \cdots \leq s_{n}} \bar{g}\left(\left\{s_{n} \ldots s_{n}\right\}\right) f\left(\left\{s_{n} \ldots s_{n}\right\}\right) d s_{1} \cdots d s_{n} \\
& \quad=\langle g, f\rangle
\end{aligned}
$$

(Details are left to the reader).

## $\left(\chi_{t}\right)_{t \geq 0}$ is the only independent increment curve in $\Phi$

We have seen that $\left(\chi_{t}\right)_{t \geq 0}$ is a family in $\Phi$ satisfying
i) $\chi_{t} \in \Phi_{t]}$ for all $t \in \mathbb{R}^{+}$;
ii) $\chi_{t}-\chi_{s} \in \Phi_{[s, t]}$ for all $0 \leq s \leq t$.

These properties where fundamental ingredients for defining our Itô integral. We can naturally wonder if there are any other families $\left(Y_{t}\right)_{t \geq 0}$ in $\Phi$ satisfying these two properties?

If one takes $a(\cdot)$ to be a function on $\mathbb{R}^{+}$, and $h \in L^{2}\left(\mathbb{R}^{+}\right)$then $Y_{t}=a(t) \mathbb{1}+$ $\int_{0}^{t} h(s) d \chi_{s}$ clearly satisfies $i$ ) and $\left.i i\right)$. But clearly, apart from multiplying every terms by a scalar factor, these families $\left(Y_{t}\right)_{t \geq 0}$ do not change the notions of Itô integrals. The claim now is that the above families $\left(Y_{t}\right)_{t \geq 0}$ are the only possible ones.
Theorem 3.8. If $\left(Y_{t}\right)_{t \geq 0}$ is a vector process on $\Phi$ satisfying $\left.i\right)$ and ii) then there exist $a: \mathbb{R}^{+} \rightarrow \mathbb{C}$ and $h \in L^{2}\left(\mathbb{R}^{+}\right)$such that

$$
Y_{t}=a(t) \mathbb{1}+\int_{0}^{t} h(s) d \chi_{s}
$$

Proof. Let $a(t)=P_{0} Y_{t}$. Then $\widetilde{Y}_{t}=Y_{t}-a(t) \mathbb{1}, t \in \mathbb{R}^{+}$, satisfies $\left.i\right)$ and $\left.i i\right)$ with $\widetilde{Y}_{0}=0$ (for $Y_{0}=P_{0} Y_{0}=P_{0}\left(Y_{t}-Y_{0}\right)+P_{0} Y_{0}=P_{0} Y_{t}$ ). We can now drop the $\sim$ symbol and assume $Y_{0}=0$. Now note that $P_{s} Y_{t}=P_{s} Y_{s}+P_{s}\left(Y_{t}-Y_{s}\right)=P_{s} Y_{s}=$ $Y_{s}$. This implies easily (exercise) that the chaotic expansion of $Y_{t}$ is of the form:

$$
Y_{t}=\int_{\mathcal{P}} \mathbb{1}_{\left.\mathcal{P}^{t}\right)}(\sigma) y(\sigma) d \chi_{\sigma}
$$

If $\# \sigma \geq 2$, for example $\sigma=\left\{t_{1}<t_{2}<\cdots<t_{n}\right\}$, let $s<t$ be such that $t_{1}<s<t_{n}<t$. Then

$$
\left(Y_{t}-Y_{s}\right)(\sigma)=0 \text { for } Y_{t}-Y_{s} \in \Phi_{[s, t]} \text { and } \sigma \not \subset[s, t] .
$$

Furthermore

$$
Y_{s}(\sigma)=P_{s} Y_{s}(\sigma)=\mathbb{1}_{\sigma \subset[0, s]} Y_{s}(\sigma)=0 .
$$

Thus $Y_{t}(\sigma)=0$, for any $\sigma \in \mathcal{P}$ with $\# \sigma \geq 2$, any $t \in \mathbb{R}^{+}$. This means that $Y_{t}=\int_{0}^{t} y(s) d \chi_{s}$.

## Higher multiplicities

When considering the Fock space $\Gamma_{s}\left(L^{2}\left(\mathbb{R}^{+} ; \mathbb{C}^{n}\right)\right)$ or $\Gamma_{s}\left(L^{2}\left(\mathbb{R}^{+} ; \mathcal{G}\right)\right)$ for some separable Hilbert space $\mathcal{G}$, we speak of Fock space with multiplicity $n$ or infinite multiplicity.

The Guichardet space is then associated to the the set $\mathcal{P}_{n}$ of finite subsets of $\mathcal{P}$ but whose elements are given a label, a color, in $\{1, \ldots, n\}$. This is also equivalent to giving oneself a family of $n$ disjoint subsets of $\mathbb{R}^{+}: \sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$. The norm on that Fock space is then

$$
\|f\|^{2}=\int_{\mathcal{P}_{n}}|f(\sigma)|^{2} d \sigma
$$

with obvious notations.
The universal curve $\left(\chi_{t}\right)_{t \geq 0}$ is replaced by a family $\left(\chi_{t}^{i}\right)_{t \geq 0}$ defined by

$$
\chi_{t}^{i}(\sigma)= \begin{cases}\mathbb{1}_{[0, t]}(s) & \text { if } \sigma_{j}=\emptyset \text { for all } j \neq i \text { and } \sigma_{i}=\{s\} \\ 0 & \text { otherwise } .\end{cases}
$$

The Fock space predictable representation is now of the form

$$
f=P_{0} f+\sum_{i} \int_{0}^{\infty} D_{s}^{i} f d \chi_{s}^{i}
$$

with

$$
\|f\|^{2}=\left|P_{0} f\right|^{2}+\sum_{i} \int_{0}^{\infty}\left\|D_{s}^{i} f\right\|^{2} d s
$$

and

$$
\left[D_{s}^{i} f\right](\sigma)=f\left(\sigma \cup\{s\}_{i}\right) \mathbb{1}_{\sigma \subset[0, s]}
$$

with the notation $\{s\}_{i}=(\emptyset, \ldots, \emptyset,\{s\}, \emptyset, \ldots, \emptyset) \in \mathcal{P}_{n}$.
The quantum noises are $a_{j}^{i}(t)$, labelled by $i, j=0,1, \ldots, n$, with the formal table

$$
\begin{aligned}
d a_{0}^{0}(t) \mathbb{1} & =d t \mathbb{1} \\
d a_{0}^{0}(t) d \chi_{t}^{k} & =0 \\
d a_{i}^{0}(t) \mathbb{1} & =d \chi_{t}^{i} \\
d a_{i}^{0}(t) d \chi_{t}^{k} & =0 \\
d a_{0}^{i}(t) \mathbb{1} & =0 \\
d a_{0}^{i}(t) d \chi_{t}^{k} & =\delta_{k i} d t \mathbb{1} \\
d a_{j}^{i}(t) \mathbb{1} & =0 \\
d a_{j}^{i}(t) d \chi_{t}^{k} & =\delta_{k i} d \chi_{t}^{j} .
\end{aligned}
$$

### 3.4 Probabilistic interpretations of Fock space

In this section we present the general theory of probabilistic interpretations of Fock space. This section is not really necessary to understand the rest of the course, but the ideas coming from these notions underly the whole work.

This section needs some knowledge in the basic elements of stochastic processes, martingales and stochastic integrals. Some of that material can be found in L. ReyBellet's first course in this volume.

## Chaotic expansions

We consider a martingale $\left(x_{t}\right)_{t \geq 0}$ on a probability space $(\Omega, \mathcal{F}, P)$. We take $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ to be the natural filtration of $\left(x_{t}\right)_{t \geq 0}$ (the filtration is made complete and right continuous) and we suppose that $\mathcal{F}=\mathcal{F}_{\infty}=\vee_{t \geq 0} \mathcal{F}_{t}$. Such a martingale is called normal if $\left(x_{t}^{2}-t\right)_{t \geq 0}$ is still a martingale for $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. This is equivalent to saying that $\langle x, x\rangle_{t}=t$ for all $t \geq 0$, where $\langle\cdot, \cdot\rangle$ denotes the probabilistic angle bracket.

A normal martingale is said to satisfy the predictable representation property if all $f \in L^{2}(\Omega, \mathcal{F}, P)$ can be written as a stochastic integral

$$
f=\mathbb{E}[f]+\int_{0}^{\infty} h_{s} d x_{s}
$$

for a $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-predictable process $\left(h_{t}\right)_{t} \geq 0$. Recall that

$$
\mathbb{E}\left[|f|^{2}\right]=|\mathbb{E}[f]|^{2}+\int_{0}^{\infty} \mathbb{E}\left[\left|h_{s}\right|^{2}\right] d s
$$

that is, in the $L^{2}(\Omega)$-norm notation:

$$
\|f\|^{2}=|\mathbb{E}[f]|^{2}+\int_{0}^{\infty}\left\|h_{s}\right\|^{2} d s
$$

Recall that if $f_{n}$ is a function in $L^{2}\left(\Sigma_{n}\right)$, where $\Sigma_{n}=\left\{0 \leq t_{1}<t_{2}<\cdots<\right.$ $\left.t_{n} \in \mathbb{R}^{n}\right\} \subset\left(\mathbb{R}^{+}\right)^{n}$ is equipped with the restriction of the $n$-dimensional Lebesgue measure, one can define an element $I_{n}\left(f_{n}\right) \in L^{2}(\Omega)$ by

$$
I_{n}\left(f_{n}\right)=\int_{\Sigma_{n}} f_{n}\left(t_{1} \ldots t_{n}\right) d x_{t_{1}} \cdots d x_{t_{n}}
$$

which is defined, with the help of the Itô isometry formula, as an iterated stochastic integral satisfying

$$
\left\|I_{n}\left(f_{n}\right)\right\|^{2}=\int_{\Sigma_{n}}\left|f_{n}\left(t_{1} \ldots t_{n}\right)\right|^{2} d t_{1} \cdots d t_{n}
$$

It is also important to recall that

$$
\left\langle I_{n}\left(f_{n}\right), I_{m}\left(f_{m}\right)\right\rangle=0 \text { if } n \neq m
$$

The chaotic space of $\left(x_{t}\right)_{t>0}$, denoted $C S(x)$, is the sub-Hilbert space of $L^{2}(\Omega)$ made of the random variables $f \in L^{2}(\Omega)$ which can be written as

$$
\begin{equation*}
f=\mathbb{E}[f]+\sum_{n=1}^{\infty} \int_{\Sigma_{n}} f_{n}\left(t_{1} \ldots t_{n}\right) d x_{t_{1}} \cdots d x_{t_{n}} \tag{11}
\end{equation*}
$$

for some $f_{n} \in L^{2}\left(\Sigma_{n}\right), n \in \mathbb{N}^{*}$, such that

$$
\|f\|^{2}=|\mathbb{E}[f]|^{2}+\sum_{n=1}^{\infty} \int_{\Sigma_{n}}\left|f_{n}\left(t_{1} \ldots t_{n}\right)\right|^{2} d t_{1} \cdots d t_{n}<\infty
$$

When $C S(x)$ is the whole of $L^{2}(\Omega)$ one says that $x$ satisfies the chaotic representation property. The decomposition of $f$ as in (11) is called the chaotic expansion of $f$.

Note that the chaotic representation property implies the predictable representation property for if $f$ can be written as in (11) then, by putting $h_{t}$ to be

$$
h_{t}=f_{1}(t)+\sum_{n=1}^{\infty} \int_{\Sigma_{n}} \mathbb{1}[0, t]\left(t_{n}\right) f_{n+1}\left(t_{1} \ldots t_{n}, t\right) d x_{t_{1}} \cdots d x_{t_{n}}
$$

we have

$$
f=\mathbb{E}[f]+\int_{0}^{\infty} h_{t} d x_{t}
$$

The cases where $\left(x_{t}\right)_{t \geq 0}$ is the Brownian motion, the compensated Poisson process or the Azéma martingale with coefficient $\beta \in[-2,0]$, are examples of normal martingales which possess the chaotic representation property.

## Isomorphism with $\boldsymbol{\Phi}$

Let us consider a normal martingale $\left(x_{t}\right)_{t \geq 0}$ with the predictable representation property and its chaotic space $C S(x) \subset L^{2}(\Omega, \mathcal{F}, P)$.

By identifying a function $f_{n} \in L^{2}\left(\Sigma_{n}\right)$ with a symmetric function $\tilde{f}_{n}$ on $\left(\mathbb{R}^{+}\right)^{n}$, one can identify $L^{2}\left(\Sigma_{n}\right)$ with $L_{\text {sym }}^{2}\left(\left(\mathbb{R}^{+}\right)^{n}\right)=L^{2}\left(\mathbb{R}^{+}\right)^{\odot n}$ (with the correct symmetric norm: $\left\|\tilde{f}_{n}\right\|_{L^{2}\left(\mathbb{R}^{+}\right) \odot^{n}}^{2}=n!\left\|\tilde{f}_{n}\right\|_{L^{2}\left(\mathbb{R}^{+}\right) \otimes_{n}}^{2}$ if one puts $\tilde{f}_{n}$ to be $\frac{1}{n!}$ times the symmetric expansion of $f_{n}$ ). It is now clear that $C S(x)$ is naturally isomorphic to the symmetric Fock space

$$
\Phi=\Gamma\left(L^{2}\left(\mathbb{R}^{+}\right)\right)=\bigoplus_{n=0}^{\infty} L^{2}\left(\mathbb{R}^{+}\right)^{\odot n}
$$

The isomorphism can be explicitly written as follows:

$$
\begin{aligned}
U_{x}: \Phi & \longrightarrow C S(x) \\
f & \longmapsto U f
\end{aligned}
$$

where $f=\sum_{n} f_{n}$ with $f_{n} \in L^{2}\left(\mathbb{R}^{+}\right)^{\odot n}, n \in \mathbb{N}$, and

$$
U_{x} f=f_{0}+\sum_{n=1}^{\infty} n!\int_{0}^{t} f_{n}\left(t_{1} \ldots t_{n}\right) d x_{t_{1}} \cdots d x_{t_{n}}
$$

If $f=\mathbb{E}[f]+\sum_{n=1}^{\infty} \int_{0}^{t} f_{n}\left(t_{1} \ldots t_{n}\right) d x_{t_{1}} \cdots d x_{t_{n}}$ is an element of $C S(x)$, then $U_{x}^{-1} f=\sum_{n} g_{n}$ with $g_{0}=\mathbb{E}[f]$ and $g_{n}=\frac{1}{n!} f_{n}$ symmetrized.

These isomorphisms are called the probabilistic interpretations of $\Phi$. One may speak of Brownian interpretation, or Poisson interpretation ...

## Structure equations

If $\left(x_{t}\right)_{t \geq 0}$ is a normal martingale, with the predictable representation property and if $x_{t}$ belongs to $L^{4}(\Omega)$, for all $t$, then $\left([x, x]_{t}-\langle x, x\rangle_{t}\right)_{t \geq 0}$ is a $L^{2}(\Omega)$-martingale; so by the predictable representation property there exists a predictable process $\left(\psi_{t}\right)_{t \geq 0}$ such that

$$
[x, x]_{t}-\langle x, x\rangle_{t}=\int_{0}^{t} \psi_{s} d x_{s}
$$

that is,

$$
[x, x]_{t}=t+\int_{0}^{t} \psi_{s} d x_{s}
$$

or else

$$
\begin{equation*}
d[x, x]_{t}=d t+\psi_{t} d x_{t} \tag{12}
\end{equation*}
$$

This equation is called a structure equation for $\left(x_{t}\right)_{t \geq 0}$. One has to be careful that, in general, there can be many structure equations describing the same solution $\left(x_{t}\right)_{t \geq 0}$; there also can be several solutions (in law) to some structure equations.

What can be proved is the following:

- when $\psi_{t} \equiv 0$ for all $t$ then the only solution (in law) of (12) is the Brownian motion;
- when $\psi_{t} \equiv c$ for all $t$ then the only solution (in law) of (12) is the compensated Poisson process with intensity $1 / c^{2}$;
- when $\psi_{t}=\beta x_{t-}$ for all $t$, then the only solution (in law) of (12) is the Azéma martingale with parameter $\beta$.

The importance of structure equations appears when one considers products within two different probabilistic interpretations. For exemple, let $f, g$ be two elements of $\Phi$ and let $U_{w} f$ and $U_{w} g$ be their image in the Brownian motion interpretation $\left(w_{t}\right)_{t} \geq 0$. That is, $U_{w} f$ and $U_{w} g$ are random variables in the canonical space $L^{2}(\Omega)$ of the Brownian motion. They admit a natural product, as random variables: $U_{w} f \cdot U_{w} g$. If the resulting random variable is still an element of $L^{2}(\Omega)$ (for example if $f$ and $g$ are coherent vectors) then we can pull back the resulting random variable to the space $\Phi$ :

$$
U_{w}^{-1}\left(U_{w} f \cdot U_{w} g\right)
$$

This operation defines an associative product on $\Phi$ :

$$
f *_{w} g=U_{w}^{-1}\left(U_{w} f \cdot U_{w} g\right)
$$

called the Wiener product.
We could have done the same operations with the Poisson interpretation:

$$
f *_{p} g=U_{p}^{-1}\left(U_{p} f \cdot U_{p} g\right),
$$

this gives the Poisson product on $\Phi$. One can also define an Azéma product.
The point is that one always obtains different products on $\Phi$ when considering different probabilistic interpetations. This comes frome the fact that all probabilistic interpretations of $\Phi$ have the same angle bracket $\langle x, x\rangle_{t}=t$ but not the same square bracket: $[x, x]_{t}=t+\int_{0}^{t} \psi_{s} d x_{s}$. The product of two random variables makes use of the square bracket: if $f=\mathbb{E}[f]+\int_{0}^{\infty} h_{s} d x_{s}$ and $g=\mathbb{E}[g]+\int_{0}^{\infty} k_{s} d x_{s}$, if $f_{s}=\mathbb{E}\left[f \mid \mathcal{F}_{s}\right]$ and $g_{s}=\mathbb{E}\left[g \mid \mathcal{F}_{s}\right]$ for all $s \geq 0$ then

$$
\begin{aligned}
f g & =\mathbb{E}[f] \mathbb{E}[g]+\int_{0}^{\infty} f_{s} k_{s} d x_{s}+\int_{0}^{\infty} g_{s} h_{s} d x_{s}+\int_{0}^{\infty} h_{s} k_{s} d[x, x]_{s} \\
& =\mathbb{E}[f] \mathbb{E}[g]+\int_{0}^{\infty} f_{s} k_{s} d x_{s}+\int_{0}^{\infty} g_{s} h_{s} d x_{s}+\int_{0}^{\infty} h_{s} k_{s} d s+ \\
& +\int_{0}^{\infty} h_{s} k_{s} \psi_{s} d x_{s} .
\end{aligned}
$$

For example if one takes the element $\chi_{t}$ of $\Phi$, we have
$U_{w} \chi_{t}=\int_{0}^{\infty} \mathbb{1}_{[0, t]}(s) d w_{s}=w_{t}$ the Brownian motion itself
and
$U_{p} \chi_{t}=\int_{0}^{\infty} \mathbb{1}_{[0, t]}(s) d x_{s}=x_{t}$ the compensated Poisson process itself.
So, as $w_{t}^{2}=2 \int_{0}^{t} w_{s} d w_{s}+t$ and $x_{t}^{2}=2 \int_{0}^{t} x_{s} d x_{s}+t+x_{t}$, we have

$$
\begin{equation*}
\chi_{t} *_{w} \chi_{t}=t+2 \int_{0}^{t} \chi_{s} d \chi_{s} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{t} *_{p} \chi_{t}=t+2 \int_{0}^{t} \chi_{s} d \chi_{s}+\chi_{t} \tag{17}
\end{equation*}
$$

We get two different elements of $\Phi$.

## Probabilistic interpretations of the abstract Itô calculus

Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t} \geq 0, P,\left(x_{t}\right)_{t \geq 0}\right)$ be a probabilistic interpretation of the Fock space $\Phi$. Via the isomorphism described above, the space $\Phi_{t]}$ interprets as the space of $f \in C S(x$.) whose chaotic expansion contains only functions with support included in $[0, t]$; that is, the space $C S(x) \cap L^{2}\left(\mathcal{F}_{t}\right)$. So when the chaotic expansion property holds we have $\Phi_{t]} \simeq L^{2}\left(\mathcal{F}_{t}\right)$ and thus $P_{t}$ is nothing but $\mathbb{E}\left[\cdot \mid \mathcal{F}_{t}\right]$ (the conditional expectation) when interpreted in $L^{2}(\Omega)$.

The process $\left(\chi_{t}\right)_{t \geq 0}$ interprets as a process of random variables whose chaotic expansion is given by

$$
\chi_{t}=\int_{0}^{\infty} \mathbb{1}_{[0, t]}(s) d x_{s}=x_{t}
$$

So, in any probabilistic interpretation $\left(\chi_{t}\right)_{t \geq 0}$ becomes the noise $\left(x_{t}\right)_{t \geq 0}$ itself (Brownian motion, compensated Poisson process, Azéma martingale,...). $\left(\chi_{t}\right)_{t \geq 0}$ is the "universal" noise, seen in the Fock space $\Phi$.

As we have proved that the Itô integral $\mathcal{I}(g$.$) on \Phi$ is the $L^{2}$-limit of the Riemann sums $\sum_{i} g_{t_{i}}\left(\chi_{t_{i+1}}-\chi_{t_{i}}\right)$, it is clear that in $L^{2}(\Omega)$, the Itô integral interprets as the usual Itô integral with respect to $\left(x_{t}\right)_{t \geq 0}$.

One remark is necessary here. When one writes the approximation of the Itô integral $\int_{0}^{\infty} g_{s} d x_{s}$ as $\sum_{i} g_{t_{i}}\left(x_{t_{i+1}}-x_{t_{i}}\right)$ there appear products $\left(g_{t_{i}} \cdot\left(x_{t_{i+1}}-x_{t_{i}}\right)\right)$, so this notion seems to depend on the probabilistic interpretation of $\Phi$. The point in that the product $g_{t_{i}} \cdot\left(x_{t_{i+1}}-s_{t_{i}}\right)$ is not really a product. By this we mean that the Itô formula for this product does not involve any bracket term:

$$
g_{t_{i}}\left(x_{t_{i+1}}-x_{t_{i}}\right)=\int_{t_{i}}^{t_{i+1}} g_{t_{i}} d x_{s}
$$
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so it gives rise to the same formula whatever is the probabilistic interpretation $\left(x_{t}\right)_{t \geq 0}$. Only is involved the tensor product structure: $\Phi \simeq \Phi_{\left.t_{i}\right]} \otimes \Phi_{\left[t_{i}\right.}$; the product $g_{t_{i}}\left(x_{t_{i+1}}-x_{t_{i}}\right)$ is only a tensor product $g_{t_{i}} \otimes\left(x_{t_{i+1}}-x_{t_{i}}\right)$ in this structure. This tensor product structure is common to all the probabilistic interpretations.

We have seen that $\int_{0}^{\infty} g_{t} d \chi_{t}$ interprets as the usual Itô integral $\int_{0}^{\infty} g_{t} d \chi_{t}$ in any probabilistic interpretation $\left(x_{t}\right)_{t \geq 0}$. Thus the representation

$$
f=P_{0} f+\int_{0}^{\infty} D_{s} f d \chi_{x}
$$

of Theorem 3.6 is just a Fock space expression of the predictable representation property. The process $\left(D_{t} f\right)_{t \geq 0}$ is then interpreted as the predictable process that represents $f$ in his predictable representation.

## 4 Quantum stochastic calculus

We now leave the probabilistic intepretations of the Fock space and we enter into the theory of quantum noises itself, with its associated theory of integration.

### 4.1 An heuristic approach to quantum noise

## Adaptedness

When trying to define "quantum stochastic integrals" of operators on $\Phi$, mimicking integral representations such as in the Toy Fock space, we have to consider integrals of the form

$$
\int_{0}^{t} H_{s} d M s
$$

where $\left(H_{t}\right)_{t \geq 0}$ and $\left(M_{t}\right)_{t \geq 0}$ are families of operators on $\Phi$.
The first natural idea is to consider approximations of the above by Riemann sums:

$$
\sum_{i} H_{t_{i}}\left(M_{t_{i+1}}-M_{t_{i}}\right)
$$

but, immediatly, this kind of definition faces two difficulties:
i) The operators we are going to consider are not in general bounded and therefore the above sum may lead us to serious domain problems.
ii) The operators we consider $H_{s}, M_{s}$ need not commute in general and we can naturally wonder why we should not give the preference to sums like

$$
\sum_{i}\left(M_{t_{i+1}}-M_{t_{i}}\right) H_{t_{i}}
$$

or even more complicated forms.

This means that, at this stage of the theory, we have to make concessions: we cannot integrate any operator process with respect to any operator process. But this should not be a surprise, already in the classical theory of stochastic calculus one can only integrate predictable processes against semimartingales.

The first step in this integration theory consists is obtained by applying, at the operator level, a construction similar to the one of the Itô integral on $\Phi$ with respect to $\left(\chi_{t}\right)_{t \geq 0}$. Indeed, recall the decomposition of the Fock space $\Phi$ :

$$
\Phi=\Phi_{s]} \otimes \Phi_{[s, t]} \otimes \Phi_{[t}
$$

for all $s \leq t$.
If there exist operator families $\left(X_{t}\right)_{t>0}$ on $\Phi$ with the property that $X_{t}-X_{s}$ acts on $\Phi_{s]} \otimes \Phi_{[s, t]} \otimes \Phi_{[t}$ as $I \otimes K_{s, t} \otimes I$ and if we consider operator families $\left(H_{t}\right)_{t \geq 0}$ such that $H_{t}$ is of the form $H_{t} \otimes I$ on $\Phi_{t]} \otimes \Phi_{[t}$ then the Riemann sums

$$
\sum_{i} H_{t_{i}}\left(X_{t_{i+1}}-X_{t_{i}}\right)
$$

are well-defined and unambiguous for the products

$$
H_{t_{i}}\left(X_{t_{i+1}}-X_{t_{i}}\right)
$$

are not true compositions of operators anymore but just tensor products (just like for vectors in the Itô integral):

$$
\left(H_{t_{i}} \otimes I\right)\left(I \otimes\left(X_{t_{i+1}}-X_{t_{i}}\right) \otimes I\right)=H_{t_{i}} \otimes\left(X_{t_{i+1}}-X_{t_{i}}\right)
$$

In particular, there are no more domain problem added by the composition of operators, no more commutation problem.

Families of operators of the form $H_{t} \otimes I$ on $\Phi_{t]} \otimes \Phi_{[t}$ are obvious to construct. They are called adapted processes of operators. The true definition of adapted processes of operators, in the case of unbounded operators, are actually not that simple. They are exactly what is stated above, in the spirit, but this requires a more careful definition. We do not develop these refinements in this course (see [9]).

The existence of non-trivial operator families $\left(X_{t}\right)_{t>0}$ on $\Phi$ with the property that $X_{t}-X_{s}$ acts on $\Phi_{s]} \otimes \Phi_{[s, t]} \otimes \Phi_{[t}$ as $I \otimes K_{s, t} \otimes I$ for all $s \leq t$ is not so clear.

## The three quantum noises: heuristics

We call "quantum noise" any processes of operators on $\Phi$, say $\left(X_{t}\right)_{t>0}$, such that, for all $t_{i} \leq t_{i+1}$, the operator $X_{t_{i+1}}-X_{t_{i}}$ acts as $I \otimes k \otimes I$ on $\Phi_{\left.t_{i}\right]} \otimes \Phi_{\left[t_{i}, t_{i+1}\right]} \otimes \Phi_{\left[t_{i+1}\right.}$.

Let us consider the operator $d X_{t}=X_{t+d t}-X_{t}$. It acts only on $\Phi_{[t, t+d t]}$. The chaotic representation property of Fock space (Theorem 3.7) shows that this part of the Fock space is generated by the vacuum $\mathbb{1 1}$ and by $d \chi_{t}=\chi_{t+d t}-\chi_{t}$. Hence $d X_{t}$ is determined by its value on $\mathbb{1}$ and on $d \chi_{t}$. These values have to remain in $\Phi_{[t, t+d t]}$
and to be integrators also, that is $d \chi_{t}$ or $d t \mathbb{1}$ (denoted $d t$ ). As a consequence the only irreducible noises are given by

|  | $d \chi_{t}$ | $\mathbb{1}$ |
| :---: | :---: | :---: |
| $d a_{t}^{\circ}$ | $d \chi_{t}$ | 0 |
| $d a_{t}^{-}$ | $d t$ | 0 |
| $d a_{t}^{+}$ | 0 | $d \chi_{t}$ |
| $d a_{t}^{\times}$ | 0 | $d t$ |

These are four noises and not three as announced, but we shall see later that $d a_{t}^{\times}$ is just $d t I$.

## The three quantum noises: serious business

Recall the definitions of creation, annihilation and differential second quantization operators on $\Phi$. For any $h \in L^{2}\left(\mathbb{R}^{+}\right)$, any operator $H$ on $L^{2}\left(\mathbb{R}^{+}\right)$and any symmetric tensor product $u_{1} \circ \ldots \circ u_{n}$ in $\Phi$ we put

$$
\begin{aligned}
a^{+}(h) u_{1} \circ \ldots \circ u_{n} & =h \circ u_{1} \circ \ldots \circ u_{n} \\
a^{-}(h) u_{1} \circ \ldots \circ u_{n} & =\sum_{i=1}^{n}<h, u_{i}>u_{1} \circ \ldots \circ \widehat{u_{i}} \circ \ldots \circ u_{n} \\
\Lambda(H) u_{1} \circ \ldots \circ u_{n} & =\sum_{i=1}^{n} u_{1} \circ \ldots \circ H u_{i} \circ \ldots \circ u_{n} .
\end{aligned}
$$

In the case where $H=\mathcal{M}_{h}$ is the multiplication operator by $h$ we write $a^{\circ}(h)$ for $\Lambda(H)$.

An easy computation shows that $a^{+}(h), a^{-}(h), a^{\circ}(h)$ are closable operators whose domain contains $\mathcal{E}$, the space of coherent vectors, and which satisfy

$$
\begin{aligned}
& <\varepsilon(u), a^{+}(h) \varepsilon(v)>=\int_{0}^{\infty} \bar{u}(s) h(s) d s<\varepsilon(u), \varepsilon(v)> \\
& <\varepsilon(u), a^{-}(h) \varepsilon(v)>=\int_{0}^{\infty} \bar{v}(s) h(s) d s<\varepsilon(u), \varepsilon(v)> \\
& <\varepsilon(u), a^{\circ}(h) \varepsilon(v)>=\int_{0}^{\infty} \bar{u}(s) v(s) h(s) d s<\varepsilon(u), \varepsilon(v)>
\end{aligned}
$$

One can also easily obtain the above explicit formulas:

$$
\begin{aligned}
{\left[a^{+}(h) f\right] } & =\sum_{s \in \sigma} h(s) f(\sigma \backslash s) \\
{\left[a^{-}(h) f\right] } & =\int_{0}^{\infty} h(s) f(\sigma \cup s) d s \\
{\left[a^{\circ}(h) f\right] } & =\sum_{s \in \sigma} h(s) f(\sigma)
\end{aligned}
$$

For any $t \in \mathbb{R}^{+}$and any $\varepsilon=+,-, \circ$ we put $a^{\varepsilon}\left(h_{t]}\right)=a^{\varepsilon}\left(h \mathbb{1}_{[0, t]}\right)$. It is then easy to check from the definitions that any operator process $\left(X_{t}\right)_{t \geq 0}$ of the form

$$
X_{t}=a(t) I+a^{+}\left(f_{t]}\right)+a^{-}\left(g_{t]}\right)+a^{\circ}\left(k_{t]}\right)
$$

is a quantum noise (in order to avoid domain problems we have to ask that $h, k$ belong to $L^{2}\left(\mathbb{R}^{+}\right)$and $k$ belongs to $L^{\infty}\left(\mathbb{R}^{+}\right)$).

The previous heuristical discussion seems to says that they should be the only ones. This result is intuitively simple, but its proof is not so simple (see [17]), we do not develop it here.

Theorem 4.1. A family of closable operators $\left(X_{t}\right)_{t \geq 0}$ defined on $\mathcal{E}$ is a quantum noise if and only if there exist a function a on $\mathbb{R}^{+}$, functions $f, g \in L^{2}\left(\mathbb{R}^{+}\right)$and a function $k \in L^{\infty}\left(\mathbb{R}^{+}\right)$such that

$$
X_{t}=a(t) I+a^{+}\left(f_{t]}\right)+a^{-}\left(g_{t]}\right)+a^{\circ}\left(k_{t]}\right)
$$

for all $t$.
Putting $a_{t}^{\varepsilon}=a^{\varepsilon}\left(\mathbb{1}_{[0, t]}\right)$, we can see that all the quantum noises are determined by the four processes $\left(a_{t}^{\varepsilon}\right)_{t \geq 0}$, for $\varepsilon=+,-, \circ, \times$ where we have put $a_{t}^{\times}=t I$.

It is with respect to these four operator processes that the quantum stochastic integrals are defined.

### 4.2 Quantum stochastic integrals

## Heuristic approach

Let us now formally consider a quantum stochastic integral

$$
T_{t}=\int_{0}^{t} H_{s} d a_{s}^{\varepsilon}
$$

with respect to one of the four above noises. Let it act on a vector process

$$
f_{t}=P_{t} f=\int_{0}^{t} D_{s} f d \chi_{s} \text { (we omit the expectation } P_{0} f \text { for the moment). }
$$

The result is a process of vectors $\left(T_{t} f_{t}\right)_{t \geq 0}$ in $\Phi$. We claim that one can expect the family $\left(T_{t} f_{t}\right)_{t \geq 0}$ to satisfy an Itô-like integration by part formula:

$$
\begin{aligned}
d\left(T_{t} f_{t}\right) & =T_{t} d f_{t}+\left(d T_{t}\right) f_{t}+\left(d T_{t}\right)\left(d f_{t}\right) \\
& =T_{t}\left(D_{t} f d \chi_{t}\right)+\left(H_{t} d a_{t}^{\varepsilon}\right) f_{t}+\left(H_{t} d a_{t}^{\varepsilon}\right)\left(D_{t} f d \chi_{t}\right)
\end{aligned}
$$

There are three reasons for that claim:
i) This is the continuous version of the quantum Itô formula obtained in discrete time (Theorem 2.2).
ii) Quantum stochastic calculus contains in particular the classical one, it should then satisfy the same kind of Itô integration by part formula.
ii) More convincing: if one considers an operator process $\left(H_{t}\right)_{t>0}$ which is simple (i.e. constant by intervals) and a vector process $\left(D_{t} f\right)_{t \geq 0}$ which is simple too, then the integrated form of the above identity is exactly true (Exercise for very motivated readers!).

In the tensor product structure $\Phi=\Phi_{t]} \otimes \Phi_{[t}$ this formula writes
$d\left(T_{t} f_{t}\right)=\left(T_{t} \otimes I\right)\left(D_{t} f \otimes d \chi_{t}\right)+\left(H_{t} \otimes d a_{t}^{\varepsilon}\right)\left(f_{t} \otimes \mathbb{1}\right)+\left(H_{t} \otimes d a_{t}^{\varepsilon}\right)\left(D_{t} f \otimes d \chi_{t}\right)$,
that is,

$$
\begin{equation*}
d\left(T_{t} f_{t}\right)=T_{t} D_{t} f_{t} \otimes d \chi_{t}+H_{t} f_{t} \otimes d a_{t}^{\varepsilon} \mathbb{1}+H_{t} D_{t} f \otimes d a_{t}^{\varepsilon} d \chi_{t} \tag{18}
\end{equation*}
$$

In the right hand side one sees three terms; the first one always remains and is always the same. The other two depend on the heuristic table satisfied by the quantum noises. Integrating (18) and using the quantum noise table one gets

$$
T_{t} f_{t}=\int_{0}^{t} T_{s} D_{s} f d \chi_{s}+ \begin{cases}\int_{0}^{t} H_{s} D_{s} f d \chi_{s} & \text { if } \varepsilon=0  \tag{19}\\ \int_{0}^{t} H_{s} P_{s} f d \chi_{s} & \text { if } \varepsilon=+ \\ \int_{0}^{t} H_{s} D_{s} f d s & \text { if } \varepsilon=- \\ \int_{0}^{t} H_{s} P_{s} f d s & \text { if } \varepsilon=\times\end{cases}
$$

## A correct definition

We want to exploit formula (19) as a definition of the quantum stochastic integrals $T_{t}=\int_{0}^{t} H_{s} d a_{s}^{\varepsilon}$.

Let $\left(H_{t}\right)_{t \geq 0}$ be an adapted process of operators on $\Phi$, let $\left(T_{t}\right)_{t \geq 0}$ be another one. One says that (19) is meaningful for a given $f \in \Phi$ if

- $P_{t} f \in \operatorname{Dom} T_{t}$;
- $D_{s} f \in \operatorname{Dom} T_{s}, s \leq t$ and $\int_{0}^{t}\left\|T_{s} D_{s} f\right\|^{2} d s<\infty$;
- $\left\{\begin{array}{l}\text { if } \varepsilon=0, D_{s} f \in \operatorname{Dom} H_{s}, s \leq t \text { and } \int_{0}^{t}\left\|H_{s} D_{s} f\right\|^{2} d s<\infty \\ \text { if } \varepsilon=+, P_{s} f \in \operatorname{Dom} H_{s}, s \leq t \text { and } \int_{0}^{t}\left\|H_{s} P_{s} f\right\|^{2} d s<\infty \\ \text { if } \varepsilon=-, D_{s} f \in \operatorname{Dom} H_{s}, s \leq t \text { and } \int_{0}^{t}\left\|H_{s} D_{s} f\right\| d s<\infty \\ \text { if } \varepsilon=\times, P_{s} f \in \operatorname{Dom} H_{s}, s \leq t \text { and } \int_{0}^{t}\left\|H_{s} P_{s} f\right\| d s<\infty\end{array}\right.$

One says that (19) is true if the equality holds.
A subspace $\mathcal{D} \subset \Phi$ is called an adapted domain if for all $f \in \mathcal{D}$ and all (almost all) $t \in \mathbb{R}^{+}$, one has

$$
P_{t} f \text { and } D_{t} f \in \mathcal{D}
$$

There are many examples of adapted domains. All the domains we shall meet during this course are adapted:

- $\mathcal{D}=\Phi$ itself is adapted;
- $\mathcal{D}=\mathcal{E}$ is adapted; even more $\mathcal{D}=\mathcal{E}(\mathcal{M})$ is adapted once $\mathbb{1}_{[0, t]} \mathcal{M} \subset \mathcal{M}$ for all $t$.
- The space of finite particles $\Phi_{f}=\left\{f \in L^{2}(\mathcal{P}) ; f(\sigma)=0\right.$ for $\# \sigma>N$, for some $N \in \mathbb{N}\}$ is adapted.
- All the Fock scales $\Phi^{(a)}=\left\{f \in L^{2}(\mathcal{P}) ; \int_{\mathcal{P}} a^{\# \sigma}|f(\sigma)|^{2} d \sigma<\infty\right\}$, for $a \geq 1$, are adapted.
- Maassen's space of test vectors: $\left\{f \in L^{2}(\mathcal{P}) ; f(\sigma)=0\right.$ for $\# \sigma \not \subset[0, T]$,for some $T \in \mathbb{R}^{+}$, and $|f(\sigma)| \leq C M^{\# \sigma}$ for some $\left.C, M\right\}$ is adapted.

The above equation (19) is the definition of the quantum stochastic integrals that we shall follow and apply along this course. The definition is exactly formulated as follows.

Let $\left(H_{t}\right)_{t \geq 0}$ be an adapted process of operators defined on an adapted domain $\mathcal{D}$. One says that a process $\left(T_{t}\right)_{t \geq 0}$ is the quantum stochastic integral

$$
T_{t}=\int_{0}^{t} H_{s} d a_{s}^{\varepsilon}
$$

on the domain $\mathcal{D}$, if (19) is meaningfull and true for all $f \in \mathcal{D}$.
We now have to give at least one criterion for the existence of a solution to equation (19). When considering the domain $\mathcal{E}$ there is a simple characterization.

Theorem 4.2. Let $\left(H_{t}\right)_{t \geq 0}$ be an adapted process of operators defined on $\mathcal{E}$. If for every $u \in L^{2}\left(\mathbb{R}^{+}\right)$and every $t \in \mathbb{R}^{+}$we have

$$
\begin{cases}\int_{0}^{t}|u(s)|^{2}\left\|H_{s} \varepsilon(u)\right\|^{2} d s<\infty & \text { if } \varepsilon=0 \\ \int_{0}^{t}\left\|H_{s} \varepsilon(u)\right\|^{2} d s<\infty & \text { if } \varepsilon=+ \\ \int_{0}^{t}|u(s)|\left\|H_{s} \varepsilon(u)\right\| d s<\infty & \text { if } \varepsilon= \\ \int_{0}^{t}\left\|H_{s} \varepsilon(u)\right\| d s<\infty & \text { if } \varepsilon=\times\end{cases}
$$

is satisfied. Then the corresponding equation (19) for

$$
\int_{0}^{t} H_{s} d a_{s}^{\varepsilon}
$$

admits a unique solution on $\mathcal{E}$ which satisfies

$$
<\varepsilon(u), \int_{0}^{t} H_{s} d a_{s}^{\varepsilon} \varepsilon(v)>= \begin{cases}\int_{0}^{t} \bar{u}(s) v(s)<\varepsilon(u), H_{s} \varepsilon(v)>d s & \text { if } \varepsilon=0  \tag{20}\\ \int_{0}^{t} \bar{u}(s)<\varepsilon(u), H_{s} \varepsilon(v)>d s & \text { if } \varepsilon=+ \\ \int_{0}^{t} v(s)<\varepsilon(u), H_{s} \varepsilon(v)>d s & \text { if } \varepsilon=- \\ \int_{0}^{t}<\varepsilon(u), H_{s} \varepsilon(v)>d s & \text { if } \varepsilon=\times\end{cases}
$$

Furthermore, any operator $T_{t}$ which satisfies (20) for some $\left(H_{t}\right)_{t \geq 0}$ is of the form $T_{t}=\int_{0}^{t} H_{s} d a_{s}^{\varepsilon}$ in the sense of the definition (19).
Proof. Let $\left(H_{t}\right)_{t>0}$ be an adapted process satisfying the above condition for some $\varepsilon$. We shall prove that (19) admits a unique solution by using a usual Picard method. Let us write it for the case $\varepsilon=\circ$ and leave the three other cases to the reader.

For $u \in L^{2}\left(\mathbb{R}^{+}\right)$, one can easily check that $D_{t} \varepsilon(u)=u(t) \varepsilon\left(u_{t]}\right)$ for almost all $t$, where $u_{t]}$ means $u \mathbb{1}_{[0, t]}$. This means that, in order to construct the desired quantum stochastic integral on $\mathcal{E}$, we have to solve the equation

$$
\begin{equation*}
T_{t} \varepsilon\left(u_{t]}\right)=\int_{0}^{t} u(s) T_{s} \varepsilon\left(u_{s]}\right) d \chi_{s}+\int_{0}^{t} u(s) H_{s} \varepsilon\left(u_{s]}\right) d \chi_{s} \tag{21}
\end{equation*}
$$

Let $x_{t}=T_{t} \varepsilon\left(u_{t]}\right), t \geq 0$. We have to solve

$$
x_{t}=\int_{0}^{t} u(s) x_{s} d \chi_{s}+\int_{0}^{t} u(s) H_{s} \varepsilon\left(u_{s]}\right) d \chi_{s} .
$$

Put $x_{t}^{0}=\int_{0}^{t} u(s) H_{s} \varepsilon\left(u_{s}\right) d \chi_{s}$ and

$$
x_{t}^{n+1}=\int_{0}^{t} u(s) x_{s}^{n} d \chi_{s}+\int_{0}^{t} u(s) H_{s} \varepsilon\left(u_{s]}\right) d \chi_{s}
$$

Let $y_{t}^{0}=x_{t}^{0}$ and $y_{t}^{n+1}=x_{t}^{n+1}-x_{t}^{n}=\int_{0}^{t} u(s) y_{s}^{n} d \chi_{s}$. We have

$$
\begin{aligned}
&\left\|y_{t}^{n+1}\right\|^{2}=\int_{0}^{t}|u(s)|^{2}\left\|y_{s}^{n}\right\|^{2} d s \\
&=\int_{0}^{t} \int_{0}^{t_{2}}\left|u\left(t_{1}\right)\right|^{2}\left|u\left(t_{2}\right)\right|^{2}\left\|y_{t_{1}}^{n-1}\right\|^{2} d t_{1} d t_{2} \\
& \vdots \\
&=\int_{0 \leq t_{1} \leq \cdots \leq t_{n} \leq t}\left|u\left(t_{1}\right)\right|^{2} \cdots\left|u\left(t_{n}\right)\right|^{2}\left\|y_{t_{1}}^{0}\right\|^{2} d t_{1} \cdots d t_{n} \\
&=\int_{0 \leq t_{1} \leq \cdots \leq t_{n} \leq t}\left|u\left(t_{1}\right)\right|^{2} \cdots\left|u\left(t_{n}\right)\right|^{2} \int_{0}^{t_{1}}|u(s)|^{2}\left\|H_{s} \varepsilon\left(u_{s]}\right)\right\|^{2} d s d t_{1} \cdots d t_{n} \\
& \leq \int_{0}^{t}|u(s)|^{2}\left\|H_{s} \varepsilon\left(u_{s]}\right)\right\|^{2} d s \frac{\left(\int_{0}^{t}|u(s)|^{2} d s\right)^{n}}{n!}
\end{aligned}
$$

From this estimate one easily sees that the sequences

$$
x_{t}^{n}=\sum_{k=0}^{n} y_{t}^{k}, \quad n \in \mathbb{N}, \quad t \in \mathbb{R}^{+}
$$

are Cauchy sequences in $\Phi$. Let us call $x_{t}=\lim _{n \rightarrow+\infty} x_{t}^{n}$. One also easily sees, from the same estimate, that

$$
\int_{0}^{t}|u(s)|^{2}\left\|x_{s}\right\|^{2} d s<\infty \text { for all } t \in \mathbb{R}^{+}
$$

Passing to the limit in equality (21), one gets

$$
x_{t}=\int_{0}^{t} u(s) x_{s} d \chi_{s}+\int_{0}^{t} u(s) H_{s} \varepsilon\left(u_{s]}\right) d \chi_{s}
$$

Define operators $T_{t}$ on $\Phi_{t]}$ (more precisely on $\mathcal{E} \cap \Phi_{t]}$ ) by putting $T_{t} \varepsilon\left(u_{t]}\right)=x_{t}$. We leave to the reader to check that this defines (by linear extension) an operator on $\mathcal{E} \cap \Phi_{t]}$ (use the fact that any finite family of coherent vectors is free). Extend the operator $T_{t}$ to $\mathcal{E}$ by adaptedness:

$$
T_{t} \varepsilon(u)=T_{t} \varepsilon\left(u_{t]}\right) \otimes \varepsilon\left(u_{[t}\right)
$$

We thus get a solution to (19). Uniqueness is easily obtained by Gronwall's lemma.
Let us now prove that this solution satisfies the announced identity. We have

$$
\begin{aligned}
\left\langle\varepsilon\left(v_{t]}\right), T_{t} \varepsilon\left(u_{t]}\right)\right\rangle=\int_{0}^{t} \bar{v}(s) u(s)\left\langle\varepsilon\left(v_{t]}\right)\right. & \left., T_{s} \varepsilon\left(u_{t]}\right)\right\rangle d s \\
& +\int_{0}^{t} \bar{v}(s) u(s)\left\langle\varepsilon\left(v_{s]}\right), H_{s} \varepsilon\left(u_{s]}\right)\right\rangle d s
\end{aligned}
$$

Put $\alpha_{t}=\left\langle\varepsilon\left(v_{t]}\right), T_{t} \varepsilon\left(u_{t]}\right)\right\rangle, t \in \mathbb{R}^{+}$. We have

$$
\alpha_{t}=\int_{0}^{t} \bar{v}(s) u(s) \alpha_{s} d s+\int_{0}^{t} \bar{v}(s) u(s)\left\langle\varepsilon\left(v_{s]}\right), H_{s} \varepsilon\left(u_{s]}\right)\right\rangle d s
$$

that is,

$$
\frac{d}{d t} \alpha_{t}=\bar{v}(t) u(t) \alpha_{t}+\bar{v}(t) u(t)\left\langle\varepsilon\left(v_{t]}\right), H_{t} \varepsilon\left(u_{t]}\right)\right\rangle
$$

Or else

$$
\begin{aligned}
\alpha_{t} & =e^{\int_{0}^{t} \bar{v}(s) u(s) d s} \int_{0}^{t} \bar{v}(s) u(s)\left\langle\varepsilon\left(v_{s]}\right), H_{s} \varepsilon\left(u_{s]}\right)\right\rangle e^{-\int_{0}^{s} \bar{v}(k) u(k) d k} d s \\
& =\int_{0}^{t} \bar{v}(s) u(s)\left\langle\varepsilon\left(v_{s]}\right), H_{s} \varepsilon\left(u_{s}\right)\right\rangle e^{-\int_{s}^{t} \bar{v}(k) u(k) d k} d s \\
& =\int_{0}^{t} \bar{v}(s) u(s)\left\langle\varepsilon\left(v_{s]}\right), H_{s} \varepsilon\left(u_{s}\right)\right\rangle\left\langle\varepsilon\left(v_{[s, t]}\right), \varepsilon(u[s, t])\right\rangle d s \\
& =\int_{0}^{t} \bar{v}(s) u(s)\left\langle\varepsilon\left(v_{t]}\right), H_{s} \varepsilon\left(u_{t]}\right)\right\rangle d s \text { (by adaptedness). }
\end{aligned}
$$

The converse direction is easy to obtain by reversing the above arguments.

Let us now see how equation (19) can provide a solution on $\Phi_{f}$, the space of finite particles. We still only take the example $T_{t}=\int_{0}^{t} H_{s} d a_{s}^{\circ}$ (the reader may easily check the other three cases). The following computation are only made algebraically, without taking much care about integrability or domain problems. We have the equation

$$
T_{t} f_{t}=\int_{0}^{t} T_{s} D_{s} f d \chi_{s}+\int_{0}^{t} H_{s} D_{s} f d \chi_{s}
$$

Let $f=\mathbb{1}$. This implies (as $D_{t} \mathbb{1}=0$ for all $t$ )

$$
T_{t} \mathbb{1}=0 .
$$

Let $f=\int_{0}^{\infty} f_{1}(s) d \chi_{s}$ for $f_{1} \in L^{2}\left(\Sigma_{1}\right)$. We have

$$
\begin{aligned}
T_{t} f_{t} & =\int_{0}^{t} T_{s} f_{1}(s) \mathbb{1} d \chi_{s}+\int_{0}^{t} H_{s} f_{1}(s) \mathbb{1} d \chi_{s} \\
& =0+\int_{0}^{t} f_{1}(s) H_{s} \mathbb{1} d \chi_{s}
\end{aligned}
$$

Let $f=\int_{0 \leq t_{1} \leq t_{2}} f_{2}\left(t_{1}, t_{2}\right) d \chi_{t_{1}} d \chi_{t_{2}}$ for $f_{2} \in L^{2}\left(\Sigma_{2}\right)$. We have

$$
\begin{aligned}
T_{t} f_{t} & =\int_{0}^{t} T_{s} \int_{0}^{s} f_{2}\left(t_{1}, s\right) d \chi_{t_{1}} d \chi_{s}+\int_{0}^{t} H_{s} \int_{0}^{s} f_{2}\left(t_{1}, s\right) d \chi_{t_{1}} d \chi_{s} \\
& =\int_{0}^{t} \int_{0}^{s} f_{2}(u, s) H_{u} \mathbb{1} d \chi_{u} d \chi_{s}+\int_{0}^{t} H_{s} \int_{0}^{s} f_{2}(u, s) d \chi_{u} d \chi_{s}
\end{aligned}
$$

This way, one sees that, by induction on the chaoses, one can derive the action of $T_{t}$ on $\Phi_{f}$.

Let us now give the formulas for the formal adjoint of a quantum stochastic integral. We do not discuss here the very difficult problem of the domain of the adjoint of a quantum stochastic integral and the fact that it is a quantum stochastic integral or not. In the case of the domain $\mathcal{E}$ the reader may easily derive conditions for this adjoint to exist on $\mathcal{E}$.

$$
\begin{aligned}
& \left(\int_{0}^{\infty} H_{s} d a_{s}^{\circ}\right)^{*}=\int_{0}^{\infty} H_{s}^{*} d a_{s}^{\circ} \\
& \left(\int_{0}^{\infty} H_{s} d a_{s}^{+}\right)^{*}=\int_{0}^{\infty} H_{s}^{*} d a^{-} \\
& \left(\int_{0}^{\infty} H_{s} d a_{s}^{-}\right)^{*}=\int_{0}^{\infty} H_{s}^{*} d a_{s}^{+} \\
& \left(\int_{0}^{\infty} H_{s} d a_{s}^{\times}\right)^{*}=\int_{0}^{\infty} H_{s}^{*} d a_{s}^{\times}
\end{aligned}
$$

We now have a useful theorem which often helps to extend the domain of a quantum stochastic integral when it is already defined on $\mathcal{E}$.

Theorem 4.3 (Extension theorem). If $\left(T_{t}\right)_{t \geq 0}$ is an adapted process of operators on $\Phi$ which admits an integral representation on $\mathcal{E}$ and such that the adjoint process $\left(T_{t}^{*}\right)_{t \geq 0}$ admits an integral representation on $\mathcal{E}$. Then the integral representations of $\left(T_{t}\right)_{t \geq 0}$ and $\left(T_{t}^{*}\right)_{t \geq 0}$ can be extended everywhere equation (19) is meaningful.

Before proving this theorem, we shall maybe be clear about what it exactly means. The hypotheses are that:

- $T_{f}=\int_{0}^{t} H_{s}^{\circ} d a_{s}^{\circ}+\int_{0}^{t} H_{s}^{+} d a_{s}^{+}+\int_{0}^{t} H_{s}^{-} d a_{s}^{-}+\int_{0}^{t} H_{s}^{\times} d a_{s}^{\times}$on $\mathcal{E}$. This in particular means that

$$
\int_{0}^{t}|u(s)|^{2}\left\|H_{s}^{\circ} \varepsilon\left(u_{s]}\right)\right\|^{2}+\left\|H_{s}^{+} \varepsilon\left(u_{s]}\right)\right\|^{2}+|u(s)|\left\|H_{s}^{-} \varepsilon\left(u_{s]}\right)\right\|+\left\|H_{s}^{\times} \varepsilon\left(u_{s]}\right)\right\| d s
$$

is finite for all $t \in \mathbb{R}^{+}$, all $u \in L^{2}\left(\mathbb{R}^{+}\right)$.

- The assumption on the adjoint simply means that

$$
\begin{aligned}
\int_{0}^{t}|u(s)|^{2}\left\|H_{s}^{0 *} \varepsilon\left(u_{s]}\right)\right\|^{2}+\left\|H_{s}^{-*} \varepsilon\left(u_{s]}\right)\right\|^{2}+|u(s)| & \left\|H_{s}^{+*} \varepsilon\left(u_{s]}\right)\right\| \\
& +\left\|H_{s}^{\times *} \varepsilon\left(u_{s]}\right)\right\| d s<\infty
\end{aligned}
$$

for all $t \in \mathbb{R}^{+}$and all $u$ in $L^{2}\left(\mathbb{R}^{+}\right)$.
The conclusion is that for all $f \in \Phi$, such that equation (19) is meaningful (for $\left(T_{t}\right)_{t \geq 0}$ or for $\left.\left(T_{t}^{*}\right)_{t \geq 0}\right)$, then the equality (19) will be valid.

Let us take an example. Let $J_{t} \varepsilon(u)=\varepsilon\left(-u_{t]}\right) \otimes \varepsilon\left(u_{[t}\right)$. It is an adapted process of operators on $\Phi$ which is made of unitary operators, and $J_{t}^{2}=I$. We leave as an exercise to check the following points.

- The quantum stochastic integral $B_{t}=\int_{0}^{t} J_{s} d a_{s}^{-}$is well defined on $\mathcal{E}$, the quantum stochastic integral $B_{t}^{*}=\int_{0}^{t} J_{s} d a_{s}^{+}$is well defined on $\mathcal{E}$ and is the adjoint of $B_{t}($ on $\mathcal{E})$;
- We have $J_{t}=I-2 \int_{0}^{t} J_{s} d a_{s}^{\circ}$;
- If $X_{t}=-2 \int_{0}^{t} X_{s} d a_{s}^{\circ}$ then $X_{t} \equiv 0$ for all $t$.
- Altogether this gives

$$
B_{t} J_{t}+J_{t} B_{t}=0
$$

- We conclude that $B_{t} B_{t}^{*}+B_{t}^{*} B_{t}=t I$.

The last identity shows that $B_{t}$ is a bounded operator with norm smaller that $\sqrt{t}$. Now, we know that, for all $f \in \mathcal{E}$ we have

$$
\begin{equation*}
B_{t} f_{t}=\int_{0}^{t} B_{s} D_{s} f d \chi_{s}+\int_{0}^{t} J_{s} D_{s} f d s \tag{22}
\end{equation*}
$$

We know that the adjoint of $B_{t}$ can be represented as a Quantum stochastic integral on $\mathcal{E}$. Hence the hypotheses of the Extension Theorem hold.

For which $f \in \Phi$ do we have all the terms of equation (19) being well defined? The results above easily show that for all $f \in \Phi$ the quantities $B_{t} f_{t}, \int_{0}^{t} B_{s} D_{s} f d \chi_{s}$, $\int_{0}^{t} J_{s} D_{s} f d s$ are well defined. Hence the extension theorem says that equation (19) is valid for all $f \in \Phi$. The same holds for $B_{t}^{*}$. The integral representation of $\left(B_{t}\right)_{t \geq 0}$ (and $\left.\left(B_{t}^{*}\right)_{t \geq 0}\right)$ is valid on all $\Phi$.

Let us now prove the extension theorem.
Proof. Let $f \in \Phi$ be such that all the terms of equation (19) are meaningful. Let $\left(f_{n}\right)_{n}$ be a sequence in $\mathcal{E}$ which converges to $f$. Let $g \in \mathcal{E}$. We have

$$
\begin{aligned}
\mid\left\langle g, T_{t} f_{t}\right. & -\int_{0}^{t} T_{s} D_{s} f d \chi_{s}-\int_{0}^{t} H_{s}^{\circ} D_{s} f d \chi_{s} \\
& \left.\quad-\int_{0}^{t} H_{s}^{+} P_{s} f d \chi_{s}-\int_{0}^{t} H_{s}^{-} D_{s} f d s-\int_{0}^{t} H_{s}^{\times} P_{s} f d s\right\rangle \mid \\
\leq & \left|\left\langle g, T_{t} P_{t}\left(f-f_{n}\right)\right\rangle\right|+\left|\left\langle g, \int_{0}^{t} T_{s} D_{s}\left(f-f_{n}\right) d \chi_{s}\right\rangle\right| \\
& +\left|\left\langle g, \int_{0}^{t} H_{s}^{\circ} D_{s}\left(f-f_{n}\right) d \chi_{s}\right\rangle\right|+\left|\left\langle g, \int_{0}^{t} H_{s}^{\times} P_{s}\left(f-f_{n}\right) d s\right\rangle\right| \\
& +\left|\left\langle g, \int_{0}^{t} H_{s}^{-} D_{s}\left(f-f_{n}\right) d s\right\rangle\right|+\left|\left\langle g, \int_{0}^{t} H_{s}^{\times} P_{s}\left(f-f_{n}\right) d s\right\rangle\right| \\
\leq & \left\|T_{t}^{*} g\right\|\left\|f-f_{n}\right\|+\int_{0}^{t}\left|\left\langle T_{s}^{*} D_{s} g, D_{s}\left(f-f_{n}\right)\right\rangle\right| d s \\
& +\int_{0}^{t}\left|\left\langle H_{s}^{\circ *} D_{s} g, D_{s}\left(f-f_{n}\right)\right\rangle\right| d s+\int_{0}^{t}\left|\left\langle H_{s}^{+*} D_{s} g, P_{s}\left(f-f_{n}\right)\right\rangle\right| d s \\
& +\int_{0}^{t}\left|\left\langle H_{s}^{-*} g, D_{s}\left(f-f_{n}\right)\right\rangle\right| d s+\int_{0}^{t}\left|\left\langle H_{s}^{\times *} g, P_{s}\left(f-f_{n}\right)\right\rangle\right| d s \\
\leq & {\left[\left\|T_{t}^{*} g\right\|+\int_{0}^{t}\left\|T_{s}^{*} D_{s} g\right\|^{2} d s+\int_{0}^{t}\left\|H_{s}^{\circ *} D_{s} g\right\|^{2} d s+\int_{0}^{t}\left\|H_{s}^{+*} D_{s} g\right\| d s\right.} \\
& \left.+\int_{0}^{t}\left\|H_{s}^{-*} g\right\|^{2} d s+\int_{0}^{t}\left\|H_{s}^{\times *} g\right\| d s\right]\left\|f-f_{n}\right\| .
\end{aligned}
$$

The theorem is proved.

Quantum stochastic integrals satisfy a quantum Itô formula, that is, they are stable under composition and the integral representation of the composition is given by a Itô-like integration by part formula.

The complete quantum Itô formula with correct domain assumptions is a rather heavy theorem. We shall give a complete statement of it later on, but for the moment we state under a form which is sufficient for many applications.

Let

$$
T_{t}=\int_{0}^{t} H_{s} d a_{s}^{\varepsilon}
$$

and

$$
S_{t}=\int_{0}^{t} K_{s} d a_{s}^{\nu}
$$

be two quantum stochastic integral processes. Then, on any domain where each term is well defined we have

$$
T_{t} S_{t}=\int_{0}^{t} T_{s} d S_{s}+\int_{0}^{t} d T_{s} S_{s}+\int_{0}^{t} d T_{s} d S_{s}
$$

in the sense

$$
T_{t} S_{t}=\int_{0}^{t} T_{s} K_{s} d a_{s}^{\nu}+\int_{0}^{t} H_{s} S_{s} d a_{s}^{\varepsilon}+\int_{0}^{t} H_{s} K_{s} d a_{s}^{\varepsilon} d a_{s}^{\nu}
$$

where the quadratic terms $d a_{s}^{\varepsilon} d a_{s}^{\nu}$ are given by the following Itô table:

|  | $d a^{+}$ | $d a^{-}$ | $d a^{\circ}$ | $d a^{\times}$ |
| :---: | :---: | :---: | :---: | :---: |
| $d a^{+}$ | 0 | 0 | 0 | 0 |
| $d a^{-}$ | $d a^{\times}$ | 0 | $d a^{-}$ | 0 |
| $d a^{\circ}$ | $d a^{+}$ | 0 | $d a^{\circ}$ | 0 |
| $d a^{\times}$ | 0 | 0 | 0 | 0 |

This quantum Itô formula will be proved in section 5.1 in the case of quantum stochastic integrals having the whole of $\Phi$ as a domain.

## Maximal solution

This section is not necessary for the understanding of the rest of the course, it is addressed to readers motivated by fine domain problems on quantum stochastic integrals.

We have not yet discussed here the existence of solution to equation (19) in full generality. That is, for a given adapted process of operators $\left(H_{t}\right)_{t \geq 0}$ and a given $\varepsilon \in\{+,-, \circ, \times\}$ we consider the associated equation (19). We then wonder
i) if there always exists a solution $\left(T_{t}\right)_{t \geq 0}$;
ii) if the solution is always unique;
iii) on which maximal domain that solution is defined.

The complete answer to these three questions has been given in [9]. It is a long and difficult result for which we need to completely revisit the whole theory of quantum stochastic calculus and the notion of adaptedness. Here we shall just give the main result.

For $\sigma=\left\{t_{1}<\ldots<t_{n}\right\} \in \mathcal{P}$ we put

$$
D_{\sigma}=D_{t_{1}} \ldots D_{t_{n}}
$$

with $D_{\emptyset}=I$.
Consider the following operators on $\Phi$

$$
\begin{aligned}
& {\left[\Lambda_{t}^{\circ}(H .) f\right](\sigma)=\sum_{s \in \sigma_{t]}}\left[H_{s} D_{s} D_{\sigma_{(s}} f\right]\left(\sigma_{s)}\right.} \\
& {\left[\Lambda_{t}^{+}(H .) f\right](\sigma)=\sum_{s \in \sigma_{t]}}\left[H_{s} P_{s} D_{\sigma_{(s}} f\right]\left(\sigma_{s)}\right.} \\
& {\left[\Lambda_{t}^{-}(H .) f\right](\sigma)=\int_{0}^{t}\left[H_{s} D_{s} D_{\sigma_{(s}} f\right]\left(\sigma_{s)} d s\right.} \\
& {\left[\Lambda_{t}^{\times}(H .) f\right](\sigma)=\int_{0}^{t}\left[H_{s} P_{s} D_{\sigma_{(s}} f\right]\left(\sigma_{s)} d s\right.}
\end{aligned}
$$

together with their maximal domain $\operatorname{Dom} \Lambda_{t}^{\varepsilon}(H$.$) , that is, the space of f \in \Phi$ such that the above expression is well-defined and square integrable as a function of $\sigma$.

We then have the following complete characterization (see [2]).
Theorem 4.4. For every adapted process $\left(H_{t}\right)_{t \geq 0}$ of operators on $\Phi$ and every $\varepsilon \in$ $\{0,+,-, \times\}$, the following assertions are equivalent.
i) $\left(T_{t}\right)_{t \geq 0}$ is a solution of the equation (19).
ii) $\left(T_{t}\right)_{t \geq 0}$ is the restriction of $\Lambda_{t}^{\varepsilon}\left(H\right.$.) to a stable subspace of $\operatorname{Dom} \Lambda_{t}^{\varepsilon}(H$.$) .$

This result means that with the above formulas and above domains we have
i) the explicit action of any quantum stochastic integral on any vector of its domain
ii) the maximal domain of that operator
iii) the right to use equation (19) on that domain without restriction (every term is well-defined).

### 4.3 Back to probabilistic interpretations

## Multiplication operators

Consider a probabilistic interpretation $\left(\Omega, \mathcal{F}, P,\left(x_{t}\right)_{t \geq 0}\right)$ of the Fock space, which is described by a structure equation

$$
d[x, x]_{t}=d t+\psi_{t} d x_{t}
$$

The operator $M_{x_{t}}$ on $\Phi$ of multiplication by $x_{t}$ (for this interpretation) is a particular operator on $\Phi$. It is adapted at time $t$. The process $\left(M_{x_{t}}\right)_{t \geq 0}$ is an adapted process of operators on $\Phi$. Can we represent this process as a sum of quantum stochastic integrals?

If one denotes by $M_{\psi_{t}}$ the operator of multiplication by $\psi_{t}$ (for the $\left(x_{t}\right)_{t \geq 0^{-}}$ product again) we have the following:

## Theorem 4.5.

$$
M_{x_{t}}=a_{t}^{+}+a_{t}^{-}+\int_{0}^{t} M_{\psi_{t}} d a_{t}^{\circ}
$$

Proof. Let us be clear about domains: the domain of $M_{x_{t}}$ is exactly the space of $f \in \Phi$ such that $x_{t} \cdot U_{x} f$ belongs to $L^{2}(\Omega)$ (recall that $U_{x}$ is the isomorphism $\left.U_{x}: \Phi \rightarrow L^{2}(\Omega)\right)$.

Let us now go to the proof of the theorem. We have

$$
x_{t} f=\int_{0}^{\infty} x_{s \wedge t} D_{s} f d x_{s}+\int_{0}^{t} P_{s} f d x_{s}+\int_{0}^{t} D_{s} f d s+\int_{0}^{t} \psi_{s} D_{s} f d x_{s}
$$

by the usual Itô formula. That is, on $\Phi$

$$
M_{x_{t}} f=\int_{0}^{\infty} M_{x_{s \wedge t}} D_{s} f d \chi_{s}+\int_{0}^{t} P_{s} f d \chi_{s}+\int_{0}^{t} D_{s} f d s+\int_{0}^{t} M_{\psi_{s}} D_{s} f d \chi_{s}
$$

which is exactly equation (19) for the quantum stochastic process $X_{t}=a_{t}^{+}+a_{t}^{-}+$ $\int_{0}^{t} M_{\psi_{t}} d a_{t}^{\circ}$.

In particular we have obtained the following very important results.

- The multiplication operator by the Brownian motion is $a_{t}^{+}+a_{t}^{-}$.
- The multiplication operator by compensated Poisson process is $a_{t}^{+}+a_{t}^{-}+a_{t}^{\circ}$.
- The multiplication operator by the $\beta$-Azéma martingale is the unique solution of

$$
X_{t}=a_{t}^{+}+a_{t}^{-}+\int_{0}^{t} \beta X_{s} d a_{s}^{\circ}
$$

Once again, as in the discrete time setup, we have obtained in a single structure, the Fock space $\Phi$, a very simple way to represent many different classical noises that have nothing to do together. Furthermore their representation is obtained by very simple combinations of the three quantum noises. The three quantum noises appear as very natural (their form, together with the process $a_{t}^{\times}$, a kind of basis for local operator processes on the continuous tensor product structure of $\Phi$ ), and they constitute basic bricks from which one can recover the main classical noises.

## 5 The algebra of regular quantum semimartingales

In this section we present several developments of the definitions of quantum stochastic integrals. These developments make great use of the versatility of our definitions, in particular the fact that quantum stochasitc integrals can a priori be defined on any kind of domain.

### 5.1 Everywhere defined quantum stochastic integrals

## A true quantum Itô formula

With our definition of quantum stochastic integrals defined on any stable domain, we may meet quantum stochastic integrals that are defined on the whole of $\Phi$. Let us recall a few facts. An adapted process of bounded operators $\left(T_{t}\right)_{t \geq 0}$ on $\Phi$ is said to have the integral representation

$$
T_{t}=\sum_{\varepsilon=\{0,+,-, \times\}} \int_{0}^{t} H_{s}^{\varepsilon} d a_{s}^{\varepsilon}
$$

on the whole of $\Phi$ if, for all $f \in \Phi$ one has

$$
\int_{0}^{t}\left\|T_{s} D_{s} f\right\|^{2}+\left\|H_{s}^{\circ} D_{s} f\right\|^{2}+\left\|H_{s}^{+} P_{s} f\right\|^{2}+\left\|H_{s}^{-} D_{s} f\right\|+\left\|H_{s}^{\times} P_{s} f\right\| d s<\infty
$$

for all $t \in \mathbb{R}^{+}$(the $H_{t}^{\varepsilon}$ are bounded operators) and

$$
\begin{array}{r}
T_{t} P_{t} f=\int_{0}^{t} T_{s} D_{s} f d \chi_{s}+\int_{0}^{t} H_{s}^{\circ} D_{s} f d \chi_{s}+\int_{0}^{t} H_{s}^{+} P_{s} f d \chi_{s}+\int_{0}^{t} H_{s}^{-} D_{s} f d s \\
+\int_{0}^{t} H_{s}^{\times} P_{s} f d s
\end{array}
$$

If we have two such processes $\left(S_{t}\right)_{t \geq 0}$ and $\left(T_{t}\right)_{t \geq 0}$ one can compose them. As announced previously with the quantum Itô formula, the resulting process $\left(S_{t} T_{t}\right)_{t \geq 0}$ is also representable as a sum of quantum stochastic integrals on the whole of $\Phi$.

Theorem 5.1. If $T_{t}=\sum_{\varepsilon} \int_{0}^{t} H_{s}^{\varepsilon} d a_{s}^{\varepsilon}$ and $S_{t}=\sum_{\varepsilon} \int_{0}^{t} K_{s}^{\varepsilon} d a_{s}^{\varepsilon}$ are everywhere defined quantum stochastic integrals, then $\left(S_{t} T_{t}\right)_{t \geq 0}$ is everywhere representable as a sum of quantum stochastic integrals:

$$
\begin{aligned}
S_{t} T_{t}= & \int_{0}^{t}\left(S_{s} H_{s}^{\circ}+K_{s}^{\circ} T_{s}+K_{s}^{\circ} H_{s}^{\circ}\right) d a_{s}^{\circ}+\int_{0}^{t}\left(S_{s} H_{s}^{+}+K_{s}^{+} T_{s}+K_{s}^{\circ} H_{s}^{+}\right) d a_{s}^{+} \\
& +\int_{0}^{t}\left(S_{s} H_{s}^{-}+K_{s}^{-} T_{s}+K_{s}^{-} H_{s}^{\circ}\right) d a_{s}^{-}+\int_{0}^{t}\left(S_{s} H_{s}^{\times}+K_{s}^{\times} T_{s}+K_{s}^{-} H_{s}^{+}\right) d a_{s}^{\times}
\end{aligned}
$$

Before proving this theorem we will need the following preliminary result.
Lemma 5.2. Let $g_{t}=\int_{0}^{t} v_{s} d s$ be an adapted process of vectors of $\Phi$, with $\int_{0}^{t}\left\|v_{s}\right\| d s<$ $\infty$ for all $t$. Let $\left(S_{t}\right)_{t \geq 0}$ be as in Theorem 5.1. Then

$$
S_{t} g_{t}=\int_{0}^{t} S_{s} v_{s} d s+\int_{0}^{t} K_{s}^{+} g_{s} d \chi_{s}+\int_{0}^{t} K_{s}^{\times} g_{s} d s
$$

Proof. As $S_{t}$ is bounded we have (details are left to the reader)

$$
\begin{aligned}
S_{t} g_{t}= & S_{t} \int_{0}^{t} v_{s} d s=\int_{0}^{t} S_{t} v_{s} d s \\
= & \int_{0}^{t} S_{t}\left(P_{0} v_{s}+\int_{0}^{s} D_{u} v_{s} d \chi_{u}\right) d s \\
= & \int_{0}^{t} S_{t} P_{0} v_{s} d s+\int_{0}^{t}\left[\int_{0}^{s} S_{u} D_{u} v_{s} d \chi_{u}+\int_{0}^{s} K_{u}^{\circ} D_{u} v_{s} d \chi_{u}\right. \\
& \quad+\int_{0}^{s} K_{u}^{-} D_{u} v_{s} d s+\int_{0}^{t} K_{u}^{+} P_{u} \int_{0}^{s} D_{v} v_{s} d \chi_{v} d \chi_{u} \\
& \left.\quad+\int_{0}^{t} K_{u}^{\times} P_{u} \int_{0}^{s} D_{v} v_{s} d \chi_{v} d u\right] d s \\
= & \int_{0}^{t} S_{t} P_{0} v_{s} d s+\int_{0}^{t}\left[S_{s} \int_{0}^{s} D_{u} v_{s} d \chi_{u}+\int_{s}^{t} K_{u}^{+} \int_{0}^{s} D_{v} v_{s} d \chi_{v} d \chi_{u}\right. \\
= & \left.\int_{0}^{t} S_{s} v_{s} d s \int_{0}^{s} D_{v} v_{s} d \chi_{v} d u\right] d s \\
= & \int_{0}^{t} \int_{s}^{t} K_{u}^{+} v_{s} d \chi_{u} d s+\int_{0}^{t} \int_{s}^{t} K_{u}^{\times} v_{s} d u d s \\
= & \int_{0}^{t} S_{s} v_{s} d s+\int_{0}^{t} K_{u}^{+} K_{u}^{+} v_{s} d s d \chi_{u}^{u}+\int_{0}^{t} \int_{0}^{u} K_{u}^{\times} v_{s} d s d \chi_{u}+\int_{0}^{t} K_{u}^{\times} \int_{0}^{u} v_{s} d s d u \\
= & \int_{0}^{t} S_{s} v_{s} d s+\int_{0}^{t} K_{u}^{+} g_{u} d \chi_{u}+\int_{0}^{t} K_{u}^{\times} g_{u} d u .
\end{aligned}
$$

This proves the Lemma.
We now prove the theorem.
Proof. We just compute the composition, using Lemma 5.2

$$
\begin{aligned}
T_{t} f_{t}=\int_{0}^{t} T_{s} D_{s} f d \chi_{s}+\int_{0}^{t} H_{s}^{\circ} D_{s} f d \chi_{s} & +\int_{0}^{t} H_{s}^{+} P_{s} f d \chi_{s} \\
& +\int_{0}^{t} H_{s}^{-} D_{s} f d s+\int_{0}^{t} H_{s}^{\times} P_{s} f d s
\end{aligned}
$$

Hence

$$
\begin{aligned}
& S_{t} T_{t} f_{t}=\int_{0}^{t} S_{s}\left[T_{s} D_{s} f+H_{s}^{\circ} D_{s} f+H_{s}^{+} P_{s} f\right] d \chi_{s} \\
& \quad+\int_{0}^{t} K_{s}^{\circ}\left[T_{s} D_{s} f+H_{s}^{\circ} D_{s} f+H_{s}^{+} P_{s} f\right] d \chi_{s}+\int_{0}^{t} K_{s}^{-}\left[T_{s} D_{s} f+H_{s}^{\circ} D_{s} f+H_{s}^{+} P_{s} f\right] d s \\
& \quad+\int_{0}^{t} K_{s}^{+}\left[\int_{0}^{s} T_{u} D_{u} f d \chi_{u}+\int_{0}^{s} H_{u}^{\circ} D_{u} f d \chi_{u}+\int_{0}^{s} H_{u}^{+} P_{u} f d \chi_{u}\right] d \chi_{s} \\
& \quad+\int_{0}^{t} K_{s}^{\times}\left[\int_{0}^{s} T_{u} D_{u} f d \chi_{u}+\int_{0}^{s} H_{u}^{\circ} D_{u} f d \chi_{u}+\int_{0}^{s} H_{u}^{+} P_{u} f d \chi_{u}\right] d u \\
& \quad+\int_{0}^{t} S_{s}\left[H_{s}^{-} D_{s} f+H_{s}^{\times} P_{s} f\right] d s+\int_{0}^{t} K_{s}^{+}\left[\int_{0}^{s} H_{u}^{-} D_{u} f+\int_{0}^{s} H_{u}^{\times} P_{u} f d u\right] d \chi_{s} \\
& \quad+\int_{0}^{t} K_{s}^{\times}\left[\int_{0}^{s} H_{u}^{-} D_{u} f+\int_{0}^{s} H_{u}^{\times} P_{u} f d u\right] d s \\
& =\int_{0}^{t} S_{s} T_{s} D_{s} f d \chi_{s}+\int_{0}^{t}\left[S_{s} H_{s}^{\circ}+K_{s}^{\circ} T_{s}+K_{s}^{\circ} H_{s}^{\circ}\right] D_{s} f d \chi_{s} \\
& \quad+\int_{0}^{t}\left[S_{s} H_{s}^{+}+K_{s}^{+} T_{s}+K_{s}^{\circ} H_{s}^{+}\right] P_{s} f d \chi_{s}+\int_{0}^{t}\left[S_{s} H_{s}^{-}+K_{s}^{-} T_{s}+K_{s}^{-} H_{s}^{\circ}\right] D_{s} f d s \\
& \quad+\int_{0}^{t}\left[S_{s} H_{s}^{\times}+K_{s}^{\times} T_{s}+K_{s}^{-} H_{s}^{+}\right] P_{s} f d s .
\end{aligned}
$$

This proves the theorem.

## A family of examples

We have seen $B_{t}=\int_{0}^{t} J_{s} d a_{s}^{-}$as an example of everywhere defined quantum stochastic integrals. This example belongs to a larger family of examples which we shall present here.

Let $\mathcal{S}$ be the set of bounded adapted processes of operators $\left(T_{t}\right)_{t \geq 0}$ on $\Phi$ such that

$$
T_{t}=\sum_{\varepsilon} \int_{0}^{t} H_{s}^{\varepsilon} d a_{s}^{\varepsilon} \text { on } \mathcal{E}
$$

all the operators $H_{s}^{\varepsilon}$ being bounded and

$$
\left\{\begin{array}{l}
t \mapsto\left\|H_{t}^{\circ}\right\| \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+}\right) \\
t \mapsto\left\|H_{t}^{+}\right\| \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{+}\right) \\
t \mapsto\left\|H_{t}^{-}\right\| \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{+}\right) \\
t \mapsto\left\|H_{t}^{\times}\right\| \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{+}\right) .
\end{array}\right.
$$

With these conditions, we claim that $t \mapsto\left\|T_{t}\right\|$ has to be in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+}\right)$. Indeed, the operator $\int_{0}^{t} H_{s}^{\times} d a_{s}^{\times}$satisfies

$$
\int_{0}^{t} H_{s}^{\times} d a_{s}^{\times} f=\int_{0}^{t} H_{s}^{\times} f d s
$$

hence it is a bounded operator, with norm dominated by $\int_{0}^{t}\left\|H_{s}^{\times}\right\| d s$, which is a locally bounded function of $t$. The difference $M_{t}=T_{t}-\int_{0}^{t} H_{s}^{\times} d a_{s}^{\times}$is thus a martingale of bounded operators, that is $P_{S} M_{t} P_{s}=M_{s} P_{s}$ for all $s \leq t$. But as $M$ is a martingale we have $\left\|M_{s} f_{s}\right\|=\left\|P_{s} M_{t} f_{s}\right\| \leq\left\|M_{t} f_{s}\right\|$ for $s \leq t$. Hence $t \mapsto\left\|M_{t}\right\|$ is locally bounded. Thus, so is $t \mapsto\left\|T_{t}\right\|$.

With all these informations, it is easy to check that the integral representation of $\left(T_{t}\right)_{t \geq 0}$, as well as the one of $\left(T_{t}^{*}\right)_{t \geq 0}$, can be extended on the whole of $\Phi$ by the extension Theorem (Theorem 4.3).

### 5.2 The algebra of regular quantum semimartingales

## It is an algebra

As all elements of $\mathcal{S}$ are everywhere defined quantum stochastic integrals, one can compose them and use the quantum Itô formula (Theorem 5.1.

Theorem 5.3. $\mathcal{S}$ is a*-algebra for the adjoint and composition operations.
Proof. Let

$$
T_{t}=\int_{0}^{t} H_{s}^{\circ} d a_{s}^{\circ}+\int_{0}^{t} H_{s}^{+} d a_{s}^{+}+\int_{0}^{t} H_{s}^{-} d a_{s}^{-}+\int_{0}^{t} H_{s}^{\times} d a_{s}^{\times}
$$

and

$$
S_{t}=\int_{0}^{t} K_{s}^{\circ} d a_{s}^{\circ}+\int_{0}^{t} K_{s}^{+} d a_{s}^{+}+\int_{0}^{t} K_{s}^{-} d a_{s}^{-}+\int_{0}^{t} K_{s}^{\times} d a_{s}^{\times}
$$

be two elements of $\mathcal{S}$. The adjoint process $\left(T_{t}^{*}\right)_{t} \geq 0$ is given by

$$
T_{t}^{*}=\int_{0}^{t} H_{s}^{\circ *} d a_{s}^{\circ}+\int_{0}^{t} H_{s}^{-*} d a_{s}^{+}+\int_{0}^{t} H_{s}^{+*} d a_{s}^{-}+\int_{0}^{t} H_{s}^{\times *} d a_{s}^{\times}
$$

It is straightforward to check that it belongs to $\mathcal{S}$. The Itô formula for the composition of two elements of $\mathcal{S}$ gives

$$
\begin{aligned}
S_{t} T_{t}= & \int_{0}^{t}\left[S_{s} H_{s}^{\circ}+K_{s}^{\circ} T_{s}+K_{s}^{\circ} H_{s}^{\circ}\right] d a_{s}^{\circ} \\
& +\int_{0}^{t}\left[S_{s} H_{s}^{+}+K_{s}^{+} T_{s}+K_{s}^{\circ} H_{s}^{+}\right] d a_{s}^{+} \\
& +\int_{0}^{t}\left[S_{s} H_{s}^{-}+K_{s}^{-} T_{s}+K_{s}^{-} H_{s}^{\circ}\right] d a_{s}^{-} \\
& +\int_{0}^{t}\left[S_{s} H_{s}^{\times}+K_{s}^{\times} T_{s}+K_{s}^{-} H_{s}^{+}\right] d a_{s}^{\times} .
\end{aligned}
$$

From the conditions on the maps $t \mapsto\left\|S_{t}\right\|, t \mapsto\left\|T_{t}\right\|, t \mapsto\left\|K_{t}^{\varepsilon}\right\|$ and $t \mapsto\left\|H_{t}^{\varepsilon}\right\|$, it is easy to check that the coefficients in the representation of $\left(S_{t} T_{t}\right)_{t} \geq 0$ are bounded
operators that satisfy the norm conditions for being in $\mathcal{S}$. For example, the coefficient of $d a_{t}^{\times}$satisfies

$$
\begin{aligned}
\int_{0}^{t} \| S_{s} H_{s}^{\times}+ & K_{s}^{\times} T_{s}+K_{s}^{-} H_{s}^{+} \| d s \\
\leq & \sup _{s \leq t}\left\|S_{s}\right\| \int_{0}^{t}\left\|H_{s}^{\times}\right\| d s+\sup _{s \leq t}\left\|T_{s}\right\| \int_{0}^{t}\left\|K_{s}^{\times}\right\| d s \\
& +\left(\int_{0}^{t}\left\|K_{s}^{-}\right\|^{2} d s\right)^{1 / 2}\left(\int_{0}^{t}\left\|H_{s}^{+}\right\|^{2} d s\right)^{1 / 2}
\end{aligned}
$$

hence it is locally integrable.
Thus $\mathcal{S}$ is a nice space of quantum semimartingales that one can compose without bothering about any domain problem, one can pass to the adjoint, one can use formula (19) on the whole of $\Phi$.

## A characterization

A problem comes from the definition of $\mathcal{S}$. Indeed, it is in general difficult to know if a process of operators is representable as quantum stochastic integrals; it is even more difficult to know the regularity of its coefficients. We know that $\mathcal{S}$ is not empty, as it contains $B_{t}=\int_{0}^{t} J_{s} d a_{s}^{-}$that we have met above. It is natural to wonder how large that space is. It is natural to seek for a characterization of $\mathcal{S}$ that depends only on the process $\left(T_{t}\right)_{t} \geq 0$.

One says that a process $\left(T_{t}\right)_{t} \geq 0$ of bounded adapted operators is a regular quantum semimartingale is there exists a locally integrable function $h$ on $\mathbb{R}$ such that for all $r \leq s \leq t$, all $f \in \mathcal{E}$ one has (where $f_{r}=P_{r} f$ )
i) $\left\|T_{t} f_{r}-T_{s} f_{r}\right\|^{2} \leq\left\|f_{r}\right\|^{2} \int_{s}^{t} h(u) d u ;$
ii) $\left\|T_{t}^{*} f_{r}-T_{s}^{*} f_{r}\right\|^{2} \leq\left\|f_{r}\right\|^{2} \int_{s}^{t} h(u) d u$;
iii) $\left\|P_{s} T_{t} f_{r}-T_{s} f_{r}\right\| \leq\left\|f_{r}\right\| \int_{s}^{t} h(u) d u$.

Theorem 5.4. A process $\left(T_{t}\right)_{t} \geq 0$ of bounded adapted operators is a regular quantum semimartingale if and only if it belongs to $\mathcal{S}$.

Proof. Showing that elements of $\mathcal{S}$ satisfy the three estimates that define regular quantum semimartingales is straightforward. We leave it as an exercise.

The interesting part is to show that a regular quantum semimartingale is representable as quantum stochastic integrals and belongs to $\mathcal{S}$. We will only sketch that proof, as the details are rather long and difficult to develop.

Let $x_{t}=T_{t} f_{r}$ for $t \geq r$ ( $r$ is fixed, $t$ varies). It is an adapted process of vectors on $\Phi$. It satisfies

$$
\left\|P_{s} x_{t}-x_{s}\right\| \leq\left\|f_{r}\right\| \int_{s}^{t} h(u) d u
$$

This condition is a Hilbert space analogue of a condition in classical probability that defines particular semimartingales: the quasimartingales. O. Enchev [18] has provided a Hilbert space extension of this result and we can deduce from his result that $\left(x_{t}\right)_{t \geq r}$ can be written

$$
x_{t}=m_{t}+\int_{0}^{t} k_{s} d s
$$

where $m$ is a martingale in $\Phi\left(P_{s} m_{t}=m_{s}\right)$ and $h$ is an adapted process in $\Phi$ such that $\int_{0}^{t}\left\|k_{s}\right\| d s<\infty$.

Thus $P_{s} x_{t}-x_{s}=\int_{s}^{t} P_{s} k_{u} d u$ and we have

$$
\left\|\int_{0}^{t} P_{s} k_{u} d u\right\| \leq\left\|f_{r}\right\| \int_{0}^{t} h(u) d u, \text { for all } r \leq s \leq t
$$

Actually $k_{u}$ depends linearly on $f_{r}$. The inequality above implies (difficult exercise) that

$$
\left\|k_{u}\left(f_{r}\right)\right\| \leq\left\|f_{r}\right\| h(u)
$$

Hence $k_{u}$ is a bounded operator on $\Phi_{u]}$, we extend it as a bounded adapted operator $H_{u}{ }^{\times}$.

Let $M_{t}=T_{t}-\int_{0}^{t} H_{u}^{\times} d a_{u}^{\times}, t \in \mathbb{R}^{+}$. It is easy to check, from what we have already done, that $\left(M_{t}\right)_{t} \geq 0$ is a martingale of bounded operator (Hint: compute $P_{s} M_{t} f_{r}-M_{s} f_{r}$ ). It is easy to check that $\left(M_{t}\right)_{t} \geq 0$ also satisfies the conditions $i$ ) and $i i$ ) of the definition of regular quantum semimartingales, with another function $h$, say $h^{\prime}$.

Now, let $\left(y_{t}\right)_{t \geq r}$ be $\left(M_{t} f_{r}\right)_{t \geq r}$. It is a martingale of vectors in $\Phi$. Thus it can be represented as

$$
y_{t}-y_{s}=\int_{s}^{t} \xi_{u} d \chi_{u}
$$

The vector $\xi_{u}$ depends linearly on $f_{r}$ and we have

$$
\left.\int_{0}^{t}\left\|\xi_{u}\left(f_{r}\right)\right\|^{2} d u \leq\left\|f_{r}\right\|^{2} \int_{s}^{t} h^{\prime}(u) d u(\text { by } i)\right)
$$

Thus $\xi_{u}$ extends to a unique adapted bounded operator $H_{u}^{+}$on $\Phi$. Doing the same with $\left(M_{t}^{*} f_{r}\right)_{t \geq r}$ gives an adapted process of operators (bounded): $\left(H_{u}^{-}\right)_{u \geq 0}$.

Let $f \in \Phi$, let $f_{t}=P_{t} f$ and define

$$
X_{t} f_{t}=T_{t} f_{t}-\int_{0}^{t} T_{s} D_{s} f d \chi_{s}-\int_{0}^{t} H_{s}^{+} P_{s} f d \chi_{s}-\int_{0}^{t} H_{s}^{-} D_{s} f d s-\int_{0}^{t} H_{s}^{\times} P_{s} f d s
$$

One easily checks that each $X_{t}$ commutes with all the $P_{u}$ 's, $u \in \mathbb{R}^{+}$. Let us consider a bounded operator $H$ on $\Phi$ such that $P_{u} H=H P_{u}$ for all $u \in \mathbb{R}^{+}$. Notice that for almost all $t$, all $a \leq t \leq b$, all $f$ one has

$$
D_{t} H\left(P_{b} f-P_{a} f\right)=D_{t} P_{b} H f-D_{t} P_{a} H f=D_{t} H f
$$

for $D_{t} P_{s}= \begin{cases}D_{t} & \text { if } t \leq s \\ 0 & \text { if } t>s .\end{cases}$
Define $\widetilde{H}_{t}^{\circ}$ by

$$
\widetilde{H}_{t}^{\circ} f_{t}=D_{t} \int_{a}^{b} P_{u} f d \chi_{u}-H f_{t} \text { for any } a \leq t \leq b
$$

By computing $\int_{a}^{b}\left\|\widetilde{H}_{t}^{\circ} f_{t}\right\|^{2} d t$ one easily checks that $\widetilde{H}_{t}^{\circ}$ is bounded with locally bounded norm. Moreover we have

$$
H g=\int_{0}^{\infty} H D_{s} f d \chi_{s}+\int_{0}^{\infty} \widetilde{H}_{s}^{\circ} D_{s} f d \chi_{s}
$$

That is exactly $H=\int_{0}^{\infty} \widetilde{H}_{s}^{\circ} d a_{s}^{\circ}$.
Actually we have (almost) proved the following nice characterization.
Theorem 5.5. Let $T$ be a bounded operator on $\Phi$. The following are equivalent.
i) $T P_{t}=P_{t} T$ for all $t \in \mathbb{R}^{+}$;
ii) $T=\lambda I+\int_{0}^{\infty} H_{s} d a_{s}^{\circ}$ on the whole of $\Phi$.

Applying this to $X_{t}$, we finally get, putting $H_{s}^{\circ}=\widetilde{H}_{s}^{\circ}+X_{s}$

$$
\begin{aligned}
T_{t} f_{t}=\int_{0}^{t} T_{s} D_{s} f d \chi_{s}+\int_{0}^{t} H_{s}^{\circ} D_{s} f d \chi_{s} & +\int_{0}^{t} H_{s}^{+} P_{s} f d \chi_{s} \\
& +\int_{0}^{t} H_{s}^{-} D_{s} f d s+\int_{0}^{t} H_{s}^{\times} P_{s} f d s
\end{aligned}
$$

This is equation (19) for the announced integral representation.

## 6 Approximation by the toy Fock space

In this section, we are back to the spin chain setting. As announced in the first section of this course, we will show that the toy Fock space $T \Phi$ can be embedded into the Fock space $\Phi$ in such a way that it constitutes an approximation of it and of its basic operators.

### 6.1 Embedding the toy Fock space into the Fock space

Let $\mathcal{S}=\left\{0=t_{0}<t_{1}<\cdots<t_{n}<\cdots\right\}$ be a partition of $\mathbb{R}^{+}$and $\delta(\mathcal{S})=$ $\sup _{i}\left|t_{i+1}-t_{i}\right|$ be the diameter of $\mathcal{S}$. For $\mathcal{S}$ being fixed, define $\Phi_{i}=\Phi_{\left[t_{i}, t_{i+1}\right]}$, $i \in \mathbb{N}$. We then have $\Phi \simeq \bigotimes_{i \in \mathbb{N}} \Phi_{i}$. For all $i \in \mathbb{N}$, define

$$
\begin{aligned}
& X_{i}=\frac{\chi_{t_{i+1}}-\chi_{t_{i}}}{\sqrt{t_{i+1}-t_{i}}} \in \Phi_{i}, \\
& a_{i}^{-}=\frac{a_{t_{i+1}}^{-}-a_{t_{i}}^{-}}{\sqrt{t_{i+1}-t_{i}}} \circ P_{1]}, \\
& a_{i}^{\circ}=a_{t_{i+1}}^{\circ}-a_{t_{i}}^{\circ}, \\
& a_{i}^{+}=P_{1]} \circ \frac{a_{t_{i+1}}^{+}-a_{t_{i}}^{+}}{\sqrt{t_{i+1}-t_{i}}},
\end{aligned}
$$

where $P_{1]}$ is the orthogonal projection onto $L^{2}\left(\mathcal{P}_{1}\right)$ and where the above definition of $a_{i}^{+}$is understood to be valid on $\Phi_{i}$ only, with $a_{i}^{+}$being the identity operator $I$ on the other $\Phi_{j}$ 's (the same is automatically true for $a_{i}^{-}, a_{i}^{\circ}$ ).

Proposition 6.1. With the above notations we have

$$
\begin{aligned}
& \left\{\begin{array}{l}
a_{i}^{-} X_{i}=\mathbb{1} \\
a_{i}^{-} \mathbb{1}=0
\end{array}\right. \\
& \left\{\begin{array}{l}
a_{i}^{\circ} X_{i}=X_{i} \\
a_{i}^{\circ} \mathbb{1}=0
\end{array}\right. \\
& \left\{\begin{array}{l}
a_{i}^{+} X_{i}=0 \\
a_{i}^{+} \mathbb{1}=X_{i}
\end{array}\right.
\end{aligned}
$$

Proof. As $a_{t}^{-} \mathbb{1}=a_{t}^{\circ} \mathbb{1}=0$ it is clear that $a_{i}^{-} \mathbb{1}=a_{i}^{\circ} \mathbb{1}=0$. Furthermore, $a_{t}^{+} \mathbb{1}=\chi_{t}$ thus

$$
a_{i}^{+} \mathbb{1}=P_{1]} \frac{\chi_{t_{i+1}}-\chi_{t_{i}}}{\sqrt{t_{i+1}-t_{i}}}=X_{i} .
$$

Furthermore, by (19) we have

$$
\begin{aligned}
a_{i}^{-} X_{i} & =\frac{1}{t_{i+1}-t_{i}}\left(a_{t_{i+1}}^{-}-a_{t_{i}}^{-}\right) \int_{t_{i}}^{t_{i+1}} \mathbb{1} d \chi_{t} \\
& =\frac{1}{t_{i+1}-t_{i}}\left[\int_{t_{i}}^{t_{i+1}}\left(a_{t}^{-}-a_{t_{i}}^{-}\right) \mathbb{1} d \chi_{t}+\int_{t_{i}}^{t_{i+1}} \mathbb{1} d t\right] \\
& =\frac{1}{t_{i+1}-t_{i}}\left(0+t_{i+1}-t_{i}\right)=\mathbb{1} ; \\
a_{i}^{\circ} X_{i} & =\frac{1}{t_{i+1}-t_{i}}\left(a_{t_{i+1}}^{\circ}-a_{t_{i}}^{\circ}\right) \int_{t_{i}}^{t_{i+1}} \mathbb{1} d \chi_{t} \\
& =\frac{1}{t_{i+1}-t_{i}}\left[\int_{t_{i}}^{t_{i+1}}\left(a_{t}^{\circ}-a_{t_{i}}^{\circ}\right) \mathbb{1} d \chi_{t}+\int_{t_{i}}^{t_{i+1}} \mathbb{1} d \chi_{t}\right] \\
& =\frac{1}{t_{i+1}-t_{i}}\left(\chi_{t_{i+1}}-\chi_{t_{i}}\right)=X_{i} ; \\
a_{i}^{+} X_{i} & =\frac{1}{t_{i+1}-t_{i}} P_{1]}\left(a_{t_{i+1}}^{+}-a_{t_{i}}^{+}\right) \int_{t_{i}}^{t_{i+1}} \mathbb{1} d \chi_{t} \\
& =\frac{1}{t_{i+1}-t_{i}} P_{1]}\left[\int_{t_{i}}^{t_{i+1}}\left(a_{t}^{+}-a_{t_{i}}^{+}\right) \mathbb{1} d \chi_{t}+\int_{t_{i}}^{t_{i+1}} \int_{t_{i}}^{t} \mathbb{1} d \chi_{s} d \chi_{t}\right] \\
& =\frac{2}{t_{i+1}-t_{i}} P_{1]} \int_{t_{i}}^{t_{i+1}} \int_{t_{i}}^{t} \mathbb{1} d \chi_{s} d \chi_{t} \\
& =0 .
\end{aligned}
$$

These are the announced relations.
Thus the action of the operators $a_{i}^{\varepsilon}$ on the $X_{i}$ and on $\mathbb{1}$ is similar to the action of the corresponding operators on the toy Fock spaces. We are now going to construct the toy Fock space inside $\Phi$. We are still given a fixed partition $\mathcal{S}$. Define $T \Phi(\mathcal{S})$ to be the space of vectors $f \in \Phi$ which are of the form

$$
f=\sum_{A \in \mathcal{P}_{I N}} f(A) X_{A}
$$

(with $\|f\|^{2}=\sum_{A \in \mathcal{P}_{N}}|f(A)|^{2}<\infty$ ). The space $T \Phi(\mathcal{S})$ can be clearly identified to the toy Fock space $\mathrm{T} \Phi$; the operators $a_{i}^{\varepsilon}, \varepsilon \in\{+,-, 0\}$, act on $T \Phi(\mathcal{S})$ exactly in the same way as the corresponding operators on $\mathrm{T} \Phi$. We have completely embedded the toy Fock space into the Fock space.

### 6.2 Projections on the toy Fock space

Let $\mathcal{S}=\left\{0=t_{0}<t_{1}<\cdots<t_{n}<\cdots\right\}$ be a fixed partition of $\mathbb{R}^{+}$. The space $T \Phi(\mathcal{S})$ is a closed subspace of $\Phi$. We denote by $\mathbb{E}[\cdot / \mathcal{F}(\mathcal{S})]$ the operator of orthogonal projection from $\Phi$ onto $T \Phi(\mathcal{S})$.

Proposition 6.2. If $\mathcal{S}=\left\{0=t_{0}<t_{1}<\cdots<t_{n}<\cdots\right\}$ and if $f \in \Phi$ is of the form

$$
f=\int_{0<s_{1}<\cdots<s_{m}} f\left(s_{1}, \ldots, s_{m}\right) d \chi_{s_{1}} \cdots d \chi_{s_{m}}
$$

then

$$
\begin{aligned}
\mathbb{E}[f / \mathcal{F}(\mathcal{S})]= & \sum_{i_{1}<\cdots<i_{m} \in \mathbb{N}} \frac{1}{\sqrt{t_{i_{1}+1}-t_{i_{1}}} \cdots \sqrt{t_{i_{m}+1}-t_{i_{m}}}} \\
& \int_{t_{i_{1}}}^{t_{i_{1}+1}} \cdots \int_{t_{i_{m}}}^{t_{i_{m}+1}} f\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m} X_{i_{1}} \cdots X_{i_{m}} .
\end{aligned}
$$

Proof. The quantity $f_{n}$ on the right handside of the above identity is clearly an element of $T \Phi(\mathcal{S})$. We have, for $A=\left\{i_{1} \ldots i_{k}\right\}$

$$
\begin{aligned}
& \left\langle f, X_{A}\right\rangle= \\
& =\frac{\delta_{k, m}}{\sqrt{t_{i_{1}+1}-t_{i_{1}}} \cdots \sqrt{t_{i_{m}+1}-t_{i_{m}}}}\left\langle\int_{0<s_{1}<\cdots<s_{m}} f\left(s_{1}, \ldots, s_{m}\right) d \chi_{s_{1}} \cdots d \chi_{s_{m}}\right. \\
& \left.\int_{t_{i_{1}}}^{t_{i_{1}+1}} \cdots \int_{t_{i_{m}}}^{t_{i_{m}+1}} \mathbb{1} d \chi_{s_{1}} \cdots d \chi_{s_{m}}\right\rangle \\
& =\frac{\delta_{k, m}}{\sqrt{t_{i_{1}+1}-t_{i_{1}}} \cdots \sqrt{t_{i_{m}+1}-t_{i_{m}}}} \int_{t_{i_{1}}}^{t_{i_{1}+1}} \cdots \int_{t_{i_{m}}}^{t_{i_{m}+1}} \bar{f}\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m}
\end{aligned}
$$

On the other hand we have

$$
\begin{gathered}
\left\langle f_{n}, X_{A}\right\rangle=\delta_{k, m} \frac{1}{\left(t_{i_{1}+1}-t_{i_{1}}\right)^{3 / 2} \cdots\left(t_{i_{m}+1}-t_{i_{m}}\right)^{3 / 2}} \\
\times \int_{t_{i_{1}}}^{t_{i_{1}+1}} \cdots \int_{t_{i_{m}}}^{t_{i_{m}+1}} \bar{f}\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m}\left\|\left(\chi_{t_{i_{1}+1}}-\chi_{t_{i_{1}}}\right)-\left(\chi_{t_{i_{m}+1}}-\chi_{t_{i_{m}}}\right)\right\|^{2} \\
=\delta_{k, m} \frac{1}{\sqrt{t_{i_{1}+1}-t_{i_{1}}} \cdots \sqrt{t_{i_{m}+1}-t_{i_{m}}}} \\
\quad \times \int_{t_{i_{1}}}^{t_{i_{1}+1}} \cdots \int_{t_{i_{m}}}^{t_{i_{m}+1}} \bar{f}\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m}
\end{gathered}
$$

This proves our proposition.
The following identities could also have been used as natural definitions of the operators $a_{i}^{\varepsilon}$ on $T \Phi(\mathcal{S})$.

Proposition 6.3. For any partition $\mathcal{S}$ and any $f \in \mathcal{D}$ we have

$$
\begin{gathered}
a_{i}^{\circ} \mathbb{E}[f / \mathcal{F}(\mathcal{S})]=\mathbb{E}\left[\left(a_{t_{i+1}}^{\circ}-a_{t_{i}}^{\circ}\right) f / \mathcal{F}(\mathcal{S})\right] \\
\sqrt{t_{i+1}-t_{i}} a_{i}^{ \pm} \mathbb{E}[f / \mathcal{F}(\mathcal{S})]=\mathbb{E}\left[\left(a_{t_{i+1}}^{ \pm}-a_{t_{i}}^{ \pm}\right) f / \mathcal{F}(\mathcal{S})\right] .
\end{gathered}
$$

Proof. Let us take $f$ of the form

$$
f=\int_{0<s_{1}<\cdots<s_{m}} f\left(s_{1}, \ldots, s_{m}\right) d \chi_{s_{1}} \cdots d \chi_{s_{m}}
$$

Then

$$
\begin{aligned}
&\left(a_{t_{i+1}}^{\circ}-a_{t_{i}}^{\circ}\right) f=\int_{0<s_{1}<\cdots<s_{m}}\left|\left\{s_{1}, \ldots, s_{m}\right\} \cap\left[t_{i}, t_{i+1}\right]\right| f\left(s_{1}, \ldots, s_{m}\right) d \chi_{s_{1}} \cdots d \chi_{s_{m}} \\
& \mathbb{E}\left[\left(a_{t_{i+1}}^{\circ}-a_{t_{i}}^{\circ}\right) f / \mathcal{F}(\mathcal{S})\right] \\
&=\sum_{j_{1}<\cdots<j_{m} \in \mathbb{N}} \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m}+1}-t_{j_{m}}}} \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{m}}}^{t_{j_{m}+1}} \\
& \times\left|\left\{s_{1}, \ldots, s_{m}\right\} \cap\left[t_{i}, t_{i+1}\right]\right| f\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m} X_{j_{1}} \cdots X_{j_{m}} \\
&=\sum_{j_{1}<\cdots<j_{m} \in \mathbb{N}} \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m}+1}-t_{j_{m}}}} \mathbb{1}_{i \in\left\{j_{1} \ldots j_{m}\right\}} \\
& \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{m}}}^{t_{j_{m}+1}} f\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m} X_{j_{1}} \cdots X_{j_{m}} \\
&=a_{i}^{\circ} \\
& \sum_{j_{1}<\cdots<j_{m} \in \mathbb{N}} \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m}+1}-t_{j_{m}}}} \\
& \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{m}}}^{t_{j_{m}+1}} f\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m} X_{j_{1}} \cdots X_{j_{m}} \\
&=a_{i}^{\circ} \mathbb{E}[f / \mathcal{F}(\mathcal{S})] .
\end{aligned}
$$

In the same way

$$
\left(a_{t_{i+1}}^{-}-a_{t_{i}}^{-}\right) f=\int_{0<s_{1}<\cdots<s_{m-1}} \int_{t_{i}}^{t_{i+1}} f\left(\left\{s_{1}, \ldots, s_{m-1}\right\} \cup s\right) d s d \chi_{s_{1}} \cdots d \chi_{s_{m-1}}
$$

$$
\begin{aligned}
& \mathbb{E}\left[\left(a_{t_{i+1}}^{-}-a_{t_{i}}^{-}\right) f / \mathcal{F}(\mathcal{S})\right] \\
& =\sum_{j_{1}<\cdots<j_{m-1} \in \mathbb{N}} \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m-1}+1}-t_{j_{m-1}}}} \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{m-1}}}^{t_{j_{m-1}+1}} \int_{t_{i}}^{t_{i+1}} \\
& \times f\left(\left\{s_{1}, \ldots, s_{m-1}\right\} \cup s\right) d s d s_{1} \cdots d s_{m-1} X_{j_{1}} \cdots X_{j_{m-1}} \\
& =\sum_{j_{1}<\cdots<j_{m-1} \in \mathbb{N}} \sum_{k=0}^{m-1} \mathbb{1}_{0<j_{1}<\cdots<j_{k}<i<j_{k+1}<\cdots<j_{m-1}} \\
& \times \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m-1}+1}-t_{j_{m-1}}}} \\
& \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{k}}}^{t_{j_{k}+1}} \int_{t_{i}}^{t_{i+1}} \int_{t_{j_{k+1}}}^{t_{j_{k+1}+1}} \cdots \int_{t_{j_{m-1}}}^{t_{j_{m-1}+1}} f\left(s_{1}, \ldots, s_{k}, s, s_{k+1} \ldots s_{m-1}\right) \\
& \times d s_{1} \cdots d s_{k} d s d s_{k+1} \cdots d s_{m-1} X_{j_{1}} \cdots X_{j_{m-1}} \\
& =\sqrt{t_{i+1}-t_{i}} \sum_{j_{1}<\cdots<j_{m} \in \mathbb{N}} \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m}+1}-t_{j_{m}}}} \\
& \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{m}}}^{t_{j_{m}+1}} f\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m} \mathbb{1}_{i \in\left\{j \ldots j_{m}\right\}} X_{j_{1}} \cdots \widehat{X}_{i} \cdots X_{j_{m}} \\
& =\sqrt{t_{i+1}-t_{i}} a_{i}^{-} \mathbb{E}[f / \mathcal{F}(\mathcal{S})] .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& \left(a_{t_{i+1}}^{+}-a_{t_{i}}^{+}\right) f=\sum_{k=0}^{n} \int_{0<s_{1}<\cdots<s_{k}<s<s_{k+1}<\cdots<s_{m}} \mathbb{1}_{\left[t_{i}, t_{i+1}\right]}(s) \\
& \times f\left(s_{1}, \ldots, s_{m}\right) d \chi_{s_{1}} \cdots d \chi_{s_{k}} d \chi_{s} d \chi_{s_{k+1}} \cdots d \chi_{s_{m}} . \\
& \mathbb{E}\left[\left(a_{t_{i+1}}^{+}-a_{t_{i}}^{+}\right) f / \mathcal{F}(\mathcal{S})\right] \\
& =\sum_{j_{1}<\cdots<j_{m+1} \in \mathbb{N}} \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m+1}+1}-t_{j_{m+1}}}} \sum_{k=0}^{n} \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{m+1}}}^{t_{j_{m+1}+1}} \\
& \times \mathbb{1}_{\left[t_{i}, t_{i+1}\right]}\left(t_{j_{k+1}}\right) f\left(s_{1}, \ldots, \widehat{s_{k+1}} \cdots s_{m+1}\right) d s_{1} \cdots d s_{m+1} X_{j_{1}} \cdots X_{j_{m+1}} \\
& =\sum_{j_{1}<\cdots<j_{m+1} \in \mathbb{N}} \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m+1}+1}-t_{j_{m+1}}}} \mathbb{1}_{i \in\left\{j_{1} \ldots j_{m+1}\right\}} \\
& \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{m+1}}}^{t_{j_{m}+1}} f\left(s_{1}, \ldots, \widehat{s_{i}} \ldots s_{m+1}\right) d s_{1} \cdots d s_{m+1} X_{j_{1}} \cdots X_{j_{m+1}} \\
& =\sum_{j_{1}<\cdots<j_{m} \in \mathbb{N}} \sqrt{t_{i+1}-t_{i}} \frac{1}{\sqrt{t_{j_{1}+1}-t_{j_{1}}} \cdots \sqrt{t_{j_{m}+1}-t_{j_{m}}}} \\
& \int_{t_{j_{1}}}^{t_{j_{1}+1}} \cdots \int_{t_{j_{m}}}^{t_{j_{m}+1}} f\left(s_{1}, \ldots, s_{m}\right) d s_{1} \cdots d s_{m} \mathbb{1}_{i \notin\left\{j_{1} \ldots j_{m}\right\}} X_{j_{1}} \cdots X_{j_{m}} X_{i} \\
& =\sqrt{t_{i+1}-t_{i}} a_{i}^{+} \mathbb{E}[f / \mathcal{F}(\mathcal{S})] \text {. }
\end{aligned}
$$

We have proved all the announced relations.

### 6.3 Approximations

We are now going to prove that the Fock space $\Phi$ and its basic operators $a_{t}^{+}, a_{t}^{-}, a_{t}^{\circ}$ can be approximated by the toy Fock spaces $T \Phi(\mathcal{S})$ and their basic operators $a_{i}^{+}$, $a_{i}^{-}, a_{i}^{\circ}$.

We are given a refining sequence $\left(\mathcal{S}_{n}\right)_{n \in \mathbb{N}}$ of partitions whose diameter $\delta\left(\mathcal{S}_{n}\right)$ tends to 0 when $n$ tends to $+\infty$. Let $T \Phi(n)=T \Phi\left(\mathcal{S}_{n}\right)$ and $P_{n}=\mathbb{E}\left[\cdot / \mathcal{F}\left(S_{n}\right)\right]$, for all $n \in \mathbb{N}$.

## Theorem 6.4.

i) For every $f \in \Phi$ there exists a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ such that $f_{n} \in T \Phi(n)$, for all $n \in \mathbb{N}$, and $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges to $f$ in $\Phi$.
ii) If $\mathcal{S}_{n}=\left\{0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{k}^{n}<\cdots\right\}$, then for all $t \in \mathbb{R}^{+}$, the operators $\sum_{i ; t_{i}^{n} \leq t} a_{i}^{\circ}, \sum_{i ; t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{-}$and $\sum_{i ; t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{+}$converge strongly on $\mathcal{D}$ to $a_{t}^{\circ}$, $a_{t}^{-}$and $a_{t}^{+}$respectively.
iii) With the same notations as in ii), for all $t \in \mathbb{R}^{+}$, the operators $\sum_{i ; t_{i}^{n} \leq t} a_{i}^{\circ} P_{n}$, $\sum_{i ; t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{-} P_{n}$ and $\sum_{i ; t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{+} P_{n}$ converge strongly on $\mathcal{D}$ to $a_{t}^{\circ}, a_{t}^{-}$and $a_{t}^{+}$respectively.

Proof. i) As the $\mathcal{S}_{n}$ are refining then the $\left(P_{n}\right)_{n}$ forms an increasing family of orthogonal projection in $\Phi$. Let $P_{\infty}=\bigvee_{n} P_{n}$. Clearly, for all $s \leq t$, we have that $\chi_{t}-$ $\chi_{s}$ belongs to $\operatorname{Ran} P_{\infty}$. But by the construction of the Itô integral and by Theorem 5 , we have that the $\chi_{t}-\chi_{s}$ generate $\Phi$. Thus $P_{\infty}=I$. Consequently if $f \in \Phi$, the sequence $f_{n}=P_{n} f$ satisfies the statements.
ii) The convergence of $\sum_{i, t_{i}^{n} \leq t} a_{i}^{\circ}$ and $\sum_{i, t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{-}$to $a_{t}^{\circ}$ and $a_{t}^{-}$ respectively is clear from the definitions. Let us check the case of $a^{+}$. We have, for $f \in \mathcal{D}$

$$
\left[\sum_{i ; t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{+} f\right](\sigma)=\sum_{i ; t_{i}^{n} \leq t} \mathbb{1}_{\left|\sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]\right|=1} \sum_{s \in \sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]} f(\sigma \backslash\{s\}) .
$$

Put $t^{n}=\inf \left\{t_{i}^{n} \in \mathcal{S}_{n} ; t_{i}^{n} \geq t\right\}$. We have

$$
\begin{aligned}
& \left\|\sum_{i, t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{+}-a_{t}^{+} f\right\|^{2} \\
& \quad=\int_{\mathcal{P}}\left|\sum_{i ; t_{i}^{n} \leq t} \mathbb{1}_{\left|\sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]\right|=1} \sum_{s \in \sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]} f(\sigma \backslash\{s\})-\sum_{s \in \sigma \cap[0, t]} f(\sigma \backslash\{s\})\right|^{2} d \sigma \\
& \quad \leq 2 \int_{\mathcal{P}}\left|\sum_{s \in \sigma \cap[t, t]} f(\sigma \backslash\{s\})\right|^{2} d \sigma+ \\
& \quad+2 \int_{\mathcal{P}}\left|\sum_{i, t_{i}^{n} \leq t} \mathbb{1}_{\left|\sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]\right| \geq 2} \sum_{s \in \sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]} f(\sigma \backslash\{s\})\right|^{2} d \sigma .
\end{aligned}
$$

For any fixed $\sigma$, the terms inside each of the integrals above converge to 0 when $n$ tends to $+\infty$. Furthermore we have, for $n$ large enough,

$$
\begin{aligned}
\int_{\mathcal{P}}\left|\sum_{s \in \sigma \cap\left[t, t^{n}\right]} f(\sigma \backslash\{s\})\right|^{2} d \sigma & \leq \int_{\mathcal{P}}|\sigma| \sum_{\substack{s \in \sigma \\
s \leq t+1}}|f(\sigma \backslash\{s\})|^{2} d \sigma \\
& =\int_{0}^{t+1} \int_{\mathcal{P}}(|\sigma|+1)|f(\sigma)|^{2} d \sigma d s \\
& \leq(t+1) \int_{\mathcal{P}}(|\sigma|+1)|f(\sigma)|^{2} d \sigma
\end{aligned}
$$

which is finite for $f \in \mathcal{D}$;

$$
\begin{aligned}
& \int_{\mathcal{P}}\left|\sum_{i ; t_{i}^{n} \leq t} \mathbb{1}_{\left|\sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]\right| \geq 2} \sum_{s \in \sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]} f(\sigma \backslash\{s\})\right|^{2} d \sigma \\
& \leq \int_{\mathcal{P}}\left(\left.\sum_{i ; t_{i}^{n} \leq t} \mathbb{1}_{\left|\sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]\right| \geq 2}\right|_{s \in \sigma \cap\left[t_{i}^{n}, t_{i+1}^{n}\right]} f(\sigma \backslash\{s\}) \mid\right)^{2} d \sigma \\
& \leq \int_{\mathcal{P}}\left(\sum_{i ; t_{i}^{n} \leq t} \sum_{s \in \sigma \cap\left\{t_{i}^{n}, t_{i+1}^{n}\right]}|f(\sigma \backslash\{s\})|\right)^{2} d \sigma \\
&=\int_{\mathcal{P}}\left(\sum_{\substack{s \in \sigma \\
s \leq t^{n}}}|f(\sigma \backslash\{s\})|\right)^{2} d \sigma \\
&=\int_{\mathcal{P}}|\sigma| \sum_{\substack{s \in \sigma \\
s \leq t^{n}}}|f(\sigma \backslash\{s\})|^{2} d \sigma \\
& \leq(t+1) \int_{\mathcal{P}}(|\sigma|+1)|f(\sigma)|^{2} d \sigma
\end{aligned}
$$

in the same way as above. So we can apply Lebesgue's theorem. This proves $i i$ ).
iii) By Proposition 6.3, we have for all $f \in \mathcal{D}$

$$
\sum_{i ; t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{+} P_{n} f=P_{n} a_{t^{n}}^{+} f
$$

Consequently

$$
\begin{aligned}
& \| \sum_{i ; t_{i}^{n} \leq t} \sqrt{t_{i+1}^{n}-t_{i}^{n}} a_{i}^{+} \\
& P_{n} f-a_{t}^{+} f \|^{2} \\
& \\
& \left.\leq 2\left\|a_{t}^{+} f-P_{n} a_{t}^{+} f\right\|^{2}+2 \| P_{n}\left(a_{t}^{+} f-a_{t^{n}}^{+} f\right)\right] \|^{2} \\
& \\
& \leq 2\left\|a_{t}^{+} f-P_{n} a_{t}^{+} f\right\|^{2}+2\left\|a_{t}^{+} f-a_{t^{n}}^{+} f\right\|^{2}
\end{aligned}
$$

which tends to 0 as $n$ tends to $+\infty$.
The cases of $a^{\circ}$ and $a^{-}$are obtained in the same way.

### 6.4 Probabilistic interpretations

Recall that the operator of multiplication by the Brownain motion in the Fock space $\Phi$ is

$$
W_{t}=a_{t}^{+}+a_{t}^{-}
$$

and the operator of Poisson multiplication by the Poisson process is

$$
N_{t}=a_{t}^{+}+a_{t}^{-}+a_{t}^{\circ}+t I
$$

Let us consider an approximation of the Fock space $\Phi$ by toy Fock spaces $T \Phi(n)$, $n \in \mathbb{N}$.

Theorem 6.5. On $T \Phi(n)$, let $X_{i}=a_{i}^{+}+a_{i}^{-}, i \in \mathbb{N}$. Then, for all $t \in \mathbb{R}^{+}$; we have that

$$
\sum_{i ; t_{i} \leq t} \sqrt{t_{i+1}-t_{i}} X_{i}
$$

converges strongly to $W_{t}$.
Proof. The proof is immediate from Theorem 6.4.
Let $\mathcal{S}_{n}=\{i / n ; i \in \mathbb{N}\}$.
Theorem 6.6. On $T \Phi(n)$, let $X_{i}=a_{i}^{+}+a_{i}^{-}+c_{n} a_{i}^{\circ}, i \in \mathbb{N}$ be associated to the coefficient $p_{n}=1 / n$. Then, for all $t \in \mathbb{R}^{+}$, we have that

$$
\frac{1}{\sqrt{n}} \sum_{i ; t_{i} \leq t} X_{i}
$$

converges strongly to $X_{t}=N_{t}-t I$, the operator of multiplication by the compensated Poisson process.

Proof. If $p_{n}=1 / n$, then $q_{n}=1-1 / n$ and $c_{n}=\frac{1-2 / n}{\sqrt{1 / n-1 / n^{2}}}=\frac{n-2}{\sqrt{n-1}}$. Thus $c_{n} / \sqrt{n}$ converges to 1 . Now,

$$
\begin{aligned}
\frac{1}{\sqrt{n}} \sum_{i ; t_{i} \leq t} X_{i} & =\sum_{i ; t_{i} \leq t} \frac{1}{\sqrt{n}} a_{i}^{+}+\frac{1}{\sqrt{n}} a_{i}^{-}+\frac{c_{n}}{\sqrt{n}} a_{i}^{\circ} \\
& =\sum_{i ; t_{i} \leq t} \sqrt{t_{i+1}-t_{i}}\left(a_{i}^{+}+a_{i}^{-}\right)+\frac{c_{n}}{\sqrt{n}} \sum_{i ; t_{i} \leq t} a_{i}^{\circ}
\end{aligned}
$$

which clearly converges to $a_{t}^{+}+a_{t}^{-}+a_{t}^{\circ}$ by Theorem 6.4

### 6.5 The Itô tables

This section is heuristic, but it gives a good idea of why the discrete quantum Itô table is a discrete approximation of the usual one, though they seem different. Let $\mathcal{S}_{n}=\{i / n ; i \in \mathbb{N}\}$. Let $\tilde{a}_{i}^{+}=1 / \sqrt{n} a_{i}^{+}, \tilde{a}_{i}^{-}=1 / \sqrt{n} a_{i}^{-}$and $\tilde{a}_{i}^{\circ}=a_{i}^{\circ}$. The Theorem 6.4 shows that $\tilde{a}_{i}^{\varepsilon}$ is a good approximation of $d a_{t}^{\varepsilon}$, where $t=t_{i}$. Now the discrete Itô table becomes

| $\rightarrow$ | $\tilde{a}_{i}^{+}$ | $\tilde{a}_{i}^{-}$ | $\tilde{a}_{i}^{\circ}$ |
| :---: | :---: | :---: | :---: |
| $\tilde{a}_{i}^{+}$ | 0 | $\frac{1}{n} \tilde{a}_{i}^{\circ}$ | 0 |
| $\tilde{a}_{i}^{-}$ | $\frac{1}{n} I-\frac{1}{n} \tilde{a}_{i}^{\circ}$ | 0 | $\tilde{a}_{i}^{-}$ |
| $\tilde{a}_{i}^{\circ}$ | $\tilde{a}_{i}^{+}$ | 0 | $\tilde{a}_{i}^{\circ}$. |

But

1) $\frac{1}{n} \tilde{a}_{i}^{\circ}$ is not an infinitesimal for $\sum_{i ; t_{i} \leq t} \frac{1}{n} \tilde{a}_{i}^{\circ}$ is almost $\frac{1}{n} a_{t}^{\circ}$ which converges to 0 . Thus $\frac{1}{n} \tilde{a}_{i}^{\circ}$ can be considered to be 0 in this table;
2) $\frac{1}{n} I$ is simply $d t I$, that is $\left(t_{i+1}-t_{i}\right) I$. Thus at the limit this table becomes

| $\rightarrow$ | $d a_{t}^{+}$ | $d a_{t}^{-}$ | $d a_{t}^{\circ}$ |
| :---: | :---: | :---: | :---: |
| $d a_{t}^{+}$ | 0 | 0 | 0 |
| $d a_{t}^{-}$ | $d t I$ | 0 | $d a_{t}^{-}$ |
| $d a_{t}^{\circ}$ | $d a_{t}^{+}$ | 0 | $d a_{t}^{\circ}$. |

That is, the usual Itô table.
These heuristic arguments have been made rigourous in [33].

## 7 Back to repeated interactions

We are now ready to come back to repeated quantum interactions and to give an idea of what happens in the limit $h \rightarrow 0$.

Recall our evolution equation on $\mathcal{H}_{0} \otimes \bigotimes_{\mathbb{N}} \mathbb{C}^{N+1}$ :

$$
\begin{equation*}
V_{n+1}=U_{n+1} V_{n} \tag{23}
\end{equation*}
$$

of section I.

### 7.1 Unitary dilations of completely positive semigroups

In this section, we will show that equations such as (23) appear naturally in a general setup and allow one to obtain natural unitary dilations of completely positive semigroups in discrete time.

Consider a discrete semigroup $\left(P_{n}\right)_{n \in \mathbb{N}}$ of completely positive maps on $\mathcal{B}\left(\mathcal{H}_{0}\right)$, that is,

$$
P_{n}(X)=\ell^{n}(X)
$$

where $\ell$ is a completely positive, weakly continuous map on $\mathcal{B}\left(\mathcal{H}_{0}\right)$.
In the sequel we always assume that $\ell(I)=I$. By Kraus' theorem (see [30], Proposition 29.8) this means that $\ell$ is of the form

$$
\ell(X)=\sum_{i=0}^{N} V_{i}^{*} X V_{i}
$$

for some $N$ and some family $\left(V_{i}\right)$ of bounded operators on $\mathcal{H}_{0}$ such that $\sum_{i} V_{i}^{*} V_{i}=$ $I$. Of course the indexation is a priori indifferent to the specificity of the value $i=0$. The special role played by one of the values will appear later on.

Let $\mathbb{E}_{0}$ be the partial trace on $\mathcal{H}_{0}$ defined by

$$
<\phi, \mathbb{E}_{0}(H) \psi>=<\phi \otimes \Omega, H \psi \otimes \Omega>
$$

for all $\phi, \psi \in \mathcal{H}_{0}$ and every operator $H$ on $\mathcal{H}_{0} \otimes \mathrm{~T} \Phi$.
Theorem 7.1. For any completely positive map

$$
\ell(X)=\sum_{i=0}^{N} V_{i}^{*} X V_{i}
$$

on $\mathcal{B}\left(\mathcal{H}_{0}\right)$ there exists a unitary operator $\mathbb{L}$ on $\mathcal{H}_{0} \otimes \mathbb{C}^{N+1}$ such that the associated unitary family of automorphisms

$$
j_{n}(H)=u_{n}^{*} H u_{n}
$$

(where $u_{n}$ is associated to $\mathbb{L}$ by (23)) satisfies

$$
\mathbb{E}_{0}\left(j_{n}(X \otimes I)\right)=P_{n}(X)
$$

for all $n \in \mathbb{N}$.
Proof. Consider a decomposition of $\mathcal{L}$ of the form

$$
\ell(X)=\sum_{i=0}^{N} V_{i}^{*} X V_{i}
$$

for a familly $\left(V_{i}\right)$ of bounded operators on $\mathcal{H}_{0}$ such that $\sum_{i=0}^{N} V_{i}^{*} V_{i}=I$.
We claim that there exists a unitary operator $\mathbb{L}$ on $\mathcal{H}_{0} \otimes \mathbb{C}^{N+1}$ of the form

$$
\mathbb{L}=\left(\begin{array}{cccc}
V_{1} & \cdots & \cdots \\
V_{2} & \cdots & \cdots \\
\vdots & \vdots & \vdots \\
V_{N} & \cdots & \cdots
\end{array}\right)
$$

Indeed, the condition $\sum_{i=0}^{N} V_{i}^{*} V_{i}=I$ guarantees that the $m$ first columns of $\mathbb{L}$ (where $m=\operatorname{dim} \mathcal{H}_{0}$ ) constitute an orthonormal family of $\mathcal{H}_{0} \otimes \mathbb{C}^{N+1}$. We can thus fill the matrix by completing it into an orthonormal basis of $\mathcal{H}_{0} \otimes \mathbb{C}^{N+1}$; this makes out a unitary, $(N+1) \times(N+1)$ matrix $\mathbb{L}$ on $\mathcal{H}_{0}$, of which we denote the coefficients by $\left(A_{j}^{i}\right)_{i, j=0, \ldots, N}$; with this notation we have for all i, $A_{0}^{i}=V_{i+1}$. To this matrix $\mathbb{L}$ we associate a family $\left(\mathbb{L}_{i}\right)_{i \geq 0}$ of ampliations as explained in section

Now, for every operator $H$ on $\mathcal{H}_{0} \otimes \mathbb{C}^{N+1}$, put

$$
j_{n}(H)=u_{n}^{*} H u_{n}
$$

It satisfies

$$
j_{n+1}(H)=u_{n}^{*} \mathbb{L}_{n+1}^{*} H \mathbb{L}_{n+1} u_{n}
$$

We consider this relation for an operator $H$ of the form $H=X \otimes I$, where $X$ is an operator on $\mathcal{H}_{0}$. Write $\mathbb{L}_{n+1}^{*}(X \otimes I) \mathbb{L}_{n+1}$ in $\left(\mathcal{H}_{0} \otimes T \Phi_{n]}\right) \otimes \mathbb{C}_{n+1}^{N+1}$; it is simply

$$
\begin{aligned}
\mathbb{L}_{n+1}^{*}(X \otimes I) \mathbb{L}_{n+1} & =\left(\begin{array}{ccc}
\left(A_{0}^{0}\right)^{*} & \left(A_{0}^{1}\right)^{*} & \ldots \\
\left(A_{1}^{0}\right)^{*} & \left(A_{1}^{1}\right)^{*} & \ldots \\
\vdots & \vdots & \vdots \\
\left(A_{N}^{0}\right)^{*} & \left(A_{N}^{1}\right)^{*} & \ldots
\end{array}\right)\left(\begin{array}{cccc}
X & 0 & \ldots & 0 \\
0 & X & \ldots & 0 \\
\vdots & \vdots & \vdots & \\
0 & 0 & \ldots & X
\end{array}\right)\left(\begin{array}{ccc}
A_{0}^{0} & A_{1}^{0} & \ldots \\
A_{0}^{1} & A_{1}^{1} & \ldots \\
\vdots & \vdots & \vdots \\
A_{0}^{N} & A_{1}^{N} & \ldots
\end{array}\right)
\end{aligned}
$$

which is easily seen to be the matrix $\left(B_{j}^{i}(X)\right)_{i, j=0, \ldots, N}$ with

$$
B_{j}^{i}(X)=\sum_{k=0}^{N}\left(A_{j}^{k}\right)^{*} X A_{i}^{k}
$$

Note that, more precisely, the operator $\mathbb{L}_{n+1}^{*}(X \otimes I) \mathbb{L}_{n+1}$ is written in $\left(\mathcal{H}_{0} \otimes\right.$ $\left.\mathrm{T} \Phi_{n]}\right) \otimes \mathbb{C}_{n+1}^{N+1}$ as the matrix $\left(B_{j}^{i}(X) \otimes I\right)_{i, j=0, \ldots, N}$. The operator $u_{n}$, in turn, acts only on $\mathcal{H}_{0} \otimes \mathbb{C}_{n}^{N+1}$, so that $u_{n}^{*} \mathbb{L}_{n+1}^{*}(X \otimes I) \mathbb{L}_{n+1} u_{n}$ can be written in $\left(\mathcal{H}_{0} \otimes\right.$ $\left.\mathrm{T} \Phi_{n]}\right) \otimes \mathbb{C}_{n+1}^{N+1}$ as $\left(u_{n}^{*}\left(B_{j}^{i}(X) \otimes I\right) u_{n}\right)_{i, j=0, \ldots, N} ;$ simply put, we have proved that

$$
\left(j_{n+1}(X \otimes I)\right)_{j}^{i}=j_{n}\left(B_{j}^{i}(X) \otimes I\right)
$$

because both terms act as the identity beyond $\left(\mathcal{H}_{0} \otimes \mathrm{~T} \Phi_{n]}\right) \otimes \mathbb{C}_{n+1}^{N+1}$.

Consider now $T_{n}(X)=\mathbb{E}_{0}\left(j_{n}(X \otimes I)\right)$. We have

$$
\begin{aligned}
<\phi, T_{n+1}(X) \psi> & =<\phi \otimes \Omega, j_{n+1}(X \otimes I) \psi \otimes \Omega> \\
& =<\phi,\left(j_{n+1}(X \otimes I)\right)_{0}^{0} \psi> \\
& =<\phi, j_{n}\left(B_{0}^{0}(X) \otimes I\right) \psi> \\
& =<\phi, T_{n}\left(B_{0}^{0}(X)\right) \psi>;
\end{aligned}
$$

now remember that for all $i, A_{0}^{i}=V_{i+1}$. This implies that $B_{0}^{0}(X)=\ell(X)$. The above proves that $T_{n+1}(X)=T_{n}(\ell(X))$ for any $n$ and the theorem follows.

### 7.2 Convergence to Quantum Stochastic Differential Equations

We now describe the convergence of these discrete time evolutions to continuous time ones.

## Quantum stochastic differential equations

We do not develop here the whole theory of Q.S.D.E., this will be done in F. Fagnola's course much more precisely, but we just give an idea of what they are.

Quantum stochastic differential equations are equations of the form

$$
\begin{equation*}
d U_{t}=\sum_{i, j} L_{j}^{i} U_{t} d a_{j}^{i}(t) \tag{22}
\end{equation*}
$$

with initial condition $U_{0}=I$. The above equation has to be understood as an integral equation

$$
U_{t}=I+\int_{0}^{t} \sum_{i, j} L_{j}^{i} U_{t} d a_{j}^{i}(t)
$$

for operators on $\mathcal{H}_{0} \otimes \Phi$, the operators $L_{j}^{i}$ being bounded operators on $\mathcal{H}_{0}$ alone which are ampliated to $\mathcal{H}_{0} \otimes \Phi$.

The main motivation and application of that kind of equation is that it gives an account of the interaction of the small system $\mathcal{H}_{0}$ with the bath $\Phi$ in terms of quantum noise perturbation of a Schödinger-like equation. Indeed, the first term of the equation

$$
d U_{t}=L_{0}^{0} U_{t} d t+\ldots
$$

describes the induced dynamics on the small system, all the other terms are quantum noises terms.

One of the main application of equations such as (22) is that they give explicit constructions of unitary dilations of semigroups of completely positive maps of $\mathcal{B}\left(\mathcal{H}_{0}\right)$ (see [H-P]). Let us only recall one of the main existence, uniqueness and boundedness theorems connected to equations of the form (22). The literature is huge about those equations; we refer to [Par] for the result we mention here.

Theorem 7.2. If $\mathcal{H}_{0}$ is finite dimensional then the quantum stochastic differential equation

$$
d U_{t}=\sum_{i, j} L_{j}^{i} U_{t} d a_{j}^{i}(t)
$$

with $U_{0}=I$, admits a unique solution defined on the space of coherent vectors.
The solution $\left(U_{t}\right)_{t \geq 0}$ is made of unitary operators if and only if there exist, on $\mathcal{H}_{0}$, a bounded self-adjoint $H$, bounded operators $S_{j}^{i}, i, j=1, \ldots, N$, such that the matrix $\left(S_{j}^{i}\right)_{i, j}$ is unitary, and bounded operators $L_{i}, i=1, \ldots, N$ such that, for all $i, j=1, \ldots, N$

$$
\begin{aligned}
L_{0}^{0} & =-\left(i H+\frac{1}{2} \sum_{k} L_{k}^{*} L_{k}\right) \\
L_{i}^{0} & =L_{i} \\
L_{0}^{i} & =-\sum_{k} L_{k}^{*} S_{j}^{k} \\
L_{j}^{i} & =S_{j}^{i}-\delta_{i j} I
\end{aligned}
$$

If the operators $L_{j}^{i}$ are of this form then the unitary solution $\left(U_{t}\right)_{t \geq 0}$ of the above equation exists even if $\mathcal{H}_{0}$ is only assumed to be separable.

## Convergence theorems

In this section we study the asymptotic behaviour of the solutions of an equation

$$
u_{n+1}=\mathbb{L}_{n+1} u_{n}
$$

if the matrix $\mathbb{L}(h)$ converges (with a particular normalization) as $h$ tends to zero and prove that, in the limit, the solutions of such equations converge to solutions of quantum stochastic differential equations of the form (22). Notice that we no longer assume that $\mathbb{L}(h)$ has been conveniently constructed for our needs; in particular $\mathbb{L}$ is not assumed to be unitary.

Let $h$ be a parameter in $\mathbb{R}^{+}$, which is thought of as representing a small time interval. Let $\mathbb{L}(h)$ be an operator on $\mathcal{H}_{0} \otimes \mathbb{C}^{N+1}$, with coefficients $\mathbb{L}_{j}^{i}(h)$ as a $(N+1) \times(N+1)$ matrix of operators on $\mathcal{H}_{0}$. Let $u_{n}(h)$ be the associated solution of

$$
u_{n+1}(h)=\mathbb{L}_{n+1}(h) u_{n}(h) .
$$

In the following we will drop dependency in $h$ and write simply $\mathbb{L}$ or $u_{n}$. Besides, we denote

$$
\varepsilon_{i j}=\frac{1}{2}\left(\delta_{0 i}+\delta_{0 j}\right)
$$

for all $i, j=0, \ldots, N$.

Theorem 7.3. Assume that there exist operators $L_{j}^{i}$ on $\mathcal{H}_{0}$ such that

$$
\lim _{h \rightarrow 0} \frac{\mathbb{L}_{j}^{i}(h)-\delta_{i j} I}{h^{\varepsilon_{i j}}}=L_{j}^{i}
$$

for all $i, j=0, \ldots, N$, where convergence is in operator norm. Assume that the quantum stochastic differential equation

$$
d U_{t}=\sum_{i, j} L_{j}^{i} U_{t} d a_{j}^{i}(t)
$$

with initial condition $U_{0}=I$ has a solution $\left(U_{t}\right)_{t \geq 0}$ which is a process of bounded operators with a locally uniform norm bound.

Then, for all $t$, for every $\phi, \psi$ in $L^{\infty}([0, t])$, the quantity

$$
<a \otimes \varepsilon(\phi), \mathbb{E}_{\mathcal{S}} u_{[t / h]} \mathbb{E}_{\mathcal{S}} b \otimes \varepsilon(\psi)>
$$

converges to

$$
<a \otimes \varepsilon(\phi), U_{t} b \otimes \varepsilon(\psi)>
$$

when h goes to 0 .
Moreover, the convergence is uniform for $a, b$ in any bounded ball of $\mathcal{K}$, uniform for $t$ in a bounded interval of $\mathbb{R}_{+}$.

If furthermore $\left\|u_{k}\right\|$ is locally uniformly bounded in the sense that, for any $t$ in $\mathbb{R}_{+},\left\{\left\|u_{k}(h)\right\|, k \leq t / h\right\}$ is bounded for any $h$, then $u_{[t / h]}$ converges weakly to $U_{t}$ on all $\mathcal{H}_{0} \otimes \Phi$.

## Remarks

- This is where we particularize the index zero : the above hypotheses of convergence simply mean that, among the coefficients of $\mathbb{L}$,

$$
\begin{aligned}
& \left(\mathbb{L}_{0}^{0}(h)-I\right) / h \text { converges, } \\
& \mathbb{L}_{j}^{i}(h) / \sqrt{h} \text { converges if either } i \text { or } j \text { is zero, } \\
& \mathbb{L}_{j}^{i}(h)-\delta_{i, j} \text { converges if neither } i \text { nor } j \text { is zero }
\end{aligned}
$$

and we recover the fact that the 0 index must relate to the small system, on which the considered time scale is different from the time scale of the reservoir.

- The assumption that $\mathcal{H}_{0}$ is finite dimensional is only needed in order to ensure that the quantum stochastic differential equation has a solution; if for example the $L_{j}^{i}$ 's are of the form described in Theorem 8 then the separability of $\mathcal{H}_{0}$ is enough.

For our example where $\mathbb{L}$ is given by

$$
\mathbb{L}=\left(\begin{array}{cccc}
\cos \alpha & 0 & 0 & -\sin \alpha \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\sin \alpha & 0 & 0 & \cos \alpha
\end{array}\right)
$$

with $\alpha=\sqrt{h}$, since for all $h$ the matrix $\mathbb{L}(h)$ is unitary, we get that for all $t, u_{[t / h]}$ converges strongly to $U_{t}$ where $\left(U_{t}\right)_{t \in \mathbb{R}_{+}}$is the solution of

$$
d U_{t}=-\frac{1}{2} V^{*} V U_{t} d t+V U_{t} d a_{1}^{0}(t)-V^{*} U_{t} d a_{0}^{1}(t)
$$

with $V=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$; this is the evolution associated to the spontaneous decay into the ground state in the Wigner-Weisskopf model for the two-level atom.

## 8 Bibliographical comments

The mathematical theory of quantum stochastic calculus was first developed by Hudson and Parthasarathy [25]. They defined quantum stochastic integrals on the space of coherent vectors. They also defined and solved the first class of quantum Langevin equations. They finaly proved that quantum Langevin equations allow to construct unitary dilations of any completely positive semigroups. No need to say that this article is a fundamental one, which started a whole theory.

An extension of their quantum stochastic calculus, trying to go further than the domain of coherent vectors was proposed by Belavkin and later by Lindsay ( [15], [26]). Their definitions were making use of the Malliavin gradient (and was constrained by its domain) and the Skorohod integral.

The definition of quantum stochastic integrals as in subsection 4.2 is due to Attal and Meyer ( [10] and later developed in [5]). The main point with that approach was the absence of arbitrary domain constraints. The discovery of the quantum semimartingales by Attal in [4] was a direct consequence of that approach and of and anterior work of Parthasarathy and Sinha on regular quantum martingales ( [31]).

The maximal definition of quantum stochastic integrals and unification of the different approaches, as in subsection 4.2 was given by Attal and Lindsay ( [9]).

The theorem showing rigorously that there are only 3 quantum noises is due to Coquio ([17]).

The notion of Toy Fock space with its probabilistic interpretations in terms of random walks was developed by Meyer ([29]). The concrete realization of the Toy Fock as a subspace and an approximation of $\Phi$ is due to Attal ( [2]) and has been developed much further by Pautrat ( [32], [33]). These different works led to the proof of the convergence of repeated interactions to quantum stochastic differential equation ([11]).
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## 1 Introduction: a preview of open systems in Classical Mechanics

We denote by $\Sigma \subseteq \mathbb{R}^{3} \times \mathbb{R}^{3}$ the state space of a single particle mechanical system, that is each element $x=(q, p)=\left(q_{1}, q_{2}, q_{3}, p_{1}, p_{2}, p_{3}\right) \in \Sigma$ corresponds to the pair of position and momentum of a particle, which is supposed to have mass $m$.

In Newtonian Mechanics, the homogeneous dynamics is entirely characterised by the Hamilton operator

$$
\begin{equation*}
H(x)=\frac{1}{2 m}|p|^{2}+V(q),(x \in \Sigma) \tag{1}
\end{equation*}
$$

[^0]where $|\cdot|$ denotes here the euclidian norm in $\mathbb{R}^{3}$. This allows to write the initial value problem which characterises the evolution of states as
\[

\left\{$$
\begin{array}{l}
q_{i}^{\prime}=\frac{\partial H}{\partial p_{i}}(x)  \tag{2}\\
p_{i}^{\prime}=-\frac{\partial H}{\partial q_{i}}(x), 1 \leq i \leq 3 \\
x(0)=x_{0}
\end{array}
$$\right.
\]

If $I$ denotes the $3 \times 3$ identity matrix call

$$
J=\left(\begin{array}{cc}
0 & I  \tag{3}\\
-I & 0
\end{array}\right)
$$

Then (2) becomes

$$
\begin{equation*}
x^{\prime}=J \nabla H(x), x(0)=x_{0} \tag{4}
\end{equation*}
$$

where $\nabla$ is the customary notation for the gradient of a function.
We will construct a different representation of our system, which will prepare notations for the sequel. Call $\Omega=D([0, \infty[, \Sigma)$ the space of functions $\omega=(\omega(t) ; t \geq 0)$ defined in $[0, \infty[$ with values in $\Sigma$, which have left-hand limits $\left(\omega(t-)=\lim _{s \rightarrow t, s<t} \omega(s)\right)$ and are right-continuous $\left(\omega(t+)=\lim _{s \rightarrow t, s>t} \omega(s)=\right.$ $\omega(t)$ ) on each $t \geq 0$ (with the convention $\omega(0-)=\omega(0)$ ).

Define $X_{t}(\omega)=\omega(t)$ for all $t \geq 0$. So that for each trajectory $\omega \in \Omega$, and any time $t \geq 0, X_{t}(\omega)$ is the state of the system at time $t$ when it follows the trajectory $\omega$. We can write $X_{t}(\omega)=\left(Q_{t}(\omega), P_{t}(\omega)\right)$, where $Q_{t}, P_{t}: \Omega \rightarrow \mathbb{R}^{3}$ represent respectively, the position and momentum applications.

Thus, (2) may be written

$$
d X_{t}(\omega)=J \nabla H\left(X_{t}(\omega)\right) d t, X_{0}(\omega)=x_{0}
$$

There is no great change in this writing of the equations of motion, however let us agree that such expression is a short way of writing an integral equation that is

$$
X_{t}(\omega)=x_{0}+\int_{0}^{t} J \nabla H\left(X_{s}(\omega)\right) d s
$$

Solutions of the above equation are obviously continuous and differentiable. Moreover they preserve the total energy of the system:

$$
\begin{equation*}
H\left(X_{t}(\omega)\right)=H\left(x_{0}\right) \tag{5}
\end{equation*}
$$

for all $t \geq 0$.
But our basic space of trajectories $\Omega$ allows discontinuities. Thus, we may modify our simple model by introducing kicks and suppose for simplicity that $\Sigma \subset \mathbb{R}^{2}$. Assume for instance that at a given time $t_{0}$ the particle collides with another object which introduces an instantaneous modification (force) on the momentum. Mathematically that variation on the momentum is given by a jump at time $t_{0}$, that is
$\Delta P_{t_{0}}(\omega)=P_{t_{0}}(\omega)-P_{t_{0}-}(\omega)$. From the physical point of view, we have changed the system: we no more have a single particle but a two-particle system. In the new system the jump in the momentum of the first particle is $(-1) \times$ the jump in the momentum of the second particle via the law of conservation of the momentum. Suppose that the magnitude of the jump in the momentum of the colliding particle (the instantaneous force) is $c>0$, and call $\xi(\omega)$ its sign, that is $\xi(\omega)=1$ if the main particle is pushed forward, $\xi(\omega)=-1$ if it is pushed backwards. We then have

$$
\Delta P_{t_{0}}(\omega)=\xi(\omega) c=c \Delta V_{t_{0}}(\omega)
$$

where $V_{t}(\omega)=\xi(\omega) \mathbf{1}_{\left[t_{0}, \infty[ \right.}(t)$ and $\mathbf{1}_{\left[t_{0}, \infty[ \right.}$ is the characteristic function of $\left[t_{0}, \infty[\right.$ (or the Heaviside function at $t_{0}$ ). The function $t \mapsto V_{t}(\omega)$ has finite variations on bounded intervals of the real line. Integration with respect to $V$ corresponds to the customary Lebesgue-Stieltjes theory which turns out to be rather elementary in this case: if $f$ is a right-continuous function,

$$
F(t)=\int_{\mathrm{jo,t]}} f(s) d V_{s}(\omega)=\sum_{0<s \leq t} f(s) \Delta V_{s}(\omega),
$$

which allows to use the short-hand writing $d F=f(t) d V(t)$. Thus the equation of motion is written simply

$$
d X_{t}(\omega)=J \nabla H\left(X_{t}(\omega)\right) d t+\sigma\left(X_{t}\right) d V_{t}, X_{0}(\omega)=x_{0},
$$

where

$$
\begin{aligned}
\sigma(x) & =\binom{0}{c} . \\
d P_{t}(\omega) & =c d V_{t}(\omega)
\end{aligned}
$$

More generally, we let assume that $\sigma$ is a function of the state of the system, and denote by $K(x)$ a function such that $\sigma(x)=J \nabla K(x)$, for instance $K(x)=$ $\binom{1}{-c q}$. This yields to

$$
\begin{equation*}
d X_{t}(\omega)=J \nabla H\left(X_{t}(\omega)\right) d t+J \nabla K\left(X_{t}\right) d V_{t}, X_{0}(\omega)=x_{0} \tag{6}
\end{equation*}
$$

Take $h>0$ and consider times $T_{n}^{h}=n h$. We suppose that a sequence of impulses take place at times $T_{1}^{h}(\omega)<T_{2}^{h}(\omega)<\ldots<T_{n}^{h}(\omega)<\ldots$. Then, the process $V$ becomes

$$
V_{t}^{h}(\omega)=\sum_{n=0}^{\infty} \xi_{n}(\omega) \mathbf{1}_{\left[T_{n}^{h}(\omega), T_{n+1}^{h}(\omega)[ \right.}(t)=\sum_{n=0}^{[t / h]} \xi_{n},
$$

where the sequence $\left(\xi_{n}(\omega)\right)_{n \in \mathbb{N}}$ takes values in $\{-1,1\}$.
Assume that the masses of the colliding particles are all identical to $c_{h}$. The energy dissipated during the collisions will be proportional to

$$
c_{h}^{2} \sum_{n=1}^{[t / h]}\left|\xi_{n}(\omega)\right|^{2}=c_{h}^{2}[t / h]
$$

since $\left|\xi_{n}(\omega)\right|^{2}=1$. To keep the dissipated energy finite as $h \rightarrow 0$, we need to choose $c_{h}$ proportional to $\sqrt{h}$. Let us examine what happens to $X_{t}$, which we denote $X_{t}^{h}$ to underline the dependence on $t$. Notice that

$$
\begin{aligned}
X_{t}^{h}(\omega) & =X_{0}^{h}(\omega)+\int_{0}^{t} J \nabla H\left(X_{s}^{h}(\omega)\right) d s+\binom{0}{u n} \sqrt{h} V_{t}^{h}(\omega) \\
& =X_{0}^{h}(\omega)+\int_{0}^{t} J \nabla H\left(X_{s}^{h}(\omega)\right) d s+\binom{0}{u n} \sqrt{h} \sum_{n=0}^{[t / h]} \xi_{n}(\omega) .
\end{aligned}
$$

Now we are faced to the following problem: from one hand, the dissipated energy is $h[t / h]$ which tends to $t$ if $h \rightarrow 0$; but we currently have no tools to prove that $X_{t}^{h}$ converges. To cope with this problem we need to modify the mathematical framework of our study by introducing probabilities.

### 1.1 Introducing probabilities

Consider the space $\Omega$ introduced before, endowed with the sigma-algebra $\mathcal{F}$ generated by its open subsets, the Borel sigma-algebra.

To solve the limit problem stated in the previous section, we consider a probability measure $\mathbb{P}$ for which the sequence $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ satisfies:

- $\quad \xi_{n}$ is $\mathbb{P}$-independent of $\xi_{m}$ for all $n, m$;
- $\mathbb{P}\left(\xi_{n}= \pm 1\right)=\frac{1}{2}$ for all $n$.

Under these hypothesis we obtain that the characteristic function, or Fourier transform of $M_{t}^{h}=\sqrt{h} V_{t}^{h}$ is

$$
\mathbb{E}\left(e^{i u M_{t}^{h}}\right)=\prod_{i=1}^{[t / h]} \mathbb{E}\left(e^{i u \sqrt{h} \xi}\right)=(\cos (u \sqrt{h}))^{[t / h]}
$$

The last expression is equivalent to $\left(1-u^{2} h / 2\right)^{[t / h]}$ as $h \rightarrow 0$, thus

$$
\begin{equation*}
\lim _{h \rightarrow 0} \mathbb{E}\left(e^{i u M_{t}^{h}}\right)=e^{-\frac{u^{2} t}{2}} \tag{7}
\end{equation*}
$$

In Classical Probability Theory, the above result is known as the Central Limit Theorem, for the random variables $M_{t}^{h}$ : they converge in distribution towards a normal (or Gaussian) random variable with zero mean and variance $t$.

However, that result can be improved.
We concentrate on the equation satisfied by the algebraic flow. If the trajectories satisfy the equations

$$
\begin{equation*}
d X_{t}^{h}=J \nabla H\left(X_{t}^{h}\right) d t+J \nabla K\left(X_{t}^{h}\right) d M_{t}^{h} \tag{8}
\end{equation*}
$$

the flow $j_{t}^{h}(f)=f\left(X_{t}^{h}\right)$ satisfies

$$
\begin{equation*}
d j_{t}^{h}(f)=j_{t}^{h}\left(\mathbf{a d}_{H}(f)\right) d t+j_{t}^{h}\left(\mathbf{a d}_{K}(f)\right) d M_{t}^{h}+j_{t}^{h}\left(\frac{1}{2} \mathbf{a d}_{K}^{2}(f)\right) d M_{t}^{h} d M_{t}^{h} \tag{9}
\end{equation*}
$$

where $\boldsymbol{a d}_{H}(f)=\{H, f\}$ the Poisson bracket, and $\mathbf{a d}_{K}^{2}(\cdot)=\{K,\{K, \cdot\}\}$. This can be rewritten in the form

$$
\begin{equation*}
d j_{t}(f)=j_{t}^{h}(L f) d t+j_{t}^{h}\left(\mathbf{a d}_{K}(f)\right) d M_{t}^{h}+j_{t}^{h}\left(\frac{1}{2} \mathbf{a d}_{K}^{2}(f)\right)\left(d M_{t}^{h} d M_{t}^{h}-d t\right) \tag{10}
\end{equation*}
$$

where,

$$
\begin{equation*}
L f=\frac{1}{2} \mathbf{a d}_{K}^{2}(f)+\mathbf{a d}_{H}(f) . \tag{11}
\end{equation*}
$$

We notice that the processes $M^{h}$ are square integrable martingales with respect to the family of $\sigma$-algebras $\mathcal{F}_{t}^{h}$ generated by the variables $\xi_{k}, k \leq[t / h]$. We recall that to each square integrable martingale $M$ one can associate a unique predicatble increasing process $A$ such that $M^{2}-A$ is a martingale. The Brownian motion is characterized by its associated increasing process: it is a continuous martingale for which the associated process is $A_{t}=t$. Thus, as a shortcut, we denote $d M_{t} d M_{t}$ the measure $d A_{t}$. and we say that the Itô table $d M_{t}^{h} d M_{t}^{h}$ converges to $d A_{t}$ if the process $A_{t}^{h}$ converges to $A_{t}$. Now we can allow $M^{h}$ to be a general family of square integrabe martingales.

Theorem 1.1. Assume that for all $\epsilon>0, t \geq 0$ it holds

$$
\begin{equation*}
\mathbb{E}\left(\sum_{s \leq t}\left|\Delta M_{s}^{h}\right|^{2} \mathbf{1}_{\left|\Delta M_{s}^{h}\right|>\epsilon}\right) \rightarrow 0 \tag{12}
\end{equation*}
$$

as $h \rightarrow 0$, then the Itô table $d M_{t}^{h} d M_{t}^{h}$ converges in probability to dt if and only if the processes $M^{h}$ converge in distribution towards a Brownian Motion.

This theorem is a particular version of the Central Limit Theorem for Martingales (Rebolledo 1980).

We thus obtain that the limit equation for the trajectories is of the form

$$
\begin{equation*}
d X_{t}=J \nabla H\left(X_{t}\right) d t+J \nabla K\left(X_{t}\right) d W_{t}, X_{0}=x \tag{13}
\end{equation*}
$$

While that of the algebraic flow is

$$
\begin{equation*}
d j_{t}(f)==j_{t}(L f) d t+j_{t}\left(\mathbf{a d}_{K}(f)\right) d W_{t} \tag{14}
\end{equation*}
$$

where $L f$ is given by (11).
The semigroup which corresponds to this dynamics is given by

$$
\begin{equation*}
T_{t} f(x)=\mathbb{E}\left(j_{t}(f) \mid X_{0}=x\right) \tag{15}
\end{equation*}
$$

And its generator is $L$.

The basic setting for Quantum Theory of a closed system is that of a complex separable Hilbert space $\mathfrak{h}$ : observables are selfadjoint elements of the algebra $\mathcal{B}(\mathfrak{h})$ of all linear bounded operators on $\mathfrak{h}$, states are assimilated to density matrices, or positive trace-class operators $\rho$ with $\operatorname{tr}(\rho)=1$. The dynamics is given by a group of unitary operators $\left(U_{t}\right)_{t \in \mathbb{R}}$. Assume for simplicity that $U_{t}=e^{-i t H}$ with $H=H^{*} \in$ $\mathcal{B}(h)$.

In this case, the evolution equation is simply:

$$
\begin{equation*}
d U_{t}=-i H U_{t} d t \tag{16}
\end{equation*}
$$

The flow is the group of automorphisms $j_{t}: \mathcal{B}(\mathfrak{h}) \rightarrow \mathcal{B}(\mathfrak{h})$ given by

$$
\begin{equation*}
j_{t}(x)=U_{t}^{*} x U_{t},(x \in \mathcal{B}(\mathfrak{h})) . \tag{17}
\end{equation*}
$$

The equation of this flow is

$$
\begin{equation*}
d j_{t}(x)=j_{t}(i[H, x]) d t \tag{18}
\end{equation*}
$$

and we define the semigroup as $\mathcal{I}_{t}(x)=j_{t}(x)$.
The cahellenge is to provide a mathematical framework where one can include the formalism of quantum Mechanics and that of classical Probability Theory. This is required to properly speak about quantum open systems.

### 1.2 An algebraic view on Probability

An algebra $\mathfrak{A}$ on the complex field $\mathbb{C}$ is a vector space endowed with a product, $(a, b) \in \mathfrak{A} \times \mathfrak{A} \mapsto a b \in \mathfrak{A}$, such that

1. $a(b+c)=a b+a c$,
2. $a(\beta b)=\beta a b=(\beta a) b$,
3. $a(b c)=(a b) c$,
for all $a, b, c$ in $\mathfrak{A}, \beta \in \mathbb{C}$.
Definition 1.2. $A^{*}$-algebra is an algebra $\mathfrak{A}$ on the complex field $\mathbb{C}$ endowed with and involution ${ }^{*}: \mathfrak{A} \rightarrow \mathfrak{A}$ such that
4. $(\alpha a+\beta b)^{*}=\bar{\alpha} a^{*}+\bar{\beta} b^{*}$,
5. $\left(a^{*}\right)^{*}=a$,
6. $(a b)^{*}=b^{*} a^{*}$,
for all $a, b \in \mathfrak{A}, \alpha, \beta \in \mathbb{C}$. Elements of the form $a=b^{*} b$ are called positive, they form the cone of positive elements denoted by $\mathfrak{A}^{+}$. This cone introduces a partial order on the algebra: $a \leq b$ if $b-a \in \mathfrak{A}^{+}$, for all $a, b \in \mathfrak{A}$.

A *-algebra $\mathfrak{D}$ satisfies Daniell's condition, equivalently we say it is a $D^{*}$ algebra, if it contains a unit $\mathbf{1}$; for any $a \in \mathfrak{D}^{+}$there exists $\lambda>0$ such that $a \leq \lambda \mathbf{1}$, and any increasing net $\left(a_{\alpha}\right)_{\alpha \in I}$ of positive elements with an upper bound in $\mathfrak{D}^{+}$has $a$ least upper bound $\sup _{\alpha \in I} a_{\alpha}$ in $\mathfrak{D}^{+}$.

An algebraic probability space is a couple $(\mathfrak{A}, \mathbb{E})$ where $\mathfrak{A}$ is a*-algebra on the complex field endowed with a unit $\mathbf{1}$ and $\mathbb{E}: \mathfrak{A} \rightarrow \mathbb{C}$ is a linear form, called a state, such that
(S1) $\mathbb{E}\left(a^{*} a\right) \geq 0$, for all $a \in \mathfrak{A}(\mathbb{E}(\cdot)$ is positive $)$,
$(S 2) \mathbb{E}(\mathbf{1})=1$.
We denote $\mathfrak{S}(\mathfrak{A})$ the convex set of all states defined over the algebra $\mathfrak{A}$.
Given another *-algebra $\mathfrak{B}$, a random variable on $\mathfrak{A}$ with values on $\mathfrak{B}$ is a
*-homomorphism

$$
j: \mathfrak{B} \rightarrow \mathfrak{A} .
$$

Such a random variable, defines an image-state on $\mathfrak{B}$, the law of $j$, by $\mathbb{E}_{j}(B)=$ $\mathbb{E}(j(B)), B \in \mathfrak{B}$.

This is the more general setting in which essential definitions for a Probability Theory can be given. As it is, one can hardly obtain interesting properties unless further conditions on both the involved *-algebras and states being assumed. Let us show first that the classical case is well included in this new theoretical framework.

Example 1.3. Given a measurable space $(\Omega, \mathcal{F})$, consider the algebra $\mathfrak{A}=b \mathcal{F}$ of all bounded measurable complex functions. This is a $D^{*}$-algebra. The corresponding algebraic probability space is then $(\mathfrak{A}, \mathbb{E})$ where $\mathbb{E}(X)=\int_{\Omega} X(\omega) d \mathbb{P}(\omega)$, for each $X \in \mathfrak{A}, \mathbb{P}$ being a probability measure on $(\Omega, \mathcal{F})$.

Moreover, to a classical complex-valued random variable $X \in \mathfrak{A}$ corresponds an algebraic random variable as follows. Consider the algebra $\mathfrak{B}$ of all bounded borelian functions $f$ and define $j_{X}(f)=f(X)$. The map

$$
j_{X}: \mathfrak{B} \rightarrow \mathfrak{A},
$$

is clearly a *-homomorphism. In this case, the law $\mathbb{E}_{j_{X}}(f)=\mathbb{E}(f(X))$, defined on $\mathfrak{B}$, determines a measure on $\mathbb{C}$ endowed with its borelian $\sigma$-algebra which is the classical distribution of the random variable $X$.

Definition 1.4. Given an algebraic probability space $(\mathfrak{A}, \mathbb{E})$, the state $\mathbb{E}$ is normal if for any increasing net $\left(x_{\alpha}\right)_{\alpha \in I}$ of $\mathfrak{A}^{+}$with least upper bound $\sup _{\alpha} x_{\alpha}$ in $\mathfrak{A}$ it holds

$$
\mathbb{E}\left(\sup _{\alpha} x_{\alpha}\right)=\sup _{\alpha} \mathbb{E}\left(x_{\alpha}\right) .
$$

We denote $\mathfrak{S}_{n}(\mathfrak{A})$ the set of all normal states on the algebra $\mathfrak{A}$. A pure state is an element $\mathbb{E} \in \mathfrak{S}_{n}(\mathfrak{A})$ for which the only positive linear functionals majorized by $\mathbb{E}$ are of the form $\lambda \mathbb{E}$ with $0 \leq \lambda \leq 1$.

Any projection $p \in \mathfrak{A}$, that is $p^{2}=p$, is called an event. However, the set of projections in $\mathfrak{A}$ could be rather poor and in some cases reduced to the trivial elements 0 and 1 .

Proposition 1.5. Given a *-algebra $\mathfrak{A}$, pure states are the extremal points of the convex set $\mathfrak{S}_{n}(\mathfrak{A})$.

Proof. Let $\mathbb{E}$ be a pure state and suppose that $\mathbb{E}=\lambda \mathbb{E}_{1}+(1-\lambda) \mathbb{E}_{2}$ with $\mathbb{E}_{i} \in \mathfrak{S}_{n}(\mathfrak{A})$, $(i=1,2)$, and $0<\lambda<1$. Then $\mathbb{E}_{1} \leq \mathbb{E}$ contradicting that $\mathbb{E}$ is a pure state. Thus $\mathbb{E}$ is an extremal point of the convex set $\mathfrak{S}_{n}(\mathfrak{A})$.

Now, if $\mathbb{E}$ is extremal, let suppose that there exists a non trivial positive linear functional $\varphi \leq \mathbb{E}$. We may assume $0<\varphi(\mathbf{1})<1$, otherwise we replace $\varphi$ by $\lambda \varphi$ with $0<\lambda<1$. Define

$$
\mathbb{E}_{1}=\frac{1}{\varphi(\mathbf{1})} \varphi, \mathbb{E}_{2}=\frac{1}{1-\varphi(\mathbf{1})}(\mathbb{E}-\varphi)
$$

Both, $\mathbb{E}_{1}$ and $\mathbb{E}_{2}$ are states and $\mathbb{E}=\varphi(\mathbf{1}) \mathbb{E}_{1}+(1-\varphi(\mathbf{1})) \mathbb{E}_{2}$. This is a contradiction since $\mathbb{E}$ is extremal. Thus $\mathbb{E}$ is a pure state.

Before going on, let us say a word about the notation of states. In Probability the notation $\mathbb{E}$ is more appealing, however in the tradition of operator algebras, states are oftenly denoted by greek letters like $\omega$. We will use both notations depending on the kind of properties we wish to emphasize.

In the previous example, $\mathfrak{A}$ contained non trivial events: all elements $p=\mathbf{1}_{E}$, with $E \in \mathfrak{F}$. We will see later a commutative algebraic probability space which has no nontrivial projections, but we first give a prototype of a non-commutative probability space.

Example 1.6. Consider the algebra $\mathfrak{A}=\mathfrak{M}_{n}\left(\mathbb{C}^{n}\right)$ the space of $n \times n$-matrices acting on the space $\mathfrak{h}=\mathbb{C}^{n}$. Given a positive density matrix with unit trace $\rho$, one defines a state as $\mathbb{E}(A)=\operatorname{tr}(\rho A)$. Thus, $(\mathfrak{A}, \mathbb{E})$ is an example of a non-commutative algebraic probability space.

An observable here is any self-adjoint operator $X$. Take $\mathfrak{B}=\mathfrak{A}$, and $U$ a unitary transformation of $\mathbb{C}^{n}$. Then $j(B)=U^{*} B U, B \in \mathfrak{B}$ defines a random variable.

In this case, $\mathfrak{A}$ has non-trivial events: any projection defined on $\mathbb{C}^{n}$.
Example 1.7. Consider a compact space $\Omega$ endowed with its borelian $\sigma$-algebra $\mathfrak{B}(\Omega)$ and a Radon probability measure $\mathbb{P}$ (or Radon expectation $\mathbb{E}(\cdot)$ ). Now, take $\mathfrak{A}=C(\Omega, \mathbb{C})$ the algebra of continuous complex-valued functions. The space $(\mathfrak{A}, \mathbb{E})$ is a commutative probability space with no nontrivial events. This is an important space which is frequently used when studying classical dynamical systems.

The above is an example of an important class of *-algebras, the class of $C^{*}$-algebras.
Definition 1.8. $A^{*}$-algebra $\mathfrak{A}$ endowed with a norm $\|\cdot\|$ is a Banach *-algebra if it is complete with respect to the topology defined by this norm, which is referred to as the uniform topology, and $\|a\|=\left\|a^{*}\right\|$, for all $a \in \mathfrak{A}$. A Banach ${ }^{*}$-algebra is a $C^{*}$-algebra if moreover,

$$
\begin{equation*}
\left\|a^{*} a\right\|=\|a\|^{2}, \tag{19}
\end{equation*}
$$

for all $a \in \mathfrak{A}$.
A subspace $\mathcal{S}$ of a unital $C^{*}$-algebra, is called an operator system if for any $s \in \mathcal{S}$ one has $s^{*} \in \mathcal{S}$ and $\mathbf{1} \in \mathcal{S}$.

A von Neumann algebra on a Hilbert space $\mathfrak{h}$ is a *-subalgebra $\mathfrak{M}$ of $\mathcal{B}(\mathfrak{h})$ which is weakly closed. This is equivalent to $\mathfrak{M}=\mathfrak{M}^{\prime \prime}$ where the right hand term denotes the bicommutant. Another equivalent characterization is that $\mathfrak{M}$ is the dual of a Banach space denoted $\mathfrak{M}_{*}$ and called its predual.

## 2 Completely positive maps

We start by extending the classical notion of a transition kernel in Probability Theory. Let be given two measurable spaces $\left(E_{i}, \mathcal{E}_{i}\right),(i=a, b)$, and a kernel $P(x, d y)$ from $E_{b}$ to $E_{a}$. That is, $P: E_{b} \times \mathcal{E}_{a}$ is such that

- $\quad x \mapsto P(x, A)$ is measurable from $E_{b}$ in $[0,1]$ for any $A \in \mathcal{E}_{a}$;
- $A \mapsto P(x, A)$ is a probability on $\left(E_{a}, \mathcal{E}_{a}\right)$ for all $x \in E_{b}$.

We denote $\mathcal{A}$ (respectively $\mathcal{B}$ ) the algebra of all complex bounded measurable functions defined on $E_{a}$ (resp. $E_{b}$ ). These are *-algebras (they have an involution given by the operation of complex conjugation) with unit. Moreover, they are $C^{*}$ algebras since they are complete for the topology defined by the uniform norm. The kernel $P$ defines a linear map $\Phi_{P}$ from $\mathcal{A}$ to $\mathcal{B}$ given by $\Phi_{P}(a)=P a$, where

$$
P a(x)=\int_{E_{b}} P(x, d y) a(y)
$$

for all $a \in \mathcal{A}, x \in E_{b}$.
It is worth noticing that $\Phi_{P}$ is a positive map, moreover it satisfies a stronger property: for any finite collection of elements $a_{i} \in \mathcal{A}, b_{i} \in \mathcal{B},(i=1, \ldots, n)$, the function

$$
\begin{equation*}
\sum_{i, j=1}^{n} b_{i} \Phi_{P}\left(a_{i} \bar{a}_{j}\right) \bar{b}_{j} \tag{20}
\end{equation*}
$$

is positive. Indeed, for any fixed $x \in E_{b}, P(x, \cdot)$ is positive definite, so that for any collection $\alpha_{1}, \ldots, \alpha_{n}$ of complex numbers, the sum

$$
\sum_{i, j} \alpha_{i} \bar{\alpha}_{j} P\left(a_{i} \bar{a}_{j}\right)(x)
$$

is positive. It is enough to choose $\alpha_{i}=b_{i}(x),(i=1, \ldots, n)$, to obtain (20).
Now, take a probability measure $\mu$ on $\left(E_{b}, \mathcal{E}_{b}\right)$, call $\Omega=E_{b} \times E_{a}, \mathcal{F}=\mathcal{E}_{b} \otimes \mathcal{E}_{a}$ and define a probability $\mathbb{P}$ on $(\Omega, \mathcal{F})$ given by

$$
\begin{equation*}
\mathbb{E}(b \otimes a)=\int_{E_{b}} \mu(d x) b(x) P a(x) \tag{21}
\end{equation*}
$$

where $a \in \mathcal{A}, b \in \mathcal{B}$.
Under the probability $\mathbb{P}$, the random variables $\left(X_{b}, X_{a}\right)$, given by the coordinate maps on $E_{b} \times E_{a}$, satisfy the following property: $\mu$ is the distribution of $X_{b}$ and $P(x, d y)$ is the conditional probability of $X_{a}$ given that $X_{b}=x$.

We now study the construction of $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$. With this purpose consider the family of random variables of the form $X=\sum_{i=1}^{n} b_{i} \otimes a_{i}$ with $a_{i} \in \mathcal{A}, b_{i} \in \mathcal{B}$, $(i=1, \ldots, n)$. The scalar product of two of such elements, is

$$
\begin{equation*}
\left\langle X^{(1)}, X^{(2)}\right\rangle=\int_{E_{b}} \mu(d x) \sum_{i, j} b_{i}^{(1)}(x) P\left(a_{i}^{(1)} \overline{a_{j}^{(2)}}\right)(x) \overline{b_{j}^{(2)}}(x) \tag{22}
\end{equation*}
$$

Notice that (20) is needed if one wants to define the scalar product through (22). Within this commutative framework, the property (20) is granted by the positivity of the kernel. This fails in the non-commutative case.

Definition 2.1. Let be given two *-algebras $\mathfrak{A}, \mathfrak{B}$ and an operator system $\mathcal{S}$ which is a subspace of $\mathfrak{A}$. A linear map $\Phi: \mathcal{S} \rightarrow \mathfrak{B}$ is completely positive if for any two finite collections $a_{1}, \ldots, a_{n} \in \mathcal{S}$ and $b_{1}, \ldots, b_{n} \in \mathfrak{B}$, the element

$$
\sum_{i, j=1}^{n} b_{i}^{*} \Phi\left(a_{i}^{*} a_{j}\right) b_{j} \in \mathfrak{B}
$$

is positive.
The set of all completely positive maps from $\mathcal{S}$ to $\mathfrak{B}$ is denoted $\mathbf{C P}(\mathcal{S}, \mathfrak{B})$.
We restrict our attention to $C^{*}$-algebras and recall that a representation of $a$ $C^{*}$-algebra $\mathfrak{A}$ is a couple $(\pi, \mathfrak{k})$, where $\mathfrak{k}$ is a complex Hilbert space and $\pi$ is a *-homomorphism of $\mathfrak{A}$ and the algebra of all bounded linear operators on $\mathfrak{k}, \mathcal{B}(\mathfrak{k})$.

Remark 2.2. Assume that the algebra $\mathfrak{B}$ is included in $\mathcal{B}(\mathfrak{h})$ say, for a given complex separable Hilbert space $\mathfrak{h}$. Then the positivity of the element

$$
\sum_{i, j=1}^{n} b_{i}^{*} \Phi\left(a_{i}^{*} a_{j}\right) b_{j}
$$

introduced before is equivalent to

$$
\sum_{i, j=1}^{n}\left\langle u, b_{i}^{*} \Phi\left(a_{i}^{*} a_{j}\right) b_{j} u\right\rangle \geq 0
$$

for all $u \in \mathfrak{h}$. Equivalently,

$$
\begin{equation*}
\sum_{i, j=1}^{n}\left\langle u_{i}, \Phi\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \geq 0 \tag{23}
\end{equation*}
$$

for all collection of vectors $u_{1}, \ldots, u_{n} \in \mathfrak{h}$.
Two complementary results, one due to Arveson and the second proved by Stinespring, show that complete positivity is always derived from positivity in the commutative case. More precisely,

Theorem 2.3. Given a positive map $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$, it is completely positive if at least one of the two conditions below is satisfied
(a) $\mathfrak{A}$ is commutative (Stinespring [35]);
(b) $\mathfrak{B}$ is commutative (Arveson [3]).

Proof. (a) Suppose $\mathfrak{B} \subseteq \mathcal{B}(\mathfrak{h})$ for a complex and separable Hilbert space $\mathfrak{h}$. Since $\mathfrak{A}$ is a commutative $C^{*}$-algebra containing a unit $\mathbf{1}$, it is isomorphic to the espace of continuous functions defined on a compact Hausdorff space (the spectrum $\sigma(\mathfrak{A})$ of $\mathfrak{A})$. So that any element $a \in \mathfrak{A}$ is identified with a continuous function $a(x)$, $x \in \sigma(\mathfrak{A})$. Therefore, since the map $\Phi$ is positive, linear, and $\Phi(\mathbf{1})=\mathbf{1}$, it follows that for all $u, v \in \mathfrak{h}$, there exists a complex-valued Baire measure with finite total variation $\mu_{u, v}$ such that

$$
\langle v, \Phi(a) u\rangle=\int_{\sigma(\mathfrak{A})} d \mu_{u, v}(x) a(x)
$$

Take now arbitrary vectors $u_{1}, \ldots, u_{n} \in \mathfrak{h}$. Define

$$
d \mu=\sum_{i, j}\left|d \mu_{u_{i}, u_{j}}\right|
$$

where the vertical bars denote total variation of the corresponding measure. Then each measure $\mu_{u_{i}, u_{j}}$ is absolutely continuous with respect to the positive measure $\mu$. Let $h_{u_{i}, u_{j}}$ denote the Radon-Nykodim derivative of $\mu_{u_{i}, u_{j}}$. Put $u=\sum_{i} \lambda_{i} u_{i}$, then

$$
d \mu_{u, u}=\left(\sum_{i, j} \overline{\lambda_{i}} \lambda_{j} h_{u_{i}, u_{j}}\right) d \mu
$$

and since both measures $\mu_{u, u}$ and $\mu$ are positive, it follows that

$$
\sum_{i, j} \overline{\lambda_{i}} \lambda_{j} h_{u_{i}, u_{j}} \geq 0
$$

$\mu$-almost surely for all finite collection $\lambda_{1}, \ldots, \lambda_{n}$ of complex numbers. Furthermore, for any collection $a_{1}, \ldots, a_{n} \in \mathfrak{A}$,

$$
\sum_{i, j}\left\langle u_{i}, \Phi\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle=\int_{\sigma(\mathfrak{l})} d \mu(x)\left(\sum_{i, j} \overline{a_{i}(x)} a_{j}(x) h_{u_{i}, u_{j}}(x)\right) \geq 0
$$

Thus, $\Phi$ is completely positive.
(b) If $\mathfrak{B}$ is commutative, we identify elements $b$ of $\mathfrak{B}$ with continuous functions $b(x)$. Thus, given arbitrary collections $a_{1}, \ldots, a_{n} \in \mathfrak{A}, b_{1}, \ldots, b_{n} \in \mathfrak{B}$,

$$
\sum_{i, j} \overline{b_{i}(x)} \Phi\left(a_{i}^{*} a_{j}\right) b_{j}(x)=\Phi\left(\left[\sum_{k} b_{k}(x) a_{k}\right]^{*}\left[\sum_{k} b_{k}(x) a_{k}\right]\right) \geq 0
$$

Thus, the notion of complete positivity attains its full sense in the pure noncommutative framework, that is, when both $\mathfrak{A}$ and $\mathfrak{B}$ are non abelian. For each $n \geq 1$, let denote $\mathcal{M}_{n}(\mathfrak{A})$ the algebra of all $n \times n$-matrices $\left(a_{i, j}\right)$, where $a_{i, j} \in \mathfrak{A}$. Moreover, to any linear map $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$, we associate the $\operatorname{map} \Phi_{n}: \mathcal{M}_{n}(\mathfrak{A}) \rightarrow \mathcal{M}_{n}(\mathfrak{B})$ defined by

$$
\begin{equation*}
\Phi_{n}\left(\left(a_{i, j}\right)\right)=\left(\Phi\left(a_{i, j}\right)\right) \tag{24}
\end{equation*}
$$

The following characterization follows imediately from the definition.
Proposition 2.4. Given two $C^{*}$-algebras $\mathfrak{A}$ and $\mathfrak{B}$, a linear map $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$ is completely positive if and only if $\Phi_{n}: \mathcal{M}_{n}(\mathfrak{A}) \rightarrow \mathcal{M}_{n}(\mathfrak{B})$ is positive for all $n \geq 1$.

Definition 2.5. A linear map $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$ is n-positive if $\Phi_{n}: \mathcal{M}_{n}(\mathfrak{A}) \rightarrow \mathcal{M}_{n}(\mathfrak{B})$ is positive.

As we will see in the next section, the study of a linear map $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$ through the induced sequence of maps $\left(\Phi_{n}\right)$ is a powerful procedure. Especially because we can use well-known features about matrix algebra to obtain results for linear maps between $C^{*}$-algebras.

For instance, consider a Hilbert space $\mathfrak{h}$, positive operators $P, Q \in \mathcal{B}(\mathfrak{h})$, and $A$ any bounded operator. Take $\lambda \in \mathbb{C}$, and vectors $u, v \in \mathfrak{h}$. Compute

$$
\left\langle\binom{\lambda u}{v},\left(\begin{array}{cc}
P & A \\
A^{*} & Q
\end{array}\right)\binom{\lambda u}{v}\right\rangle=\lambda^{2}\langle u, P u\rangle+\bar{\lambda}\langle u, A v\rangle+\lambda \overline{\langle u, A v\rangle}+\langle v, Q v\rangle .
$$

Thus the right-hand term is positive if and only if

$$
\begin{equation*}
|\langle u, A v\rangle|^{2} \leq\langle u, P u\rangle\langle v, Q v\rangle . \tag{25}
\end{equation*}
$$

From this elementary computation we derive that the matrix

$$
\left(\begin{array}{cc}
P & A  \tag{26}\\
A^{*} & Q
\end{array}\right)
$$

is positive if and only if (25) holds. As a result we obtain:
Proposition 2.6. Let $\mathfrak{A}$ and $\mathfrak{B}$ be two $C^{*}$-algebras. We assume that $\mathfrak{A}$ has a unit.

1. Suppose $a \in \mathfrak{A}$, then $\|a\| \leq 1$ if and only if the matrix

$$
\left(\begin{array}{rr}
1 & a \\
a^{*} & 1
\end{array}\right)
$$

is positive in $\mathcal{M}_{2}(\mathfrak{A})$.
2. Let $b \in \mathfrak{A}$ be a positive element of $\mathfrak{A}$. Then $a^{*} a \leq b$ if and only if the matrix

$$
\left(\begin{array}{cc}
\mathbf{1} & a \\
a^{*} & b
\end{array}\right)
$$

is positive in $\mathcal{M}_{2}(\mathfrak{A})$.
3. Suppose that $\mathfrak{B}$ is also unital and that $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$ is a 2-positive linear map which preserves the unit. Then $\Phi$ is contractive.
4. Let $\Phi$ be a unital 2-positive linear map as before. Then $\Phi(a)^{*} \Phi(a) \leq \Phi\left(a^{*} a\right)$, for all $a \in \mathfrak{A}$. This is known as the Schwartz inequality for 2-positive maps.

Proof. 1. Taking a representation $(\pi, \mathfrak{h})$ of $\mathfrak{A}$, let $A=\pi(a), P=Q=\mathbf{1}$ in (26), which is positive if and only if $|\langle u, A v\rangle|^{2} \leq\|u\|^{2}\|v\|^{2}$ for all $u, v \in \mathfrak{h}$. This is equivalent to the condition $\|a\| \leq 1$.
2. Similarly, choosing $P=1, Q=\pi(b), A=\pi(a)$, the positivity of the matrix (26) is equivalent to $|\langle u, A v\rangle|^{2} \leq\|u\|^{2}\langle u, Q v\rangle$, which holds if and only if $\left\|a^{*} a\right\|=\|A\|^{2} \leq\left\|Q^{1 / 2}\right\|^{2}=\left\|b^{1 / 2}\right\|^{2}$, that is, $a^{*} a \leq b$.
3. Notice that for any $a \in \mathfrak{A}$ such that $\|a\| \leq 1$,

$$
\Phi_{2}\left(\begin{array}{cc}
\mathbf{1} & a \\
a^{*} & \mathbf{1}
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{1} & \Phi(a) \\
\Phi(a)^{*} & \mathbf{1},
\end{array}\right)
$$

is positive, so that $\|\Phi(a)\| \leq 1$.
4. For any element $a \in \mathfrak{A}$, the product

$$
\left(\begin{array}{ll}
1 & a \\
0 & 0
\end{array}\right)^{*}\left(\begin{array}{ll}
\mathbf{1} & a \\
0 & 0
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{1} & a \\
a^{*} & a^{*} a
\end{array}\right)
$$

is positive. Thus,

$$
\left(\begin{array}{cc}
1 & \Phi(a) \\
\Phi\left(a^{*}\right) & \Phi\left(a^{*} a\right)
\end{array}\right) \geq 0 .
$$

By part 2 before, we obtain that $\Phi(a)^{*} \Phi(a) \leq \Phi\left(a^{*} a\right)$.
Let $\mathfrak{f}$ be a finite-dimensional space. The algebra $\mathcal{B}(\mathfrak{f})$ is isomorphic to the algebra of $n \times n$ matrices $\mathcal{M}_{n}$ for some $n$. Suppose that $\mathcal{S}$ is an operator system contained in a $C^{*}$-algebra $\mathfrak{A}$ and let $\Phi: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{f})$ be a completely positive map. An extension theorem due to Krein shows that any positive map defined on $\mathcal{S}$ with values in $\mathbb{C}$ can be extended to all of $\mathfrak{A}$. So that, for all $m$, the positive map $\Phi_{m}: \mathcal{M}_{m}(\mathcal{S}) \rightarrow \mathcal{M}_{n}$ can be extended to $\mathcal{M}_{m}(\mathfrak{A})$. This means that the completely positive map $\Phi: \mathcal{S} \rightarrow$ $\mathcal{M}_{n}$ can be extended to all of $\mathfrak{A}$ that is, there exists a CP map $\Psi: \mathfrak{A} \rightarrow \mathcal{M}_{n}$ such that $\left.\Psi\right|_{\mathcal{S}}=\Phi$. The following crucial result proved by Arveson gives the main extension theorem for CP maps.

Theorem 2.7 (Arveson). Let $\mathfrak{A}$ be a $C^{*}$-algebra, $\mathcal{S}$ an operator system contained in $\mathfrak{A}$ and $\Phi: \mathcal{S} \rightarrow \mathcal{B}(\mathfrak{h})$ a completely positive map. Then there exists a completely positive map $\Psi: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{h})$ which extends $\Phi$.

Proof. Consider the directed net $F D$ of all finite-dimensional subspaces $\mathfrak{f}$ of $\mathfrak{h}$. Denote $P_{\mathfrak{f}}$ the projection onto $\mathfrak{f}$ defined on $\mathfrak{h}$ and call $\Phi_{\mathfrak{f}}(a)=\left.P_{\mathfrak{f}} \Phi(a)\right|_{\mathfrak{f}}, a \in \mathcal{S}$, the compression (or reduction) of $\Phi$ to $\mathfrak{f}$. From the previous discussion, we know that there exists a completely positive map $\Psi_{\mathfrak{f}}: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{f})$ which extends $\Phi_{\mathfrak{f}}$, since $\mathcal{B}(\mathfrak{f})$ is isomorphic to an algebra of finite-dimensional matrices. Defining $\Psi_{\mathfrak{f}}$ to be

0 on the orthogonal complement of $\mathfrak{f}$, we extend the range of this map to $\mathcal{B}(\mathfrak{h})$. Moreover $\left\|\Phi_{\mathfrak{f}}\right\| \leq\|\Phi(\mathbf{1})\|$, for all $\mathfrak{f} \in F D$, so that this net is compact in the $w^{*}$ topology by an application of the Banach-Alaglou Theorem. As a result, there exists a limit point, a completely positive map $\Psi$, such that $\|\Psi\| \leq\|\Phi\|$. We prove that $\Psi$ extends $\Phi$. Indeed, let $a \in \mathcal{S}, u, v \in \mathfrak{h}$ and denote $\mathfrak{f}$ the vector space generated by $u$ and $v$. Then, for any other finite-dimensional subspace $\mathfrak{f}_{1}$ of $\mathfrak{h}$ which contains $\mathfrak{f}$ it holds $\langle v, \Phi(a) u\rangle=\left\langle v, \Psi_{\mathfrak{f}_{1}}(a) u\right\rangle$. Thus, since $\mathfrak{f}_{1}$ is cofinal, we obtain $\langle v, \Phi(a) u\rangle=\langle v, \Psi(a) u\rangle$.

## 3 Completely bounded maps

The sum of completely positive maps is again completely positive as well as the composition of two of such maps. Furthermore, any *-homomorphism of algebras is completely positive. Thus, given any representation $(\pi, \mathfrak{k})$ of the $C^{*}$-algebra $\mathfrak{A}, \pi$ is completely positive. To summarize, the set $\mathbf{C P}(\mathfrak{A}, \mathfrak{B})$ of completely positive maps from $\mathfrak{A}$ to $\mathfrak{B}$ defines a cone.

In a $C^{*}$-algebra $\mathfrak{A}$, the cone $\mathfrak{A}^{+}$of positive elements defines a norm-closed convex cone. If $h \in \mathfrak{A}$ is a self-adjoint element, the functional calculus shows easily that $h$ can be written as the difference of two positive elements. Indeed, it suffices to use the decomposition of any real number $x$ in its positive $x^{+}=\sup \{x, 0\}$ and negative parts $x^{-}=\sup \{-x, 0\}$. Furthermore, using the Cartesian decomposition of an arbitrary element $a \in \mathfrak{A}$, namely, $a=h+i k$, where $h$ and $k$ are self-adjoints, one obtains

$$
a=\left(h^{+}-h^{-}\right)+i\left(k^{+}-k^{-}\right),
$$

where $h^{ \pm}, k^{ \pm}$are positive elements of $\mathfrak{A}$. Thus $\mathfrak{A}$ is the complex linear span of $\mathfrak{A}^{+}$.
We want to extend this property to $\mathbf{C P}(\mathfrak{A}, \mathfrak{B})$, for two $C^{*}$-algebras. That is, we want to study the complex linear span of the above cone.

Definition 3.1. With the notations previous to Proposition 2.4, let $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$ be a linear map. We say that $\Phi$ is completely bounded if $\|\Phi\|_{c b}:=\sup _{n}\left\|\Phi_{n}\right\|<\infty$. The normed space of completely bounded maps from $\mathfrak{A}$ to $\mathfrak{B}$ is denoted $\mathbf{C B}(\mathfrak{A}, \mathfrak{B})$.
It is easily seen that $\mathbf{C B}(\mathfrak{A}, \mathfrak{B})$ is indeed a Banach space and any $\Phi \in \mathbf{C B}(\mathfrak{A}, \mathfrak{B})$ can be decomposed into a linear combination of completely positive maps. Indeed, this theory in its current development, has obtained deeper results which the interested reader can follow in the book of Paulsen [28]. We limit ourselves to give below a partial account of those important properties.

Proposition 3.2. Let $\mathcal{S}$ be an operator system in a $C^{*}$-algebra with unit and $\Phi: \mathcal{S} \rightarrow$ $\mathfrak{B}$ a completely positive map, where $\mathfrak{B}$ is another $C^{*}$-algebra. Then $\Phi$ is completely bounded and $\|\Phi\|_{c b}=\|\Phi(\mathbf{1})\|$.
Proof. It is clear that $\|\Phi(\mathbf{1})\| \leq\|\Phi\| \leq\|\Phi\|_{c b}$. So that we only need to prove that $\|\Phi\|_{c b} \leq\|\Phi(\mathbf{1})\|$. Denote $\mathbf{1}_{n}$ the unit of $\mathcal{M}_{n}(\mathfrak{A})$. Let $A=\left(a_{i, j}\right)$ be in $\mathcal{M}_{n}(\mathcal{S})$ and $\|A\| \leq 1$. The matrix,

$$
\left(\begin{array}{ll}
\mathbf{1}_{n} & A \\
A^{*} & \mathbf{1}_{n}
\end{array}\right)
$$

is positive, hence so is

$$
\Phi_{2 n}\left(\begin{array}{cc}
\mathbf{1}_{n} & A \\
A^{*} & \mathbf{1}_{n}
\end{array}\right)=\left(\begin{array}{cc}
\Phi_{n}\left(\mathbf{1}_{n}\right) & \Phi_{n}(A) \\
\Phi_{n}(A)^{*} & \Phi_{n}\left(\mathbf{1}_{n}\right)
\end{array}\right)
$$

Therefore, $\left\|\Phi_{n}(A)\right\| \leq\left\|\Phi_{n}\left(\mathbf{1}_{n}\right)\right\|=\|\Phi(\mathbf{1})\|$.
Like in Theorem 2.3 we obtain that bounded maps are completely bounded if its range is an abelian $C^{*}$-algebra.

Theorem 3.3. Let $\mathcal{S}$ be an operator system and $\Phi: \mathcal{S} \rightarrow \mathfrak{B}$ a bounded linear map, where $\mathfrak{B}$ is a commutative $C^{*}$-algebra. Then $\|\Phi\|_{c b}=\|\Phi\|$.

Proof. Since $\mathfrak{B}$ is commutative, we identify elements $b$ of $\mathfrak{B}$ with continuous functions $b(x)$ defined on a compact Hausdorff space $X$. Every element $B=\left(b_{i, j}\right)$ of $\mathcal{M}_{n}(\mathfrak{B})$ is identified with continuous matrix-valued functions; multiplication is just pointwise muliplication and the involution is the * operation on matrices. $\mathcal{M}_{n}(\mathfrak{B})$ is a $C^{*}$-algebra with the norm $\|B\|=\sup \{\|B(x)\|: x \in X\}$.

Let $x \in X$, and define $\Phi^{x}: \mathcal{S} \rightarrow \mathbb{C}$ by $\Phi^{x}(a)=\Phi(a)(x)$. Thus,

$$
\left\|\Phi_{n}\right\|=\sup \left\{\left\|\Phi_{n}^{x}\right\|: x \in X\right\}=\sup \left\{\left\|\Phi^{x}\right\|: x \in X\right\}=\|\Phi\|
$$

## 4 Dilations of CP and CB maps

Throughout this section we assume that the $C^{*}$-algebras $\mathfrak{A}$ and $\mathfrak{B}$ have a unit denoted in both cases by the same symbol 1 .

Theorem 4.1 (Stinespring). Let $\mathfrak{B}$ be a sub $C^{*}$-algebra of the algebra of all bounded operators on a given complex separable Hilbert space $\mathfrak{h}$. Assume $\mathfrak{A}$ to be a $C^{*}$-algebra with unit. A linear map $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$ is completely positive if and only if it has the form

$$
\begin{equation*}
\Phi(x)=V^{*} \pi(x) V, \tag{27}
\end{equation*}
$$

where $(\pi, \mathfrak{k})$ is a representation of $\mathfrak{A}$ on some Hilbert space $\mathfrak{k}$, and $V$ is a bounded operator from $\mathfrak{h} \rightarrow \mathfrak{k}$.

Proof. Assume that $\mathfrak{A}$ and $\mathfrak{B}$ are $C^{*}$-algebras, with $\mathfrak{B} \subset \mathcal{B}(\mathfrak{h})$, where $\mathfrak{h}$ is a complex separable Hilbert space. Let be given a completely positive map $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$. Take two arbitrary elements $x=\sum_{i} a_{i} \otimes u_{i}, y=\sum_{j} b_{j} \otimes v_{j}$ in the algebraic tensor product $\mathfrak{A} \otimes \mathfrak{h}$, where both sums contain a finite number of terms, and define

$$
\langle x, y\rangle\rangle=\sum_{i, j}\left\langle u_{i}, \Phi\left(a_{i}^{*} b_{j}\right) v_{j}\right\rangle .
$$

Since $\Phi$ is completely positive, $\langle x, x\rangle \geq 0$. Denote

$$
\mathcal{N}=\{x \in \mathfrak{A} \otimes \mathfrak{h} ;\langle\langle x, x\rangle\rangle=0\}
$$

and introduce on the quotient space $(\mathfrak{A} \otimes \mathfrak{h}) / \mathcal{N}$ the scalar product

$$
\langle x+\mathcal{N}, y+\mathcal{N}\rangle=\langle x, y\rangle .
$$

By completion, we obtain a Hilbert space denoted $\mathfrak{k}$.
Our purpose now is to define a *-homomorphism $\pi: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{k})$. This is done in two steps. Firstly, define $\pi_{0}(a)$ for $a \in \mathfrak{A}$ on elements of the form $x$ before:

$$
\pi_{0}(a)\left(\sum_{i} a_{i} \otimes u_{i}\right)=\sum_{i}\left(a a_{i}\right) \otimes u_{i}
$$

For $x$ and $y$ as before, $\pi_{0}(a)$ is a linear application in $\mathfrak{A} \otimes \mathcal{H}$ which satisfies

$$
\begin{align*}
\left\langle x, \pi_{0}(a) y\right\rangle & =\left\langle\left\langle\pi_{0}\left(a^{*}\right) x, y\right\rangle\right.  \tag{28}\\
\left\|\pi_{0}(a) x\right\|^{2}=\left\langle\left\langle x, \pi_{0}\left(a^{*} a\right) x\right\rangle\right. & \leq\left\|a^{*} a\right\|\left\langle x, \pi_{0}(\mathbf{1}) x\right\rangle \\
& \leq\|a\|^{2}\|x\|^{2} . \tag{29}
\end{align*}
$$

From the above relations, $\pi_{0}$ extends into a *-homomorphism $\pi: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{k})$ and $(\pi, \mathfrak{k})$ is a representation of $\mathfrak{A}$.

Moreover, we can define a linear operator $V: \mathfrak{h} \rightarrow \mathfrak{k}$ by

$$
V u=\mathbf{1} \otimes u+\mathcal{N} .
$$

This is a bounded operator since

$$
\|V u\|^{2}=\langle u, \Phi(\mathbf{1}) u\rangle \leq\|\Phi(\mathbf{1})\|\|u\|^{2} .
$$

Finally, $\Phi$ may be written in the form

$$
\Phi(a)=V^{*} \pi(a) V
$$

for all $a \in \mathfrak{A}$.
On the other hand, if $\Phi$ is given through (27), an elementary computation shows that $\Phi$ is completely positive.

Thus we have obtained the celebrated characterization of completely positive maps due to Stinespring [35] (see also [26], [30]). The representation (27) is not unique. We call the couple $(\pi, V)$ a Stinespring representation of $\Phi$. Moreover, the above representation is said to be minimal if $\{\pi(x) V u: x \in \mathfrak{A}, u \in \mathfrak{h}\}$ is dense in $\mathfrak{k}$. For a given completely positive map, the minimal representation is unique up to a unitary equivalence.

Proposition 4.2. Let $\mathfrak{A}$ be a $C^{*}$-algebra and $\Phi: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{h})$ a completely positive map. Suppose two minimal Stinespring dilations $\left(\pi_{i}, V_{i}, \mathfrak{k}_{i}\right), i=1,2$, be given for $\Phi$. Then there exists a unitary operator $U: \mathfrak{k}_{1} \rightarrow \mathfrak{k}_{2}$ which satisfies $U V_{1}=V_{2}$ and $U \pi_{1} U^{*}=\pi_{2}$.

Proof. Vectors like $\sum_{j=1}^{n} \pi_{i}\left(a_{j}\right) V_{i} u_{j}$ form a dense subset $\mathfrak{V}_{i}$ of $\mathfrak{k}_{i},(i=1,2)$. Thus, the theorem follows from mapping these two dense subsets via an operator $U$. Define

$$
U\left(\sum_{j=1}^{n} \pi_{1}\left(a_{j}\right) V_{1} u_{j}\right)=\sum_{j=1}^{n} \pi_{2}\left(a_{j}\right) V_{2} u_{j},
$$

for any integer $n \geq 1, a_{1}, \ldots, a_{n} \in \mathfrak{A}, u_{1}, \ldots, u_{n} \in \mathfrak{h}$. The density of $\mathfrak{V}_{1}$ and $\mathfrak{V}_{2}$ implies that $U$ is onto. It remains to prove that it is an isometry, which follows from the computation below:

$$
\begin{aligned}
\left\|\sum_{j=1}^{n} \pi_{1}\left(a_{j}\right) V_{1} u_{j}\right\|^{2} & =\sum_{i, j}\left\langle u_{i} V_{1}^{*} \pi_{1}\left(a_{i}^{*} a_{j}\right) V_{1} u_{j}\right\rangle \\
& =\sum_{i, j}\left\langle u_{i}, \Phi\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \\
& =\left\|\sum_{j=1}^{n} \pi_{2}\left(a_{j}\right) V_{2} u_{j}\right\|^{2}
\end{aligned}
$$

If the completely positive map $\Phi$ is $\sigma$-weakly continuous and preserves the identity, then its minimal representation $(\pi, V)$ is such that $\pi$ is $\sigma$-weakly continuous, and $V$ is an isometry: $V^{*} V=\mathbf{1}$. We denote by $\mathbf{C P}(\mathfrak{A}, \mathfrak{B})$ the set of all $\sigma$-weakly continuous completely positive maps $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$ which preserve the identity. Furthermore, in this case $\mathfrak{h}$ may be identified with the subspace $V \mathfrak{h}$ of $\mathfrak{k}, V^{*}$ becoming the projection $P_{\mathfrak{h}}$ onto this subspace and the representation of $\Phi$ can be written

$$
\Phi(a)=\left.P_{\mathfrak{h}} \pi(a)\right|_{\mathfrak{h}},
$$

for all $a \in \mathfrak{A}$.
For a von Neumann algebra $\mathfrak{A}$, and $\mathfrak{B}=\mathcal{B}(\mathfrak{k})$, Kraus (see [23]) obtained the following characterization of normal completely positive maps.

Theorem 4.3 (Kraus). Let be given two complex separable Hilbert spaces $\mathfrak{h}, \mathfrak{k}$, and a von Neumann algebra $\mathfrak{A}$ of operators of $\mathfrak{h}$. Then a linear map $\Phi: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{k})$ is normal and completely positive if and only if there exists a sequence $\left(V_{j}\right)_{j \in \mathbb{N}}$ of linear bounded operators from $\mathfrak{k}$ to $\mathfrak{h}$ such that the series $\sum_{j=1}^{\infty} V_{j}^{*} a V_{j}$ strongly converges for any $a \in \mathfrak{A}$ and

$$
\begin{equation*}
\Phi(a)=\sum_{j=1}^{\infty} V_{j}^{*} a V_{j} \tag{30}
\end{equation*}
$$

Proof. It suffices to show that there exists a representation of a normal $\pi$ in (27) leading to (30). Firstly, it can be shown that there exists a sequence of vectors $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $\mathfrak{h}$ such that $\sum_{n}\left\|u_{n}\right\|^{2}=1$ and $\langle\Omega, \pi(a) \Omega\rangle=\sum_{n}\left\langle u_{n}, a u_{n}\right\rangle$, where $\Omega$ is a cyclic vector for $\pi(\mathfrak{A})$.

Moreover,

$$
\left\|x u_{n}\right\|^{2}=\left\langle u_{n},\left(x^{*} x\right) u_{n}\right\rangle \leq\left\langle\Omega, \pi\left(x^{*} x\right) \Omega\right\rangle=\|\pi(x) \Omega\|^{2}
$$

Let then, $V_{n} \pi(x) \Omega=x u_{n}$, for all $x \in \mathfrak{A}$. Thus we have,

$$
\langle\pi(x) \Omega, \pi(a) \pi(x) \Omega\rangle=\sum_{j}\left\langle\pi(x) \Omega, V_{j}^{*} a V_{j} \pi(x) \Omega\right\rangle
$$

Remark 4.4. The above representation can be improved by introducing an additional arbitrary complex and separable Hilbert space $\tilde{\mathfrak{h}}$ with an orthonormal basis $\left(f_{n}\right)_{n \in \mathbb{N}}$. Indeed, defining $V: \mathfrak{k} \rightarrow \mathfrak{h} \otimes \tilde{\mathfrak{h}}$ by

$$
V u=\sum_{j} V_{j} u \otimes f_{j}, \quad(u \in \mathfrak{k}),
$$

then

$$
\begin{equation*}
\Phi(a)=V^{*}(a \otimes \mathbf{1}) V, \tag{31}
\end{equation*}
$$

where $\mathbf{1}$ is the identity operator of $\tilde{\mathfrak{h}}, a \in \mathfrak{A}$.
Remark 4.5. Following the same procedure used to prove the Kraus representation of a completely positive map $\Phi$, one can obtain a dilation based on random operators. Indeed, take $\Phi$ like in Theorem 4.3. Denote $E$ an orthonormal basis in $\mathfrak{h}$ (which is countable, since $\mathfrak{h}$ has been assumed separable). On the space $E$ define the $\sigma$-algebra of all subsets and define a probability $\mu$ such that $\langle\Omega, \pi(a) \Omega\rangle=\int_{E}\langle e, a e\rangle \mu(d e)=$ $\sum_{e \in E}\langle e, a e\rangle \mu(\{e\})=\mathbb{E}(\langle\cdot, a \cdot\rangle)$, where $\Omega$ is a cyclic vector for $\pi(\mathfrak{A})$.

Now define, like in the proof of $30, V(e) \pi(x) \Omega=x e, x \in \mathfrak{A}, e \in E$, which yields,

$$
\begin{aligned}
\langle\pi(x) \Omega, \Phi(a) \pi(x) \Omega\rangle & =\sum_{e \in E} \mu(\{e\})\left\langle\pi(x) \Omega, V^{*}(e) a V(e) \pi(x) \Omega\right\rangle \\
& =\mathbb{E}\left(\left\langle\pi(x) \Omega, V^{*}(\cdot) a V(\cdot) \pi(x) \Omega\right\rangle\right) \\
& =\left\langle\pi(x) \Omega, \mathbb{E}\left(V^{*} a V\right) \pi(x) \Omega\right\rangle,
\end{aligned}
$$

where $\mathbb{E}\left(V^{*} a V\right)$ is interpreted as an operator-valued integral, so that

$$
\begin{equation*}
\Phi(a)=\int_{E} V^{*}(e) a V(e) \mu(d e)=\mathbb{E}\left(V^{*} a V\right), \tag{32}
\end{equation*}
$$

for all $a \in \mathfrak{A}$.

Once established the representation for completely positive maps, the next result giving the representation of completely bounded maps is quite natural.

Theorem 4.6. Let $\mathfrak{A}$ be a $C^{*}$-algebra with unit, and let $\Phi: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{h})$ be a completely bounded map. Then there exists a representation $(\pi, \mathfrak{k})$ of $\mathfrak{A}$ and bounded operators $V_{i}: \mathfrak{h} \rightarrow \mathfrak{k}, i=1,2$, with $\|\Phi\|_{c b}=\left\|V_{1}\right\|\left\|V_{2}\right\|$ such that

$$
\begin{equation*}
\Phi(a)=V_{1}^{*} \pi(a) V_{2}, \tag{33}
\end{equation*}
$$

for all $a \in \mathfrak{A}$. If $\|\Phi\|_{c b}=1$, then $V_{1}$ and $V_{2}$ may be taken to be isometries.
Proof. We may assume $\|\Phi\|_{c b}=1$ which implies that $\Phi$ is completely contractive. We first consider a general procedure to obtain CP maps from CB maps. Introduce the operator system

$$
\mathcal{S}=\left\{\left(\begin{array}{cc}
\lambda \mathbf{1} & a \\
b^{*} & \mu \mathbf{1}
\end{array}\right): \lambda, \mu \in \mathbb{C}, a, b \in \mathfrak{A}\right\} .
$$

and define $\boldsymbol{\Phi}: \mathcal{S} \rightarrow \mathcal{B}(\mathfrak{h} \oplus \mathfrak{h})$ by

$$
\mathbf{\Phi}\left(\begin{array}{cc}
\lambda \mathbf{1} & a \\
b^{*} & \mu \mathbf{1}
\end{array}\right)=\left(\begin{array}{cc}
\lambda \mathbf{1} & \Phi(a) \\
\Phi(b)^{*} & \mu \mathbf{1}
\end{array}\right) .
$$

Since $\Phi$ is completely contractive, a direct computation using (26) shows that $\boldsymbol{\Phi}$ is completely positive and unital. Then, by Arveson Extension Theorem 2.7, the CP map $\boldsymbol{\Phi}$ can be extended to the whole algebra $\mathcal{M}_{2}(\mathfrak{A})$. Let $(\pi, \mathbf{V}, \mathfrak{k})$ be a minimal Stinespring representation for $\boldsymbol{\Phi}$. Since $\boldsymbol{\Phi}$ is unital, V may be taken to be an isometry and $\pi$ unital. $\mathcal{M}_{2}(\mathfrak{A})$ contains a copy of the algebra of $2 \times 2$ complex matrices, and we may decompose $\mathfrak{k}=\mathfrak{k} \oplus \mathfrak{k}$ to have $\pi: \mathcal{M}_{2}(\mathfrak{A}) \rightarrow \mathcal{B}(\mathfrak{k} \oplus \mathfrak{k})$ of the form

$$
\pi\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\right)=\left(\begin{array}{cc}
\pi(a) & \pi(b) \\
\pi(c) & \pi(d)
\end{array}\right),
$$

where $\pi: \mathfrak{A} \rightarrow \mathcal{B}(\mathfrak{k})$ is a unital, *-homomorphism.
As a result, $\mathbf{V}: \mathfrak{h} \oplus \mathfrak{h} \rightarrow \mathfrak{k} \oplus \mathfrak{k}$ is an isometry and

$$
\left(\begin{array}{cc}
a & \Phi(b) \\
\Phi(c)^{*} & d
\end{array}\right)=\mathbf{V}^{*}\left(\begin{array}{cc}
\pi(a) & \pi(b) \\
\pi(c) & \pi(d)
\end{array}\right) \mathbf{V} .
$$

The isometric property of $\mathbf{V}$ implies that there exists a linear map $V_{1}: \mathfrak{h} \rightarrow \mathfrak{k}$, which is also an isometry and such that

$$
\mathbf{V}\binom{u}{0}=\binom{V_{1} u}{0}
$$

One proves similarly the existence of $V_{2}$ such that

$$
\mathbf{V}\binom{0}{v}=\binom{0}{V_{2} v} .
$$

Thus, we finally obtain

$$
\left(\begin{array}{cc}
a & \Phi(b) \\
\Phi(c)^{*} & d
\end{array}\right)=\mathbf{V}^{*}\left(\begin{array}{cc}
\pi(a) & \pi(b) \\
\pi(c) & \pi(d)
\end{array}\right) \mathbf{V}=\left(\begin{array}{cc}
V_{1}^{*} \pi(a) V_{1} & V_{1}^{*} \pi(b) V_{2} \\
V_{2}^{*} \pi(c) V_{1} & d
\end{array}\right) .
$$

Completely positive maps satisfy a stronger version of Schwartz-type inequalities than the one proved before for 2-positive maps.
Theorem 4.7 (Schwartz-type inequalities). Let $\mathfrak{A}$ and $\mathfrak{B}$ be two $C^{*}$-algebras with unit, $\mathfrak{B} \subseteq \mathcal{B}(\mathfrak{h})$ where $\mathfrak{h}$ is a separable complex Hilbert space, and let $\Phi: \mathfrak{A} \rightarrow \mathfrak{B}$ be a linear completely positive map such that $\Phi(\mathbf{1})=\mathbf{1}$. Then, for all $a_{1}, \ldots, a_{n} \in \mathfrak{A}$, $u_{1}, \ldots, u_{n} \in \mathfrak{h}$

$$
\begin{equation*}
\sum_{i, j}\left\langle u_{i},\left[\Phi\left(a_{i}^{*} a_{j}\right)-\Phi\left(a_{i}\right)^{*} \Phi\left(a_{j}\right)\right] u_{j}\right\rangle \geq 0 \tag{34}
\end{equation*}
$$

In particular, for all $a \in \mathfrak{A}$ :

$$
\begin{equation*}
\Phi\left(a^{*} a\right) \geq \Phi(a)^{*} \Phi(a) . \tag{35}
\end{equation*}
$$

Moreover, given any positive linear map $\varphi: \mathfrak{A} \rightarrow \mathfrak{B}$ such that $\varphi(\mathbf{1})=\mathbf{1}$ and given any normal element $A \in \mathfrak{A}$ it holds

$$
\begin{equation*}
\varphi\left(A^{*} A\right) \geq \varphi(A)^{*} \varphi(A) \tag{36}
\end{equation*}
$$

Proof. Consider a Stinespring representation $(\pi, V)$ for the map $\Phi$. Since $\Phi(\mathbf{1})=$ $\mathbf{1}, V$ is an isometry, so that $V^{*} V=1$. Take any collection $a_{1}, \ldots, a_{n} \in \mathfrak{A}$, $u_{1}, \ldots, u_{n} \in \mathfrak{h}:$

$$
\begin{aligned}
\sum_{i, j}\left\langle u_{i}, \Phi\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle & =\left\langle\sum_{i} \pi\left({ }_{i} a\right) V u_{i}, \sum_{j} \pi\left(a_{j}\right) V u_{j}\right\rangle \\
& =\left\|\sum_{i} \pi\left(a_{i}\right) V u_{i}\right\|^{2} \\
& \geq\left\|V^{*} \sum_{i} \pi\left(a_{i}\right) V u_{i}\right\|^{2} \\
& =\left\langle\sum_{i} \Phi\left(a_{i}\right) u_{i}, \sum_{j} \Phi\left(a_{j}\right) u_{j}\right\rangle \\
& =\sum_{i, j}\left\langle u_{i}, \Phi\left(a_{i}\right)^{*} \Phi\left(a_{j}\right) u_{j}\right\rangle
\end{aligned}
$$

The second part is an obvious consequence of the first.
For the third part, to prove the inequality in $A$ with $\varphi$ positive only, it is worth noticing that we can reduce $\mathfrak{A}$ to be the abelian algebra generated by $A$. Over that algebra, positive linear maps are completely positive and the second part of the theorem applies.

## 5 Quantum Dynamical Semigroups and Markov Flows

An homogeneous classical Markov semigroup is characterized by a family $\left(P_{t}\right)_{t \geq 0}$ of Markovian transition kernels defined on a measurable space $(E, \mathcal{E})$ which satisfies Chapman-Kolmogorov equations (or the semigroup property for the composition of kernels). Given a $\sigma$-finite measure $\mu$ on $(E, \mathcal{E}), \mathfrak{A}=L^{\infty}(E, \mathcal{E}, \mu)$ represents
the von Neumman algebra of multiplication operators acting on the Hilbert space $L^{2}(E, \mathcal{E}, \mu)$. In this case, the predual algebra is $\mathfrak{A}_{*}=L^{1}(E, \mathcal{E}, \mu)$.

Moreover, $\left(P_{t}\right)_{t \geq 0}$ is a semigroup of completely positive maps acting on the von Neumann algebra $\mathfrak{A}$. Additionally, this semigroup satisfies the following properties:

- It preserves the unit: $P_{t} \mathbf{1}=\mathbf{1}$, for all $t \geq 0$.
- $P_{0}=I$, the identity mapping.
- Each $P_{t}$ is $\sigma$-weak continuous, that is, for any increasing net $f_{\alpha}$ of positive elements with upper envelope $f$ in $\mathfrak{A}$,

$$
\int_{E} P_{t} f(x) g(x) \mu(d x)=\lim _{\alpha} \int_{E} P_{t} f_{\alpha}(x) g(x) \mu(d x)
$$

for all $g \in L^{1}(E, \mathcal{E}, \mu)$. Indeed, by the Monotone Convergence Theorem first, $P_{t} f_{\alpha}(x) \uparrow P_{t} f(x)$, for all $x \in E$; finally, to conclude, it is enough to apply the Dominated Convergence Theorem to $P_{t} f_{\alpha}(x) g(x)$.
All the above properties are crucial to face the extension of Markovian concepts to a non-commutative framework. Moreover, it is well-known that the addition of suitable topological hypotheses on the space $(E, \mathcal{E})$, allows to construct a Markov process associated to a given semigroup. One can take, for instance, $E$ to be a locally compact space with countable basis and $\mathcal{E}$ its Borel $\sigma$-field. This leads to a Markovian system

$$
\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0},\left(\mathbb{P}_{x}\right)_{x \in E},\left(X_{t}\right)_{t \geq 0}, E, \mathcal{E}\right)
$$

. The semigroup and the process are then related by the equation

$$
P_{t} f(x)=\mathbb{E}_{x}\left(f\left(X_{t}\right)\right)
$$

for all $f \in \mathfrak{A}, t \geq 0$. Moreover, we choose an arbitrary initial probability $\nu$ on $(E, \mathcal{E})$, and denote $\mathbb{P}_{\nu}=\int \mathbb{P}_{x} \nu(d x)$.

Now consider the von Neumann algebra $\mathfrak{B}=L^{\infty}\left(\Omega, \mathcal{F}, \mathbb{P}_{\nu}\right)$. The Markov flow is defined as a *-homomorphism $j_{t}: \mathfrak{A} \rightarrow \mathfrak{B}$ given by

$$
j_{t}(f)=f\left(X_{t}\right)
$$

for all $f \in \mathfrak{A}, t \geq 0$.
Inspired by these ideas we now turn into the non-commutative framework. We start by defining a Quantum Dynamical Semigroup.

Introduced by physicists during the seventies, Quantum Dynamical Semigroups (QDS) are aimed at providing a suitable mathematical framework for studying the evolution of open systems. Typically, an open quantum system involves a dissipative effect modeled through the mutual interaction of different subsystems. One commonly distinguishes between at least the "free system" and the "reservoir".

In general a QDS can be defined over an arbitrary von Neumann algebra, as follows:

Definition 5.1. A Quantum Dynamical Semigroup (QDS) (respectively a Quantum Markov Semigroup, QMS) of a von Neumann algebra $\mu$ is a weakly*continuous one-parameter semigroup ()$_{t>0}$ of completely positive linear normal maps of $\mu$ into itself such that $\mathcal{T}_{t}(\mathbf{1}) \leq \mathbf{1}$ (respectively, $\mathcal{T}_{t}(\mathbf{1})=\mathbf{1}$. In addition, it is assumed that $\mathcal{T}_{0}$ coincides with the identity map.

The class of semigroups defined over the von Neumann algebra $\mu=\mathcal{B}(\mathfrak{h})$ of all bounded operators over a given complex separable Hilbert space $h$, is better known. In particular, several results on the form of the infinitesimal generator of these QDS are available (see eg. [24], [13], [21]). We denote $\mathcal{L}$ the infinitesimal generator of the semigroup $\mathcal{T}$, whose domain is given by the set $D(\mathcal{L})$ of all $X \in \mathcal{B}(\mathfrak{h})$ for which the $w^{*}$-limit of $t^{-1}((X)-X)$ exists when $t \rightarrow 0$, and we define $\mathcal{L}(X)$ such a limit.

To have a view on the form of the generator, we consider a particular case of QDS.

Definition 5.2. A quantum dynamical semigroup $\mathcal{T}$ is called uniformly continuous if

$$
\lim _{t \rightarrow 0}\left\|\mathcal{T}_{t}-\mathcal{T}_{0}\right\|=0
$$

From the general theory of semigroups it follows that a QDS is uniformly continuous if and only if its generator $\mathcal{L}$ is a bounded operator. Within this framework the canonical form of a generator has been obtained first by Gorini, Kossakowski and Sudarshan in the finite dimensional case, extended later by Lindblad to a general Hilbert space in [24], a celebrated result which we recall below in the version of Parthasarathy ( [30], Theorem 30.16).

We start by a modification of complete positivity.
Definition 5.3. Let $\mathfrak{A}$ denote a $C^{*}$-subalgebra of $\mathcal{B}(\mathfrak{h})$ which contains a unit. A bounded linear map $\mathcal{L}(\cdot)$ on $\mathfrak{A}$ is conditionally completely positive if for any collection $a_{1}, \ldots, a_{n} \in \mathfrak{A}$ and $u_{1}, \ldots, u_{n} \in \mathfrak{h}$ such that $\sum_{i} a_{i} u_{i}=0$, it holds that

$$
\sum_{i, j}\left\langle u_{i}, \mathcal{L}\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \geq 0
$$

Theorem 5.4 (Christensen and Evans). A bounded linear map $\mathcal{L}(\cdot)$ on the $C^{*}$ algebra given before such that $\mathcal{L}\left(a^{*}\right)=\mathcal{L}(a)^{*}$, for any $a \in \mathfrak{A}$ is conditionally completely positive if and only if there exists a completely positive map $\Phi$ into its weak closure $\overline{\mathfrak{A}}$ and an element $G \in \overline{\mathfrak{A}}$ such that

$$
\begin{equation*}
\mathcal{L}(a)=G^{*} a+\Phi(a)+a G \tag{37}
\end{equation*}
$$

for all $a \in \mathfrak{A}$. Moreover the operator $G$ satisfies the inequality $G+G^{*} \leq \mathcal{L}(\mathbf{1})$.
Proof. We restrict the proof to the case $\mathfrak{A}=\mathcal{B}(\mathfrak{h})$ for simplicity. The interested reader is referred to the original paper [8] where this result is proved for a general $C^{*}$-algebra.

We first take $\mathcal{L}(\cdot)$ given by (37) and prove conditional complete positivity.

Take $a_{1}, \ldots, a_{n} \in \mathcal{B}(\mathfrak{h}), u_{1}, \ldots, u_{n} \in \mathfrak{h}$ such that $\sum_{i} a_{i} u_{i}=0$. Then

$$
\begin{aligned}
\sum_{i, j}\left\langle u_{i}, \mathcal{L}\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle & =\sum_{i, j}\left\langle a_{i} G u_{i}, a_{j} u_{j}\right\rangle \\
& +\sum_{i, j}\left\langle u_{i}, \Phi\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \\
& +\sum_{i, j}\left\langle a_{i} u_{i}, a_{j} G u_{j}\right\rangle \\
& =\left\langle\sum_{i} a_{i} G u_{i}, \sum_{j} a_{j} u_{j}\right\rangle \\
& +\sum_{i, j}\left\langle u_{i}, \Phi\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \\
& +\left\langle\sum_{i} a_{i} u_{i}, \sum_{j} a_{j} G u_{j}\right\rangle \\
& =\sum_{i, j}\left\langle u_{i}, \Phi\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \\
& \geq 0
\end{aligned}
$$

To prove the converse, fix a unit vector $e \in \mathfrak{h}$ and define

$$
G^{*} u=\mathcal{L}(|u\rangle\langle e|) e-\frac{1}{2}\langle e, \mathcal{L}(|e\rangle\langle e|) e\rangle u
$$

for all $u \in \mathfrak{h}$. Given $a_{1}, \ldots, a_{n} \in \mathcal{B}(\mathfrak{h}), u_{1}, \ldots, u_{n} \in \mathfrak{h}$, let

$$
\begin{align*}
u_{n+1} & =e,  \tag{38}\\
v & =-\sum_{j=1}^{n} a_{j} u_{j},  \tag{39}\\
a_{n+1} & =|v\rangle\langle e| . \tag{40}
\end{align*}
$$

Then $\sum_{j=1}^{n+1} a_{j} u_{j}=0$. Since $\mathcal{L}(\cdot)$ is conditionally completely positive,

$$
\begin{aligned}
0 & \leq \sum_{i, j=1}^{n}\left\langle u_{i}, \mathcal{L}\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \\
& +\sum_{i=1}^{n}\left\langle u_{i}, \mathcal{L}\left(\left|a_{i}^{*} v\right\rangle\langle e|\right) e\right\rangle \\
& +\sum_{j=1}^{n}\left\langle e, \mathcal{L}\left(|e\rangle\left\langle a_{j}^{*} v\right|\right) u_{j}\right\rangle \\
& +\langle e, \mathcal{L}(|e\rangle\langle e|) e\rangle\|v\|^{2}
\end{aligned}
$$

Using the definition of $G^{*}$, the sum of the last three terms becomes

$$
\sum_{i=1}^{n}\left\langle u_{i}, G^{*} a_{i}^{*} v\right\rangle+\sum_{j=1}^{n}\left\langle G^{*} a_{j}^{*} v, u_{j}\right\rangle=-\sum_{i, j}\left\langle u_{i}, G^{*} a_{i}^{*} a_{j} u_{j}\right\rangle-\sum_{i, j=1}^{n}\left\langle u_{i}, a_{i}^{*} a_{j} G u_{j}\right\rangle
$$

If we define $\Phi(a)=\mathcal{L}(a)-G^{*} a-a G$, the inequality we obtained here before can be written

$$
\sum_{i, j=1}^{n}\left\langle u_{i}, \Phi\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \geq 0
$$

which means that $\Phi$ is completely positive and the Theorem is proved.
Assume $\mathcal{T}$ to be a norm continuous quantum Markov semigroup on $\mathcal{B}(\mathfrak{h})$. By the Schwartz inequalities, for any $a_{1}, \ldots, a_{n} \in \mathcal{B}(\mathfrak{h}), u_{1}, \ldots, u_{n} \in \mathfrak{h}$, and any $t \geq 0$ :

$$
\sum_{i, j=1}^{n}\left\langle u_{i},\left(\mathcal{I}_{t}\left(a_{i}^{*} a_{j}\right)-\mathcal{T}_{t}\left(a_{i}\right)^{*} \mathcal{T}_{t}\left(a_{j}\right)\right) u_{j}\right\rangle \geq 0
$$

The norm continuity of $\mathcal{T}$ implies that $\mathcal{L}(\cdot)$ is defined as a bounded operator on the whole algebra $\mathcal{B}(\mathfrak{h})$, so that the above inequality implies

$$
\sum_{i, j=1}^{n}\left\langle u_{i},\left(\mathcal{L}\left(a_{i}^{*} a_{j}\right)-\mathcal{L}\left(a_{i}^{*}\right) a_{j}-a_{i}^{*} \mathcal{L}\left(a_{i}\right)\right) u_{j}\right\rangle \geq 0
$$

from which, if $\sum_{i} a_{i} u_{i}=0$, it follows easily

$$
\sum_{i, j=1}^{n}\left\langle u_{i}, \mathcal{L}\left(a_{i}^{*} a_{j}\right) u_{j}\right\rangle \geq 0
$$

So that $\mathcal{L}(\cdot)$ is conditionally completely positive. As a result, the following characterization follows.

Theorem 5.5. Given a norm continuous quantum dynamical semigroup $\mathcal{T}$ on $\mathcal{B}(\mathfrak{h})$, there exists an operator $G$ and a completely positive map $\Phi$ such that its generator is represented as

$$
\begin{equation*}
\mathcal{L}(x)=G^{*} x+\Phi(x)+x G,(x \in \mathcal{B}(\mathfrak{h})) \tag{41}
\end{equation*}
$$

Since $\mathcal{B}(\mathfrak{h})$ is a von Neumann algebra, the representation before can be improved using Kraus Theorem to represent the completely positive map $\Phi$.
Theorem 5.6 (Lindblad). Let be given a uniformly continuous quantum dynamical semigroup on the algebra $\mathcal{B}(\mathfrak{h})$ of a complex separable Hilbert space $\mathfrak{h}$. Let $\rho$ be any state in $h$. Then there exists a bounded self-adjoint operator $H$ and a sequence $\left(L_{k}\right)_{k \in \mathbb{N}}$ of elements in $\mathcal{B}(\mathfrak{h})$ which satisfy
(1) $\operatorname{tr} \rho L_{k}=0$ for each $k$;
(2) $\sum_{k} L_{k}^{*} L_{k}$ is a strongly convergent sum;
(3) If $\sum_{k}\left|c_{k}\right|^{2}<\infty$ and $c_{0}+\sum_{k} c_{k} L_{k}=0$ for scalars $c_{k}$, then $c_{k}=0$ for all $k$;
(4) The generator $\mathcal{L}$ of the semigroup admit the representation

$$
\mathcal{L}(X)=i[H, X]-\frac{1}{2} \sum_{k}\left(L_{k}^{*} L_{k} X-2 L_{k}^{*} X L_{k}+X L_{k}^{*} L_{k}\right)
$$

for all $X \in \mathcal{B}(\mathfrak{h})$.
This result has been extended by Davies (see [13]) to a class of QDS with unbounded generators.

Generators of QDS commonly appear in Physics articles in its predual form. That is, given the von Neumann algebra $\mathfrak{A}=\mathcal{B}(\mathfrak{h})$ its predual space consists of $\mathfrak{A}_{*}=$ $\mathcal{I}^{1}(h)$ the Banach space of trace-class operators. A quantum dynamical semigroup $\mathcal{T}$ induces a predual semigroup $\mathcal{T}_{*}$ on $\mathfrak{A}_{*}$ given through the relation

$$
\operatorname{tr}\left(\mathcal{T}_{* t}(Y) X\right)=\operatorname{tr}\left(Y \mathcal{T}_{t}(X)\right)
$$

for any $Y \in \mathfrak{A}_{*}, X \in \mathfrak{A}$.
The generator of the predual semigroup is denoted $\mathcal{L}_{*}$. What is usually called a master equation in Open Quantum Systems, is referred to the relation between the predual semigroup and its generator, written in the form

$$
\frac{d}{d t} \rho_{t}=\mathcal{L}_{*}\left(\rho_{t}\right)
$$

where $\rho_{t}=\mathcal{T}_{* t}(\rho)$, for any $t \geq 0, \rho$ being a state, that is, an element $\rho \in \mathfrak{A}_{*}$ with unitary trace.

## 6 Dilations of quantum Markov semigroups

It is worth noticing that in general a QDS is not a *-homomorphism of algebras. Such a property concerns quantum flows and the concept of dilation which we precise below. We first introduce the algebraic notion of conditional expectation.

Definition 6.1. Let $\mathfrak{B}$ be a von Neumann algebra endowed with a state $\mathbb{E}$. A conditional expectation on $\mathfrak{B}$ is a linear completely positive map $\mathbb{E}_{0}: \mathfrak{B} \rightarrow \mathfrak{B}$ which satisfies

1. $\mathbb{E}_{0}(\mathbf{1})=1$,
2. $\mathbb{E} \circ \mathbb{E}_{0}=\mathbb{E}$,
3. $\mathbb{E}_{0}\left(a \mathbb{E}_{0}(b)\right)=\mathbb{E}_{0}(a) \mathbb{E}_{0}(b)$, for all $a, b \in \mathfrak{B}$.

Definition 6.2. A dilation of a given $Q D S$ is a system $\left(\mathfrak{B}, \mathbb{E},\left(\mathfrak{B}_{t}, \mathbb{E}_{t}, j_{t}\right)_{t \geq 0}\right)$ where

1. $\mathfrak{B}$ is a von Neumann algebra with a given state $\mathbb{E}$;
2. $\left(\mathfrak{B}_{t}\right)_{t \geq 0}$ is an increasing family of von Neumann sub-algebras of $\mathfrak{B}$;
3. For any $t \geq 0, \mathbb{E}_{t}$ is a conditional expectation from $\mathfrak{B}$ onto $\mathfrak{B}_{t}$, such that for all $s, t \geq 0, \mathbb{E}_{s} \mathbb{E}_{t}=\mathbb{E}_{s \wedge t} ;$
4. All the maps $j_{t}: \mathfrak{A} \rightarrow \mathfrak{B}_{t}$ are ${ }^{*}$-homomorphisms which preserve the identity and satisfy the Markov property:

$$
\mathbb{E}_{s} \circ j_{t}=j_{s} \circ \mathcal{T}_{t-s}
$$

$J=\left(j_{t}\right)_{t \geq 0}$ is known as a Quantum Markov Flow associated to the given QDS.

We call the structure $\mathfrak{B}=\left(\mathfrak{B}, \mathbb{E},\left(\mathfrak{B}_{t}, \mathbb{E}_{t}\right)_{t \geq 0}\right) a$ quantum stochastic basis.
The canonical form of a quantum Markov flow is given by $j_{t}(X)=V(t)^{*} X V(t)$, ( $t \geq 0$ ), where $V(t): \mathfrak{A} \rightarrow \mathfrak{B}_{t}$ is a cocycle with respect to a given family of timeshift operators $\left(\theta_{t}\right)_{t \geq 0}$. To be more precise
Definition 6.3. Given a quantum stochastic basis $\mathfrak{B}$, a family $\left(\theta_{t}\right)_{t \geq 0}$ of *-homomorphisms of $\mathfrak{B}$ is called a covariant shift if

- $\theta_{0}(Y)=Y$,
- $\theta_{t}\left(\theta_{s}(Y)\right)=\theta_{t+s}(Y)$,
- $\theta_{t}^{*}\left(\theta_{t}(Y)\right)=Y$,
- $\theta_{t}\left(\mathbb{E}_{0}\left(\theta_{s}(Y)\right)\right)=\mathbb{E}_{t}\left(\theta_{t+s}(Y)\right)$,
for any $Y \in \mathfrak{B}$.
A family $(V(t))_{t \geq 0}$ of elements in $\mathfrak{B}$ is a left cocycle (resp. right cocycle) with respect to a given covariant shift whenever

$$
\begin{equation*}
V(t+s)=V(s) \theta_{s}(V(t)),\left(\text { resp. } V(t+s)=\theta_{s}(V(t)) V(s)\right),(s, t \geq 0) \tag{42}
\end{equation*}
$$

### 6.1 A view on classical dilations of QMS

Throughout the following examples we construct classical probabilistic dilations of QMS. We explain further how to proceed with quantum probabilistic dilations.

Example 6.4. According to the above definition, the quantum dynamical semigroup associated to the Schrödinger equation is

$$
\mathcal{T}_{t}(X)=U^{*}(t) X U(t)
$$

where $U(t)=e^{-i t H}$ and $H$ is a self-adjoint operator in $\mathcal{B}(\mathfrak{h})$.
Here $\mathcal{T}_{t}$ is itself a ${ }^{*}$-homomorphism; $U$ is a fortiori a cocycle with respect to the trivial shift $\theta_{t}=\theta_{0}=I$. The differential equation satisfied by $U$ is simply $d U(t)=-i H U(t) d t$ and the generator of $\mathcal{T}$ is given by

$$
\mathcal{L}(X)=i[H, X],(X \in \mathcal{B}(\mathfrak{h}))
$$

Example 6.5 . Let be given a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ where a classical Brownian Motion $W=\left(W_{t}\right)_{t \geq 0}$ is defined and a complex separable Hilbert space $\mathfrak{h}$. For instance, let $\Omega$ to be the space $C\left(\mathbb{R}_{+}, \mathbb{R}\right)$ of continuous real functions
endowed with the Wiener measure $\mathbb{P}, W_{t}(\omega)=\omega(t)$, for any $\omega \in \Omega, t \geq 0$. consider the stochastic differential equation:

$$
\begin{equation*}
d \psi_{t}=(-i H+K) \psi_{t} d t+L \psi_{t} d W_{t} ; \psi_{0}=\psi \tag{43}
\end{equation*}
$$

where $H=H^{*}, K=K^{*}, L$ are elements of $\mathcal{B}(\mathfrak{h})$ and $\psi$ is a fixed unitary vector of $\mathfrak{h}$.

This equation has a unique solution $\left(\psi_{t}\right)_{t \geq 0}$, with $\psi_{t} \in L_{h}^{2}(\Omega, \mathcal{F}, \mathbb{P}),(t \geq 0)$. To have $\mathbb{E}\left(\left\|\psi_{t}\right\|^{2}\right)=1$ for all $t \geq 0, K$ and $L$ need to satisfy additional conditions. Indeed,

$$
\begin{aligned}
d\left\langle\psi_{t}, \psi_{t}\right\rangle & =\left\langle d \psi_{t}, \psi_{t}\right\rangle+\left\langle\psi_{t}, d \psi_{t}\right\rangle+\left\langle d \psi_{t}, d \psi_{t}\right\rangle \\
& =\left\langle\psi_{t},\left(2 K+L^{*} L\right) \psi_{t}\right\rangle d t+\left\langle\psi_{t},\left(L^{*}+L\right) \psi_{t}\right\rangle d W_{t} .
\end{aligned}
$$

Thus, $d \mathbb{E}\left(\left\langle\psi_{t}, \psi_{t}\right\rangle\right)=0$ if and only if

$$
\begin{equation*}
K=-\frac{1}{2} L^{*} L \tag{44}
\end{equation*}
$$

Furthermore, call $Z(t)=\left(-i H-\frac{1}{2} L^{*} L\right) t+L W_{t}$. This is an operator-valued semimartingale and the stochastic Schrödinger equation may be written

$$
d \psi_{t}=d Z(t) \psi_{t}, \psi_{0}=\psi
$$

Notice that $L_{\mathfrak{h}}^{2}(\Omega, \mathcal{F}, \mathbb{P})$ is isomorphic to $\mathfrak{h} \otimes L_{\mathbb{C}}^{2}(\Omega, \mathcal{F}, \mathbb{P})$. And we can define an operator-valued (classical) stochastic process $V: \Omega \times \mathbb{R}_{+} \rightarrow \mathcal{B}(\mathfrak{h})$, such that $V(\cdot, t): \mathfrak{h} \mapsto \mathfrak{h} \otimes L_{\mathbb{C}}^{2}\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$, for any $t \geq 0$, which associates to each unitary $\psi \in$ $h$ the unique solution $\psi_{t}$ of (43). This operator-valued process may be interpreted as a family $(V(t))_{t \geq 0}$ of applications belonging to the algebra $L_{\mathcal{B}(\mathfrak{h})}^{\infty}(\Omega, \mathcal{F}, \mathbb{P})$, that is $V: \mathbb{R}_{+} \rightarrow L_{\mathcal{B}(\mathfrak{h})}^{\infty}(\Omega, \mathcal{F}, \mathbb{P})$, given by $t \mapsto V(\cdot, t)$. The process $V(t)$ is given as the solution to the (right) operator-valued linear stochastic differential equation:

$$
\begin{equation*}
d V(t)=\left(-i H-\frac{1}{2} L^{*} L\right) V(t) d t+L V(t) d W_{t}=d Z(t) V(t), V(0)=I \tag{45}
\end{equation*}
$$

We now consider the classical shift operator $\theta_{t}: \Omega \rightarrow \Omega$, given by $\theta_{t}(\omega)(s)=$ $\omega(t+s)$ for any $s, t \geq 0, \omega \in \Omega$. This induces a shift, denoted $\theta_{s}$ as well, on the elements $Y \in \mathfrak{B}=L_{\mathcal{B}(\mathfrak{h})}^{\infty}(\Omega, \mathcal{F}, \mathbb{P})$ given by

$$
\theta_{s}(Y)=Y \circ \theta_{s}
$$

This shift is covariant with respect to the family $\left(\mathbb{E}\left(\cdot / \mathcal{F}_{t}\right)\right)_{t \geq 0}$, that is:

- $\theta_{0}(Y)=Y$, for any $Y \in \mathfrak{B}$;
- $\theta_{t}\left(\theta_{s}(Y)\right)=\theta_{t+s}(Y)$;
- $\theta_{t}^{*}\left(\theta_{t}(Y)\right)=Y$;
- $\theta_{t}\left(\mathbb{E}\left(\theta_{s}(Y)\right)\right)=\mathbb{E}\left(\theta_{t+s}(Y) / \mathcal{F}_{t}\right)$.
$V(t)$ is then a right cocycle with respect to this family of applications since, like in the classical case, the following relation is satisfied:

$$
V(\omega, t+s)=V\left(\theta_{s}(\omega), t\right) V(\omega, s)
$$

We now define the corresponding flow as

$$
j_{t}(X)=V(t)^{*} X V(t),(X \in \mathcal{B}(\mathfrak{h})) .
$$

And we obtain

$$
\begin{align*}
d j_{t}(X) & =d V(t)^{*} X V(t)+V(t)^{*} X d V(t)+d V(t)^{*} X d V(t) \\
& =V(t)^{*} d Z(t)^{*} X V(t)+V(t)^{*} X d Z(t) V(t)+V(t)^{*} d Z(t)^{*} X d Z(t) V(t) \\
& =j_{t}(\mathcal{L}(X)) d t+j_{t}(\alpha(X)) d W_{t} \tag{46}
\end{align*}
$$

where,

$$
\begin{gather*}
\mathcal{L}(X)=i[H, X]-\frac{1}{2}\left(L^{*} L X-2 L^{*} X L+X L^{*} L\right) ;  \tag{47}\\
\alpha(X)=X L+L^{*} X . \tag{48}
\end{gather*}
$$

Now, the associated quantum dynamical semigroup is given by

$$
\mathcal{T}_{t}(X)=\mathbb{E}\left(j_{t}(X)\right),
$$

which has a generator obtained from the structure equation (46), and given by (47).
Thus, stochastic Schrödinger equations are naturally included within the framework of quantum dynamical semigroups. They represent a classical dilation of the QDS whose generator is (47). The adjective "classical" is used here for the probabilistic model used to dilate the semigroup. A given QDS may have many different dilations, based upon classical or quantum noises.

This example may be generalized as follows: take a collection $\left(W^{j}\right)_{j \geq 1}$ of independent Brownian motions, and operators $L_{j} \in \mathcal{B}(\mathfrak{h})$ such that $\sum_{j} L_{j}^{*} L_{j}$ converges in $\mathcal{B}(\mathfrak{h})$. Consider the stochastic Schrödinger equation:

$$
\begin{equation*}
d \psi_{t}=\left(-i H-\frac{1}{2} \sum_{j} L_{j}^{*} L_{j}\right) \psi_{t} d t+\sum_{j} L_{j} d W_{t}^{j} \psi_{t}, \psi_{0}=\psi \tag{49}
\end{equation*}
$$

The corresponding associated QDS has a generator of the form

$$
\begin{equation*}
\mathcal{L}(X)=i[H, X]-\frac{1}{2} \sum_{j}\left(L_{j}^{*} L_{j} X-2 L_{j}^{*} X L_{j}+X L_{j}^{*} L_{j}\right) . \tag{50}
\end{equation*}
$$

We profit of this example to explain a useful notation for stochastic differentials due to Belavkin. Introduce first the noises as follows:

$$
\begin{gather*}
\Lambda_{0}^{0}(t)=t  \tag{51}\\
\Lambda_{j}^{0}(t)=W_{t}^{j}=\Lambda_{0}^{j}(t), \tag{52}
\end{gather*}
$$

for all $j \geq 1, t \geq 0$. These are real scalar noises, thus the expression $\Lambda_{m}^{\ell *}$ has a trivial meaning. However, due to the further extension to operator noises, we adopt the convention $\Lambda_{m}^{\ell *}=\Lambda_{\ell}^{m}$. Moreover we use the customary convention of probabilists for writing characteristic functions: $1_{\{\ldots\}}$ means that we write 1 if condition $\{\ldots\}$ is satisfied and 0 otherwise.

With these notations Itô's formula is written in a compact differential form as

$$
\begin{equation*}
d \Lambda_{m}^{k} d \Lambda_{j}^{\ell}=d \Lambda_{j}^{\ell} d \Lambda_{m}^{k}=1_{\{j=k>0, \ell=m=0\}} d \Lambda_{0}^{0} . \tag{53}
\end{equation*}
$$

Moreover, if we denote $L_{j}^{0}=L_{j}=L_{0}^{j}$ for all $j \geq 1$ and $L_{0}^{0}=-i H-$ $\frac{1}{2} \sum_{j} L_{j}^{*} L_{j}, L_{j}^{k}=0$ for $j, k \geq 1$ the equation of the cocycle becomes

$$
d V(t)=d Z(t) V(t)
$$

where

$$
\begin{equation*}
d Z(t)=\sum_{j, k=0}^{\infty} L_{j}^{k} d \Lambda_{k}^{j}(t) \tag{54}
\end{equation*}
$$

Furthermore, to obtain the structure equation for the quantum flow $j_{t}(X)=$ $V(t)^{*} X V(t)$ we use the above equation and (53) yields

$$
\begin{aligned}
d j_{t}(X) & =d\left(V(t)^{*} X V(t)\right) \\
& =V(t)^{*} d Z(t)^{*} X V(t) \\
& +V(t)^{*} X d Z(t) V(t) \\
& +V(t)^{*} d Z(t)^{*} X d Z(t) V(t) \\
& =j_{t}\left(\sum_{\ell, m} L_{m}^{\ell *} d \Lambda_{m}^{\ell}(t) X\right) \\
& +j_{t}\left(\sum_{\ell, m} X L_{m}^{\ell} d \Lambda_{m}^{\ell}(t)\right) \\
& +j_{t}\left(\sum_{\ell, m, j, k} L_{k}^{j *} d \Lambda_{k}^{j}(t) X L_{m}^{\ell} d \Lambda_{m}^{\ell}(t)\right)
\end{aligned}
$$

As a result,

$$
\begin{equation*}
d j_{t}(X)=\sum_{\ell, m=0}^{\infty} j_{t}\left(\theta_{\ell}^{m}(X)\right) d \Lambda_{m}^{\ell}(t) \tag{55}
\end{equation*}
$$

for all $X \in \mathcal{B}(\mathfrak{h})$, where $\left(\theta_{\ell}^{m}\right)_{\ell, m}$ is called the family of structure maps of the flow, given by

$$
\begin{equation*}
\theta_{k}^{\ell}(X)=L_{m}^{\ell *} X+X L_{\ell}^{m}+\sum_{k=1}^{\infty} L_{k}^{\ell *} X L_{k}^{m} \tag{56}
\end{equation*}
$$

for any $\ell, m \in \mathbb{N}$.
Since the QDS is given by $\mathcal{T}_{t}(X)=\mathbb{E}\left(j_{t}(X)\right)$, it is worth noticing that we recover the generator of the semigroup through the structure map $\theta_{0}^{0}(X)$ which is
associated to the noise $d \Lambda_{0}^{0}(t)=d t$ because the other noises are projected by $\mathbb{E}$ on 0 :

$$
\begin{aligned}
& \mathcal{L}(X)=\theta_{0}^{0}(X)=L_{0}^{0 *} X+X L_{0}^{0}+\sum_{k=1}^{\infty} L_{k}^{0 *} X L_{k}^{0} \\
= & i[H, X]-\frac{1}{2} \sum_{j}\left(L_{j}^{*} L_{j} X-2 L_{j}^{*} X L_{j}+X L_{j}^{*} L_{j}\right) .
\end{aligned}
$$

Example 6.6. Consider again a classical probability space ( $\Omega, \mathcal{F}, \mathbb{P}$ ) where we suppose defined two independent Poisson processes $N^{a}, N^{d}$ with respective intensities $\lambda_{a}, \lambda_{d}$. In addition, we take a unitary operator $U$ defined on a given complex separable Hilbert space $h$. Consider the stochastic differential equation

$$
\begin{equation*}
d V(t)=\left\{(U-I) d N_{t}^{a}+\left(U^{*}-I\right) d N_{t}^{d}\right\} V(t), V(0)=I \tag{57}
\end{equation*}
$$

This equation provides a unitary cocycle $V$. Moreover, using Belavkin notation we put

$$
\begin{aligned}
L_{1}^{1}=U-I, L_{2}^{2} & =\left(U^{*}-I\right) ; L_{k}^{j}=0, \text { otherwise } \\
\Lambda_{1}^{1} & =N^{a}, \Lambda_{2}^{2}=N^{d}
\end{aligned}
$$

The Itô multiplication rule becomes

$$
\begin{equation*}
d \Lambda_{m}^{k} d \Lambda_{j}^{\ell}=d \Lambda_{j}^{\ell} d \Lambda_{m}^{k}=1_{\{j=k=\ell=m>0\}} d \Lambda_{\ell}^{\ell} \tag{58}
\end{equation*}
$$

With this choice of notations, the computation of the structure maps gives

$$
\theta_{1}^{1}(X)=U^{*} X U-X ; \theta_{2}^{2}(X)=U X U^{*}-X,(X \in \mathcal{B}(\mathfrak{h}))
$$

that is the equation for the flow is

$$
d j_{t}(X)=j_{t}\left(U^{*} X U-X\right) d N_{t}^{a}+j_{t}\left(U X U^{*}-X\right) d N_{t}^{d}
$$

Since $\mathbb{E}\left(N_{t}^{a}\right)=\lambda_{a} t, \mathbb{E}\left(N_{t}^{d}\right)=\lambda_{d} t$, the generator of the QDS has the form

$$
\begin{equation*}
\mathcal{L}(X)=\lambda_{a}\left(U^{*} X U-X\right)+\lambda_{d}\left(U X U^{*}-X\right),(X \in \mathcal{B}(\mathfrak{h})) \tag{59}
\end{equation*}
$$

In particular, take $h=l^{2}(\mathbb{Z})$ with its canonical orthonormal basis $\left(e_{n}\right)$. We define the right shift as $S e_{n}=e_{n+1}$, and the number operator $N e_{n}=n e_{n},(n \in \mathbb{Z})$. Take $U=S$ and $X=f(N)$, where $f(N) e_{n}=f(n) e_{n}$ for all $n \in \mathbb{Z}, f$ being any bounded function defined on the integers. Then (59) gives

$$
\mathcal{L}(f(N))=\lambda_{a}(f(N+1)-f(N))+\lambda_{d}(f(N-1)-f(N)),
$$

which coincides with the generator of a birth and death process.

Example 6.7. Take $E$ to be a compact space and call $\mathcal{E}$ its Borel $\sigma$-field and a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Given a finite measure $\mu$ on $(E, \mathcal{E})$ we consider a marked Poisson process with intensity $\mu$ which is characterized by a double sequence of random variables $\left(\xi_{n}, T_{n}\right)_{n \geq 1}$ taking values in $E \times \mathbb{R}_{+}$such that

$$
\left.\left.N(A,[0, t])=\sum_{n \geq 1} \delta_{\left(\xi_{n}, T_{n}\right)}(A \times] 0, t\right]\right)
$$

has a Poisson distribution with intensity parameter $\mu(A)$, for all $A \in \mathcal{E}, t \geq 0$.
Consider a family $(U(x))_{x \in E}$ of unitary operators on a given complex separable Hilbert space $h$ and a selfadjoint operator $H$. Moreover, we assume that the map $x \mapsto$ $U(x)$ from $E$ into $\mathcal{B}(\mathfrak{h})$ is measurable (strong or weak measurability are equivalent in this case). We consider a Schrödinger equation where the dynamics is perturbed by random kicks as follows

$$
\begin{equation*}
d \psi_{t}=-i H \psi_{t} d t+\sum_{n \geq 1}\left(U\left(\xi_{n}\right)-I\right) \psi_{T_{n}} 1_{\left\{T_{n} \leq t<T_{n+1}\right\}} \tag{60}
\end{equation*}
$$

The above equation may be written for a cocycle as

$$
\begin{equation*}
d V(t)=\left[-i H d t+\int_{E}(U(x)-I) N(d x, d t)\right] V(t) \tag{61}
\end{equation*}
$$

To justify the above expressions, we verify the integrability of the map $x \mapsto$ $U(x)-I$ with respect to the Poisson process. Indeed, for any $t \geq 0$,

$$
\left.\left.\mathbb{E}\left(\int_{E}\|U(x)-I\| N(d x,] 0, t\right]\right)\right) \leq 2 \mu(E) t<\infty
$$

Proceeding as we did in the previous examples, we examine the differential equation satisfied by the flow $j_{t}(X)=V(t)^{*} X V(t),(t \geq 0, X \in \mathcal{B}(\mathfrak{h}))$. Here we have $d Z(t)=-i H d t+\int_{E}(U(x)-I) N(d x, d t)$, therefore

$$
d j_{t}(X)=j_{t}\left(d Z(t)^{*} X+X d Z(t)+d Z(t)^{*} X d Z(t)\right)
$$

We use again the Itô's rule, which becomes here $N(\{x\}, d t) N(\{y\}, d t)=$ $\delta_{x, y} N(\{y\}, d t)$, it follows

$$
d j_{t}(X)=j_{t}(i[H, X]) d t+\int_{E} j_{t}\left(U(x)^{*} X U(x)-X\right) N(d x, d t)
$$

Finally, taking expectations

$$
\mathcal{I}_{t}(X)=\mathbb{E}\left(\int_{0}^{t} j_{s}\left(i[H, X]+\int_{E}\left(U(x)^{*} X U(x)-X\right) \mu(d x)\right) d s\right)
$$

which means that the generator $\mathcal{L}$ of the QDS has the form

$$
\begin{equation*}
\mathcal{L}(X)=i[H, X]+\int_{E}\left(U(x)^{*} X U(x)-X\right) \mu(d x),(X \in \mathcal{B}(\mathfrak{h})) . \tag{62}
\end{equation*}
$$

It is worth noticing that the master equation associated to (62) provides an example of a quantum Boltzmann equation. Indeed, the master equation is simply

$$
\frac{\partial \rho_{t}}{\partial t}=\mathcal{L}_{*}\left(\rho_{t}\right), \rho_{0}=\rho \in \mathcal{I}^{1}(h)
$$

Now, introduce a collision map

$$
\kappa_{*}(\rho)=\int_{E}\left(U(x) \rho U(x)^{*}-\rho\right) \mu(d x)
$$

This allows to write the predual generator as $\mathcal{L}_{*}(\rho)=-i[H, \rho]+\kappa_{*}(\rho)$, and the master equation becomes:

$$
\begin{equation*}
\frac{\partial \rho_{t}}{\partial t}+i\left[H, \rho_{t}\right]=\kappa_{*}\left(\rho_{t}\right), \rho_{0}=\rho \tag{63}
\end{equation*}
$$

### 6.2 Towards quantum dilations of QMS

The above examples provide a partial view on quantum dynamical semigroups, in all these cases the generators are bounded which is not satisfactory from the point of view of physical applications. Moreover, the dilations have been built in a classical manner through Wiener or Poisson processes. More general dilations, that is, those obtained with quantum noises are more suitable for the description of open quantum systems. Quantum noises appear naturally within the framework of Fock spaces. Numerous authors (see for instance [26]) have stressed the main advantage of a (boson) Fock space: that structure supports both, the Canonical Commutation Relations (CCR) and a theory of stochastic integration with respect to quantum noises providing a non commutative version of Itô's algebra for differentials.

Furthermore, the study of linear quantum stochastic differential equations with unbounded coefficients have been done by several authors. Namely, Fagnola in [11] established a useful criterion on the existence and uniqueness of solutions to equations of the form

$$
d V(t)=V(t) \sum_{\ell, m} L_{\ell}^{m} d \Lambda_{m}^{\ell}(t)
$$

where the processes $\Lambda_{m}^{\ell}$ are quantum noises. We will use this result in the sequel. Notice that $V(t)$ appears here on the left of the right-hand side of the equation. This is done to simplify the handling of domains which appear as a major problem related to unbounded coefficients. As a result, one uses to write flows like $j_{t}(X)=V(t) X V(t)^{*}$ instead of $V(t)^{*} X V(t)$. So that, these notes have a natural continuation in Franco Fagnola lectures on the Theory of Quantum Stochastic Differential Equations and in our joint work on the qualitative analysis of QMS, both texts appearing within the current series of lecture notes.
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Summary. Quantum stochastic differential equations $d U_{t}=F_{\beta}^{\alpha} U_{t} d \Lambda_{\alpha}^{\beta}(t)$ and $d V_{t}=$ $V_{t} G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(t)$ driven by the fundamental noises of boson Fock quantum stochastic calculus with $F_{\beta}^{\alpha}$ and $G_{\beta}^{\alpha}$ operators on the initial space are discussed. The existence and uniqueness theorems and the conditions on the $F_{\beta}^{\alpha}$ and $G_{\beta}^{\alpha}$ for the solutions to be a process of isometries or coisometries are studied. The application to the dilation of quantum Markov semigroup is illustrated.

## 1 Introduction

Quantum stochastic differential equation (QSDE) are stochastic differential equations driven by various types of noises (boson, fermion, free, boolean processes like Brownian motions, Poisson processes, Levy processes) arising in Quantum Probability and its applications.

QSDE usually describe some quantum mechanical evolution and, therefore, are linear. However, as an additional natural requirement, one would like to find solutions given by families of unitary operators (or $*$-homomorphic maps) and not arbitrary families of random variables like solutions of classical stochastic differential equations.

The various types of noise usually do not lead to different methods therefore QSDE can be divided into two classes: QSDE for operators on Hilbert spaces and QSDE for maps on operator algebras ( $C^{*}$ or von Neumann algebras). From an analytic point of view the two classes correspond, roughly speaking, to stochastic equations on Hilbert spaces and stochastic equations on Banach spaces.

In these lecture notes we are concerned only with QSDE of the type of Hudson and Parthasarathy and look for solutions given by families of unitary operators.

The noises are multidimensional versions of the creation $\left(A_{t}^{+} ; t \geq 0\right)$, annihilation $\left(A_{t} ; t \geq 0\right)$ and number process $\left(\Lambda_{t} ; t \geq 0\right)$ on the boson Fock space over $L^{2}\left(\mathbb{R}_{+}\right)$. Hudson and Parthasarathy [26] introduced stochastic integrals with respect to the three processes and developed a stochastic calculus which is a non-commutative analogue of the classical Itô calculus.

They also solved the QSDE of the form

$$
\begin{aligned}
d U_{t} & =\left(F_{1} d A_{t}^{+}+F_{2} d \Lambda_{t}+F_{3} d A_{t}+F_{4} d t\right) U_{t} \\
d V_{t} & =V_{t}\left(G_{1} d A_{t}^{+}+G_{2} d \Lambda_{t}+G_{3} d A_{t}+G_{4} d t\right)
\end{aligned}
$$

where $F_{1}, \ldots, F_{4}, G_{1}, \ldots, G_{4}$ are bounded operators on a Hilbert space $h$ called the initial space and the families of operators $\left(U_{t} ; t \geq 0\right),\left(V_{t} ; t \geq 0\right)$ are the solutions. We shall call the first (resp. second) equation the right (resp. left) equation following a usual terminology (see Meyer [31]). The operators $U_{t}$ and $V_{t}$ are related to the evolution of a quantum mechanical system therefore it is a natural requirement in all the applications for them to be unitary or, at least, isometries.

This entails some algebraic conditions on the operators $F_{1}, \ldots, F_{4} G_{1}, \ldots, G_{4}$ playing the role of a priori estimates on the solution. Under these conditions a QSDE appears as a stochastic generalisation of the Schroedinger equation.

The family of operators $\left(U_{t} ; t \geq 0\right),\left(V_{t} ; t \geq 0\right)$ provide homomorphic dilations $j_{t}(a)=$ $U_{t}^{*} a U_{t}, k_{t}(a)=V_{t} a V_{t}^{*}$ of a completely positive evolution on the von Neumann algebra $\mathcal{B}(\mathrm{h})$ of all bounded operators on the Hilbert space $h$ and can be regarded as quantum stochastic processes in the sense of Accardi, Frigerio and Lewis [2].

In these notes we develop a theory of QSDE of the type of Hudson and Parthasarathy discussing the existence and uniqueness results, conditions for solutions $\left(U_{t} ; t \geq 0\right),\left(V_{t} ; t \geq\right.$ 0 ) to be families of unitaries, properties of solutions (cocycle property and regularity) and showing the application to the dilation of quantum dynamical semigroups.

We do not discuss applications to concrete and special physical models for lack of space. Some of them have been developed in the references listed at the end of the paper and other can be found in the lecture notes by A. Barchielli on Continual Measurements in Quantum Mechanics. Several applications, however, have not yet been studied; these will certainly stimulate the development of other methods and techniques in this growing subject.

## 2 Fock space notation and preliminaries

Let $h$ be a complex separable Hilbert space, called the initial space, and let $k$ be another complex separable Hilbert space. Let $\mathcal{H}=\mathrm{h} \otimes \mathcal{F}$ be the Hilbert space tensor product of h and
$\mathcal{F}=\Gamma\left(L^{2}\left(\mathbb{R}_{+} ; \mathrm{k}\right)\right)$, the symmetric Fock space over $L^{2}\left(\mathbb{R}_{+} ; \mathrm{k}\right)$. The symbol $\otimes$ denotes the tensor product for Hilbert spaces and their vectors; the symbol $\odot$ denotes the algebraic tensor product. We shall omit these two symbols whenever this does not lead to confusion. Moreover we identify bounded operators defined on a factor of a tensor product Hilbert space with their ampliation.

Choose and fix an orthonormal basis $\left(e_{k}\right)_{k \geq 1}$ of $k$ and put

$$
\mathcal{M}=\left\{f \in L^{2}\left(\mathbb{R}_{+} ; \mathrm{k}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+} ; \mathrm{k}\right) \mid\left\langle e_{k}, f(t)\right\rangle=0\right.
$$

identically in $t$ for all but a finite number of $k$ 's $\}$

$$
\mathcal{E}=\operatorname{lin}\{\mathrm{e}(f): f \in \mathcal{M}\}
$$

where $\mathrm{e}(f)=\left((n!)^{-1 / 2} f^{\otimes n}\right)_{n \geq 0}$ is the exponential vector associated to the test function $f$. The notion of adaptedness plays a crucial role in the Hudson and Parthasarathy [26] theory of quantum stochastic calculus. This is expressed through the continuous tensor product factorisation property of Fock space: for each $t>0$ let

$$
\mathcal{F}_{t}=\Gamma\left(L ^ { 2 } \left([0, t[; \mathrm{k})), \quad \mathcal{F}^{t}=\Gamma\left(L^{2}([t, \infty[; \mathrm{k})\right.\right.\right.
$$

Then $\mathcal{F} \equiv \mathcal{F}_{t} \otimes \mathcal{F}^{t}$ via the continuous linear extension of the map $\mathrm{e}(f) \mapsto \mathrm{e}\left(\left.f\right|_{[0, t[ }\right) \otimes$ $\mathrm{e}\left(\left.f\right|_{[t, \infty[ }\right)$, and $\mathcal{F}_{t}$ and $\mathcal{F}^{t}$ embed naturally into $\mathcal{F}$ as subspaces by tensoring with the vacuum vector. Let $D$ be a dense subspace of h. Vectors $u \mathrm{e}(f)$ and $v \mathrm{e}(g)$ with $u, v \in D$ and $f, g \in \mathcal{M}$, $f \neq g$ are linearly independent and the set $\mathrm{h} \odot \mathcal{E}$ is dense in $\mathcal{H}$. Therefore we can determine linear (possibly unbounded) operators on $\mathcal{H}$ by defining their action on $h \odot \mathcal{E}$.

Definition 2.1. An operator process on $D$ is a family $X=\left(X_{t} ; t \geq 0\right)$ of operators on $\mathcal{H}$ satisfying:
(i) $\bigcap_{t \geq 0} \operatorname{Dom}\left(X_{t}\right) \supset D \odot \mathcal{E}$,
(ii) $t \mapsto X_{t} u e(f)$ is strongly measurable,
(iii) $X_{t} u e\left(\left.f\right|_{[0, t[ }\right) \in \mathrm{h} \otimes \mathcal{F}_{t}$, and $X_{t} u e(f)=\left[X_{t} u e\left(\left.f\right|_{[0, t[ }\right)\right] \otimes e\left(\left.f\right|_{[t, \infty[ }\right)$,
for all $u \in D, f \in \mathcal{M}$ and $t>0$.
Any process satisfying the further condition
(iv) $\int_{0}^{t}\left\|X_{s} u e(f)\right\|^{2} d s<\infty$ for all $t>0$,
is called stochastically integrable.
Note that condition (ii) is equivalent to weak measurability since all the Hilbert spaces here are separable. Hudson and Parthasarathy [26] defined stochastic integrals $\int_{0}^{t} X_{s} d \Lambda_{\beta}^{\alpha}(s)$ where $\Lambda_{\beta}^{\alpha}$ is one of the fundamental noise process defined with respect to the fixed basis of k . The integral has domain $D \odot \mathcal{E}$ and the map $t \mapsto \int_{0}^{t} X_{s} d \Lambda_{\beta}^{\alpha}(s)$ is strongly continuous on this domain.

The quantum noises in $\mathcal{H},\left\{\Lambda_{\beta}^{\alpha} \mid \alpha, \beta \geq 0\right\}$ are defined by

$$
\begin{array}{lr}
\Lambda_{\beta}^{0}(t)=A^{+}\left(1_{[0, t]} \otimes\left|e_{\beta}\right\rangle\right)=A_{\beta}^{\dagger}(t) \text { if } \beta>0 \\
\Lambda_{\beta}^{\alpha}(t)=\Lambda\left(1_{[0, t]} \otimes\left|e_{\beta}\right\rangle\left\langle e_{\alpha}\right|\right) & \text { if } \alpha, \beta>0 \\
\Lambda_{0}^{\alpha}(t)=A\left(1_{[0, t]} \otimes\left\langle e_{\alpha}\right|\right) & =A^{\alpha}(t) \text { if } \alpha>0 \\
\Lambda_{0}^{0}(t)=t \mathbb{1}
\end{array}
$$

where $A^{+}, A, \Lambda$ denote respectively the creation, annihilation and gauge operators in $\mathcal{F}$ defined, for each $u \in \mathrm{~h}$ and each $\mathrm{e}(f) \in \mathcal{F}$ by

$$
\begin{aligned}
A^{+}\left(1_{[0, t]} \otimes\left|e_{m}\right\rangle\right) u \mathrm{e}(f) & =\left.\frac{d}{d \epsilon} u \mathrm{e}\left(f+\epsilon 1_{[0, t]} e_{m}\right)\right|_{\epsilon=0} \\
\Lambda\left(1_{[0, t]} \otimes\left|e_{m}\right\rangle\left\langle e_{\ell}\right|\right) u \mathrm{e}(f) & =-\left.i \frac{d}{d \epsilon} u e\left(e^{i \epsilon 1_{[0, t]} \otimes\left|e_{m}\right\rangle\left\langle e_{\ell}\right|} f\right)\right|_{\epsilon=0} \\
A\left(1_{[0, t]} \otimes\left\langle e_{\ell}\right|\right) u \mathrm{e}(f) & =\left\langle e_{\ell} 1_{[0, t]}, f\right\rangle u \mathrm{e}(f) .
\end{aligned}
$$

We refer to the books of Meyer [31] and Parthasarathy [34] or Attal [7] for the theory of quantum stochastic calculus. This could be developed also using the language of white noise analysis through Wick products (see Obata [33]). We prefer, however, to use a language closer to the original (Hudson and Parthasarathy [26]) which is presently more widespread.

A stochastic integral $I_{t}^{X}=I_{0}^{X}+\int_{0}^{t} X_{s} d \Lambda_{\beta}^{\alpha}(s)$, with $I_{0}^{X}$ operator on h satisfies the so-called first fundamental formula of quantum stochastic calculus

$$
\begin{equation*}
\left\langle v \mathrm{e}(g), I_{t}^{X} u \mathrm{e}(f)\right\rangle=\left\langle v \mathrm{e}(g), I_{0}^{X} u \mathrm{e}(f)\right\rangle+\int_{0}^{t} g_{\beta}(s) f^{\alpha}(s)\left\langle v \mathrm{e}(g), X_{s} u \mathrm{e}(f)\right\rangle d s \tag{1}
\end{equation*}
$$

for all $u \in \mathrm{~h}, v \in D, f, g \in \mathcal{M}$ and $t>0$. Here $f^{\alpha}$ are the components of the k -valued function $f$, by convention we set $f^{0}=1$ and $f_{\alpha}(s)=\overline{f^{\alpha}(s)}$. The second fundamental formula, the Itô formula, gives the product $\left\langle I_{t}^{Y} v \mathrm{e}(g), I_{t}^{X} u \mathrm{e}(f)\right\rangle$ of $I_{t}^{X}$ with another stochastic integral $I_{t}^{Y}=I_{0}^{Y}+\int_{0}^{t} Y_{s} d \Lambda_{\nu}^{\mu}(s)$ as

$$
\begin{align*}
& \left\langle I_{0}^{Y} v \mathrm{e}(g), I_{0}^{X} u \mathrm{e}(f)\right\rangle+\int_{0}^{t}\left\{\left\langle I_{s}^{Y} v \mathrm{e}(g), X_{s} u \mathrm{e}(f)\right\rangle g_{\beta}(s) f^{\alpha}(s)\right.  \tag{2}\\
& \left.+\left\langle Y_{s} v \mathrm{e}(g), I_{s}^{X} u \mathrm{e}(f)\right\rangle g_{\mu}(s) f^{\nu}(s)+\widehat{\delta}_{\beta}^{\nu}\left\langle Y_{s} v \mathrm{e}(g), X_{s} u \mathrm{e}(f)\right\rangle g_{\mu}(s) f^{\alpha}(s)\right\} d s
\end{align*}
$$

where $\widehat{\delta}$ is the matrix defined by $\widehat{\delta}_{\beta}^{\nu}=1$ if $\nu=\beta>0$ and $\widehat{\delta}_{\beta}^{\nu}=0$ otherwise. The Itô formula is written shortly as

$$
d \Lambda_{\mu}^{\nu} d \Lambda_{\beta}^{\alpha}=\widehat{\delta}_{\beta}^{\nu} d \Lambda_{\mu}^{\alpha}
$$

The following inequality can be proved by a simple application of the Itô formula together with the Gronwall lemma. It plays an important role in the construction of the solution of the simplest QSDE.
Proposition 2.2. Let $X_{\beta}^{\alpha}(\alpha, \beta \geq 0)$ be stochastically integrable processes such that

$$
\sum_{\beta \geq 0} \int_{0}^{t}\left\|X_{\beta}^{\alpha}(r) u e(f)\right\|^{2} d r<+\infty
$$

for all $t>0, u \in D, f \in \mathcal{M}$ and all $\alpha$. For each and $t>s \geq 0$ the series $\sum_{\alpha, \beta} \int_{s}^{t} X_{\beta}^{\alpha}(r) d \Lambda_{\alpha}^{\beta}(r)$ ue $(f)$ is norm convergent and

$$
\left\|\sum_{\alpha, \beta} \int_{s}^{t} X_{\beta}^{\alpha}(r) d \Lambda_{\alpha}^{\beta}(r) u e(f)\right\|^{2} \leq c_{s}^{t}(f) \int_{s}^{t} \sum_{\alpha, \beta}\left\|X_{\beta}^{\alpha}(r) u e(f)\right\|^{2}\left|f_{\alpha}(r)\right|^{2} d r
$$

where $c_{s}^{t}(f)$ is the constant

$$
c_{s}^{t}(f)=2 d(f) \mathrm{e}^{\int_{s}^{t}\left(1+|f(r)|^{2}\right) d r}
$$

with $d(f)$ number of non identically 0 components $f^{\beta}$ and $|f(r)|^{2}=\sum_{k \geq 1}\left|f^{k}(r)\right|^{2}$.

Proof. Let $Z_{s}^{t}$ denote the left-hand side stochastic integral. By the Itô formula we have

$$
\begin{aligned}
\left\|Z_{s}^{t} u \mathrm{e}(f)\right\|^{2} & =2 \Re e \sum_{\alpha, \beta \geq 0} \int_{s}^{t}\left\langle Z_{s}^{r} u \mathrm{e}(f), X_{\beta}^{\alpha}(r) u \mathrm{e}(f)\right\rangle f_{\alpha}(r) f^{\beta}(r) d r \\
& +\sum_{\nu, \alpha \geq 0} \sum_{\ell \geq 1} \int_{s}^{t}\left\langle X_{\ell}^{\nu}(r) u \mathrm{e}(f), X_{\ell}^{\alpha}(r) u \mathrm{e}(f)\right\rangle f_{\alpha}(r) f^{\nu}(r) d r \\
& =2 \Re e \sum_{\beta \geq 0} \int_{s}^{t}\left\langle Z_{s}^{r} u \mathrm{e}(f), \sum_{\alpha \geq 0} f_{\alpha}(r) X_{\beta}^{\alpha}(r) u \mathrm{e}(f)\right\rangle f^{\beta}(r) d r \\
& +\sum_{\ell \geq 1} \int_{s}^{t}\left\|\sum_{\alpha \geq 0} f_{\alpha}(r) X_{\ell}^{\alpha}(r) u \mathrm{e}(f)\right\|^{2} d r
\end{aligned}
$$

For each $\beta \geq 0$ let

$$
x_{\beta}(r)=\sum_{\alpha \geq 0} f_{\alpha}(r) X_{\beta}^{\alpha}(r) u \mathrm{e}(f)
$$

The Schwarz inequality for the scalar product $\langle\cdot, \cdot\rangle$ in $\mathcal{H}$ and for the double integral given by sum on $\beta \geq 0$ together with the integral on $[s, t]$ shows that the term $2 \Re e(\cdots)$ is not bigger than

$$
2\left(\int_{s}^{t} \sum_{\beta \geq 0}\left\|Z_{s}^{r} u \mathrm{e}(f)\right\|^{2}\left|f^{\beta}(r)\right|^{2} d r\right)^{1 / 2} \cdot\left(\int_{s}^{t} \sum_{\beta \geq 0}\left\|x_{\beta}(r) u \mathrm{e}(f)\right\|^{2} d r\right)^{1 / 2}
$$

Thus, since $\sum_{\beta \geq 0}\left|f^{\beta}(r)\right|^{2}=\left(1+|f(r)|^{2}\right)$, the elementary inequality for positive real numbers $2 a b \leq a^{2}+b^{2}$ leads to the inequality

$$
\left\|Z_{s}^{t} u \mathrm{e}(f)\right\|^{2} \leq \int_{s}^{t}\left\|Z_{s}^{r} u \mathrm{e}(f)\right\|^{2}\left(1+|f(r)|^{2}\right) d r+2 \int_{s}^{t} \sum_{\beta \geq 0}\left\|x_{\beta}(r) u \mathrm{e}(f)\right\|^{2} d r
$$

and then, by Gronwall Lemma,

$$
\left\|Z_{s}^{t} u \mathrm{e}(f)\right\|^{2} \leq 2 \mathrm{e}^{\int_{s}^{t}\left(1+|f(r)|^{2}\right) d r} \int_{s}^{t} \sum_{\beta \geq 0}\left\|x_{\beta}(r) u \mathrm{e}(f)\right\|^{2} d r
$$

Now the norm inequality

$$
\left\|x_{\beta}(r)\right\|^{2} \leq d(f) \sum_{\alpha \geq 0}\left\|X_{\beta}^{\alpha}(r) u \mathrm{e}(f)\right\|^{2}\left|f_{\alpha}(r)\right|^{2}
$$

implies then the claimed inequality.
The inequality in Proposition 2.2 allows us to establish estimates on iterated stochastic integrals and then solving the simplest quantum stochastic differential equations by the usual Picard iteration method. The analogs in other stochastic calculi (fermion, free, boolean, ...) lead to similar results for quantum stochastic differential equations driven by other noises.

## 3 Existence and uniqueness

We now study the left and right QSDE:

$$
\begin{align*}
& d V_{t}=V_{t} G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(t), \quad V_{0}=\mathbb{1},  \tag{3}\\
& d U_{t}=F_{\beta}^{\alpha} U_{t} d \Lambda_{\alpha}^{\beta}(t), \quad U_{0}=\mathbb{1}, \tag{4}
\end{align*}
$$

where $G=\left[G_{\beta}^{\alpha}\right]_{\alpha, \beta \geq 0}$ and $F=\left[F_{\beta}^{\alpha}\right]_{\alpha, \beta \geq 0}$ are matrices of operators on h , and Einstein's summation convention for repeated indices applies, with greek indices running from 0 and roman indices running from 1.

Here we will look for contractive solutions of these equations, that is $V$ or $U$ such that $V_{t}$ or $U_{t}$ is a contractive operator for each $t$. Indeed, this is by far the most interesting case in the applications.

Let $D \subset \mathrm{~h}$ be a dense subspace.
Definition 3.1. An operator process $V$ is $a$ solution of (3) on $D \odot \mathcal{E}$ for the operator matrix $G$ if
(Li) $D \subset \bigcap_{\alpha, \beta} \operatorname{Dom}\left(G_{\beta}^{\alpha}\right)$,
(Lii) the linear manifold $\left(\cup_{\alpha, \beta} G_{\beta}^{\alpha}(D)\right) \odot \mathcal{E}$ is contained in the domain of $V_{t}$ for all $t \geq 0$, the processes $\left(V_{t} G_{\beta}^{\alpha} ; t \geq 0\right)$ are stochastically integrable and

$$
\sum_{\beta \geq 0} \int_{0}^{t}\left\|V_{s} G_{\beta}^{\alpha} u \mathrm{e}(f)\right\|^{2} d s<\infty
$$

for all $\alpha \geq 0, u \in D, f \in \mathcal{M}$,
(Liii)

$$
V_{t}=\mathbb{1}+\int_{0}^{t} V_{s} G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(s) .
$$

for all $t \geq 0$.
The integrability condition in (Lii) is obviously satisfied when the Hilbert space k is finite dimensional.

For the right equation (4) the situation is in general more complex since there is no reason to expect that, for any solution $U$, the range of each $U_{t}$ should lie in an algebraic tensor product of the form $D^{\prime} \odot \mathcal{F}$. For this reason we only define solutions of (4) when each component $F_{\beta}^{\alpha}$ of $F$ is closable. In this case it can be shown (e.g. Fagnola and Wills [22], Section 1) that the standard ampliation $F_{\beta}^{\alpha} \odot 1$ to $\mathcal{H}$ is closable.

Let $D$ be as above.
Definition 3.2. A process $U$ is a solution of $(R)$ on $D \odot \mathcal{E}$ for the operator matrix $F$ if
$(R i) \bigcup_{t} U_{t}(D \odot \mathcal{E}) \subset \bigcap_{\alpha, \beta} \operatorname{Dom}\left(\overline{F_{\beta}^{\alpha} \odot 1}\right)$,
(Rii) each process $\overline{F_{\beta}^{\alpha} \odot 1} U$ is stochastically integrable, and

$$
\sum_{\beta \geq 0} \int_{0}^{t}\left\|\overline{F_{\beta}^{\alpha} \odot 1} U_{s} u \mathrm{e}(f)\right\|^{2} d s<\infty
$$

for all $\alpha \geq 0, u \in D, f \in \mathcal{M}$,
(Riii)

$$
U_{t}=\mathbb{1}+\int_{0}^{t} \overline{F_{\beta}^{\alpha} \odot 1} U_{s} d \Lambda_{\alpha}^{\beta}(s) .
$$

In order to deal with stochastic equations driven by a possibly infinite number of noises (i.e. with k infinite dimensional), in this Section, we shall assume that the operators $G_{\beta}^{\alpha}$ and $F_{\beta}^{\alpha}$ satisfy the so-called Mohari-Sinha summability condition: for all $\alpha \geq 0$ there exists a constant $c(\alpha)$ such that

$$
\begin{equation*}
\sum_{\beta \geq 0}\left\|G_{\beta}^{\alpha} u\right\|^{2} \leq c(\alpha)^{2}\|u\|^{2}, \quad \sum_{\beta \geq 0}\left\|F_{\beta}^{\alpha} u\right\|^{2} \leq c(\alpha)^{2}\|u\|^{2} \tag{5}
\end{equation*}
$$

for all $u \in D$ where $c(\alpha)$ is a positive real constant.
Since the domain $D$ is dense in h , the above condition implies that the operators $G_{\beta}^{\alpha}$ and $F_{\beta}^{\alpha}$ are bounded and the inequality (5) holds for all $u \in \mathrm{~h}$. Moreover, note that these inequalities imply that the column of operators $\left[G_{\beta}^{0} G_{\beta}^{1} \ldots\right]^{T}$ defines a bounded operator on $\mathrm{h} \rightarrow \oplus_{\alpha \geq 0} \mathrm{~h}$ for each $\beta$. Of course, when the Hilbert space k is finite dimensional, (5) is equivalent to boundedness of all the $G_{\beta}^{\alpha}$ and $F_{\beta}^{\alpha}$.

It is easy to prove the following
Theorem 3.3. Suppose that (5) holds. There exist operator processes $\left(V_{t} ; t \geq 0\right)$ and $\left(U_{t} ; t \geq\right.$ 0 ) solving (3) and (4) on $\mathrm{h} \odot \mathcal{E}$.
Proof. Both the operator processes $\left(V_{t} ; t \geq 0\right)$ and $\left(U_{t} ; t \geq 0\right)$ will be constructed via the Picard iteration method.

We first consider the left equation (3). Define by recurrence the sequence of stochastically integrable processes on $\mathrm{h} \odot \mathcal{E}$

$$
V_{t}^{(0)}=\mathbb{1}, \quad V_{t}^{(n+1)}=\int_{0}^{t} V_{s}^{(n)} G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(s) .
$$

Applying Proposition 2.2, it is easy to prove by induction that, $\left(V^{(n)}\right)_{n \geq 0}$ is a sequence of stochastically integrable processes and, for all $u \in \mathrm{~h}, t \geq 0$ and $f \in \mathcal{M}$, the following inequality holds

$$
\begin{align*}
\left\|V_{t}^{(n)} u \mathrm{e}(f)\right\|^{2} \leq & \|u\|^{2}\left(c_{0}^{t}(f)\right)^{n}\left(\max _{\left\{\alpha \geq 0 \mid f^{\alpha} \neq 0\right\}} c(\alpha)\right)^{2 n} \\
& \cdot\left(\int_{0}^{t}\left(1+|f(s)|^{2}\right) d s\right)^{n} / n! \tag{6}
\end{align*}
$$

where $c_{0}^{t}(f)$ is the constant as in Proposition 2.2. Therefore the series

$$
\sum_{n \geq 0} V_{t}^{(n)} u \mathrm{e}(f)
$$

is convergent in the norm topology on $\mathcal{H}$ for all $u \in \mathrm{~h}$ and $f \in \mathcal{M}$. By defining $V_{t} u \mathrm{e}(f)$ as its limit we find an operator process $V$. It is easy to check that it is stochastically integrable on $\mathrm{h} \odot \mathcal{E}$.

Moreover, for all $n \geq 0$, we have

$$
\sum_{m=0}^{n} V_{t}^{(m)}=\mathbb{1}+\sum_{m=1}^{n} V_{t}^{(m)}=\mathbb{1}+\int_{0}^{t} \sum_{m=0}^{n-1} V_{s}^{(m)} G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(s) .
$$

Letting $n$ tend to infinity it follows that the process $\left(V_{t} ; t \geq 0\right)$ is a solution of (3) on $\mathrm{h} \odot \mathcal{E}$.
The proof for (4) is similar. We omit it.
If we knew that the solution of (3) for $G_{\beta}^{\alpha}=\left(F_{\beta}^{\alpha}\right)^{*}$ is bounded we could find a solution of (4) simply by taking the adjoint $U_{t}=\left(V_{t}\right)^{*}$. Unfortunately, in general, there is no reason for $\mathrm{h} \odot \mathcal{E}$ to be contained in the domain of $\left(V_{t}\right)^{*}$.

The natural uniqueness result is, perhaps surprisingly, slightly different for the right and left equation.

Theorem 3.4. Suppose that (5) holds. Then:

1. the operator processes $\left(U_{t} ; t \geq 0\right)$ on $\mathrm{h} \odot \mathcal{E}$ solving (4) on $h \odot \mathcal{E}$ is unique,
2. the operator processes $\left(V_{t} ; t \geq 0\right)$ on $\mathrm{h} \odot \mathcal{E}$ solving (3) on $h \odot \mathcal{E}$ is unique among the operator processes satisfying

$$
I(V, t, f)=\sup _{0 \leq s \leq t,\|u\| \leq 1}\left\|V_{s} u e(f)\right\|^{2}<+\infty
$$

for all $f \in \mathcal{M}$ and $t \geq 0$.
Proof. Let $\left(U_{t}^{(1)} ; t \geq 0\right)$ and $\left(U_{t}^{(2)} ; t \geq 0\right)$ be two operator processes solving (4) and let $Z_{t}=U_{t}^{(1)}-U_{t}^{(2)}$. Then

$$
Z_{t}=\int_{0}^{t} F_{\beta}^{\alpha} Z_{s} d \Lambda_{\alpha}^{\beta}(s)
$$

By Proposition 2.2, for all $u \in \mathrm{~h}, t>0$ and $f \in \mathcal{M}$ we have

$$
\begin{aligned}
\left\|Z_{t} u \mathrm{e}(f)\right\|^{2} & \leq c_{0}^{t}(f) \sum_{\alpha, \beta} \int_{0}^{t}\left\|F_{\beta}^{\alpha} Z_{s} u \mathrm{e}(f)\right\|^{2}\left|f_{\alpha}(s)\right|^{2} d s \\
& \leq c_{0}^{t}(f) \sum_{\alpha \geq 0} c(\alpha)^{2} \int_{0}^{t}\left\|Z_{s} u \mathrm{e}(f)\right\|^{2}\left|f_{\alpha}(s)\right|^{2} d s \\
& \leq c_{0}^{t}(f)\left(\max _{\left\{\alpha \geq 0 \mid f^{\alpha} \neq 0\right\}} c(\alpha)\right)^{2} \int_{0}^{t}\left\|Z_{s} u \mathrm{e}(f)\right\|^{2}\left(1+|f(s)|^{2}\right) d s
\end{aligned}
$$

It follows then, from Gronwall's lemma, that $\left\|Z_{t} u \mathrm{e}(f)\right\|=0$.
We prove now the second statement.
The difference $Z_{t}$ of two solutions $\left(V_{t}^{(1)} ; t \geq 0\right)$ and $\left(V_{t}^{(2)} ; t \geq 0\right)$ of (3) satisfies now

$$
Z_{t}=\int_{0}^{t} Z_{s} G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(s)
$$

Thus, for all $u \in \mathrm{~h}, t>0$ and $f \in \mathcal{M}$, we have

$$
\left\|Z_{t} u \mathrm{e}(f)\right\|^{2} \leq c_{0}^{t}(f) \sum_{\alpha, \beta} \int_{0}^{t}\left\|Z_{s} G_{\beta}^{\alpha} u \mathrm{e}(f)\right\|^{2}\left|f_{\alpha}(s)\right|^{2} d s
$$

An $n$-times iteration of this formula shows that $\left\|Z_{t} u \mathrm{e}(f)\right\|^{2}$ is not bigger than $\left(c_{0}^{t}(f)\right)^{n}$ times

$$
\sum_{\alpha_{1}, \beta_{1}, . ., \alpha_{n}, \beta_{n}} \int_{0}^{t} d s_{1} \int_{0}^{s_{1}} . \cdot \int_{0}^{s_{n-1}} d s_{n}\left\|Z_{s} G_{\beta_{n}}^{\alpha_{n}} . . G_{\beta_{1}}^{\alpha_{1}} u \mathrm{e}(f)\right\|^{2}\left|f_{\alpha_{n}}\left(s_{n}\right)\right|^{2} . .\left|f_{\alpha_{1}}\left(s_{1}\right)\right|^{2}
$$

By the initial space boundedness condition this is not bigger than a constant $I(Z, t, f):=$ $2\left(I\left(V^{(1)}, t, f\right)+I\left(V^{(2)}, t, f\right)\right)$ times

$$
\sum_{\alpha_{1}, \beta_{1}, \ldots, \alpha_{n}, \beta_{n}}\left\|G_{\beta_{n}}^{\alpha_{n}} \ldots G_{\beta_{1}}^{\alpha_{1}} u\right\|^{2} \int_{0}^{t} d s_{1} \int_{0}^{s_{1}} \ldots \int_{0}^{s_{n-1}} d s_{n}\left|f_{\alpha_{n}}\left(s_{n}\right)\right|^{2} \ldots\left|f_{\alpha_{1}}\left(s_{1}\right)\right|^{2}
$$

It follows then form (5) that, for all $n \geq 1,\left\|Z_{t} u \mathrm{e}(f)\right\|^{2}$ is not bigger than $I(Z, t, f)$ times

$$
\begin{aligned}
& \left(c_{0}^{t}(f)\right)^{n} \sum_{\alpha_{1}, . ., \alpha_{n}}\left(c\left(\alpha_{1}\right) . . c\left(\alpha_{n}\right)\right)^{2} \int_{0}^{t} d s_{1} \int_{0}^{s_{1}} \cdot \cdot \int_{0}^{s_{n-1}} d s_{n}\left|f_{\alpha_{n}}\left(s_{n}\right)\right|^{2} . .\left|f_{\alpha_{1}}\left(s_{1}\right)\right|^{2} \\
\leq & \left(c_{0}^{t}(f)\right)^{n} \sum_{\alpha_{1}, . ., \alpha_{n}}\left(\max _{\left\{\alpha \mid f^{\alpha} \neq 0\right\}} c(\alpha)\right)^{2 n}\left(\int_{0}^{t}\left(1+|f(s)|^{2}\right) d s\right)^{n} / n!.
\end{aligned}
$$

The conclusion follows then letting $n$ tend to infinity.
Remarks. (a) Note that the solution is unique when the initial conditions $U_{0}, V_{0}$ are arbitrary operators on $h$.
(b) An operator process satisfying condition 2. is called initial space bounded. If a process $\left(X_{t} ; t \geq 0\right)$ is locally bounded, i.e. $\sup _{0 \leq s \leq t}\left\|X_{s}\right\|<+\infty$ for all $t>0$, then it is obviously initial space bounded. The solutions of (3) and (4) obtained by Picard iteration are initial space bounded as a consequence of (6).

## 4 Unitary solutions

We now start studying the properties of solutions.
An operator process $X=\left(X_{t} ; t \geq 0\right)$ is bounded (resp. a contraction, an isometry, a coisometry, a unitary) process if each operator $X_{t}$ is bounded (resp. a contraction, an isometry, a coisometry, a unitary).

Let $G=\left[G_{\beta}^{\alpha}\right]_{\alpha, \beta \geq 0}$ be a matrix of operators on h. Put $\operatorname{Dom}[G]=\cap_{\alpha, \beta \geq 0} \operatorname{Dom}\left(G_{\beta}^{\alpha}\right)$. Then given any self-adjoint operator $X$ on $h$ and subspace $D \subset \operatorname{Dom}(X) \cap \operatorname{Dom}[G]$ such that $G_{\beta}^{\ell}(D) \subset \operatorname{Dom}(X)$ for all $\ell \geq 1, \beta \geq 0$,

$$
\begin{equation*}
\left(\left(u^{\gamma}\right),\left(v^{\nu}\right)\right) \mapsto\left\langle X u^{\alpha}, G_{\beta}^{\alpha} v^{\beta}\right\rangle+\left\langle G_{\alpha}^{\beta} u^{\alpha}, X v^{\beta}\right\rangle+\left\langle G_{\alpha}^{\ell} u^{\alpha}, X G_{\beta}^{\ell} v^{\beta}\right\rangle \tag{7}
\end{equation*}
$$

defines a sesquilinear form on $\left(\oplus_{\alpha \geq 0} D\right) \times\left(\oplus_{\alpha \geq 0} D\right)$ (Einstein's summation convention for repeated indices applies). The domain of this form, in order to avoid summation technicalities, will be the linear manifold of vectors $\left(u^{\gamma}\right) \in \oplus_{\alpha \geq 0} D$ with only finitely many nonzero components. We denote this form by $\theta_{G}(X)$, and say that $\theta_{G}(X)$ is defined as a form on $D$ if we need to make precise the domain of definition. Note that if $X \in \mathcal{B}(\mathrm{~h})$ then $\theta_{G}(X)$ is well-defined as a form on $\operatorname{Dom}[G]$. Moreover, if k is $d$-dimensional and the operators $G_{\beta}^{\alpha}$ are bounded, then $\theta_{G}(X)$ is a bounded form to which there is associated a bounded operator on $\left(\oplus^{(d+1)} \mathrm{h}\right) \times\left(\oplus^{(d+1)} \mathrm{h}\right)$. In this case the linear map $\theta_{G}: \mathcal{B}(\mathrm{h}) \rightarrow \mathrm{M}_{d+1}(\mathcal{B}(\mathrm{~h}))$ is given by

$$
\theta_{G}(X)=\left(X \otimes 1_{d+1}\right) G+G^{*}\left(X \otimes 1_{d+1}\right)+G^{*} \Delta(X) G
$$

where $\Delta(X)=\operatorname{diag}\{0, X, \ldots, X\} \in \mathrm{M}_{d+1}(\mathcal{B}(\mathrm{~h}))$ and $1_{d+1}$ is the identity matrix in $C^{d+1}$.
Properties of solutions $U$ and $V$ like boundedness, contractivity, isometry and unitarity are closely related to properties of $\theta_{F}(\mathbb{1})$ and $\theta_{G}(\mathbb{1})$. Indeed, we can prove the following

Theorem 4.1. Suppose that $F=\left[F_{\beta}^{\alpha}\right]$ is a matrix of bounded operators on h and (5) holds. Let $U$ be the unique solution of (4). Then the following are equivalent:

1. the process $U$ is a contraction (resp. an isometry),
2. we have $\theta_{F}(\mathbb{1}) \leq 0\left(\right.$ resp. $\left.\theta_{F}(\mathbb{1})=0\right)$.

Proof. $1 \Rightarrow 2$. Let $\xi=\sum_{k} u_{k} \mathrm{e}\left(f_{k}\right)$ for some finite sets $\left\{u_{k}\right\}$ of h and $\left\{f_{k}\right\}$ of $\mathcal{M}$. Then

$$
\begin{align*}
\int_{0}^{t}\{\langle & \left.U_{s} \varphi^{\alpha}(s), F_{\beta}^{\alpha} U_{s} \varphi^{\beta}(s)\right\rangle+\left\langle F_{\alpha}^{\beta} U_{s} \varphi^{\alpha}(s), U_{s} \varphi^{\beta}(s)\right\rangle  \tag{8}\\
& \left.+\left\langle F_{\alpha}^{i} U_{s} \varphi^{\alpha}(s), F_{\beta}^{i} U_{s} \varphi^{\beta}(s)\right\rangle\right\} d s=\left\|U_{t} \xi\right\|^{2}-\|\xi\|^{2} \leq 0
\end{align*}
$$

by (2), where $\varphi^{\alpha}(s)=\sum_{k} f_{k}^{\alpha}(s) u_{k} \mathrm{e}\left(f_{k}\right)$ is the $\alpha$-th component of a vector $\varphi(s)$ in $\left(\oplus_{\alpha \geq 0} \mathrm{~h}\right) \otimes \mathcal{F}=\oplus_{\alpha \geq 0}(\mathrm{~h} \otimes \mathcal{F})$. If we choose the $f_{k}$ to be continuous then we can differentiate the above at 0 to get

$$
0 \geq \theta_{F}(\mathbb{1})(\varphi(0), \varphi(0))
$$

Varying the $f_{k}$ and $u_{k}$ then gives the result, and note that if $U$ is an isometry process then the inequality in (8) becomes an equality.
$2 \Rightarrow 1$. For all $\xi$ as above, by the Itô formula, we have

$$
\left\|U_{t} \xi\right\|^{2}=\|\xi\|^{2}+\int_{0}^{t}\left\langle U_{s} \varphi(s), \theta_{F}(\mathbb{1}) U_{s} \varphi(s)\right\rangle d s
$$

(here the scalar product is in $\oplus_{\alpha \geq 0}(\mathrm{~h} \otimes \mathcal{F})$ and the operators $U_{s}$ act as $U_{s} \varphi(s)=\left(U_{s} \varphi^{0}(s)\right.$, $\left.\ldots, U_{s} \varphi^{k}(s), \ldots\right)$ ). The conclusion is immediate.

By taking the adjoints we find a similar result also holds for the left equation.
Corollary 4.2. Suppose that $G=\left[G_{\beta}^{\alpha}\right]$ is a matrix of bounded operators on h and (5) holds. Denote by $G^{\dagger}$ the adjoint matrix $G^{\dagger}=\left[\left(G_{\alpha}^{\beta}\right)^{*}\right]$. Let $V$ be the unique initial space bounded solution of (3). Then the following are equivalent:

1. the process $V$ is a contraction,
2. we have $\theta_{G^{\dagger}}(\mathbb{1}) \leq 0$.

Proof. If the operators $V_{t}$ are contractions then the adjoint operators $U_{t}=V_{t}^{*}$ are also contractions and satisfy the right QSDE $d U_{t}=\left(G_{\alpha}^{\beta}\right)^{*} U_{t} d \Lambda_{\alpha}^{\beta}$. Therefore, by Theorem 4.1, we have $\theta_{G^{\dagger}}(\mathbb{1}) \leq 0$.

Conversely, if 2 holds, then the unique contraction operator process satisfying the right QSDE $d U_{t}=\left(G_{\alpha}^{\beta}\right)^{*} U_{t} d \Lambda_{\alpha}^{\beta}$ with $U_{0}=\mathbb{1}$ is contractive. The adjoint family $\left(U_{t}^{*}\right)_{t \geq 0}$ is also a contraction (thus initial space bounded) process on $\mathrm{h} \odot \mathcal{E}$ and satisfies (3). By uniqueness it follows that the operators $V_{t}=U_{t}^{*}$ are also contractions.

The reader noticed a lack of symmetry between Theorem 4.1 for the right equation and Corollary 4.2 for the left equation. Indeed, condition $\theta_{F}(\mathbb{1}) \leq 0$ for the right equation should correspond to $\theta_{G}(\mathbb{1}) \leq 0$ for the left equation. Conditions $\theta_{G}(\mathbb{1}) \leq 0$ and $\theta_{G^{\dagger}}(\mathbb{1}) \leq 0$, however, are equivalent. This follows from the identity

$$
\left(\mathbb{1}+\Delta G^{*}\right)^{*} \theta_{G}(X)\left(\mathbb{1}+\Delta G^{*}\right)=\theta_{G^{\dagger}}(\mathbb{1})+\theta_{G^{\dagger}}(\mathbb{1})^{*} \theta_{G^{\dagger}}(\mathbb{1}) .
$$

We now characterise isometry processes solving (3).

Proposition 4.3. Suppose that $G=\left[G_{\beta}^{\alpha}\right]$ is a matrix of bounded operators on h and (5) holds. Let $V$ be the unique initial space bounded solution of (3). Then the following are equivalent:

1. the process $V$ is an isometry,
2. we have $\theta_{G}(\mathbb{1})=0$.

Proof. $1 \Rightarrow 2$. This follows from a differentiation at $t=0$ argument as $1 \Rightarrow 2$ in Theorem 4.1.
$2 \Rightarrow 1$. Fix $g, f \in \mathcal{M}$. For all $v, u \in \mathrm{~h}$ let $\psi_{t}(v, u)=\langle v \mathrm{e}(g), u \mathrm{e}(f)\rangle-\left\langle V_{t} v \mathrm{e}(g), V_{t} u \mathrm{e}(f)\right\rangle$. Condition 2 implies that the maps $\psi_{t}(\cdot, \cdot)$ satisfy the integral equation (Einstein's summation convention for repeated indices applies)

$$
\psi_{t}(v, u)=\int_{0}^{t}\left\{\psi_{s}\left(v, G_{\beta}^{\alpha} u\right)+\psi_{s}\left(G_{\alpha}^{\beta} v, u\right)+\psi_{s}\left(G_{\alpha}^{\ell} v, G_{\beta}^{\ell} u\right)\right\} g_{\beta}(s) f^{\alpha}(s) d s
$$

We now show that $\psi_{t}(v, u)=0$ for all $v, u \in \mathrm{~h}$. Indeed, iterating the above equation, the same arguments of the proof of Theorem 3.4 yield the inequality

$$
\left|\psi_{t}(v, u)\right| \leq(I(V, t, f) I(V, t, g))^{1 / 2} \frac{\kappa^{n}}{n!}\left(\int_{0}^{t}\left(1+|g(s)|^{2}+|f(s)|^{2}\right) d s\right)^{2 n}
$$

for all $n \geq 1$ where $\kappa$ is a constant depending on $t, f, g, G$. The conclusion follows letting $n$ tend to infinity.

It can be shown easily (taking the adjoints) that the process $V$ is a coisometry if and only if $\theta_{G^{\dagger}}(\mathbb{1})=0$ and the process $U$ is a coisometry if and only if $\theta_{F^{\dagger}}(\mathbb{1})=0$. The above results allow to prove immediately the characterisation of unitary solutions of (3) and (4)

Theorem 4.4. Suppose that $G=\left[G_{\beta}^{\alpha}\right]$ and $F=\left[F_{\beta}^{\alpha}\right]$ are matrices of bounded operators on h and (5) holds. Let $V$ be the unique initial space bounded solution of (3) and let $U$ be the unique solution of (4).

1. The process $V$ is unitary if and only if $\theta_{G}(\mathbb{1})=0$ and $\theta_{G^{\dagger}}(\mathbb{1})=0$.
2. The process $U$ is unitary if and only if $\theta_{F}(\mathbb{1})=0$ and $\theta_{F^{\dagger}}(\mathbb{1})=0$.

Remark. If all the $G_{\beta}^{\alpha}$ with $\alpha+\beta>0$ vanish then the solution of (3) is unitary if and only if $G_{0}^{0}+\left(G_{0}^{0}\right)^{*}=0$ i.e. $G=i H$ with $H$ self-adjoint. The same conclusion holds for the right equation. Thus (3) and (4) are quantum stochastic generalisations of the Schroedinger equation.

## 5 Emergence of $\mathbf{H}$-P equations in physical applications

Quantum stochastic differential equations are a natural tool in the theory of continual measurements in Quantum Mechanics (see the survey paper by A. Barchielli [8] in these lecture notes and the references therein), the theory of quantum filtering and control (Belavkin [9]) and arise from suitable limits of quantum mechanical evolution equations (see e.g. von Waldenfels [39]).

In this section we outline the deduction of a quantum stochastic differential equation from the stochastic limit of the evolution equation of a system coupled with a reservoir. Here we consider a very simple model and refer to the book by L. Accardi, Y.G. Lu and Volovich [5] for a general theory.

The state space of the system is a complex separable Hilbert space h. The free evolution of the system is given by a strongly continuous unitary group $\left(\mathrm{e}^{-i t H_{S}}\right)_{t \in \mathbb{R}}$, where $H_{S}$ is a self-adjoint operator on $h$. The state space of the reservoir (boson gas) is the boson Fock space $\mathcal{F}$ over a complex separable Hilbert space $\mathrm{k}_{1}$ (the one-particle space of the reservoir). The free evolution of one particle in the reservoir is given by a strongly continuous one parameter group $\left(S_{t}^{0}\right)_{t \in \mathbb{R}}$ of unitary operators on $\mathrm{k}_{1}$ enjoying the following property: there exists a dense subspace k of $\mathrm{k}_{1}$ such that

$$
\int_{\mathbb{R}}\left|\left\langle g, S_{t}^{0} f\right\rangle\right| d t<\infty
$$

for all $f, g \in \mathrm{k}$. The free evolution of the reservoir is given by the unitary group obtained by second quantization $\left(\Gamma\left(S_{t}^{0}\right)\right)_{t \in \mathbb{R}}$ of the unitaries $S_{t}^{0}$ on $\mathrm{k}_{1}$. This is a strongly continuous unitary group and its generator $H_{R}$, the self-adjoint operator on $\mathcal{F}$ such that $\mathrm{e}^{-i t H_{R}}=\Gamma\left(S_{t}^{0}\right)$ for all $t \in \mathbb{R}$, is the Hamiltonian of the reservoir.

The evolution of the whole system is given by the unitary group generated by the total Hamiltonian

$$
H_{\lambda}=H_{S} \otimes 1_{\mathcal{F}}+1_{S} \otimes H_{R}+\lambda V
$$

where $\lambda$ is a real positive parameter and $V$ is an interaction operator such that $H_{\lambda}$ is selfadjoint for all $\lambda>0$.

In the simplest models the interaction operator (of dipole type) has the form

$$
V_{g}=i\left(D \otimes A^{*}(g)-D^{*} \otimes A(g)\right)
$$

where $D$ is a suitable operator on the system space h and $A(g), A^{*}(g)$ are creation and annihilation operators on $\mathcal{F}$ with $g \in \mathrm{k}_{1}$. Moreover the so-called generalized rotating wave approximation

$$
\mathrm{e}^{i t H_{S}} D \mathrm{e}^{-i t H_{S}}=\mathrm{e}^{-i \omega_{0} t} D
$$

where $\omega_{0}>0$ (see [5] Def. 4.10 .1 p .125 ) holds.
The sesquilinear form on $k$

$$
(f \mid g):=\int_{\mathbb{R}}\left\langle g, S_{t}^{0} f\right\rangle d t
$$

is positive. Indeed, letting $E(d \xi)$ denote the spectral measure associated with the self-adjoint generator of $\left(S_{t}^{0}\right)_{t \in \mathbb{R}}$, we have

$$
\begin{aligned}
(f \mid f) & =\int_{\mathbb{R}}\left\langle f, S_{t}^{0} f\right\rangle d t \\
& =\int_{\mathbb{R}} d t \int_{\mathbb{R}} \mathrm{e}^{-i t \xi}\langle f, E(d \xi) f\rangle \\
& =\int_{\mathbb{R}}\langle f, E(d \xi) f\rangle \int_{\mathbb{R}} d t \mathrm{e}^{-i t \xi} \\
& =\sqrt{2 \pi}\langle f, E(\{0\}) f\rangle \geq 0
\end{aligned}
$$

for all $f \in \mathrm{k}$. Therefore it defines a pre-scalar product on k . We denote by $\mathcal{K}$ the Hilbert space obtained by quotient and completion; the scalar product will be denoted by $(\cdot \mid \cdot)$.

Defining

$$
U_{t}^{(\lambda)}=\mathrm{e}^{i t H_{0}} \mathrm{e}^{-i t H_{\lambda}}
$$

a straightforward computation shows that the family of unitaries $\left(U_{t}^{(\lambda)}\right)_{t \geq 0}$ on $\mathrm{h} \otimes \mathcal{F}$ satisfies the differential equation

$$
\frac{d}{d t} U_{t}^{(\lambda)}=-i \lambda V_{g}(t) U_{t}^{(\lambda)}, \quad U_{0}^{(\lambda)}=\mathbb{1}
$$

where

$$
V_{g}(t)=i\left(D \otimes A^{*}\left(S_{t} g\right)-D^{*} \otimes A\left(S_{t} g\right)\right)
$$

and $S_{t}=\mathrm{e}^{i t \omega_{0}} S_{t}^{(0)}$.
Let $W(f)\left(f \in \mathrm{k}_{1}\right)$ denote the unitary Weyl operators on $\mathcal{F}$ acting on exponential vectors as

$$
W\left(f_{1}\right) \mathrm{e}\left(f_{2}\right)=\mathrm{e}^{-\left\|f_{1}\right\|^{2} / 2-\left\langle f_{1}, f_{2}\right\rangle} \mathrm{e}\left(f_{1}+f_{2}\right)
$$

The basic idea of Accardi, Frigerio and Lu [3] was to study the result of small interactions $(\lambda \rightarrow 0)$ on a large time scale (time goes to infinity). This was realized by scaling time by $\lambda^{2}$ and space by $\lambda$ and letting $\lambda$ tend to 0 . As a result of the limiting procedure also the state space of the whole system also changes.

The following result allows us to find the structure of the space of the limit evolution.
Proposition 5.1. For all $n, n^{\prime} \in \mathbb{N}$ and all $f_{1}, \ldots, f_{n}, f_{1}^{\prime}, \ldots, f_{n^{\prime}}^{\prime} \in \mathcal{K}, s_{1}, t_{1}, \ldots s_{n}$, $t_{n}, s_{1}^{\prime}, t_{1}^{\prime}, \ldots s_{n^{\prime}}^{\prime}, t_{n^{\prime}}^{\prime} \in \mathbb{R}$ with $s_{k} \leq t_{k}, s_{k}^{\prime} \leq t_{k}^{\prime}$ for all $k$ denote

$$
W\left(f_{1}, \ldots, f_{n}\right)=W\left(\lambda \int_{\lambda^{-2} s_{1}}^{\lambda^{-2} t_{1}} S_{r_{1}} f_{1} d r_{1}\right) \cdots W\left(\lambda \int_{\lambda^{-2} s_{n}}^{\lambda^{-2} t_{n}} S_{r_{n}} f_{n} d r_{n}\right)
$$

We have then

$$
\begin{aligned}
& \lim _{\lambda \rightarrow 0}\left\langle W\left(f_{1}, \ldots, f_{n}\right) e(0), W\left(f_{1}^{\prime}, \ldots, f_{n}^{\prime}\right) e(0)\right\rangle \\
= & \left\langle W\left(f_{1} \otimes 1_{\left[s_{1}, t_{1}\right]}\right) \ldots W\left(f_{n} \otimes 1_{\left[s_{n}, t_{n}\right]}\right) e(0),\right. \\
& \left.W\left(f_{1}^{\prime} \otimes 1_{\left[s_{1}^{\prime}, t_{1}^{\prime}\right]}\right) \ldots W\left(f_{n^{\prime}}^{\prime} \otimes 1_{\left[s_{n^{\prime}}^{\prime}, t_{n^{\prime}}^{\prime}\right]}\right) e(0)\right\rangle
\end{aligned}
$$

where $W\left(f_{1} \otimes 1_{\left[s_{1}, t_{1}\right]}\right), \ldots, W\left(f_{n^{\prime}}^{\prime} \otimes 1_{\left[s_{n^{\prime}}, t_{n^{\prime}}\right]}\right)$ are Weyl operators in the boson Fock space over $L^{2}\left(\mathbb{R}_{+} ; \mathcal{K}\right)$.

It follows that the state space of the limit evolution is the tensor product of the initial space h with the boson Fock space $\Gamma\left(L^{2}\left(\mathbb{R}_{+} ; \mathcal{K}\right)\right)$. The limit of unitaries is given in the following theorem.

Theorem 5.2. Suppose that the operator $D$ is bounded. For all $v, u \in h, n, n^{\prime} \in \mathbb{N}$ and all $f_{1}, \ldots, f_{n}, f_{1}^{\prime}, \ldots, f_{n^{\prime}}^{\prime} \in \mathcal{K}, s_{1}, t_{1}, \ldots s_{n}, t_{n}, s_{1}^{\prime}, t_{1}^{\prime}, \ldots, s_{n^{\prime}}^{\prime}, t_{n^{\prime}}^{\prime} \in \mathbb{R}$ with $s_{k} \leq t_{k}, s_{k}^{\prime} \leq$ $t_{k}^{\prime}$ we have

$$
\begin{aligned}
& \lim _{\lambda \rightarrow 0}\left\langle v W\left(f_{1}, \ldots, f_{n}\right) e(0), U_{\lambda-2}(\lambda)\right. \\
= & \left\langle v W\left(f_{1}^{\prime}, \ldots, f_{n}^{\prime}\right) e(0)\right\rangle \\
& W\left(f_{1} \otimes 1_{\left[s_{1}, t_{1}\right]}\right) \ldots W\left(f_{n} \otimes 1_{\left[s_{n}, t_{n}\right]}\right) e(0) \\
& \left.\left.1_{\left[s_{1}^{\prime}, t_{1}^{\prime}\right]}\right) \ldots U_{t} u W\left(f_{n^{\prime}}^{\prime} \otimes 1_{\left[s_{n^{\prime}}^{\prime}, t_{n^{\prime}}^{\prime}\right]}\right) e(0)\right\rangle
\end{aligned}
$$

where $U$ is the unique unitary process satisfying the quantum stochastic differential equation on $\mathrm{h} \otimes \Gamma\left(L^{2}\left(\mathbb{R}_{+} ; \mathcal{K}\right)\right)$

$$
d U_{t}=\left(D d A_{t}^{*}(g)-D^{*} d A_{t}(g)-(g \mid g)_{-} D^{*} D d t\right) U_{t}, \quad U_{0}=\mathbb{1}
$$

with

$$
(g \mid g)_{-}=\int_{-\infty}^{0}\left\langle g, S_{t} g\right\rangle d t
$$

Several of the above assumptions (rotating wave approximation, boundedness of $D, \ldots$ ) can be removed or weakened. Moreover other reservoirs and other types of interaction can be studied. As a result more general quantum stochastic differential equations, of the H-P type we are studying, arise. We refer the interested reader to the book by Accardi, Lu and Volovich [5].

Notice that unitaries $U_{t}^{(\lambda)}$ form a group. This is no longer the case for unitaries $U_{t}$. These, however, satisfy a composition law that will be studied in the next section.

## 6 Cocycle property

We now discuss the most important and useful property of contraction processes $U$ and $V$ : the cocycle property. This is the key ingredient (see Accardi [1]) for constructing homomorphic dilations of quantum Markov (dynamical, in the physical terminology) semigroups by unitary conjugation with $U$ or $V$. Indeed, this was the original scope for studying unitary solutions of quantum stochastic differential equation.

We start by recalling the definition of operator cocycles.
For each $t \geq 0$ let $\sigma_{t}$ be the right shift on $L^{2}\left(\mathbb{R}_{+} ; \mathbf{k}\right)$ by $\left(\sigma_{t} f\right)(x)=f(x-t)$ if $x>t$ and $\left(\sigma_{t} f\right)(x)=0$ if $x \leq t$. Let $\Gamma\left(\sigma_{t}\right)$ be the operators in $\mathcal{F}$ defined by second quantization of $\sigma_{t}$,

$$
\begin{equation*}
\Gamma\left(\sigma_{t}\right) \mathrm{e}(f)=\mathrm{e}\left(\sigma_{t} f\right) \tag{9}
\end{equation*}
$$

for all $f \in L^{2}\left(\mathbb{R}_{+} ; \mathbf{k}\right)$. The operators $\sigma_{t}$ and $\Gamma\left(\sigma_{t}\right)$ are isometries for every $t \geq 0$. Notice that, for all $s, t \geq 0$ we have

$$
\Gamma\left(\sigma_{s}\right)^{*} \Gamma\left(\sigma_{t+s}\right)=\Gamma\left(\sigma_{t}\right), \quad \Gamma\left(\sigma_{s}\right) \Gamma\left(\sigma_{t}\right)=\Gamma\left(\sigma_{s+t}\right) .
$$

For each $s \geq 0$ and each bounded operator $X$ on $\mathcal{H}$ the operator $\Gamma\left(\sigma_{s}\right) X \Gamma\left(\sigma_{s}\right)^{*}$ maps $\mathbf{h} \otimes \mathcal{F}^{s}$ into itself. Indeed we have the diagram

$$
\begin{gathered}
\Gamma\left(\sigma_{s}\right)^{*} X \Gamma\left(\sigma_{s}\right) \\
\mathrm{h} \otimes \mathcal{F}^{s} \longrightarrow \mathcal{H} \rightarrow \mathcal{H} \longrightarrow \mathrm{~h} \otimes \mathcal{F}^{s}
\end{gathered}
$$

The canonical extension of $\Gamma\left(\sigma_{s}\right) X \Gamma\left(\sigma_{s}\right)^{*}$ to $\mathcal{H}$ via ampliation will be denoted by $\Theta_{s}(X)$. Clearly $\left(\Theta_{s}\right)_{s \geq 0}$ is a semigroup of identity preserving normal *-homomorphisms on $\mathcal{B}(\mathcal{H})$. For all $x \in \mathcal{B}(\mathrm{~h})$ and all $s \geq 0$ we have $\Theta_{s}(x)=x$. Moreover, since the map $\Theta_{s}$ is normal, it can be extended to self-adjoint operators affiliated with $\mathcal{B}(\mathrm{h})$ like position and momentum operators $A_{\ell}^{\dagger}(t)+A^{\ell}(t), i\left(A_{\ell}^{\dagger}(t)-A^{\ell}(t)\right)$, number operator $N_{t}$ and so on. Therefore, by linearity, it can be extended to the operators $\Lambda_{\alpha}^{\beta}(t)$ and

$$
\Theta_{s}\left(\Lambda_{\alpha}^{\beta}(t)\right)=\Lambda_{\alpha}^{\beta}(t+s)-\Lambda_{\alpha}^{\beta}(s)
$$

for $t, s \geq 0$.
Definition 6.1. A bounded operator process $\left(X_{t} ; t \geq 0\right)$ on $\mathcal{H}$ is called a left cocycle (resp. right cocycle) if for every $t, s \geq 0$ we have

$$
\begin{equation*}
X_{t+s}=X_{s} \Theta_{s}\left(X_{t}\right), \quad\left(\text { resp. } X_{t+s}=\Theta_{s}\left(X_{t}\right) X_{s}\right) \tag{10}
\end{equation*}
$$

Solutions to quantum stochastic differential equations (QSDE) are cocycles. In order to prove this fact we start with the following

Lemma 6.2. Let $\left(X_{t}\right)_{t \geq 0}$ be a bounded operator process on h such that

$$
X_{t}=\int_{0}^{t} M_{r} d \Lambda_{\alpha}^{\beta}(r)
$$

for some $\alpha, \beta \geq 0$ and some bounded, stochastically integrable, operator process $\left(M_{r}\right)_{r \geq 0}$ on h . For all $t, s \geq 0$ we have

$$
\Theta_{s}\left(X_{t}\right)=\int_{s}^{t+s} \Theta_{s}\left(M_{r-s}\right) d \Lambda_{\alpha}^{\beta}(r)
$$

Proof. By definition of the shift semigroup $\Theta$

$$
\left\langle v \mathrm{e}(g), \Theta_{s}\left(X_{t}\right) u \mathrm{e}(f)\right\rangle=\left\langle v \mathrm{e}\left(\sigma_{s}^{*} g\right), X_{t} u \mathrm{e}\left(\sigma_{s}^{*} f\right)\right\rangle \mathrm{e}^{\left\langle g 1_{[0, s]}, f\right\rangle}
$$

for all $t, s \geq 0$ and so, since $X_{t}=\int_{0}^{t} M_{r} d \Lambda_{\alpha}^{\beta}(r)$,

$$
\begin{aligned}
& \left\langle v \mathrm{e}(g), \Theta_{s}\left(X_{t}\right) u \mathrm{e}(f)\right\rangle \\
= & \int_{0}^{t}\left(\sigma_{s}^{*} g\right)_{\alpha}(r)\left(\sigma_{s}^{*} f\right)^{\beta}(r)\left\langle v \mathrm{e}\left(\sigma_{s}^{*} g\right), M_{r} u \mathrm{e}\left(\sigma_{s}^{*} f\right)\right\rangle d r \cdot \mathrm{e}^{\left\langle g 1_{[0, s]}, f\right\rangle} \\
= & \int_{0}^{t} g_{\alpha}(r+s) f^{\beta}(r+s)\left\langle v \mathrm{e}(g), \Theta_{s}\left(M_{r}\right) u \mathrm{e}(f)\right\rangle d r \cdot \mathrm{e}^{\left\langle g 1_{[0, s]}, f\right\rangle} \\
= & \left\langle v \mathrm{e}(g), \int_{s}^{t+s} \Theta_{s}\left(M_{r-s}\right) d \Lambda_{\alpha}^{\beta}(r) u \mathrm{e}(f)\right\rangle
\end{aligned}
$$

This proves the claimed identity.
Proposition 6.3. Let $D$ be a dense subspace of h and let $G=\left[G_{\beta}^{\alpha}\right]$ (resp. $F=\left[F_{\beta}^{\alpha}\right]$ ) be a matrix of operators on $h$. Suppose that there exists a unique bounded processes $V$ solving the left equation (3) (resp. the right equation (4)) on $D \odot \mathcal{E}$. Then $V$ (resp. $U$ ) is a left (resp. right) cocycle.

Proof. We check the cocycle property for $V$; the proof for $U$ is similar. Fix $s>0$ and let $X$ and $Y$ the be bounded processes defined by

$$
X_{t}=\left\{\begin{array}{cl}
V_{t} & \text { if } \quad t \leq s, \\
V_{s} \Theta_{s}\left(V_{t-s}\right), & \text { if } \quad t>s,
\end{array} \quad \text { and } \quad Y_{t}=V_{t}\right.
$$

By Lemma 6.2 the process $X$ and satisfies

$$
\begin{aligned}
X_{t} & =V_{s}+\int_{s}^{t+s} V_{s} \Theta_{s}\left(V_{r-s}\right) G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(r) \\
& =V_{s}+\int_{s}^{t+s} X_{r} G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(r)
\end{aligned}
$$

for $t \geq s$. Therefore both $X$ and $Y$ are bounded solutions of (3). The conclusion follows applying Theorem 3.4.

The cocycle property, on the other hand, turns out to be a useful tool in the analysis of quantum stochastic differential equations. Indeed, by combining the cocycle property and the time reversal, we can establish a simple relationship between the QSDE

$$
\begin{array}{lll}
d V_{t}=V_{t} G_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}, & \text { and } & d X_{t}=X_{t}\left(G_{\alpha}^{\beta}\right)^{*} d \Lambda_{\alpha}^{\beta} \\
d U_{t}=U_{t} F_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}, & \text { and } & d Y_{t}=\left(F_{\alpha}^{\beta}\right)^{*} Y_{t} d \Lambda_{\alpha}^{\beta} .
\end{array}
$$

Since conditions for the existence of a (isometric, unitary, ...) solution for the right equation (4) are naturally stronger, this turns out to be a useful tool allowing to shortcut several domain problems.

We now introduce the precise definition of time reversal on $\mathcal{H}$.
Let $\rho_{t}$ be the unitary time reversal on the interval $[0, t]$ defined on $L^{2}\left(\mathbb{R}_{+} ; \mathrm{k}\right)$ by

$$
\left(\rho_{t} f\right)(s)=f(t-s) \quad \text { if } \quad s \leq t \quad \text { and } \quad f(s) \quad \text { if } \quad s>t
$$

Let $\Gamma\left(\rho_{t}\right)$ be the operator on $\Gamma\left(L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{d}\right)\right)$ defined by second quantization

$$
\Gamma\left(\rho_{t}\right) \mathrm{e}(f)=\mathrm{e}\left(\rho_{t} f\right) .
$$

The operators $\rho_{t}$ are unitary and satisfy

$$
\rho_{t} \rho_{t}=\mathbb{1}, \quad \Gamma\left(\rho_{t}\right) \Gamma\left(\rho_{t}\right)=\mathbb{1}
$$

Let $\mathcal{R}_{t}$ be the operator on $\mathcal{B}(\mathcal{H})$ defined by

$$
\mathcal{R}_{t}: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H}), \quad \mathcal{R}_{t}(x)=\Gamma\left(\rho_{t}\right) x \Gamma\left(\rho_{t}\right)^{*}
$$

It can be shown (see e.g. Meyer [31] or Fagnola [18] Sect 5.2) that when $\left(V_{t} ; t \geq 0\right)$ is a left (resp. right) cocycle then the operator process $\left(\widetilde{V}_{t} ; t \geq 0\right)$ defined by

$$
\begin{equation*}
\widetilde{V}_{t}=\mathcal{R}_{t}\left(V_{t}^{*}\right) \tag{11}
\end{equation*}
$$

is a left (resp. right) cocycle. The cocycle $\widetilde{V}$ is called the dual cocycle of $V$.
When the cocycle $V$ is the unique bounded solution of a QSDE the dual cocycle $\widetilde{V}$ also satisfy a QSDE and the relationship between the two is given by the following
Proposition 6.4. Suppose that the $G_{\beta}^{\alpha}, F_{\beta}^{\alpha}$ are bounded operators on h and that (3), (4) have unique bounded solutions $V, U$. Then the dual cocycles $\widetilde{V}, \widetilde{U}$ are the unique bounded solutions of the QSDE

$$
d \widetilde{V}_{t}=\widetilde{V}_{t}\left(G_{\alpha}^{\beta}\right)^{*} d \Lambda_{\alpha}^{\beta}, \quad d \widetilde{U}_{t}=\left(F_{\alpha}^{\beta}\right)^{*} \widetilde{U}_{t} d \Lambda_{\alpha}^{\beta} .
$$

Proof. (Sketch) Differentiating $\left\langle v \mathrm{e}(g), \widetilde{V}_{t} u \mathrm{e}(f)\right\rangle$ it is not hard to find the QSDE satisfied by $\widetilde{V}$ (see Fagnola [18] Prop. 5.12).

The dual cocycle allows, roughly speaking, to take the adjoint of a left (resp. right) QSDE and end up with a left (resp. right) QSDE without exchanging the operator coefficients $G_{\beta}^{\alpha}$, $F_{\beta}^{\alpha}$ and the solution. This turns out to be a useful feature because facts on the two equations often are not symmetric.

The proof of Proposition 6.4 has been simplified by J.M. Lindsay and S.J. Wills [30] by using the so-called semigroup representation of solutions to quantum stochastic differential equations. This is based on a family of semigroups associated with cocycles $U$ and $V$ described here in Sect. 8, Proposition 8.2.

## 7 Regularity

Let $U$, (resp. $V$ ) be contractive solutions of a right (resp. left) H-P equation. In the applications (see, for instance, Barchielli [8]) of quantum stochastic calculus it is a quite natural question to ask whether we can define operator processes like $\left(\Lambda_{\alpha}^{\beta}(t) U_{t}\right)_{t \geq 0}$ as operator processes on h . This is the case when the vector $U_{t} u \mathrm{e}(f)$ belongs to $\operatorname{Dom}\left(\Lambda_{\alpha}^{\bar{\beta}}(t)\right)$ for all $t \geq 0, u \in \mathrm{~h}$, $f \in \mathcal{M}$.

In this section we establish this type of properties that we call regularity following the terminology of classical PDE. Indeed, a function solving a PDE is often called regular if it is differentiable, i.e. it belongs to the domain of some differential operator, or it satisfies some growth condition at infinity, i.e. it belongs to the domain of a multiplication operator by $|x|^{k}$, or both.

We start by recalling some basic facts on domains of operators $\Lambda_{\alpha}^{\beta}(t)$ that have been introduced in Section 2 as operators on the exponential domain $\mathcal{E}$.

Let $\mathcal{F}(K)$ be the boson Fock space over a complex separable Hilbert space $K$. We denote by $F(K)$ the linear manifold in $\mathcal{F}(K)$ spanned by finite particle vectors $f^{\otimes n}$ with $n \geq 0$, $f \in K$. We first recall the definition of number operator (or differential second quantization) following Parthasarathy [34] Ch.II Sect. 20.

Let $H$ be a self-adjoint operator on $K$ and let $\left(\mathrm{e}^{-i s H}\right)_{s \in \mathbb{R}}$ be the one-parameter unitary group on $K$ generated by $-i H$. By second quantization

$$
\Gamma\left(\mathrm{e}^{-i s H}\right) \mathrm{e}(f)=\mathrm{e}\left(\mathrm{e}^{-i s H} f\right)
$$

we find a strongly continuous one-parameter unitary group $\left(\Gamma\left(\mathrm{e}^{-i s H}\right)\right)_{s \in \mathbb{R}}$ on $\mathcal{F}(K)$. We denote its Stone generator by $\Lambda(H)$. This is self-adjoint by definition. Moreover, it can be shown (see [34] Prop. 20.7) that the linear manifold of exponential vectors is an essential domain for $\Lambda(H)$.

When, with the notation in Sect. $2, K=L^{2}\left(\mathbb{R}_{+} ; \mathbf{k}\right)$ and $H=1_{[0, t]} \otimes\left|e_{\ell}\right\rangle\left\langle e_{\ell}\right|$ we find that $\Lambda(H)$ is the unique self-adjoint extension of the operators $\Lambda_{\ell}^{\ell}(t)$ defined in Sect. 2.

When $H=1_{[0, t]} \otimes \mathbb{1}_{\mathrm{k}}$, we denote by $N_{t}$ the generator of the unitary group $\left(\Gamma\left(\mathrm{e}^{-i s H}\right)\right)_{s \in \mathbb{R}}$ and call number operator process the family $\left(N_{t}\right)_{t \geq 0}$.

The following proposition is easily checked.
Lemma 7.1. For all $t \geq 0$ we have

$$
N_{t}=\sum_{\ell \geq 1} \Lambda_{\ell}^{\ell}(t)
$$

the series being strongly convergent on $\operatorname{Dom}\left(N_{t}\right)$.
Proof. By the definition of $N_{t}$, for all $g, f \in \mathcal{M}$, we have

$$
\begin{aligned}
\left\langle\mathrm{e}(g), N_{t} \mathrm{e}(f)\right\rangle & =\left.i \frac{d}{d s}\left\langle\mathrm{e}(g), \Gamma\left(\mathrm{e}^{-i s 1_{[0, t]} \otimes \mathbb{1}_{\mathrm{k}}}\right) \mathrm{e}(f)\right\rangle\right|_{s=0} \\
& =\left.i \frac{d}{d s} \mathrm{e}^{\left\langle g, \mathrm{e}^{-i s 1_{[0, t]}} f\right\rangle}\right|_{s=0} \\
& =\left\langle g, 1_{[0, t]} f\right\rangle \mathrm{e}^{\langle g, f\rangle}
\end{aligned}
$$

Moreover, by the standard rules of quantum stochastic calculus, we have also

$$
\left\langle\mathrm{e}(g),\left(\sum_{\ell \geq 1} \Lambda_{\ell}^{\ell}(t)\right) \mathrm{e}(f)\right\rangle=\sum_{\ell \geq 1} \int_{0}^{t} g_{\ell}(s) f^{\ell}(s) d s \mathrm{e}^{\langle g, f\rangle}=\left\langle g, 1_{[0, t]} f\right\rangle \mathrm{e}^{\langle g, f\rangle}
$$

It follows that the claimed identity holds on the exponential domain $\mathcal{E}$. Therefore it holds on $\operatorname{Dom}\left(N_{t}\right)$ since this is an essential domain for $N_{t}$ and the operators $\Lambda_{\ell}^{\ell}(t)$ are self-adjoint.

The domain of annihilation $A^{\ell}(t)$ and creation $A_{\ell}^{\dagger}(t)$ operators can be extended to $\operatorname{Dom}\left(N_{t}\right)$ by the following

Lemma 7.2. For all $\xi \in \operatorname{Dom}\left(N_{t}\right)$ we have

$$
\sum_{\ell \geq 1}\left\|A^{\ell}(t) \xi\right\|^{2}=\left\|N_{t}^{1 / 2} \xi\right\|^{2}
$$

Proof. By the above remarks on the domains of $A_{\ell}(t)$ and $N_{t}$ it suffices to check the above inequality for all vector $\xi$ of the form

$$
\sum_{k=1}^{n} z_{k} \mathrm{e}\left(f_{k}\right)
$$

with $n \in \mathbb{N}^{*}, z_{1}, \ldots, z_{n} \in \mathbb{C}, f_{1}, \ldots, f_{n} \in \mathcal{M}$ (there is an abuse of notation here!). In this case we have

$$
\begin{aligned}
\sum_{\ell \geq 1}\left\|A^{\ell}(t) \xi\right\|^{2} & =\sum_{\ell \geq 1} \sum_{j, k=1}^{n}\left\langle z_{j} f_{j}^{\ell}, 1_{[0, t]}\right\rangle\left\langle 1_{[0, t]}, z_{k} f_{k}^{\ell}\right\rangle\left\langle\mathrm{e}\left(f_{j}\right), \mathrm{e}\left(f_{k}\right)\right\rangle \\
& =\sum_{j, k=1}^{n}\left\langle\mathrm{e}\left(f_{j}\right), \mathrm{e}\left(f_{k}\right)\right\rangle \sum_{\ell \geq 1}\left\langle z_{j} f_{j}, 1_{[0, t]} e e_{\ell}\right\rangle\left\langle 1_{[0, t]} e_{\ell}, z_{k} f_{k}\right\rangle \\
& =\sum_{j, k=1}^{n}\left\langle\mathrm{e}\left(f_{j}\right), \mathrm{e}\left(f_{k}\right)\right\rangle \int_{0}^{t}\left\langle z_{j} f_{j}(s), z_{k} f_{k}(s)\right\rangle_{\mathrm{k}} d s .
\end{aligned}
$$

Moreover we have also

$$
\begin{aligned}
\left\|N_{t}^{1 / 2} \xi\right\|^{2} & =\sum_{j, k=1}^{n} \overline{z_{j}} z_{k} \sum_{\ell \geq 1}\left\langle\mathrm{e}\left(f_{j}\right), \Lambda_{\ell}^{\ell}(t) \mathrm{e}\left(f_{k}\right)\right\rangle \\
& =\sum_{j, k=1}^{n} \overline{z_{j}} z_{k} \sum_{\ell \geq 1} \int_{0}^{t} \overline{f_{j}^{\ell}}(s) f_{k}^{\ell}(s) d s\left\langle\mathrm{e}\left(f_{j}\right), \mathrm{e}\left(f_{k}\right)\right\rangle \\
& =\sum_{j, k=1}^{n}\left\langle\mathrm{e}\left(f_{j}\right), \mathrm{e}\left(f_{k}\right)\right\rangle \int_{0}^{t}\left\langle z_{j} f_{j}(s), z_{k} f_{k}(s)\right\rangle_{\mathrm{k}} d s
\end{aligned}
$$

This proves the Lemma.
We now find the quantum stochastic differential equation satisfied by the powers of the number operator process.

Lemma 7.3. For all $n \geq 1$ we have

$$
d N_{t}^{n}=\sum_{\ell \geq 1}\left(\left(N_{t}+1\right)^{n}-N_{t}^{n}\right) d \Lambda_{\ell}^{\ell}(t) .
$$

Proof. The above formula is clearly true for $n=1$. Suppose it has been established for an integer $n$, then, by the Ito formula 2 , for all $f, g \in \mathcal{M}$, we have

$$
\begin{aligned}
& \left\langle\mathrm{e}(g), N_{t}^{n+1} \mathrm{e}(f)\right\rangle=\left\langle N_{t} \mathrm{e}(g), N_{t}^{n} \mathrm{e}(f)\right\rangle \\
& =\int_{0}^{t}\left\{\left\langle\mathrm{e}(g), N_{s}^{n} \mathrm{e}(f)\right\rangle+\left\langle N_{s} \mathrm{e}(g),\left(\left(N_{s}+1\right)^{n}-N_{s}^{n}\right) \mathrm{e}(f)\right\rangle\right. \\
& \left.+\left\langle\mathrm{e}(g),\left(\left(N_{s}+1\right)^{n}-N_{s}^{n}\right) \mathrm{e}(f)\right\rangle\right\} g_{\ell}(s) f^{\ell}(s) d s \\
& =\int_{0}^{t}\left\{\left\langle\mathrm{e}(g),\left(N_{s}^{n}+\left(N_{s}+1\right)\left(\left(N_{s}+1\right)^{n}-N_{s}^{n}\right)\right) \mathrm{e}(f)\right\rangle\right\} g_{\ell}(s) f^{\ell}(s) d s
\end{aligned}
$$

This proves the claimed identity.
Fix a positive integer $n$. For all $\varepsilon>0$ let

$$
\begin{equation*}
Z_{t}^{\varepsilon}=\left(N_{t}+1\right)^{n} \mathrm{e}^{-\varepsilon\left(N_{t}+1\right)} \tag{12}
\end{equation*}
$$

Clearly, the operators $Z_{t}^{\varepsilon}$ are bounded (it can be easily shown that $\left\|Z_{t}^{\varepsilon}\right\| \leq n^{n}(\varepsilon e)^{-n}$ ).
Proposition 7.4. The adapted process $\left(Z_{t}^{\varepsilon}\right)_{t \geq 0}$ satisfies

$$
d Z_{t}^{\varepsilon}=\sum_{\ell \geq 1} Y_{t}^{\varepsilon} Z_{t}^{\varepsilon} d \Lambda_{\ell}^{\ell}(t), \quad Z_{0}^{\varepsilon}=\mathrm{e}^{-\varepsilon} \mathbb{1}
$$

where $\left(Y_{t}^{\varepsilon}\right)_{t \geq 0}$ is the bounded contraction process

$$
Y_{t}^{\varepsilon}=\left(\left(N_{t}+2\right)\left(N_{t}+1\right)^{-1}\right)^{n} e^{-\varepsilon}-\mathbb{1}
$$

satisfying

$$
-\mathbb{1} \leq Y_{t}^{\varepsilon} \leq\left(2^{n}-1\right) \mathbb{1}
$$

Proof. The function

$$
\varphi: \mathbb{R} \rightarrow \mathbb{R}, \quad \varphi(x)=(x+1)^{n} \mathrm{e}^{-\varepsilon(x+1)}
$$

is analytic. Therefore it suffices to apply Lemma 7.3.
Proposition 7.5. Let $U$ be a contractive solution of the right equation (4). Suppose that the operators $F_{\beta}^{\alpha}$ are bounded. For all $u \in \mathrm{~h}, f \in \mathcal{M}$ and $t \geq 0$ we have

$$
\begin{equation*}
\left\|Z_{t}^{\varepsilon} U_{t} u e(f)\right\|^{2} \leq \mathrm{e}^{2^{2 n}\|f\|^{2}}\|u\|^{2} \tag{13}
\end{equation*}
$$

Proof. Computing the stochastic differential of $Z_{t}^{\varepsilon} U_{t}$ by the Ito formula we have

$$
\begin{aligned}
d Z_{t}^{\varepsilon} U_{t} & =F_{\beta}^{\alpha} Z_{t}^{\varepsilon} U_{t} d \Lambda_{\alpha}^{\beta}+Y_{t}^{\varepsilon} Z_{t}^{\varepsilon} U_{t} d \Lambda_{\ell}^{\ell}+F_{\beta}^{\alpha} Y^{\varepsilon} Z_{t}^{\varepsilon} U_{t} d \Lambda_{\ell}^{\ell} d \Lambda_{\alpha}^{\beta} \\
& =F_{\beta}^{\alpha} Z_{t}^{\varepsilon} U_{t} d \Lambda_{\alpha}^{\beta}+\hat{\delta}_{\beta}^{\alpha} Y_{t}^{\varepsilon} Z_{t}^{\varepsilon} U_{t} d \Lambda_{\alpha}^{\beta}+\hat{\delta}_{\alpha}^{\ell} F_{\beta}^{\alpha} Y^{\varepsilon} Z_{t}^{\varepsilon} U_{t} d \Lambda_{\ell}^{\beta} \\
& =\left(F_{\beta}^{\alpha}+\left(\hat{\delta}_{\beta}^{\alpha}+\hat{\delta}_{\alpha}^{\ell} F_{\beta}^{\ell}\right) Y_{t}^{\varepsilon}\right) Z_{t}^{\varepsilon} U_{t} d \Lambda_{\alpha}^{\beta}
\end{aligned}
$$

Therefore, computing again by the Ito formula, we find

$$
\begin{aligned}
& \left\langle Z_{t}^{\varepsilon} U_{t} u \mathrm{e}(f), Z_{t}^{\varepsilon} U_{t} u \mathrm{e}(f)\right\rangle=\mathrm{e}^{-2 \varepsilon\|f\|^{2}}\|u\|^{2} \\
& \quad+\int_{0}^{t}\left\langle Z_{s}^{\varepsilon} U_{s} u \mathrm{e}(f), M_{\beta}^{\alpha}(s) Z_{s}^{\varepsilon} U_{s} u \mathrm{e}(f)\right\rangle f_{\alpha}(s) f^{\beta}(s) d s
\end{aligned}
$$

where $M_{\beta}^{\alpha}$ are the operator processes on h given by

$$
M_{\beta}^{\alpha}(s)=F_{\beta}^{\alpha}+F_{\alpha}^{\beta^{*}}+F_{\alpha}^{\ell *} F_{\beta}^{\ell}+\left(\hat{\delta}_{\alpha}^{\ell}+F_{\alpha}^{\ell}\right)^{*}\left(\hat{\delta}_{\beta}^{\ell}+F_{\beta}^{\ell}\right)\left(\left(Y_{s}^{\varepsilon}\right)^{2}+2 Y_{s}^{\varepsilon}\right)
$$

The operators $F_{\beta}^{\alpha}$ determine an operator $F=\left[F_{\beta}^{\alpha}\right]$ on $\otimes_{\alpha \geq 0}$ h (isometrically isomorphic to $\mathrm{h} \otimes(\mathcal{C} \oplus \mathrm{k}))$. In the same way, for each $s \geq 0$, the $M_{\beta}^{\alpha}(s)$ determine an operator $M(s)$ on $\mathrm{h} \otimes(\mathbb{C} \oplus \mathrm{k}) \otimes \mathcal{F}$. Notice that, by Proposition 7.4 we have

$$
-\mathbb{1} \leq\left(\left(Y_{s}^{\varepsilon}\right)^{2}+2 Y_{s}^{\varepsilon}\right) \leq\left(4^{n}-1\right) \mathbb{1}
$$

Therefore we obtain the inequality

$$
\begin{aligned}
M(s) & \leq\left(F+F^{*}+F^{*} \Delta\left(\mathbb{1}_{\mathrm{h}}\right) F\right) \otimes \mathbb{1}_{\mathcal{F}} \\
& +\left(4^{n}-1\right)\left(\Delta\left(\mathbb{1}_{\mathrm{h}}\right)+F\right)^{*} \Delta\left(\mathbb{1}_{\mathrm{h}}\right)\left(\Delta\left(\mathbb{1}_{\mathrm{h}}\right)+F\right) \otimes \mathbb{1}_{\mathcal{F}}
\end{aligned}
$$

where $\Delta\left(\mathbb{1}_{\mathrm{h}}\right)$ denotes, as in Sect. 4, the projection $\operatorname{diag}\left(0, \mathbb{1}_{\mathrm{h}}, \ldots\right)$ on $\mathrm{h} \otimes \mathrm{k}$. The contractivity condition for $U$ (Theorem 4.1) yields

$$
\theta_{F}(\mathbb{1})=\left(F+F^{*}+F^{*} \Delta\left(\mathbb{1}_{\mathrm{h}}\right) F\right) \leq 0 .
$$

Moreover, it imples that

$$
\left(\Delta\left(\mathbb{1}_{\mathrm{h}}\right)+F\right)^{*} \Delta\left(\mathbb{1}_{\mathrm{h}}\right)\left(\Delta\left(\mathbb{1}_{\mathrm{h}}\right)+F\right) \leq\left(\Delta\left(\mathbb{1}_{\mathrm{h}}\right)+F\right)^{*}\left(\Delta\left(\mathbb{1}_{\mathrm{h}}\right)+F\right) \leq \Delta\left(\mathbb{1}_{\mathrm{h}}\right) .
$$

Therefore we have

$$
M(s) \leq\left(4^{n}-1\right) \Delta\left(\mathbb{1}_{\mathrm{h}}\right) \otimes \mathbb{1}_{\mathcal{F}} .
$$

Turning back to the computation with the Ito formula we find the inequality

$$
\left\|Z_{t}^{\varepsilon} U_{t} u \mathrm{e}(f)\right\|^{2} \leq \mathrm{e}^{-2 \varepsilon\|f\|^{2}}\|u\|^{2}+\left(4^{n}-1\right) \int_{0}^{t}\left\|Z_{s}^{\varepsilon} U_{s} u \mathrm{e}(f)\right\|^{2}|f(s)|^{2} d s
$$

The conclusion follows then from the Gronwall's Lemma.
The following Lemma is an immediate consequence of the spectral theorem
Lemma 7.6. Let $X$ be a positive self-adjoint operator on a Hilbert space $K$ and let $X^{(\varepsilon)}$ be the bounded operator $(X+\mathbb{1}) \mathrm{e}^{-\varepsilon(X+\mathbb{1})}(\varepsilon>0)$. A vector $u \in K$ belongs to the domain of $X$ if and only if

$$
\sup _{\varepsilon>0}\left\|X^{(\varepsilon)} u\right\|^{2}<\infty
$$

Theorem 7.7. Let $U$ be a contractive solution of the right equation (4). Suppose that the operators $F_{\beta}^{\alpha}$ are bounded. For all $n \geq 1, t, s \geq 0, u \in \mathrm{~h}$ and $f \in \mathcal{M}$, the vector $U_{t} u \mathrm{e}(f)$ belongs to the domain of the operators $N_{s}^{n},\left(\Lambda_{\alpha}^{\beta}(s)\right)^{n}$ and

$$
\begin{align*}
& A^{\ell}(t) U_{t}=\int_{0}^{t}\left(\hat{\delta}_{\beta}^{\ell}+F_{\beta}^{\ell}\right) U_{s} d \Lambda_{0}^{\beta}(s)+\int_{0}^{t} F_{\beta}^{\alpha} A^{\ell}(s) U_{s} d \Lambda_{\alpha}^{\beta}(s)  \tag{14}\\
& A_{\ell}^{\dagger}(t) U_{t}=\int_{0}^{t} U_{s} d A_{\ell}^{\dagger}(s)+\int_{0}^{t} F_{\beta}^{\alpha} A_{\ell}^{\dagger}(s) U_{s} d \Lambda_{\alpha}^{\beta}(s) \tag{15}
\end{align*}
$$

Proof. Let $u, v \in \mathrm{~h}$ and $f, g \in \mathcal{M}$. By the Ito formula we have

$$
\begin{aligned}
\left\langle A_{\ell}^{\dagger}(t) v \mathrm{e}(g), U_{t} u \mathrm{e}(f)\right\rangle & =\int_{0}^{t}\left\langle A_{\ell}^{\dagger}(s) v \mathrm{e}(g), F_{\beta}^{\alpha} U_{s} u \mathrm{e}(f)\right\rangle g_{\alpha}(s) f^{\beta}(s) d s \\
& +\int_{0}^{t}\left\langle v \mathrm{e}(g), U_{s} u \mathrm{e}(f)\right\rangle f^{\ell}(s) d s \\
& +\int_{0}^{t}\left\langle v \mathrm{e}(g), F_{\beta}^{\ell} U_{s} u \mathrm{e}(f)\right\rangle f^{\beta}(s) d s
\end{aligned}
$$

Now, by Proposition 7.5 and Lemma $7.6, U_{s} u \mathrm{e}(f)$ belongs to the domain of $N_{t}$. Therefore, by Lemma 7.2, $U_{s} u \mathrm{e}(f)$ belongs to the domain of $A_{\ell}(s)$. Therefore, since $\left(F_{\beta}^{\alpha}\right)^{*}$ commutes with $A_{\ell}^{\dagger}(s)$, we find

$$
\begin{aligned}
\left\langle A_{\ell}^{\dagger}(s) v \mathrm{e}(g), F_{\beta}^{\alpha} U_{s} u \mathrm{e}(f)\right\rangle & =\left\langle A_{\ell}^{\dagger}(s)\left(F_{\beta}^{\alpha}\right)^{*} v \mathrm{e}(g), U_{s} u \mathrm{e}(f)\right\rangle \\
& =\left\langle\left(F_{\beta}^{\alpha}\right)^{*} v \mathrm{e}(g), A_{\ell}(s) U_{s} u \mathrm{e}(f)\right\rangle \\
& =\left\langle v \mathrm{e}(g), F_{\beta}^{\alpha} A_{\ell}(s) U_{s} u \mathrm{e}(f)\right\rangle .
\end{aligned}
$$

Therefore we have

$$
\begin{aligned}
\left\langle v \mathrm{e}(g), A_{\ell}(t) U_{t} u \mathrm{e}(f)\right\rangle & =\int_{0}^{t}\left\langle v \mathrm{e}(g), F_{\beta}^{\alpha} A_{\ell}(s) U_{s} u \mathrm{e}(f)\right\rangle g_{\alpha}(s) f^{\beta}(s) d s \\
& +\int_{0}^{t}\left\langle v \mathrm{e}(g),\left(\hat{\delta}_{\beta}^{\ell}+F_{\beta}^{\ell}\right) U_{s} u \mathrm{e}(f)\right\rangle f^{\beta}(s) d s
\end{aligned}
$$

This proves (14). The proof of (15) is similar; we omit it.
Similar formulae can be proved for $\Lambda_{\ell}^{\ell}(t)$.

## 8 The left equation: unbounded $G_{\beta}^{\alpha}$

This section is aimed at illustrating the theory for the left QSDE (3) with unbounded $G_{\beta}^{\alpha}$. We shall show that the algebraic conditions $\theta_{G}(\mathbb{1})=0$ and $\theta_{G^{\dagger}}(\mathbb{1})=0$ are no longer sufficient for $V$ to be a unitary cocycle. Indeed, thinking of the case when the only nonzero $G_{\beta}^{\alpha}$ is $G_{0}^{0}$, it is clear that these algebraic conditions mean (see Remark after Theorem 4.4) that $i G_{0}^{0}$ is symmetric. However, for $V$ to be unitray, $i G_{0}^{0}$ must be self-adjoint and new analytical conditions appear.

A natural necessary condition on the $G_{\beta}^{\alpha}$ for $V$ to be a contraction process solving (3) is easily deduced by the differentiation argument of Proposition 4.1.

Proposition 8.1. Let $G=\left[G_{\beta}^{\alpha}\right]$ be a matrix of operators on h , and suppose that there exists a contraction process $V$ that is a strong solution to ( L ) on some dense subspace $D \subset \mathrm{~h}$ for this $G$. Then $\theta_{G}(\mathbb{1}) \leq 0$ as a form on $D$. If $V$ is an isometry process then $\theta_{G}(\mathbb{1})=0$ on $D$.

We refer to Fagnola [16], Mohari and Parthasarathy [32] for the original proofs or Fagnola and Wills [22] for a proof with the same notation we use here. An alternative proof via the characterisation of the generators of completely positive contraction flows is given in Lindsay and Parthasarathy [29] and Lindsay and Wills [30].
Remarks. (a) If $G$ is a matrix of operators on h such with $\operatorname{Dom}\left(G_{\beta}^{\alpha}\right) \supseteq D$ such that $\theta_{G}(\mathbb{1}) \leq$ 0 then $\left[\delta_{m}^{\ell} 1+G_{m}^{\ell}\right]_{\ell, m=1}^{d}$ defines a contraction on $\oplus_{\ell=1}^{d} \mathrm{~h}$, and so in particular each $G_{m}^{\ell}$ has a
unique continuous extension to an element of $\mathcal{B}(\mathrm{h})$. If $\theta_{G}(\mathbb{1})=0$ then $\left[\delta_{m}^{\ell} 1+G_{m}^{\ell}\right]_{\ell, m=1}^{d}$ is an isometry.
(b) The inequality $\theta_{G}(\mathbb{1}) \leq 0$ yields (put $u^{\ell}=0$ for $\ell=1, \ldots, d$ and $u^{0}=u \in D$ in (7))

$$
\sum_{\ell=1}^{d}\left\|G_{0}^{\ell} u\right\|^{2} \leq-2 \Re e\left\langle u, G_{0}^{0} u\right\rangle
$$

Therefore, by the Schwarz inequality, for all $z \in \mathscr{C}^{d}$ and $u \in D$, we have

$$
\begin{aligned}
\left\|\sum_{\ell=1}^{d} z_{\ell} G_{0}^{\ell} u\right\| & \leq\left(\sum_{\ell=1}^{d}\left|z_{\ell}\right|\right)^{1 / 2}\left(\sum_{\ell=1}^{d}\left\|G_{0}^{\ell} u\right\|^{2}\right)^{1 / 2} \\
& \leq 2|z| \cdot\|u\|^{1 / 2}\left\|G_{0}^{0} u\right\|^{1 / 2} \leq \varepsilon\left\|G_{0}^{0} u\right\|+\varepsilon^{-1}|z|^{2}\|u\|
\end{aligned}
$$

for all $\varepsilon \in] 0,1\left[\right.$. Thus $\sum_{\ell} z_{\ell} G_{0}^{\ell}$ is relatively bounded with respect to $G_{0}^{0}$ with relative bound less than 1.

Note that a contraction process $V$ solving (3) is strongly continuous on $\mathcal{H}$ (i.e. the maps $t \rightarrow V_{t} \xi$ are continuous for $\xi \in \mathcal{H}$ ). Moreover conditions on the $G_{\beta}^{\alpha}$ for the existence of a unique contraction solution $V$ to (3) imply that $V$ is a (strongly continuous) left cocycle (see Proposition 6.3). Therefore we can find a family of strongly continuous semigroups on h associated with $V$ in a natural way.

For all $f, g \in \mathcal{E}$ and all $t \geq 0$ define bounded operators $P_{t}^{g, f}$ on h by

$$
\begin{equation*}
\left\langle v, P_{t}^{g, f} u\right\rangle=\mathrm{e}^{-\langle g, f\rangle}\left\langle v \mathrm{e}(g), V_{t} u \mathrm{e}(f)\right\rangle \tag{16}
\end{equation*}
$$

for all $v, u \in \mathrm{~h}$. Indeed, since

$$
\begin{aligned}
\left|\mathrm{e}^{-\langle g, f\rangle}\left\langle v \mathrm{e}(g), V_{t} u \mathrm{e}(f)\right\rangle\right| & \leq \mathrm{e}^{-\Re e\left\langle g, f 1_{[0, t]}\right\rangle+\left(\left\|g 1_{[0, t]}\right\|^{2}+\left\|f 1_{[0, t]}\right\|^{2}\right) / 2}\|v\| \cdot\|u\| \\
& =\mathrm{e}^{\left\|(g-f) 1_{[0, t]}\right\|^{2} / 2}\|v\| \cdot\|u\|
\end{aligned}
$$

it follows that there exists bounded operators $P_{t}^{g, f}$ on h with $\left\|P_{t}^{g, f}\right\| \leq \exp (\|(g-$ f) $1_{[0, t]} \|^{2} / 2$ ) such that (16) holds for all $v, u \in h$. Moreover, if the cocycle $V$ is a solution of (3) on $D \odot \mathcal{E}$, then

$$
\left\langle v, P_{t}^{g, f} u\right\rangle=\langle v, u\rangle+\int_{0}^{t}\left\langle v, P_{s}^{g, f}\left\{G_{\beta}^{\alpha} g_{\alpha}(s) f^{\beta}(s)\right\} u\right\rangle d s
$$

Therefore, when the operators $G_{\beta}^{\alpha}$ are bounded, and the functions are constant in a right neighbourhood $[0, R]$ of 0 , this means that the operators $P_{t}^{g, f}$ for $0 \leq t \leq R$ ) are the operators at time $t$ of the uniformly continuous semigroup generated by $G_{\beta}^{\alpha} g_{\alpha}(0) f^{\beta}(0)$.

This fact can be generalised to strongly continuous contractive left cocycles. Indeed, we have the following

Proposition 8.2. Let $V$ be a left cocycle, let $f, g \in \mathcal{E}$ constant on an interval $[0, r]$ and let $P_{t}^{g, f}$ be the bounded operators on h defined by (16). For all $t, s>0$ such that $t+s \leq r$ we have

$$
P_{t+s}^{g, f}=P_{t}^{g, f} P_{s}^{g, f}
$$

Moreover, if the cocycle $V$ is strongly continuous on $\mathcal{H}$ then the map $t \rightarrow P_{t}^{g, f}$ is strongly continuous on h .

We refer to Fagnola [24] for the proof.
Remark. (a) It is not hard to show that $V$ is strongly continuous on $\mathcal{H}$ if and only if the maps $t \rightarrow P_{t}^{g, f}$ for $g, f$ constant in a neighbourhood of 0 are strongly continuous. Moreover, by a well-known property of semigroups (see e.g. Pazy [36]), strong continuity is equivalent to weak continuity.
(b) Semigroups similar to the $P^{g, f}$ were introduced in Fagnola and Sinha [21] to study QSDE for quantum flows and extensively used by Lindsay and Parthasarathy [29], Lindsay and Wills [30] and Accardi and Kozyrev [4] in the study of quantum flows and Evans-Hudson QSDE.
(c) The set $\mathcal{M}$ of test functions for exponential vectors $\mathrm{e}(f)$ in $\mathcal{E}$ could be replaced by another set $\mathcal{M}_{\mathrm{S}}$ such that $\operatorname{lin}\left\{\mathrm{e}(f): f \in \mathcal{M}_{\mathrm{S}}\right\}$ is dense in $\mathcal{F}$ and $\mathrm{e}\left(f 1_{[0, t]}\right) \in \mathcal{M}_{\mathrm{S}}$ for all $t \geq 0$ whenever $\mathrm{e}(f) \in \mathcal{M}_{\mathrm{s}}$. A set with the first property is called totalizing. A convenient choice for the totalizing set $\mathcal{M}_{\mathrm{S}}$ is the set of step (i.e. constant on the intervals of a partition of $\mathbb{R}_{+}$) functions $f$ with values in $\{0,1\}^{d}$. M. Skeide [38] has shown that this set is totalizing. Exploiting this fact one could show that the family of semigroups $\left(P_{t}^{g, f} ; t \geq 0\right)$ with $g, f \in$ $\mathcal{M}_{\mathrm{s}}$ determine a unique cocycle $V$.

From the above discussion and the Remark after Proposition 8.1 it is clear that the following is a natural hypothesis on the $G_{\beta}^{\alpha}$.

## Hypothesis HGC

(i) The operator $G_{0}^{0}$ is the infinitesimal generator of a strongly continuous contraction semigroup on h and $D$ is a core for $G_{0}^{0}$ contained in $\operatorname{Dom}\left(G_{\beta}^{\alpha}\right)$ for all $\alpha, \beta$.
(ii) For all $\ell, m \in\{1, \ldots, d\}$ the operator $G_{m}^{\ell}$ is bounded,
(iii) We have $\theta_{G}(\mathbb{l}) \leq 0$ on $D$ i.e.

$$
\begin{equation*}
\left\langle u^{\alpha}, G_{\beta}^{\alpha} u^{\beta}\right\rangle+\left\langle G_{\alpha}^{\beta} u^{\alpha}, u^{\beta}\right\rangle+\left\langle G_{\alpha}^{\ell} u^{\alpha}, G_{\beta}^{\ell} u^{\beta}\right\rangle \leq 0 \tag{17}
\end{equation*}
$$

for all $u^{0}, \ldots, u^{d} \in D$.
Remarks. (a) The hypothesis HGC and the Remark (b) after Proposition 8.1 imply, by a well-known perturbation result in semigroup theory (see Dunford and Schwartz [14], Th. 19 p. 631) that also $G_{0}^{0}+\sum_{\ell} z_{\ell} G_{0}^{\ell}$ generates a strongly continuous semigroup on h with $D$ as a core. The same conclusion holds for sums of the above perturbation and scalar multiples of bounded operators as the $G_{m}^{\ell}(\ell, m=1, \ldots, d)$.
(b) It is easy to show that the semigroup $P^{0,0}$ corresponding to the dual cocycle $\tilde{V}$ is the adjoint of $P^{0,0}$. Thus the adjoint operator $\left(G_{0}^{0}\right)^{*}$ for the dual cocycle $\widetilde{V}$ plays the role of $G_{0}^{0}$ for $V$ and there is a natural dual to the above perturbation result. There is no reason, however, for $G_{0}^{0}$ and $\left(G_{0}^{0}\right)^{*}$ to have a common essential domain.

We now show that, under the hypothesis HGC, there exists a contraction process solving (3). The idea of the proof, as in the Hille-Yosida theorem, is to take bounded approximations of the unbounded operators $G_{\beta}^{\alpha}$ by means of the resolvents $R\left(n ; G_{0}^{0}\right)=\left(n \mathbb{1}-G_{0}^{0}\right)^{-1}$. The well-known properties of resolvent operators for all $u \in \mathrm{~h}, v \in \operatorname{Dom}\left(G_{0}^{0}\right)$ yield

$$
\lim _{n \rightarrow \infty} n R\left(n ; G_{0}^{0}\right) u=u, \quad \quad \lim _{n \rightarrow \infty} n G_{0}^{0} R\left(n ; G_{0}^{0}\right) v=G_{0}^{0} v
$$

in the norm topology on $h$.
We first prove a preliminary Lemma (see Fagnola [16] Proposition 3.3). Recall that $\left(e_{1}, \ldots, e_{d}\right)$ denotes the canonical orthonormal basis of $\mathbb{C}^{d}$.

Lemma 8.3. Let $G=\left[G_{\beta}^{\alpha}\right]$ be a matrix of operators on h satisfying the hypothesis HGC. For each $n \geq 1$ let $I_{n}, G_{n}$ be the operators on $\oplus^{(d+1)} \mathrm{h}$ with domain $\oplus^{(d+1)} D$ defined by

$$
\begin{equation*}
I_{n}=n R\left(n ; G_{0}^{0}\right) \oplus \mathbb{1}_{\left(\oplus^{(d)} \mathrm{h}\right)}, \quad G(n)=I_{n}^{*} G I_{n} \tag{18}
\end{equation*}
$$

where $\mathbb{1}_{\left(\oplus^{(d)} \mathrm{h}\right)}$ is the identity operator on $\oplus^{(d)} \mathrm{h}$. Then the matrix $G(n)$ of operators on h has an extension which is a bounded operator on $\oplus^{(d+1)} \mathrm{h}$ and
(i) $\|G(n)\| \leq 2(n+3 \sqrt{n}+1)$,
(ii) $\theta_{G(n)}(\mathbb{1}) \leq 0$,
(iii) for all $\xi \in \oplus^{(d+1)} D$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} G(n) \xi=G \xi \tag{19}
\end{equation*}
$$

The proof can be found in Ref. [16].
We now state the existence theorem
Theorem 8.4. Let $G$ be a matrix of operators on h satisfying the hypothesis HGC and let $(G(n) ; n \geq 1)$ be a sequence matrices of bounded operators on h such that $\theta_{G(n)}(\mathbb{1}) \leq 0$ and, for all $\xi \in \oplus^{(d+1)} D$, (19) holds. For all integer $n$ let $V(n)=\left(V_{t}(n) ; t \geq 0\right)$ be the unique contraction process solving (3) on $\mathrm{h} \odot \mathcal{E}$ for the operator matrix $G(n)$. There exist a weakly convergent subsequence $\left(n_{k}\right)_{k \geq 1}$ such that the contraction process $\left(V_{t} ; t \geq 0\right)$ defined by

$$
\begin{equation*}
V_{t}=w-\lim _{k \rightarrow \infty} V_{t}\left(n_{k}\right) \tag{20}
\end{equation*}
$$

solves the $Q S D E$ (3) on $D \odot \mathcal{E}$.
Proof. (Sketch) The sequence of contraction processes $\left(V_{t}(n) ; t \geq 0\right)_{n \geq 1}$ is equicontinuous in $t$ on $D \odot \mathcal{E}$. Indeed, for all $u \in D, f \in \mathcal{E}, t>s>0$, by Proposition $2.2 \|\left(V_{t}(n)-\right.$ $\left.V_{s}(n)\right) u \mathrm{e}(f) \|^{2}$ is not bigger than

$$
\begin{aligned}
& \left\|\int_{s}^{t} V_{r}(n) G(n)_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(r) u \mathrm{e}(f)\right\|^{2} \\
\leq & c_{s}^{t}(f, d) \sum_{\alpha, \beta} \int_{s}^{t}\left\|V_{r}(n) G(n)_{\beta}^{\alpha} u \mathrm{e}(f)\right\|^{2}\left|f_{\beta}(r)\right|^{2} d r \\
\leq & c_{s}^{t}(f, d) \mathrm{e}^{\|f\|^{2}} \sum_{\alpha, \beta}\left\|G(n)_{\beta}^{\alpha} u\right\|^{2} \int_{s}^{t}\left|f_{\beta}(r)\right|^{2} d r
\end{aligned}
$$

The sequences $\left(G(n)_{\beta}^{\alpha} u\right)_{n \geq 1}$ in h are bounded by (19) therefore the functions

$$
t \rightarrow\left\langle y, V_{t}(n) u \mathrm{e}(f)\right\rangle
$$

for $u \in D, f \in \mathcal{E}$ are equicontinuous and equibounded.
Hence, by the Ascoli-Arzelà theorem and the standard diagonalisation argument, there exists a subsequence converging on a countable subset of $D \odot \mathcal{E}$ uniformly for $t$ in any bounded interval. The proof can be easily completed because $\mathcal{H}$ is separable (see Fagnola [16] Prop. 3.4 for the details).

Under the hypothesis HGC the solution is also unique (see Mohari and Parthasarathy [32] under more restrictive hypotheses).

Theorem 8.5. Let $G$ be a matrix of operators on h satisfying hypothesis HGC. There exists $a$ unique solution of the $Q S D E$ (3) on $D \odot \mathcal{E}$.

Proof. A solution $V$ of on $D \odot \mathcal{E}$ the QSDE (3) can be constructed by taking the $G(n)$ as in Lemma 8.3 and applying Theorem 8.4.

We now prove uniqueness. Let $\left(X_{t} ; t \geq 0\right)$ be the difference of two contractions solving (3) on $D \odot \mathcal{E}$. For all $u, v \in D, g, f \in \mathcal{M}$ we have then

$$
\left\langle v \mathrm{e}(g), X_{t} u \mathrm{e}(f)\right\rangle=\int_{0}^{t}\left\langle v \mathrm{e}(g), X_{t}\left\{G_{\beta}^{\alpha} g_{\alpha}(s) f^{\beta}(s)\right\} u \mathrm{e}(f)\right\rangle d s
$$

Since both the sides of this identities are analytic functions in $g$ and $f$, for all integers $n, m \geq$ $0,\left\langle v g^{\otimes m}, X_{t} u f^{\otimes n}\right\rangle$ is equal to

$$
\begin{align*}
& \int_{0}^{t}\left(\left\langle v g^{\otimes m}, X_{s} G_{0}^{0} u f^{\otimes n}\right\rangle\right. \\
+ & \left\langle v g^{\otimes m}, X_{s} G_{k}^{0} u f^{\otimes(n-1)}\right\rangle f^{k}(s)+\left\langle v g^{\otimes(m-1)}, X_{s} G_{0}^{\ell} u f^{\otimes n}\right\rangle g_{\ell}(s) \\
+ & \left.\left\langle v g^{\otimes(m-1)}, X_{s} G_{k}^{\ell} u f^{\otimes(n-1)}\right\rangle g_{\ell}(s) f^{k}(s)\right) d s \tag{21}
\end{align*}
$$

for all $u, v \in D$ and all pairs $m, n$ of integer numbers with the convention $g^{\otimes n}=f^{\otimes n}=0$ if $n<0$ and $g^{\otimes 0}=f^{\otimes 0}=\mathrm{e}(0)$.

We now prove that the left-hand side vanishes by induction on $p=n+m$.
Let $p=0$. For every $\lambda>0$ the bilinear form on $h$

$$
(v, u) \rightarrow \int_{0}^{\infty} \exp (-\lambda t)\left\langle v \mathrm{e}(0), X_{t} u \mathrm{e}(0)\right\rangle d t
$$

is bounded because $\left\|X_{s}\right\| \leq 2$ and

$$
\left|\int_{0}^{\infty} \exp (-\lambda t)\left\langle v \mathrm{e}(0), X_{t} u \mathrm{e}(0)\right\rangle d t\right| \leq 2 \lambda^{-1}\|v\| \cdot\|u\|
$$

Hence there exists a bounded operator $R_{\lambda}$ on h such that

$$
\left\langle v, R_{\lambda} u\right\rangle=\int_{0}^{\infty} \exp (-\lambda t)\left\langle v \mathrm{e}(0), X_{t} u \mathrm{e}(0)\right\rangle d t
$$

The identity (21) for $n=m=0, u, v \in D$, yields

$$
\begin{aligned}
\lambda\left\langle v, R_{\lambda} u\right\rangle & =\lambda \int_{0}^{\infty} \exp (-\lambda t) d t \int_{0}^{t}\left\langle v \mathrm{e}(0), X_{s} G_{0}^{0} u \mathrm{e}(0)\right\rangle d s \\
& =\lambda \int_{0}^{\infty}\left\langle v \mathrm{e}(0), X_{s} G_{0}^{0} u \mathrm{e}(0)\right\rangle d s \int_{s}^{\infty} \exp (-\lambda t) d t \\
& =\left\langle v, R_{\lambda} G_{0}^{0} u\right\rangle
\end{aligned}
$$

We have then $R_{\lambda}\left(\lambda \mathbb{1}-G_{0}^{0}\right) u=0$ for every $u \in D$. Since $D$ is a core for $G_{0}^{0}$, the linear manifold $\left(\lambda \mathbb{l}-G_{0}^{0}\right)(D)$ is dense in h . Thus $R_{\lambda}$ vanishes. Therefore $\langle v \mathrm{e}(0), X(t) u \mathrm{e}(0)\rangle$ also vanishes for every $t \geq 0$.

This proves our statement for $p=0$. Suppose that it has been established for a positive $p$. Then, for all $m, n$ with $m+n=p+1$, the induction hypothesis allows us to write (21) as

$$
\left\langle v g^{\otimes m}, X_{t} u f^{\otimes n}\right\rangle=\int_{0}^{t}\left\langle v g^{\otimes m}, X_{s} G_{0}^{0} u f^{\otimes n}\right\rangle d s
$$

The same argument of the previous case $n=m=0$ then shows that $\left\langle v g^{\otimes m}, X_{t} u f^{\otimes n}\right\rangle=0$ for all $t \geq 0$.

This completes the proof.
It is worth noticing here that, contrary to the case in which $G$ is bounded and $\theta_{G}(\mathbb{1})=0$ on $D$, the unique solution of the $\operatorname{QSDE}$ (3) needs not to be an isometry process even if $\theta_{G}(\mathbb{1})=0$ (see Fagnola [15] for a simple example related to birth-and-death processes). The additional condition needed will be discussed in the Section 10.

The uniqueness result allows us to prove as Proposition 6.3 the following
Corollary 8.6. Let $G$ be a matrix of operators on h satisfying hypothesis HGC. The unique solution $V$ of the QSDE (3) on $D \odot \mathcal{E}$ is a left cocycle.

## 9 Dilation of quantum Markov semigroups

In this section we (try to) discuss briefly the application of QSDE to a dilation problem. Indeed, this was one of the most important original motivations for studying QSDE.

A quantum dynamical semigroup on the von Neumann algebra $\mathcal{B}(h)$ of all bounded operators on a Hilbert space h is a $w^{*}$-continuous semigroup $\mathcal{T}=\left(\mathcal{T}_{t} ; t \geq 0\right)$ of completely positive, normal maps $\mathcal{T}_{t}$ on $\mathcal{B}(\mathrm{h})$ such that $\mathcal{T}_{t}(\mathbb{1}) \leq \mathbb{1}$. A quantum dynamical semigroup is called Markov or identity preserving if $\mathcal{T}_{t}(\mathbb{1})=\mathbb{1}$.

We recall that, since $\mathcal{B}(\mathrm{h})$ is the dual space of the Banach space of all trace class operators on h , the $w^{*}$-continuity of $\mathcal{T}$ simply means that the maps $t \rightarrow \operatorname{trace}\left(\rho \mathcal{I}_{t}(x)\right)$ are continuous for each trace class operator $\rho$ on h and all $x \in \mathcal{B}(\mathrm{~h})$. Moreover "normal" means that, for every increasing net $\left(x_{\alpha}\right)_{\alpha}$ in $\mathcal{B}(\mathrm{h})$ with least upper bound $x \in \mathcal{B}(\mathrm{~h})$, the least upper bound of $\mathcal{T}_{t}\left(x_{\alpha}\right)$ is $\mathcal{T}_{t}(x)$.

Complete positivity is a stronger property than positivity. It means that, for all integers $n \geq 1$, given a matrix $X=\left[x_{\ell, m}\right]$ of operators on $\oplus^{n} \mathrm{~h}$ such that $X$ is positive, then the matrix $\left[\mathcal{T}_{t}\left(x_{\ell, m}\right)\right]$ of operators on $\oplus^{n} h$ is also positive.

Quantum Markov semigroups are the natural mathematical model in the study of irreversible evolutions of quantum open systems (see Davies [12]). Irreversibility, from the mathematical point of view, means that the maps $\mathcal{T}_{t}$ describing the evolution of the system with state space h are not automorphisms of $\mathcal{B}(\mathrm{h})$.

A natural question arises: is it possible to realise a quantum Markov semigroup as the "projection" of another reversible evolution of a bigger system? More precisely: does there exist a bigger space $\mathcal{K}$, a projection $E: \mathcal{K} \rightarrow \mathrm{h}$ and a family $\left(k_{t} ; t \geq 0\right)$ of automorphisms of $\mathcal{B}(\mathcal{K})$ such that

$$
\mathcal{T}_{t}(x)=E k_{t}(x) E^{*}
$$

for all $x \in \mathcal{B}(\mathrm{~h})$ ?
This is (a formulation of) the dilation problem (see Bhat and Skeide [10] for a detailed discussion and recent results).

The Hilbert space $\mathcal{K}$ is usually taken as the tensor product of the system space $h$ with a noise space (or heat bath in the physical terminology) given as a Fock space. Accardi, Lu and Volovich [5] gave physical reasons for this choice by the theory of the "stochastic limit".

Quantum Markov semigroups are also a natural generalisation of classical Markov semigroups on the $L^{\infty}$ space of some measurable space $(E, \mathcal{E})$ with a $\sigma$-finite measure. Indeed,
the above definition, can be given in an arbitrary von Neumann algebra. However we choose the simplest non-commutative framework by taking $\mathcal{B}(\mathrm{h})$ having in mind the applications to quantum open systems.

The following result, a quantum analogue of the classical Feynman-Kac formula, was first proved by Accardi [1]. It can be proved essentially by the same arguments of the proof of Proposition 8.2 (see e.g. Fagnola [18] Sect 2.3).

Theorem 9.1. Let $V$ be a strongly continuous (left or right) unitary cocycle on $\mathcal{H}$. The maps $\mathcal{T}_{t}, \widetilde{\mathcal{T}}_{t}$ on $\mathcal{B}(\mathrm{h})$ defined by

$$
\begin{aligned}
\left\langle v, \mathcal{T}_{t}(x) u\right\rangle & =\left\langle V_{t} v e(0),\left(x \otimes \mathbb{1}_{\mathcal{F}}\right) V_{t} u e(0)\right\rangle \\
\left\langle v, \widetilde{\mathcal{T}}_{t}(x) u\right\rangle & =\left\langle V_{t}^{*} v e(0),\left(x \otimes \mathbb{1}_{\mathcal{F}}\right) V_{t}^{*} u e(0)\right\rangle
\end{aligned}
$$

$\left(\mathbb{1}_{\mathcal{F}}\right.$ denotes the identity on $\left.\mathcal{F}\right)$ for $u, v \in \mathrm{~h}$ are quantum Markov semigroups on $\mathcal{B}(\mathrm{h})$.
The unitary cocycle $V$ then solves the dilation problem for $\mathcal{T}$ (resp. $\widetilde{\mathcal{T}}$ ) with Hilbert space $\mathcal{K}=\mathcal{H}=\mathrm{h} \otimes \mathcal{F}$, projection $E u \mathrm{e}(f)=\exp \left(\|f\|^{2} / 2\right) u \mathrm{e}(0)$ and automorphisms $k_{t}(x)=V_{t}^{*}\left(x \otimes \mathbb{1}_{\mathcal{F}}\right) V_{t}\left(\right.$ resp. $\left.\tilde{k}_{t}(x)=V_{t}\left(x \otimes \mathbb{1}_{\mathcal{F}}\right) V_{t}^{*}\right)$.

When the quantum Markov semigroup is given through its generator the construction of its dilation via a unitary cocycle solving a QSDE is straightforward. We sketch the idea in the simplest case of a norm-continuous, i.e. such that

$$
\lim _{t \rightarrow 0} \sup _{x \in \mathcal{B}(\mathrm{~h})\|x\| \leq 1}\left\|\mathcal{T}_{t}(x)-x\right\|=0
$$

quantum Markov semigroup. In this case, by Lindblad's [28] theorem, the infinitesimal generator $\mathcal{L}$ can be represented in the form

$$
\begin{equation*}
\mathcal{L}(x)=K^{*} x+\sum_{\ell \geq 1} L_{\ell}^{*} x L_{\ell}+x K \tag{22}
\end{equation*}
$$

where $L_{\ell}, K \in \mathcal{B}(\mathrm{~h})$ and the series $\sum_{\ell \geq 1} L_{\ell}^{*} L_{\ell}$ is strongly convergent (i.e. $\sum_{\ell \geq 1}\left\|L_{\ell} v\right\|^{2}$ converges for each $v \in \mathrm{~h}$ ) and $\mathcal{L}(\mathbb{1})=\overline{0}$. This representation of the infinitesimal generator follows from complete positivity and normality.

Suppose, for simplicity, that $L_{\ell}=0$ for $\ell>d$ and let

$$
G_{0}^{0}=K, \quad G_{0}^{\ell}=L_{\ell}, \quad G_{\ell}^{0}=-\left(L_{\ell}\right)^{*}
$$

and $G_{m}^{\ell}=0$ for $\ell, m \in\{1, \ldots, d\}$. It is not hard to check that $\theta_{G}(\mathbb{1})=0=\theta_{G^{\dagger}}(\mathbb{1})=0$ and there exists a unique unitary solution $V$ of (3). This is a left cocycle dilating the quantum Markov semigroup $\mathcal{T}$ as we outlined in the above discussion.

It is worth noticing here that the choice of the matrix of operators $G$ is not unique. Indeed, we could take $G_{0}^{\alpha}$ as above for $\alpha \in\{0,1, \ldots, d\}$, take operators $G_{m}^{\ell}$ on h such that the matrix of operators $\left[\delta_{m}^{\ell}+G_{m}^{\ell}\right]$ on $\oplus^{(d)} \mathrm{h}$ is unitary and define $G_{m}^{0}=-\left(G_{0}^{m}\right)^{*}-\left(G_{0}^{\ell}\right)^{*} G_{m}^{\ell}$.
Remark. The action of a quantum Markov semigroup on a commutative subalgebra (an $L^{\infty}$ space) of $\mathcal{B}(\mathrm{h})$ may coincide with the action of a classical Markov semigroup. In this case one can use the tools of classical stochastic analysis to study the behaviour of the classical Markov semigroup which often gives valuable hints on the behaviour of the original quantum Markov semigroup (see Parthasarathy and Sinha [35] for jump processes, Fagnola [17], Fagnola and Monte [19] for diffusion processes).

The relationship between the quantum Markov semigroup $\mathcal{T}$ and the cocycle $V$ is established through the generator. If $\mathcal{T}$ is not norm-continuous its generator is unbounded, however, in many interesting cases it can be represented in a generalised Lindablad's form (see Davies [13]).

This happens for the class of $w^{*}$-continuous quantum Markov semigroups on $\mathcal{B}(\mathrm{h})$ whose generator is associated with quadratic forms $\mathcal{E}(x)(x \in \mathcal{B}(h))$

$$
\mathcal{E}(x)[v, u]=\langle K v, x u\rangle+\sum_{\ell=1}^{\infty}\left\langle L_{\ell} v, x L_{\ell} u\right\rangle+\langle v, x K u\rangle
$$

where the operators $K, L_{\ell}$ satisfy the following hypotheses:

## Hypothesis HQDS

(i) the operator $K$ is the infinitesimal generator of a strongly continuous contraction semigroup $\left(P_{t}\right)_{t \geq 0}$ on h ,
(ii) $L_{\ell}$ are operators on h with $\operatorname{Dom}\left(L_{\ell}\right) \supseteq \operatorname{Dom}(K)$,
(iii) $\mathcal{E}(\mathbb{1}) \leq 0, \mathbb{1}$ being the identity operator on $h$.

These semigroups arise in the study of irreversible evolutions of quantum open systems (see Accardi, Lu and Volovich [5], Alicki and Lendi [6], Gisin and Percival [25], Schack, Brun and Percival [37]). Often there are only finitely many non zero $L_{\ell}$.

It is well-known (see e.g. Davies [13] Sect.3, Fagnola [18] Sect. 3.3) that, given a domain $D \subseteq \operatorname{Dom}(K)$, which is a core for $K$, it is possible to built up a quantum dynamical semigroup, called the minimal quantum dynamical semigroup associated with $K$ and the $L_{\ell}$, and denoted $\mathcal{T}^{(\mathrm{min})}$, satisfying the equations:

$$
\begin{align*}
\left\langle v, \mathcal{I}_{t}(x) u\right\rangle & =\langle v, x u\rangle+\int_{0}^{t} \mathcal{L}\left(\mathcal{T}_{s}(x)\right)[v, u] d s \\
\left\langle v, \mathcal{I}_{t}(x) u\right\rangle & =\left\langle P_{t} v, x P_{t} u\right\rangle  \tag{23}\\
& +\sum_{\ell \geq 1} \int_{0}^{t}\left\langle L_{\ell} P_{t-s} v, \mathcal{I}_{s}(x) L_{\ell} P_{t-s} u\right\rangle d s
\end{align*}
$$

for $u, v \in D$. Indeed, the above equations are equivalent. More precisely a $w^{*}$-continuous family $\left(X_{t} ; t \geq 0\right)$ of elements of $\mathcal{B}(\mathrm{h})$ such that $\left\|X_{t}\right\| \leq\|x\|$ for a fixed $x \in \mathcal{B}(\mathrm{~h})$ satisfies the first equation if and only if it satisfies the second. The idea of the proof is simple: differentiate $s \rightarrow\left\langle P_{t-s} v, X_{s} P_{t-s} u\right\rangle$ and integrate on [0, $t$ ] (see Fagnola [18] Prop. 3.18).

The minimal quantum dynamical semigroup associated with $K$ and the $L_{\ell}$ can be defined on positive operators $x \in \mathcal{B}(\mathrm{~h})$ as follows:

$$
\mathcal{T}_{t}^{(\min )}(x)=\sup _{n \geq 1} \mathcal{T}_{t}^{(n)}(x)
$$

where the maps $\mathcal{T}_{t}^{(n)}$ are defined recursively by

$$
\begin{align*}
\left\langle v, \mathcal{T}_{t}^{(0)}(x) u\right\rangle & =\left\langle P_{t} v, x P_{t} u\right\rangle \\
\left\langle v, \mathcal{T}_{t}^{(n+1)}(x) u\right\rangle & =\left\langle P_{t} v, x P_{t} u\right\rangle  \tag{24}\\
& +\sum_{\ell=1}^{\infty} \int_{0}^{t}\left\langle L_{\ell} P_{t-s} v, \mathcal{T}_{s}^{(n)}(x) L_{\ell} P_{t-s} u\right\rangle d s
\end{align*}
$$

for $x \in \mathcal{B}(\mathrm{~h}), u, v \in D$.
The equations (23), however, do not necessarily determine a unique semigroup. The minimal quantum dynamical semigroup is characterised by the following property.

Proposition 9.2. Suppose that the hypothesis HQDS holds. Then, for each positive $x \in \mathcal{B}(\mathrm{~h})$ and each $w^{*}$-continuous family $\left(X_{t}\right)_{t \geq 0}$ of positive operators on $\mathcal{B}(\mathrm{h})$ satisfying (23), we have $\mathcal{T}_{t}^{(\min )}(x) \leq X_{t}$ for all $t \geq 0$.

Proof. Immediate from the inequality $\mathcal{T}_{t}^{(n)}(x) \leq X_{t}$ for $n, t \geq 0$.
The above proposition allows us to establish immediately another simple characterisation of the minimal quantum dynamical semigroup that will be applied in the study of the left QSDE.

Proposition 9.3. Suppose that the hypothesis HQDS holds and that $\mathcal{E}(\mathbb{1})=0$. For all $\eta \in$ ]0, $1\left[\right.$ the minimal quantum dynamical semigroup $\mathcal{T}^{(\eta)}$ associated with the operators $K$, and $\eta L_{\ell}$ satisfies $\mathcal{T}_{t}^{(\eta)}(x) \leq \mathcal{T}_{t}^{(\min )}(x)$ for all positive $x \in \mathcal{B}(\mathrm{~h})$ and all $t \geq 0$.
Proof. The minimal quantum dynamical semigroup $\mathcal{T}^{(\eta)}$ associated with the operators $K$, and $\eta L_{\ell}$ is defined on each positive $x \in \mathcal{B}(\mathrm{~h})$ as the least upper bound of the sequence $\mathcal{T}_{t}^{(\eta, n)}(x)$ defined recursively by (24) with $\eta L_{\ell}$ replacing $L_{\ell}$.

It is easy to show by induction that,

$$
\mathcal{T}_{t}^{(\eta, n)}(x) \leq \mathcal{T}_{t}^{(n)}(x)
$$

for all $n \geq 1, \eta \in] 0,1[$. The conclusion follows letting $n$ tend to $\infty$.
Proposition 9.4. Suppose that the hypothesis HQDS holds and that $\mathcal{E}(\mathbb{1})=0$. For all $\eta \in$ $] 0,1$ [ the minimal quantum dynamical semigroup $\mathcal{T}^{(\eta)}$ associated with the operators $K$, and $\eta L_{\ell}$ is the unique quantum dynamical semigroup satisfying

$$
\left\langle v, \mathcal{T}_{t}^{(\eta)}(x) u\right\rangle=\left\langle P_{t} v, x P_{t} u\right\rangle+\eta^{2} \sum_{\ell \geq 1} \int_{0}^{t}\left\langle L_{\ell} P_{t-s} v, \mathcal{T}_{s}^{(\eta)}(x) L_{\ell} P_{t-s} u\right\rangle d s
$$

for all positive $x \in \mathcal{B}(\mathrm{~h})$ and all $t \geq 0$ and

$$
\mathcal{T}_{t}^{(\min )}(x)=\sup _{\eta \in] 0,1[ } \mathcal{T}_{t}^{(\eta)}(x)
$$

Proof. The minimal quantum dynamical semigroup $\mathcal{T}^{(\eta)}$ associated with the operators $K$, and $\eta L_{\ell}$ is defined recursively by (24) with $L_{\ell}$ replaced by $\eta L_{\ell}$. Therefore, for all $t \geq 0$ and all positive $x \in \mathcal{B}(\mathrm{~h}), \mathcal{T}_{t}^{(\eta)}(x)$ is the least upper bound of the increasing sequence $\left(\mathcal{T}_{t}^{(\eta, n)}(x) ; n \geq 1\right)$.

It is easy to show by induction that

$$
\mathcal{T}_{t}^{(\eta, n)}(x) \leq \mathcal{T}_{t}^{(n)}(x)
$$

for all $n \geq 1, \eta \in] 0,1\left[\right.$ and, moreover, $\mathcal{T}_{t}^{\left(\eta_{1}, n\right)}(x) \leq \mathcal{T}_{t}^{\left(\eta_{2}, n\right)}(x)$. Letting $n$ tend to infinity, it follows that, for all $t \geq 0$ and all positive $x \in \mathcal{B}(\mathrm{~h})$, the map $\eta \rightarrow \mathcal{T}_{t}^{(\eta)}(x)$ is also increasing. Since $\sup _{\eta \in] 0,1[ } \mathcal{T}_{t}^{(\eta)}(x)$ satisfies (23), by Proposition 9.2 we have $\mathcal{T}_{t}^{(\min )}(x)=$ $\sup _{\eta \in] 0,1[ } \mathcal{T}_{t}^{(\eta)}(x)$.

We now prove uniqueness. Suppose that $\left(\mathcal{S}_{t} ; t \geq 0\right)$ is another quantum dynamical semigroup satisfying the same integral equation as $\mathcal{T}$. Then we can prove by induction (again!) on $n$ that $\mathcal{T}_{t}^{(\eta, n)}(x) \leq \mathcal{S}_{t}(x)$ for all $\left.n \geq 1, \eta \in\right] 0,1[, t \geq 0$ and all positive $x \in \mathcal{B}(\mathrm{~h})$.

Indeed, it is clear that $\mathcal{T}^{(\eta, 0)}{ }_{t}(x) \leq \mathcal{S}_{t}(x)$. Suppose that the desired inequality has been established for an integer $n$. We have then

$$
\begin{aligned}
\left\langle u, \mathcal{T}_{t}^{(\eta, n+1)}(x) u\right\rangle & =\left\langle P_{t} u, x P_{t} u\right\rangle \\
& +\eta^{2} \sum_{\ell \geq 1} \int_{0}^{t}\left\langle L_{\ell} P_{t-s} u, \mathcal{T}_{s}^{(\eta, n)}(x) L_{\ell} P_{t-s} u\right\rangle d s \\
& \leq\left\langle P_{t} u, x P_{t} u\right\rangle+\eta^{2} \sum_{\ell \geq 1} \int_{0}^{t}\left\langle L_{\ell} P_{t-s} u, \mathcal{S}_{s}(x) L_{\ell} P_{t-s} u\right\rangle d s \\
& =\left\langle u, \mathcal{S}_{t}(x) u\right\rangle
\end{aligned}
$$

It follows that $\mathcal{T}_{t}^{(\eta, n+1)}(x) \leq \mathcal{S}_{t}(x)$ and, letting $n$ tend to infinity, we obtain $\mathcal{T}_{t}^{(\eta)}(x) \leq$ $\mathcal{S}_{t}(x)$.

Let $\mathcal{D}_{t}(x)=\mathcal{S}_{t}(x)-\mathcal{T}_{t}^{(\eta)}(x)$ and fix a $t>0$. Clearly, for all $s \in[0, t], u \in \mathrm{~h}$ and all positive $x \in \mathcal{B}(\mathrm{~h})$ we have

$$
\begin{aligned}
\left\langle u, \mathcal{D}_{s}(x) u\right\rangle & =\eta^{2} \sum_{\ell \geq 1} \int_{0}^{s}\left\langle L_{\ell} P_{s-r} u, \mathcal{D}_{r}(x) L_{\ell} P_{s-r} u\right\rangle d s \\
& \leq\left(\sup _{0 \leq r \leq t}\left\|\mathcal{D}_{r}(x)\right\|\right) \eta^{2} \sum_{\ell \geq 1} \int_{0}^{s}\left\|L_{\ell} P_{s-r} u\right\|^{2} d s \\
& =\left(\sup _{0 \leq r \leq t}\left\|\mathcal{D}_{r}(x)\right\|\right) \eta^{2}\left(\|u\|^{2}-\left\|P_{s} u\right\|^{2}\right) \\
& \leq \eta^{2}\left(\sup _{0 \leq r \leq t}\left\|\mathcal{D}_{r}(x)\right\|\right)\|u\|^{2}
\end{aligned}
$$

It follows that

$$
\left(\sup _{0 \leq r \leq t}\left\|\mathcal{D}_{r}(x)\right\|\right) \leq \eta^{2}\left(\sup _{0 \leq r \leq t}\left\|\mathcal{D}_{r}(x)\right\|\right)
$$

and, since $0<\eta<1, \mathcal{D}_{r}(x)=0$ for all $r \leq 1$ and all positive $x \in \mathcal{B}(\mathrm{~h})$. Therefore $\mathcal{D}_{r}$ vanishes on $\mathcal{B}(\mathrm{h})$ since every operator $x$ can be decomposed as the sum of four positive operators.

Proposition 9.5. Suppose that the hypothesis HQDS holds and $£(\mathbb{1})=0$ on $D$. Then the following are equivalent:
(i) the minimal QDS is Markov (i.e. $\mathcal{T}_{t}^{(\min )}(\mathbb{1})=\mathbb{1}$,,
(ii) for all $\lambda>0$ there exists no non-zero $x \in \mathcal{B}(h)$ such that $\mathcal{E}(x)=\lambda x$.

We refer to Davies [13] Th. 3.2 or Fagnola [18] Prop. 3.31 and Th. 3.21 for the proof.
Condition (ii) is a quantum analogue of Feller's non-explosion condition for the minimal semigroup of a continuous time classical Markov chain. Proposition 9.5 shows, in particular, that the minimal classical Markov semigroup is not Markov, then also the naturally associated QDS will not be Markov.

Simple applicable (sufficient) conditions for uniqueness and Markovianity have been obtained by Chebotarev and Fagnola [11]; the following result (Th. 4.4 p .394 in their paper) will be sufficient for our purposes.

Theorem 9.6. Suppose that the hypothesis HQDS holds and suppose that there exists a positive self-adjoint operator $C$ in h with the following properties:
(a) $\operatorname{Dom}(K)$ is contained in $\operatorname{Dom}\left(C^{1 / 2}\right)$ and is a core for $C^{1 / 2}$,
(b) the linear manifold $L_{\ell}\left(\operatorname{Dom}\left(K^{2}\right)\right)$ is contained in $\operatorname{Dom}\left(C^{1 / 2}\right)$,
(c) there exists a positive self-adjoint operator $\Phi$, with $\operatorname{Dom}(K) \subseteq \operatorname{Dom}\left(\Phi^{1 / 2}\right)$ and $\operatorname{Dom}(C) \subseteq \operatorname{Dom}(\Phi)$, such that, for all $u \in \operatorname{Dom}(K)$, we have

$$
-2 \Re\langle u, K u\rangle=\sum_{\ell}\left\|L_{\ell} u\right\|^{2}=\left\|\Phi^{1 / 2} u\right\|^{2}
$$

(d) for all $u \in \operatorname{Dom}\left(C^{1 / 2}\right)$ we have $\left\|\Phi^{1 / 2} u\right\| \leq\left\|C^{1 / 2} u\right\|$,
(e) for all $u \in \operatorname{Dom}\left(K^{2}\right)$ the following inequality holds

$$
\begin{equation*}
2 \Re\left\langle C^{1 / 2} u, C^{1 / 2} K u\right\rangle+\sum_{\ell=1}^{\infty}\left\|C^{1 / 2} L_{\ell} u\right\|^{2} \leq b\left\|C^{1 / 2} u\right\|^{2} \tag{25}
\end{equation*}
$$

where $b$ is a positive constant depending only on $K, L_{\ell}, C$.
Then the minimal quantum dynamical semigroup is Markov.
As shown in Fagnola [18] Sect. 3.6 the domain of $K^{2}$ can be replaced by a linear manifold $D$ which is dense in h , is a core for $C^{1 / 2}$, is invariant under the operators $P_{t}$ of the contraction semigroup generated by $K$, and enjoys the properties:

$$
R(\lambda ; G)(D) \subseteq \operatorname{Dom}\left(C^{1 / 2}\right), \quad L_{\ell}(R(\lambda ; G)) \subseteq \operatorname{Dom}\left(C^{1 / 2}\right)
$$

where $R(\lambda ; G)(\lambda>0)$ are the resolvent operators. Moreover the inequality (25) must be satisfied for all $u \in R(\lambda ; G)(D)$.

We refer to the lecture notes [20] for the study of properties of quantum Markov semigroups.

We can now return to the study of the left QSDE.

## 10 The left equation with unbounded $G_{\beta}^{\alpha}$ : isometry

In this section we suppose that the hypothesis HGC holds and we discuss conditions for $V$ to be an isometry.

Besides $\theta_{G}(\mathbb{l})=0$ on $D$ as we found in Proposition 8.1 an additional condition is needed: the minimal quantum dynamical semigroup associated with $G_{0}^{0}$ and the $G_{0}^{\ell}$ must be Markov.

We shall divide the proof in several steps.
Proposition 10.1. Suppose that the hypothesis HGC holds and $\theta_{G}(\mathbb{1})=0$ on $D$. For all $\eta \in] 0,1\left[\right.$ let $G(\eta)$ be the matrix of operators on $\oplus^{(d+1)} \mathrm{h}$ defined by

$$
\begin{equation*}
I_{\eta}=\mathbb{1}_{\mathrm{h}} \oplus\left(\eta \mathbb{1}_{\left(\oplus^{(d)} \mathrm{h}\right)}\right), \quad G(\eta)=I_{\eta}^{*} G I_{\eta} \tag{26}
\end{equation*}
$$

The left cocycle $V^{(\eta)}$ solving the left QSDE

$$
\begin{equation*}
d V_{t}^{(\eta)}=V_{t}^{(\eta)} G(\eta)_{\beta}^{\alpha} d \Lambda_{\alpha}^{\beta}(t), \quad V_{0}^{(\eta)}=\mathbb{1} \tag{27}
\end{equation*}
$$

on $D \odot \mathcal{E}$ dilates the (minimal) quantum dynamical semigroup $\mathcal{T}^{(\eta)}$ associated with $G_{0}^{0}$ and the $\eta G_{0}^{\ell}$.

Proof. It is easy to see, by our definition, that the matrix $G(\eta)$ of operators $\oplus^{(d+1)} \mathrm{h}$ defined by (26) satisfies the hypothesis HGC for all $\eta \in] 0,1\left[\right.$. In particular we have $\theta_{G(\eta)}(\mathbb{1}) \leq 0$ and, by Theorem 8.5 , there exits a unique contraction process $V^{(\eta)}$ solving the left QSDE (27) on $D \odot \mathcal{E}$.

The contraction process $V^{(\eta)}$ is a left cocycle by Corollary 8.6. Therefore the identity

$$
\left\langle v, \mathcal{S}_{t}(x) u\right\rangle=\left\langle V_{t}^{(\eta)} v \mathrm{e}(0),\left(x \otimes \mathbb{1}_{\mathcal{F}}\right) V_{t}^{(\eta)} u \mathrm{e}(0)\right\rangle
$$

( $v, u \in \mathrm{~h}, x \in \mathcal{B}(\mathrm{~h})$ ) defines a quantum dynamical semigroup on h by Theorem 9.1. Moreover, by the quantum Itô formula (2), we can see immediately that $\mathcal{S}$ satisfies

$$
\begin{aligned}
& \left\langle v, \mathcal{S}_{t}(x) u\right\rangle=\langle v, x u\rangle \\
& +\int_{0}^{t}\left(\left\langle G_{0}^{0} v, \mathcal{S}_{s}(x) u\right\rangle+\eta^{2} \sum_{\ell \geq 1}\left\langle G_{0}^{\ell} v, \mathcal{S}_{s}(x) G_{0}^{\ell} u\right\rangle+\left\langle v, \mathcal{S}_{s}(x) G_{0}^{0} u\right\rangle\right) d s
\end{aligned}
$$

for all positive $x \in \mathcal{B}(\mathrm{~h})$ and all $t \geq 0$. This equation can be written in the equivalent form (23) with $L_{\ell}=G_{0}^{\ell}, K=G_{0}^{0}$ and $P$ the semigroup generated by $G_{0}^{0}$.

Therefore, by Proposition $9.4, \mathcal{S}$ coincides with the unique minimal quantum dynamical semigroup $\mathcal{T}^{(\eta)}$ associated with $G_{0}^{0}$ and the $\eta G_{0}^{\ell}$. This completes the proof.

Theorem 10.2. Suppose that the hypothesis HGC holds and $\theta_{G}(\mathbb{1})=0$ on $D$. Then the unique contraction $V$ solving (3) is a left cocycle dilating the minimal quantum dynamical semigroup $\mathcal{T}$ associated with $G_{0}^{0}$ and the $G_{0}^{\ell}$.

Proof. (Sketch) By Proposition 10.1 for all $\eta \in] 0,1[$ we have

$$
\left\langle v, \mathcal{T}_{t}^{(\eta)}(x) u\right\rangle=\left\langle V_{t}^{(\eta)} v \mathrm{e}(0),\left(x \otimes \mathbb{1}_{\mathcal{F}}\right) V_{t}^{(\eta)} u \mathrm{e}(0)\right\rangle
$$

for all $v, u \in D$. We can show, by the argument of the proof of Theorem 8.4 , that there exists a sequence $\left(\eta_{k} ; k \geq 1\right)$ converging to 1 such that the contractions $V_{t}^{\left(\eta_{k}\right)}$ converge weakly to the unique solution $V_{t}$ of the left QSDE (3) for $k$ going to infinity uniformly for $t$ in bounded intervals. Therefore, for all $u \in \mathrm{~h}$ and all positive $x \in \mathcal{B}(\mathrm{~h})$ we have

$$
\begin{aligned}
\left\langle u, \mathcal{T}_{t}^{(\min )}(x) u\right\rangle & =\lim _{k \rightarrow \infty}\left\langle u, \mathcal{T}_{t}^{\left(\eta_{k}\right)}(x) u\right\rangle \\
& =\liminf _{k \rightarrow \infty}\left\langle V_{t}^{\left(\eta_{k}\right)} u \mathrm{e}(0),\left(x \otimes \mathbb{1}_{\mathcal{F}}\right) V_{t}^{\left(\eta_{k}\right)} u \mathrm{e}(0)\right\rangle \\
& \geq\left\langle V_{t} u \mathrm{e}(0),\left(x \otimes \mathbb{1}_{\mathcal{F}}\right) V_{t} u \mathrm{e}(0)\right\rangle
\end{aligned}
$$

Moreover, since $V$ dilates a quantum dynamical semigroup associated with $G_{0}^{0}$ and the $G_{0}^{\ell}$ and $\mathcal{T}^{(\mathrm{min})}$ is the minimal one, it follows from Proposition 9.2 that the converse inequality also holds. This proves the theorem.

We can now prove the charactersation of isometries solving of the left QSDE (3).
Theorem 10.3. Suppose that the hypothesis HGC holds and $\theta_{G}(\mathbb{1})=0$ on $D$ and let $V$ be the unique contraction solving (3). The following conditions are equivalent:
(i) the process $V$ is an isometry,
(ii) the minimal quantum dynamical semigroup associated with $G_{0}^{0}$ and the $G_{0}^{\ell}$ is Markov.

Proof. Clearly, by Theorem 10.2, (i) implies (ii).
We will prove the converse by showing that

$$
\begin{equation*}
\left\langle V_{t} v g^{\otimes m}, V_{t} u f^{\otimes n}\right\rangle=\left\langle v g^{\otimes m}, u f^{\otimes n}\right\rangle \tag{28}
\end{equation*}
$$

for all $m, n \geq 0, t \geq 0, v, u \in \mathrm{~h}$ and $f, g \in \mathcal{M}$.
The above identity holds for $n=m=0$. Indeed, $V$ dilates the minimal quantum dynamical semigroup associated with $G_{0}^{0}$ and the $G_{0}^{\ell}$ by condition (i) and this semigroup is Markov. Suppose that the identity has been established for all integers $n, m$ such that $n+m \leq p$. Then, for all $n, m$ with $n+m=p+1$ arguing as in the proof of Theorem 8.5 and using the induction hypothesis, we have

$$
\begin{align*}
& \left\langle V_{t} v g^{\otimes m}, V_{t} u f^{\otimes n}\right\rangle=\left\langle v g^{\otimes m}, u f^{\otimes n}\right\rangle+\int_{0}^{t}\left(\left\langle V_{s} v g^{\otimes m}, V_{s} G_{0}^{0} u f^{\otimes n}\right\rangle\right. \\
& \left.+\sum_{\ell}\left\langle V_{s} G_{0}^{\ell} v g^{\otimes m}, V_{s} G_{0}^{\ell} u f^{\otimes n}\right\rangle+\left\langle V_{s} G_{0}^{0} v g^{\otimes m}, V_{s} u f^{\otimes n}\right\rangle\right) d s \tag{29}
\end{align*}
$$

Let $\lambda>0$ and define an operator $R_{\lambda} \in \mathcal{B}(\mathrm{h})$ by

$$
\left\langle v, R_{\lambda} u\right\rangle=\int_{0}^{\infty} \exp (-\lambda t)\left\langle V_{t} v g^{\otimes m}, V_{t} u f^{\otimes n}\right\rangle d t
$$

( $v, u \in D$ ). Multiplying by $\lambda \exp (-\lambda t)$ both sides of (29), integrating on $[0,+\infty[$ and changing the order of integration in the double integral as in the proof of Theorem 8.5 we find

$$
\lambda\left\langle v, R_{\lambda} u\right\rangle=\left\langle v g^{\otimes m}, u f^{\otimes n}\right\rangle+\mathcal{E}\left(R_{\lambda}\right)[v, u]
$$

Letting $c=\lambda^{-1}\left\langle g^{\otimes m}, f^{\otimes n}\right\rangle$, since $\mathcal{E}(\mathbb{1})=0$ we have $\mathcal{E}\left(R_{\lambda}-c \mathbb{\|}\right)=\lambda\left(R_{\lambda}-c \mathbb{1}\right)$. It follows then from Proposition 9.5 (ii) that $\lambda R_{\lambda}=\left\langle g^{\otimes m}, f^{\otimes n}\right\rangle \mathbb{1}$ so that

$$
\lambda \int_{0}^{\infty} \exp (-\lambda t)\left\langle V_{t} v g^{\otimes m}, V_{t} u f^{\otimes n}\right\rangle d t=\left\langle v g^{\otimes m}, u f^{\otimes n}\right\rangle \mathbb{\mathbb { 1 }}
$$

for all $\lambda>0$. Now the uniqueness of the Laplace transform leads to (28).
This completes the proof.
The above theorem characterises isometries $V$ solving the left QSDE (3). In order to study when $V$ is (also) a coisometry (then a unitary), it is not possible to write the QSDE satisfied by $V^{*}$ and apply the above results because this is a right equation and we do not know whether a solution exists. It seems more reasonable to study the dual cocycle $\widetilde{V}$ which is a candidate solution of another left QSDE and, of course it is an isometry if and only if $V$ is a coisometry.

Unfortunately we do not know the most general conditions allowing to deduce that, $\widetilde{V}$ satisfies the left QSDE

$$
\begin{equation*}
d \widetilde{V}_{t}=\widetilde{V}_{t}\left(G_{\beta}^{\alpha}\right)^{*} d \Lambda_{\beta}^{\alpha}(t) \tag{30}
\end{equation*}
$$

on some domain $\widetilde{D} \odot \mathcal{E}$ if and only if $V$ satisfies (3) on $D \odot \mathcal{E}$ when the $G_{\beta}^{\alpha}$ are unbounded.
We bypass this difficulty by first regularising the $G_{\beta}^{\alpha}$, for example by multiplication with some resolvent operator, writing the left QSDE satisfied by the cocycle and, finally removing the regularisation.

Proposition 10.4. Suppose that the hypothesis HGC holds. Let $V$ be the unique contraction cocycle solving (3) on $D \odot \mathcal{E}$ and let $G^{\dagger}=\left[\left(G^{\dagger}\right)_{\beta}^{\alpha}\right]$ be the matrix of operators on $\oplus^{(d+1)} \mathrm{h}$ such that

$$
\left(G^{\dagger}\right)_{\beta}^{\alpha}=\left.\left(G_{\alpha}^{\beta}\right)^{*}\right|_{\widetilde{D}}
$$

where $\widetilde{D}$ is a dense subspace of h which is a core for $\left(G_{0}^{0}\right)^{*}$. Suppose that there exists a sequence $\left(R_{n} ; n \geq 1\right)$ of bounded operators on h such that the operators $G_{\beta}^{\alpha} R_{n}$ are bounded for all $n \geq 1$ and

$$
\lim _{n \rightarrow \infty} R_{n}^{*} v=v
$$

for all $u \in \widetilde{D}$ and all $v \in \mathrm{~h}$ in the weak topology on h . Then the dual cocycle $\widetilde{V}$ is the unique contraction process satisfying (30).

Proof. The bounded processes $\left(V_{t} R_{n} ; t \geq 0\right)$ satisfy the left QSDE $d V_{t} R_{n}=V_{t} G_{\beta}^{\alpha} R_{n} d \Lambda_{\alpha}^{\beta}(t)$ with initial condition $R_{n}$. The time reversed processes ( $\left.\widetilde{V}_{t} R_{n}^{*} ; t \geq 0\right)$ satisfy the QSDE $d \widetilde{V}_{t} R_{n}^{*}=V_{t}\left(G_{\beta}^{\alpha} R_{n}\right)^{*} d \Lambda_{\beta}^{\alpha}(t)$ with initial condition $R_{n}^{*}$. This can be checked by differentiation as in the proof of Proposition 6.4. Therefore, for all $v \in \mathrm{~h}, u \in \widetilde{D}, f, g \in \mathcal{M}$ we have

$$
\begin{aligned}
\left\langle\widetilde{V}_{t}^{*} v \mathrm{e}(g), R_{n}^{*} u \mathrm{e}(f)\right\rangle & =\left\langle v \mathrm{e}(g), R_{n}^{*} u \mathrm{e}(f)\right\rangle \\
& +\int_{0}^{t}\left\langle\widetilde{V}_{s}^{*} v \mathrm{e}(g), R_{n}^{*}\left(G_{\beta}^{\alpha}\right)^{*} u \mathrm{e}(f)\right\rangle g_{\alpha}(s) f^{\beta}(s) d s
\end{aligned}
$$

The conclusion follows letting $n$ tend to $\infty$.
It is possible to prove that the dual cocycle satisfies the expected QSDE by other regularisations of the $G_{\beta}^{\alpha}$ (see e.g. Fagnola [18] Prop. 5.24). The more convenient one usually depend on the special form of the $G_{\beta}^{\alpha}$ appearing in the QSDE.

## 11 The right equation with unbounded $F_{\beta}^{\alpha}$

In this section we outline the main result for proving the existence of solutions to the right QSDE (4). It is clear from Theorem 4.1 that conditions for the existence of a solution must be stronger. Indeed, arguing as in the proof of $2 . \Rightarrow 1$., if $\theta_{F}(\mathbb{1})=0$ then the solution must be an isometry.

When a cocycle $V$ solves a left QSDE we need $\theta_{G}(\mathbb{1})=0$ and the additional condition on an associated quantum dynamical semigroup that turns out to be satisfied when we can apply Theorem 9.6. This suggests that it should be possible to show the existence of isometries solving the right equation assuming an (a priori) inequality like (25) not only on the single operator $G_{0}^{0}$ (the $K$ in (25)) but on the whole matrix of operators $\left[G_{\beta}^{\alpha}\right]$.

This has been done by the author and S. Wills [22] who proved the following result.
Theorem 11.1. Let $U$ be a contraction process and $F$ an operator matrix, and suppose that $C$ is a positive self-adjoint operator on h , and $\delta>0$ and $b_{1}, b_{2} \geq 0$ are constants such that the following hold:
(i) There is a dense subspace $D \subset \mathrm{~h}$ such that the adjoint process $U^{*}$ is a strong solution of $d U_{t}^{*}=U_{t}^{*}\left(F_{\alpha}^{\beta}\right)^{*} d \Lambda_{\alpha}^{\beta}(t)$ on $D \odot \mathcal{E}$, and is the unique solution for this $\left[\left(F_{\alpha}^{\beta}\right)^{*}\right]$ and $D$.
(ii) For each $0<\varepsilon<\delta$ there is a dense subspace $D_{\varepsilon} \subset D$ such that $\left(C_{\varepsilon}\right)^{1 / 2}\left(D_{\varepsilon}\right) \subset D$ and each $\left.\left(F_{\beta}^{\alpha}\right)^{*}\left(C_{\varepsilon}\right)^{1 / 2}\right|_{D_{\varepsilon}}$ is bounded.
(iii) $\operatorname{Dom}\left(C^{1 / 2}\right) \subset \operatorname{Dom}\left[\bar{F}_{\beta}^{\alpha}\right]$ for all $\alpha, \beta$.
(iv) $\operatorname{Dom}[F]$ is dense in h , and for all $0<\varepsilon<\delta$ the form $\theta_{F}\left(C_{\varepsilon}\right)$ on $\operatorname{Dom}[F]$ satisfies the inequality

$$
\theta_{F}\left(C_{\varepsilon}\right) \leq b_{1} \iota\left(C_{\varepsilon}\right)+b_{2} \mathbb{1}
$$

where $\iota\left(C_{\varepsilon}\right)$ is the $(d+1) \times(d+1)$ matrix $\operatorname{diag}\left(C_{\varepsilon}, \ldots, C_{\varepsilon}\right)$ of operators on $h$.
Then $U$ is a strong solution to the right QSDE (4) on $\operatorname{Dom}\left(C^{1 / 2}\right)$ for the operator matrix $F$.
We refer to Fagnola and Wills [22] for the proof.
As a Corollary we can give immediately conditions under which we can prove that $U$ is an isometry or a coisometry process.

Corollary 11.2. Suppose that the conditions of Theorem 11.1 hold and let $U$ be the solution to (4) on $\operatorname{Dom}\left(C^{1 / 2}\right)$ for the given matrix $F$. If either
(i) $\operatorname{Dom}\left(C^{1 / 2}\right) \cap \operatorname{Dom}[F]$ is a core for $C^{1 / 2}$ and $\theta_{F}(\mathbb{1})=0$, or
(ii) $\theta_{\bar{F}}(\mathbb{1})=0$,
then $U$ is an isometry process .
In order to show that $U$ is a coisometry process note that the adjoint process $U^{*}$ satisfies a left QSDE. Therefore it suffices to apply the results of Section 10 to obtain the following

Corollary 11.3 ( [16], [18]). Suppose that the conditions of Theorem 11.1 hold and let $U$ be the solution to (4) for the given matrix $F$. Suppose further that $\left(F_{0}^{0}\right)^{*}$ is the generator of a strongly continuous contraction semigroup, that the subspace $D$ is a core for $\left(F_{0}^{0}\right)^{*}$, and let $\mathcal{T}$ be the minimal $Q D S$ with generator

$$
\langle u, \mathcal{L}(X) v\rangle=\left\langle u, X\left(F_{0}^{0}\right)^{*} v\right\rangle+\left\langle\left(F_{0}^{0}\right)^{*} u, X v\right\rangle+\sum_{i=1}^{d}\left\langle\left(F_{i}^{0}\right)^{*} u, X\left(F_{i}^{0}\right)^{*} v\right\rangle
$$

The following are equivalent:
(i) $U$ is a coisometry process.
(ii) $\theta_{F^{*}}(\mathbb{1})=0$ on $D$ and $\mathcal{T}$ is conservative.
(iii) $\left[\delta_{j}^{i} \mathbb{1}+F_{j}^{i}\right]_{i, j=1}^{d}$ is a coisometry on $\oplus_{i=1}^{d} \mathrm{~h}$ and $\mathcal{T}$ is conservative.

A weaker notion of solution to a right QSDE, the mild solution, has been introduced by Fagnola and Wills [23] taking inspiration from classical SDE.

For $U$ to be a mild solution we demand that $U_{t}(D \odot \mathcal{E})$ is contained in the domain of all the $F_{\beta}^{\alpha}$ with $\alpha+\beta>0$ and that the smeared operator $\int_{0}^{t} U_{s} d s$ maps $D \odot \mathcal{E}$ in the domain of $F_{0}^{0}$. Thus a mild solution is a process $U$ such that

$$
\begin{aligned}
\bigcup_{t>0} U_{t}(D \odot \mathcal{E}) & \subset \bigcap_{\alpha+\beta>0} \operatorname{Dom}\left(F_{\beta}^{\alpha} \otimes 1\right) \\
\bigcup_{t>0} \int_{0}^{t} U_{s} d s(D \odot \mathcal{E}) & \subset \operatorname{Dom}\left(F_{0}^{0} \otimes 1\right)
\end{aligned}
$$

and

$$
U_{t}=1+\left(F_{0}^{0} \otimes 1\right) \int_{0}^{t} U_{s} d s+\sum_{\alpha+\beta>0}^{d} \int_{0}^{t}\left(F_{\beta}^{\alpha} \otimes 1\right) U_{s} d \Lambda_{\alpha}^{\beta}(s)
$$

This is an important notion because the operators $F_{\beta}^{\alpha}$ are in a natural way "less unbounded" than $F_{0}^{0}$ (a sort of square root of the $F_{0}^{0}$ ) and, therefore, have a bigger domain.

An existence theorem for mild solutions inspired by Theorem 11.1 was proved in Fagnola and Wills [23] (Th. 2.3).
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