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Preface 

I switched to higher professional education in 1989 having worked as a secondary school 
teacher for four years. I started to work as a chemistry teacher in the higher laboratory 
education (HLO) of the Hogeschool Den Haag, where I was requested to teach 
thermodynamics. Since a suitable course book was not available, I was at liberty to 
introduce a book on thermodynamics of my own choice. This choice was easily made 
after comparing a number of books: the first edition of Concise Chemical 
Thermodynamics explained thermodynamics in a simple way without slipping into 
complicated mathematical deductions. In addition, the book stood out due to the many 
practical examples which were used to illustrate the possible applications of 
thermodynamics in many disciplines. Owing to a pending merger of the higher laboratory 
education of the Hogeschool Den Haag with another Hogeschool, I switched to the higher 
laboratory education of the Hogeschool Heerlen, now Hogeschool Limburg, in 1990. 
Here again I was asked to teach thermodynamics and was allowed to choose my own 
course book. As my experience with Dr Warn’s book was extremely positive, I naturally 
introduced his book at my new school. 

However I had noticed that the book had not been updated since the first edition. After 
having used the book for five years, I had drawn up a list of suggestions and 
improvements which I sent to the publisher in 1994. It appeared that the publisher had 
intended to have the book revised for some time and was looking for a suitable candidate 
for the job. When I was asked to do this, I consented. I have tried to bring up the book up 
to date and, where necessary, to introduce improvements. 

Without the help of a number of people I would not have been able to complete this 
task successfully. I would like to thank Prof. Dr Ir Erik Cordfunke and Ir Robert de Boer 
of the Netherlands Energy Research Foundation (ECN) at Petten who provided data for 
Chapters 1 and 9. I am very grateful to Dr Klaus Hack of GTT-TECHNOLOGIES at 
Herzogenrath in Germany who not only provided the data for Chapter 11 and Appendix 
III but also allowed me to use the computer program MicroTherm. Furthermore I would 
like to thank my colleague Mrs Sis Achten whom I often bothered with English language 
problems. Finally I would like to thank one of my students, Sjef Cremers, for typing and 
checking all the data used in Appendix III. Last but not least I would thank all at 
Chapman & Hall who have contributed to this new edition. 

Ir. Toon Peters  
Heerlen, June 1996  



Preface to the first edition 

Thermodynamics, like classical music, is an acquired taste. The initiation must be 
sensitively carried out, otherwise the mathematical rigour, like the formal structure of the 
music, acts to discourage a deeper relationship. It is sad but true that some students, both 
of thermodynamics and of Bach, never recover from the initial shock. In this, we are all 
losers. In this book, therefore, I have tried to present thermodynamics in a way which 
uses little mathematics, but which includes many practical and lively examples. I hope it 
will provide a basis for an introductory course at Honours Degree level, and will also 
suffice for Higher National Diploma and Certificate students. 

In general, my aim has been to develop an understanding of Gibbs free energy fairly 
early on and then to apply this concept in several different fields. I have used many 
examples from chemical industry, in the firm belief that the basic usefulness of the 
subject must be demonstrated. I have therefore included a brief discussion of Ellingham 
diagrams in Chapter 10 and for a similar reason have omitted any mention of the Carnot 
cycle. I have used symbols consistent with the recommendations of the International 
Union of Pure and Applied Chemistry and have adopted units of the Systéme 
International d’Unités (SI). Accordingly, all thermochemical data are given in joules not 
calories. At the time of writing, general agreement has not been reached on the 
replacement of the atmosphere and gram mole by the bar and kilogram mole, and so the 
older units have been retained. 

During the writing of this book, I have drawn on the experience and advice of many 
persons and organizations. I am very grateful to Drs John Golden and Ron Perrett for the 
reading of major parts of the manuscript, and for helpful comments and discussions. In 
the writing of Chapter 10, I was much indebted to personnel of Magnesium Elektron 
Limited, British Hydrocarbon Chemicals Limited, and the British Iron and Steel Research 
Association (who provided data for Fig. 10.1). Thanks are also due to the Dow Chemcial 
Company (for permission to reproduce sections of the JANAF tables), to the National 
Bureau of Standards, Washington (for Fig. 3.1 and for data from which Table 2.1 was 
compiled) and to the Royal Institute of Chemistry (for permission to include questions 
from previous examination papers, which appear herein as Problems 7.5, 7.7, 8.5, 9.8, 
and 9.11). Miss Hazel Hawkes, who typed the manuscript against great odds, also has my 
gratitude. Notwithstanding all of this help, I would never have completed this task 
without the continuous and firm support of my wife and family; to them I am indeed very 
grateful. 

My publishers have worked long and well in the removal of errors and ambiguities 
from the manuscript. Possibly, however, there may be some which remain, which I have 
hidden too well for detection by even their practised eyes. To me must fall the blame for 
these errors; I would however be glad to know of those detected by readers. 

J.R.W.Warn  
Hertford  



Symbols and abbreviations 

The symbols and abbreviations given below are based on Quantities, Units and Symbols 
in Physical Chemistry, 2nd edn, published by the International Union of Pure and 
Applied Chemistry, Blackwell Scientific Publications (1993). 

a  (relative) activity 

aq  aqueous solution 

atm  atmosphere, unit of pressure 

bar  bar, unit of pressure 

c  concentration 

ºC  degree Celsius 

CP  heat capacity at constant pressure 

CV  heat capacity at constant volume 

e  elementary charge 

E  electromotive force 

F  Faraday constant 

f fugacity 

kg  kilogram, unit of mass 

G  Gibbs energy (F in some books by American authors) 

(g)  gas phase 

H  enthalpy (heat content) 

i  electric current 

k  Boltzmann constant 

K  equilibrium constant 

K  kelvin 

l  litre, unit of volume 

(l)  liquid phase 

log  decadic logarithm 

ln  exponential logarithm 

m  molality (of a solute) 

M  molar, unit of concentration 

NA  Avogadro constant 

n  amount of substance, chemical amount 



P  pressure 

pB  partial pressure (the definition applies to entities B which 
should always be indicated by a subscript or in 

parentheses) 

Q  reaction quotient 

q  heat added to system 

R  gas constant (molar) 

(s)  solid state 

S  entropy 

t  Celsius temperature 

T  thermodynamic temperature 

U  internal energy 

V  volume 

w  work done on system 

x  mole fraction, amount fraction 

α expansion coefficient 

γ  activity coefficient 

∆  change of function of state, final less initial 

µ  chemical potential 

∑  summation sign 

Other symbols and conventions in chemical thermodynamics 
(i) Symbols used as subscripts to denote a chemical process or reaction 

vaporization, evaporation 
(liquid→gas)  

vap 

sublimation (solid →gas)  sub 

melting, fusion (solid→liquid)  fus 

transition (between two phases)  trs 

mixing of fluids  mix 

solution (of solute in solvent)  sol 

dilution (of a solution)  dil 

adsorption  ads 

displacement  dpl 

immersion  imm 

reaction in general  r 

atomization  at 

combustion reaction  c 



formation reaction  f 

(ii) recommended superscripts 
standard  0 

pure substance  * 

infinite solution  ∞  

ideal  id 

activated complex, transition state  ‡ 

excess quantity  E 

(iii) Examples of use of these symbols 
The subscripts used to denote a chemical process, listed under (i) above, should be 

used as subscripts to the ∆ symbol to denote the change in an extensive thermodynamic 
quantity associated with the process. 

Examples 
∆vapH=H(g)−H(l), for the enthalpy of vaporization 

∆vapHm for the molar enthalpy of vaporization 

=∆H0(l)−∆H0(s), the change in (molar) standard enthalpy when a substance 
changes from the solid to the liquid state 

The standard enthalpy of combustion of gaseous methane is ∆cH0 (CH4, g, 298.15 
K)=−890.3 kJ/mol, implying the reaction: 

   

The standard (internal) energy of atomization of liquid water is ∆atUº(H2O, l)=625 
kJ/mol, implying the reaction: 

   



 



1  
Energy 

1.1 The realm of thermodynamics 

Our world is characterized by a multitude of natural phenomena. It is a world of change, 
of movement and energy; of storms, earthquakes, cosmic rays and solar flares. The range 
and complexity of these changes is so great that it would seem the height of foolishness 
to attempt to find a common thread, or a theme, that runs through all of them. None the 
less, over the centuries, by patient and careful observation, and aided by the occasional 
flash of insight, men have come to a partial understanding of the factors involved. At the 
heart of such a science is the concept of energy. Thermodynamics, as we now know it, 
derived its name originally from studies of the ‘motive power of heat’, and had to do 
primarily with steam engines and their efficient use. The main reason why the idea of 
energy was so poorly understood is that energy, the capacity for doing work, appears in 
so many different forms. However, after heat and work were understood to be but 
different forms of the same thing, and calculations of the efficiencies of steam engines 
were carried out, thermodynamics was applied more generally to all changes, both 
chemical and physical. 

Thermodynamics is a science of the macroscopic world. That is, it requires no prior 
understanding of atomic and molecular structure, and all its measurements are made on 
materials en masse. This is not to say that an understanding of molecular phenomena 
cannot help us to grasp some difficult concepts. The branch of the subject known as 
statistical thermodynamics has assisted greatly in our understanding of entropy, for 
example, but the basic theories of thermodynamics are formulated quite independently of 
it. This point is even more evident if we consider a complete description of, say, the 
steam in a kettle of boiling water. A description in molecular terms would involve the 
position and nature of each particle, and its velocity at any instant. As there would be 
well over 1021 molecules present, this would be a humanly impossible task. On the 
macroscopic scale, however, we are glad to find that the chemical composition of steam, 
its temperature, and pressure, for example, are quite sufficient to specify the situation.  

If we accept that such variables as temperature, pressure and composition are a 
sufficient description of such a system, and if we are prepared to follow energy in all its 
various disguises, then we shall find that thermodynamics is a reliable pathfinder and 
guide to new and unexplored phenomena. We shall find that by taking relatively simple 
measurements such as heats of reaction and specific heats, we can predict the outcome, 
and even calculate the equilibrium constants, of changes which may never have been 
attempted before. Thermodynamics is a reliable guide in industrial chemistry, in plasma 
physics, in space technology, and in nuclear engineering, to name but a few applications. 

We shall now discuss some aspects of the two main fields of application, which spring 
from the first and second laws of thermodynamics. The first law is the energy 



conservation law, which requires a clear understanding of energy’s disguises. The second 
law deals with the concept of entropy, an increase of which may be regarded as one of 
nature’s two fundamental forces. (The other driving force is the minimization of energy.) 

1.1.1 Energy bookkeeping 

The rate of physical and mental development of the species homo sapiens was previously 
limited by naturally occurring genetic processes. Revolutionary extensions to man’s 
faculties have been made in the last two centuries. They are the extension of his mental 
capacity which came with the introduction of the electronic computer in the mid-
twentieth century, and the extension of his physique, which came with the development 
of machinery in the Industrial Revolution. We shall be concerned with this second aspect. 

There is a close link between the per capita consumption of energy, and the state of 
physical advancement of a nation. 

From 1975 till 1990 the world’s population has risen from four billion to 5.3 billion 
[1]. World energy consumption in 1990 was at eight billion tons oil equivalent (1 ton oil 
equivalent=nearly 42 gigajoules), only a small fraction of which was needed for winter 
heating. The four billion inhabitants of the developing countries have to get by on just a 
third of this. The rich countries, i.e. the remaining 1.3 billion individuals, account for the 
balance of total world energy consumption. This means that per capita energy 
consumption in the industrialized countries is about six times as high as in the rest of the 
world. However, the third world’s share is increasing rapidly, as economic development 
in these areas is accompanied by a rapid increase in per capita energy consumption. 

Combining the estimates for world population and for the growth per capita energy 
consumption, it can be safely assumed that world energy consumption might easily 
double in the next few decades. This means a growth in the demand for energy carriers in 
general.  

It almost goes without saying that clean energy sources are preferable to energy 
sources which pollute the environment. While we would rather limit ourselves to wind 
turbines and solar cells, for practical and economic reasons these are unable to meet our 
needs. Accordingly, current energy demand is principally met by fossil fuels such as oil, 
coal and gas. How can we best meet this growing requirement? 

Contributions from renewable energy sources cannot keep pace, while the prospects 
for a significant contribution from nuclear energy in many countries remain clouded by 
social factors. So, for the time being, we will continue to be dependent upon fossil fuels. 
This includes coal, since there are probably insufficient exploitable reserves of oil and 
gas to keep pace for long with increasing demand. No effort should be spared therefore to 
curtail the environmental pollution which accompanies the use of fossil fuels. 

It is essential that we should understand how far the laws of thermodynamics can help 
to clarify the various processes of energy conversion, or assist us in making efficient use 
of energy. 

Consider some examples of energy conversion, both present and future. 

(a) Our muscular energy (as a mechanical, or work-doing form of energy) springs from 
the controlled combustion of carbohydrate foods. Some of the energy is used to warm 
us; some is used as mechanical energy. It also seems clear that a form of electrical 
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energy is involved at an intermediate stage. Thus life itself depends on energy 
conversion. 

(b) Plant life depends on converting radiant energy from the sun into the chemical energy 
of sugars and carbohydrates, which are photosynthesized from water and carbon 
dioxide. 

(c) Solar energy is manifested in many different forms and, strictly speaking, in almost all 
forms of renewable energy the sun is the primary source. Well-known examples of the 
use of solar energy are passive and active thermal solar energy, in which sunlight is 
used for space or water heating. A relatively new form of solar energy utilization is 
photovoltaic solar energy (PV). With PV (sun) light is converted directly into 
electricity using the photovoltaic effect. Since this process is fully ‘solid state’, PV is 
clean, quiet and reliable and can be used almost everywhere. The largest solar power 
station in Europe has been working since 1994 in the province of Toledo in Spain. 
This power station has 104 solar panels covering an area of 1.5 km2. With a capacity 
of 1 MW it provides electricity to 2000 households. 

(d) Natural gas consists principally of methane, one of the gases which cause the 
greenhouse effect. Compared with other fossil fuels, natural gas is very clean. During 
combustion, however, atmospheric nitrogen reacts with oxygen to produce a mixture 
of nitrogen oxides. This reaction occurs because of an extremely high temperature of 
combustion and an excess of available oxygen. It is, therefore, a question of 
optimizing combustion techniques to minimize the effects of NOx and other pollutants. 
As with coal gas, natural gas is a potential source material in the production of 
hydrogen. When it is heated with steam, a mixture of gases is obtained which contains 
hydrogen and CO2. 

The key to processes (a) to (d) is the abundant supply of energy. In the years to come, this 
requirement will be met from a variety of sources, and many different processes of 
energy conversion will be used. One thing, however, is certain. At all stages in the 
planning and execution of these schemes, basic thermodynamic concepts will form a 
central part. Such is the main theme of this book. 

1.1.2 Nature’s driving forces 

In the 1880s it was found that the combustion gases issuing from blast furnaces contained 
large amounts of carbon monoxide. The reactions in which monoxide is converted to 
dioxide, such as: 

   

or 

   

were not therefore occurring to completion. This seemed to indicate serious inefficiency 
in the furnaces. Perhaps insufficient time was being allowed for the reaction to be 
completed, or possibly these reactions were basically reversible, with small equilibrium 
constants for the forward reactions. If the smelters had known more about 
thermodynamics, they would have realized that the second solution was correct, and 
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many firms would have been spared the expense of increasing the height of their blast 
furnaces. They did this in the vain hope that further opportunity would be given to the 
reactants to achieve equilibrium; in fact the equilibrium could not be improved upon. 

The tendency of a certain process to occur or not may be expressed in terms of the 
equilibrium constant. If we study the results of simple thermal measurements, 
thermodynamics will help us to calculate equilibrium constants of processes which have 
not been previously attempted, or which are difficult to study directly. It can answer the 
question ‘how far?’ but is quite unable to answer ‘how fast?’ A host of industrial 
processes, such as the cracking of light naphtha to form ethylene, or the synthesis of 
ethanol from ethylene and water vapour, depend initially on a very careful analysis of the 
equilibrium situation over a wide range of temperatures. Only when the feasibility of a 
new process has been demonstrated, by thermodynamic methods, is it necessary to build 
pilot plants and choose catalysts. Once a reaction strikes the rocks of an unfavourable 
equilibrium constant, no mere catalyst can salvage the wreck. 

1.2 Setting the scene; basic ideas 

Thermodynamics depends on a careful logical analysis of natural phenomena, and so we 
must first agree on a small number of basic terms. 

1.2.1 System and surroundings 

The experiments we shall discuss will all be carried out in a small well-defined space, 
usually in the laboratory, which we can study closely; this small region of space is called 
the system. The system may be simple or complex; it may be, for example, a container of 
chemicals ready to react, or a simple vessel of gas. There may well be facilities for 
stirring (to bring about homogeneity), or for measuring temperature or pressure. 
Sometimes the boundaries are only imagined, but they can always be represented on 
paper, so that everything outside the system is differentiated as the surroundings. 

A system may undergo alteration from outside in two distinct ways. From time to 
time, either chemical matter, or energy in one of its forms, may move across the 
boundary. The energy may be mechanical energy transmitted by a shaft, electrical energy 
flowing through wires, or conducted, or radiated, thermal energy. The system is said to be 
closed if no matter is allowed to move across the boundary, and adiabatic if no thermal 
energy passes into or out of the system. If neither matter nor energy is transferred, it is 
said to be isolated. 

1.2.2 Functions of state 

When describing an experimental sample of say two moles of methane, it is only 
necessary to specify a certain minimum number of variables in order to describe the 
system completely. Thus temperature and pressure would be quite adequate, although we 
could substitute volume, or density for one of them. In fact any two would automatically 
fix the remainder. For an ideal gas this follows directly from the general gas equation: 
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These functions of state, or state variables as they are sometimes called, are closely 
dependent on one another, and describe the state or condition of the system as it is now, 
without reference to its immediate history. This ‘lack of memory’ has an important 
consequence. If for example we are measuring the change of temperature of a tank of 
liquid heptane, from a ‘state 1’, to a ‘state 2’, the value of the temperature difference, 
T2−T1, is quite independent of the intermediate steps of the change. 

If we were considering the amount of thermal energy which had been added to achieve 
this rise in temperature from T1 to T2, we would find that it depended on the way in which 
it was accomplished. In one case we might have raised the temperature by passing hot 
water through some heating coils. Alternatively, we might have used mechanical energy 
to agitate the liquid heptane; this too would result in a temperature rise, although no 
‘heat’ or thermal energy would have been added. Thermal energy and mechanical energy 
themselves would certainly not qualify as functions of state, but could alter with the 
whim of the experimenter, and would depend on the route by which he chose to go from 
(state 1) to (state 2). 

It should be pointed out here that a change of volume or of any other function of state 
is always measured as that of the final state minus that of the initial state. Mathematical 
abbreviations save time and space, and as a general rule we shall use Greek delta (∆) to 
denote such a change, and Greek sigma (∑) to denote ‘sum of’. Thus on melting one 
mole of mercury, there is a volume change represented as follows: 

 

  

The positive sign implies an increase of volume, whereas a negative sign would imply a 
decrease. In quite general terms, for a change of a function of state, in which products 
(final state) are formed from reactants (initial state): 

 
(1.1) 

Finally, it must be stressed that to measure a function of state implies that equilibrium 
exists within the system. We can generalize only about systems which are thermally, 
mechanically and chemically in equilibrium. This condition is seldom met. Slight 
differences of temperature are often found even in a carefully controlled apparatus, and 
the experimental thermodynamicist must be constantly alert to these possibilities. 
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1.2.3 Mechanical work and expanding gases 

When we take the lid off a bottle of cola, the released carbon dioxide does work on the 
atmosphere. That is, it has to push back the air, which resists the expansion, in order to 
make room for itself. The same is true of steam from water boiling in a kettle and of 
many chemical processes. This is one of the many forms of energy which we must learn 
to recognize. The expression we shall now derive will be quoted often. 

Consider the reaction of dilute hydrochloric acid on calcium carbonate to be taking 
place in a tall form beaker. The evolved CO2 will push back the air. It is convenient to 
imagine a weightless piston, which just fits the inside of the beaker, to be moving up at 
the same time. This is pictured in Fig. 1.1. 

Mechanical work is equal to the product of the force and the distance moved, and in 
this case, for a small movement dh, work=f dh. If A is the cross-sectional area of the 
piston, and P the resisting external pressure (usually atmospheric), the total work is equal 
to: 

 (1.2) 

If we may assume that the gas behaves ideally, the general gas equation, PV=nRT where 
n is the number of moles of gas, and R the universal gas constant can be used to simplify 
the measurements. 

In passing it is as well to mention the numerical value of R. We know that a mole of 
gas at 1 atm occupies 22.413 liters, and so, at 273.15 K, the equation of state becomes 
1(22.413)=(1)R(273.15), which gives R=0.08205 litre atm/mol K. 

Alternatively, we may express R in joule/mol K (1 litre atm=101.3 joule), or in 
cal/mol K (4.184 joule=1 (defined) calorie). To summarize these calculations: 

 

  

From time to time it will be necessary to use each one of these expressions.  
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Figure 1.1 Evolution of carbon 
dioxide causes work to be done on the 
gas in the surrounding atmosphere. 

1.2.4 The absolute temperature scale 

We all have a more or less well-developed sense of ‘hot’ and ‘cold’ and understand the 
concept of temperature to mean that high values are associated with ‘hot’ bodies, and low 
with ‘cold’. The measurement of temperature on a numercial scale, however, has always 
presented problems. The basic difficulty is that the measured temperature depends on the 
thermometer being used. 

The problem of the choice of thermometer is best understood by way of example. Let 
us begin by defining 100º Celsius as the temperature of boiling water at 1 atmosphere 
pressure, and 0ºC as that of wet ice at 1 atmosphere in contact with air. We can then 
calibrate a mercury-in-glass thermometer by using these two points. Assuming a smooth 
capillary, we can interpolate a value of 50º exactly midway between the calibration 
points. We therefore define this intermediate temperature in terms of our chosen 
thermometer. However, if we construct thermometers using the e.m.f. of a thermocouple, 
or the volume of helium gas as the thermometric property, serious discrepancies arise. At 
50 mercury degrees, the thermocouple reads 49.27º, and the gas thermometer 49.97º. Is 
there any reason for choosing one thermometer as a standard, with which we can 
compare the others? Before answering this question, we must pay some attention to the 
properties of gases. 

All gases expand on heating. Thus a litre of nitrogen gas at 0ºC expands by 
approximately 0.00367 litre when heated by one degree. That is, if V0 is the volume of 
the gas at 0ºC, the volume at another temperature is given by: 

   

where α is the coefficient of expansion, here equal to 0.00367. The value of a is not 
absolutely constant, but varies slightly with the pressure of the gas (problem 1.1). For an 
expansion from 0º to 1ºC, we find that the ratio of volumes: 
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The term 1/α has units of temperature. We are now able to define a new temperature scale 
such that 1/α new degrees is equivalent to 0ºC, and (1/α+1) new degrees is equivalent to 
1ºC, and so on. This means that the gas volume is directly proportional to temperature 
measured on our new scale. In fact no gas obeys this relationship exactly, although 
helium comes very close to it. We none the less find that all gases obey it at the limit of 
zero pressure. The hypothetical ideal gas is thus defined as one which does obey it over 
all ranges. The temperature scale which results is named after Lord Kelvin (William 
Thomson) who was its originator.  

The value of 1/α for nitrogen at 1 atm is 272. Experiments with other gases indicate 
that the ice point, 0ºC, is equivalent to a value of near 273 K. The Kelvin scale is now 
defined with high accuracy such that the triple point of water (where ice, water and water 
vapour are all in equilibrium, at 0.01ºC) has the temperature 273.1600º on the Kelvin 
scale. The triple point is more accurately defined than the ice point. On this basis 0ºC is 
273.15 K. Measurement on this ideal gas scale is best conducted with a constant pressure 
helium thermometer, although there are small deviations from the absolute scale. A 
comparison of the four temperature scales discussed above is given in Table 1.1. 

1.3 Forms of energy and their interconversion 

We are today familiar with the idea that energy takes several forms. That is, we see in an 
electric motor, a dam, or an internal combustion engine, a common factor which we 
define as the capacity for doing work. The fact that the forms of the energy, electrical, 
gravitational and chemical, are fundamentally different does not detract from their 
working usefulness. Such understanding is of fairly recent origin, however. The idea that 
heat is a form of energy, manifesting itself as ‘energy in transit’ dates from 1842, when 
J.R.Mayer first published his hypothesis that heat and work were different forms of the 
same thing. On a voyage to the tropics, when bleeding a sick crew member, he noticed 
that the venous blood, usually dark and sluggish, was rich with oxygen and bright red in 
colour. This was because less oxygen was needed for oxidation of food to maintain the 
body temperature than in colder parts of the world. He then considered the possibility that 
the combustion of a given amount of food led to both heating and working of the body, 
but in different proportions depending on the need for each. The nature of heat, the 
‘caloric fluid’, was an enigma up to that time,  
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Table 1.1 Comparison between thermometers, 
calibrated linearly from 0º to 100ºC and the perfect 
gas scale 

Perfect gas 
scale (ºC) 

Expansion of helium gas 
at constant pressure 

Expansion of mercury 
in Jena glass 59 

E.m.f. of chromel-
alumel thermocouple 

400 399.95 412.6 400.0 

300 299.98 304.4 297.8 

200 199.994 200.8 198.3 

100 100 100 100 

50 50.001 50.03 49.3 

0 0 0 0 

−50 −50.002  −45.4 

and even now it is a difficult concept. What Mayer came to realize, to use our 
terminology, was that energy is conserved, and that the primary chemical energy is 
converted into heat or work as the need demands, with no energy being lost in the 
process. 

Since that time, we have become aware of new disguises for energy. Sometimes the 
principle of the conservation of energy, which is the simplest expression of the First Law 
of Thermodynamics has seemed to be invalidated, but in each case, the faith of those 
scientists who continued to believe in this great conservation law, was vindicated. A 
simple analogy will help to make the point.* 

A young child had many toys, but among his favourites was a set of sixteen building 
bricks, with which he played almost every day. Each evening, his mother would start the 
job of collecting them and tidying them away ready for the next day. Sometimes they 
would be hidden, but the mother remembered how many there were, and she believed in 
the ‘conservation of bricks’ law, and so searched until they were found. One day it 
seemed that the child had put some bricks into his private lock-up box; it rattled. 
Although she could not see the bricks, she satisfied herself that there were in fact three 
bricks inside, by weighting the box, knowing its empty weight, and calculating that: 

 
  

On another occasion, the mother noticed that not only was the level of the goldfish pond 
a little higher than normal, but also that the fish were showing visible signs of 
consternation. By making calculations based on the apparent change of volume caused by 
the bricks, the law of conservation of bricks was verified once more. In each case, her 
awareness of the bricks took a different form, even though the total number was 
unchanged. 

So it is with energy. It wears different disguises, but each may be penetrated by 
appropriate mathematical or experimental study. As an example, we may mention the 
‘lost bricks’ of radioactivity. The radioisotope of cerium, 144Ce, for example, with a half-
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life of just over forty weeks, gives out atomic fragments and gamma rays at the rate of 25 
watt/g. Where does the energy come from? This and many similar nuclear processes are 
explained in terms of change of mass, according to the Einstein equation, which relates 
energy to mass and the velocity of light, by E=mc2. Another example concerned certain 
beta-decay processes, in which a true energy balance seemed not to be achieved. This 
was due to the emission of a further particle, the neutrino (christened thus, the ‘little 
neutral one’, by Enrico Fermi), which with its very small mass, and zero charge, was very 
difficult to detect.  

Chemical energy is energy that is either stored or can be released through a distinct 
chemical reaction [2]. As such, it appears in many forms (Table 1.2), always in the form 
of some kind of potential energy. When a chemical reaction occurs, the energy of the 
chemical species may change and energy can be released to, or absorbed from the 
surroundings. This can involve the exchange of chemical energy with another kind of 
energy or with another chemical system. 

A chemical reaction, defined as a change in the chemical state of the system, is 
typically accompanied by a release of energy to, or an uptake of energy from the 
surroundings. This energy transfer typically involves another form of energy, in patterns 
shown in Fig. 1.2. 

In many reactions that are permitted to proceed ‘spontaneously’ the energy emitted 
becomes thermal energy in the system and, eventually, its surroundings. This is what 
happens in the combustion of a fuel, such as coal, used to heat water, for use in a turbine 
or engine. The efficient harnessing of chemical energy as thermal energy is, therefore, a 
critical part of the design of a combustion system. Let us consider the combustion of coal, 
which involves the oxidation of carbon to carbon dioxide: 

   

The heat liberated in the combustion reaction is used to heat water vapour to produce 
high-temperature steam, which is then led into a turbine that, in turn, drives a magnet in a 
generator. There are, then, three energy conversions steps: (1) from chemical to thermal; 
(2) from thermal to mechanical; and (3) from mechanical to electrical. 

In the combustion reaction, the chemical system of coal plus oxygen is converted into 
another chemical system, carbon dioxide, plus heat. Ideally, all the heat is captured in the 
thermal energy of the steam. However, the exhaust gases from the burner are very hot 
and remove heat to the atmosphere. Heat is also diverted to the vaporization of any non-
combustible  

* This analogy is based on the story of Professor Richard Feynman, of the California Institute of 
Technology, with his permission. 

Table 1.2 Types of chemical energy 

Type Examples 

Chemical bonding Connections between atoms 

Electronic energy levels Molecules after absorption of visible or ultraviolet radiation 
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Vibrational/rotational energy 
levels 

Thermally excited molecules or after absorption of infrared or 
microwave radiation 

Osmotic energy Membrane separated concentration differences* 

Electrochemical energy Elements capable of transferring electrons 

*Especially interesting in the context of biological chemistry. 

 

Figure 1.2 The relationship between 
chemical energy and other forms of 
energy, with examples. Note that a 
reaction can have energy transferred to 
or from several types of energy, as in 
the conversion of chemical energy into 
electrical energy and thermal energy. 

material in the fuel, especially moisture, and to bring the air used in combustion to the 
correct temperaure. Energy is also released into the environment in the form of radiation, 
mostly in the infrared, from the hot surfaces of the equipment. The best that is done 
practically is to convert about 80% of the available chemical energy into actual thermal 
energy in the steam. 

The next step is the conversion of the thermal energy of the steam to the mechanical 
energy of a turbine. The efficiency of this step is limited by absolute thermodynamic 
constraints as described classically through an ideal heat cycle such as the Carnot cycle. 
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Practical machines achieve efficiencies in the order of 45%. Finally, the actual electrical 
generation step captures the mechanical energy of the turbine with over 95% efficiency. 
Overall, the three-step electricity generation process yields about 33% of the chemical 
energy in the starting coal and oxygen as electrical energy. 

There is an ongoing search for improved efficiency of these plants and for ways of 
reducing their impact on the environment. Coal gasification in combination with gas 
purification could, however, prove to be a technologically sound successor to convential 
pulverized coal plants. This involves the production, from coal, of a firing gas (namely 
coal gas) which consists principally of hydrogen and carbon monoxide.  

If coal can be represented by the formula CnHm the gasification reaction can be written 
as: 

   

This means that there is a shortage of oxygen to burn the coal completely to carbon 
dioxide and water. 

Coal gas can be used, for example, in a power station as a fuel for the production of 
electricity. Here, the gas is burned in a gas turbine, the residual heat being used in a steam 
cycle as described above. 

A demonstration power station, with a capacity of 250 MW, was built in the early 
1990s at Buggenum, in the Dutch province of Limburg. Sulphur-containing pollutants 
and oxides of nitrogen are removed from the coal gas so that, when it is used as a firing 
gas, the only products are water, carbon dioxide, fly ash and slag. The net efficiency at 
full load is about 43%. 

The removal of carbon dioxide from the flue gases is an expensive business. That is 
why it is better to remove carbon monoxide (from which the carbon dioxide is created) 
from the coal gas before it is used. This can be done by using steam to convert the carbon 
monoxide into hydrogen and carbon dioxide (shift reaction), which are then separated. 
The CO2 released by this reaction can be stored underground, either in exhausted natural 
gas fields or in sealed water reservoirs. In this way, coal gasification can be used in the 
future as an intermediate phase in the production of hydrogen from coal. The hydrogen 
can subsequently be used as a fuel. The fuel cell could, potentially, be a major electricity 
producer, using hydrogen which has been purified in this way. 

The fuel cell is highly efficient at converting hydrogen into electricity, without the use 
of combustion as an intermediate phase [3]. This conversion is accompanied by 
considerably fewer harmful side effects than in conventional installations, since the fuel 
cell generates practically no harmful waste products, and no noise nuisance whatsoever. 

Fuel cells, which became well known as the auxiliary power supplies for the early 
manned space missions, are batteries in which the chemical fuels are continuously 
replenished. For journeys of medium duration they offer the best energy-to-weight ratio, 
the cell and fuel being considered together as a unit. (For longer flights, a radioisotope 
generator is preferable, because the weight of fuel for the fuel cell becomes excessive as 
distance increases.) 

The prospects for the fuel cell in Europe depend on the future of power generation [4]. 
At present, The European Community (EC) with its 12 countries can be characterized by 
an estimated population of 330 million, a total peak electricity production demand of 
318000 MW and a Gross National Product (GNP) of US$ 6000 billion. 
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Unfortunately, the considerable differences in the EC between local economic 
prospects, the type of power-generation capacity and environmental concerns (real or 
perceived) preclude any simple reasoning or calculations from the above mentioned 
figures that could yield an average profile or single pattern. For example, France has little 
(approx.10%) thermal power generation and, together with Belgium, relies heavily on 
nuclear power; the Netherlands has almost no hydroelectricity and depends heavily on 
natural gas and decentralized heat and power (CHP); Italy is a relatively large user of 
geothermal energy. 

Various surveys, however, indicate a strong worldwide growth in all categories of 
small power generation equipment. A doubling of both diesel/gas engines and gas 
turbines in a five-year period illustrates this trend and offers a growing replacement 
opportunity for fuel cell systems. 

An inspection of the data that describe the future of the installed electric generating 
capacity reveals a dramatic change. A large proportion of the new capacity will be gas-
fuelled, i.e. coal, nuclear and oil units will lose some of their respective market shares 
(Fig. 1.3). 

 

Figure 1.3 Overall EC capacity trend. 
Total existing=485000 MW; 10 year 
projection=860000 M W. Source: 
Diesel and gas turbine worldwide [4]. 
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Problems 

1.1 Because the pressure of a gas increases with temperature a thermometer can be made 
based on this behaviour. The gas is placed in a constant-volume bulb (Fig. A.1) and its 
pressure is measured by the height h in  

 

Figure A.1 A constant-volume 
thermometer. 

the U-pipe. The gas in the bulb comes in thermal equilibrium with a sample of 
which the temperature must be measured. The volume of the gas is kept constant 
by adjusting the position of the mercury reservoir, so that the level in the left leg 
of the U-pipe is at the same height as temperature varies. The coefficient of 
expansion for nitrogen at 0ºC varies slightly with pressure as follows: 

Pressure (mm Hg) α(1/K) 

1000 (3.674) 10−3 

760 (3.6708) 10−3 

400 (3.666) 10−3 

Determine from a graph absolute zero in degrees Celsius as accurately as you can. 
1.2 If 0.03 mole of BaCO3 reacts with dilute acid at 20ºC, calculate the work done by the 

evolved CO2 on the atmosphere (R=8.314 J/mol K). 
1.3 Radioisotopes provide excellent low-power, long life energy sources. The device 

SNAP-7B (System for Nuclear Auxiliary Power) powers an unattended lighthouse. It 
uses thermoelectric conversion; the hot junctions are clustered around the strontium-
90 titanate source, which produced 0.45 watt/g. 
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(a) How many stages of energy conversion does this represent, and how does it 
compare with a conventional coal-burning power station with turbogenerators? 

(b) If 1 g of strontium-90 titanate is used for 5 years, to how many grams of fuel oil 
(calorific value=43.93 kJ/g) is it equivalent? (Assume no diminution of power.) 
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2  
The First Law of Thermodynamics 

In this chapter, a mathematical expression of the First Law will be discussed. The two 
functions internal energy, U, and enthalpy, H, will figure prominently. In addition, 
tabulations of standard enthalpy changes of formation, ∆fH0 for a number of compounds, 
will be given. From such tables it is possible to derive the amount of thermal energy 
associated with any reaction, as long as all reactants and products are listed. 

2.1 Statement of the First Law 

All matter contains energy. It contains energy in respect of atomic and molecular motion, 
of interatomic forces, of magnetic and electric fields in the nucleus as well as outside it, 
of its physical state, and in many other ways. In order to calculate the total energy 
contained in a sample we would first have to define a reference zero point. Such a zero 
would in the end be quite arbitrary. It is sufficient for us to consider only changes in the 
energy of a system, which, as we have seen, may be brought about principally by thermal 
or mechanical means. This and previous ideas are summarized in the formal statement of 
the First Law: 

 
(2.1) 

The term ∆U represents the change of internal energy of the system, qto is the thermal 
energy (‘heat’) added to the system, and won is the work done on the system. The 
subscripts ‘to’ and ‘on’ are emphasized here in order to avoid mistakes of sign in later 
calculations. 

Internal energy U is a function of state. A change of internal energy from state 1 to 
state 2 must be considered only in terms of the initial and final states; no route is 
specified. The change from state 1 to state 2 may however be achieved in a multitude of 
different ways (section 1.2.2). Heat may be added, or work may be done, or heat and 
work may both be involved in different proportions. That is, q and w both depend on the 
route followed during a particular process, and are not functions of state. These ideas may 
be expressed diagrammatically as in Fig. 2.1. For a particular change, many routes are 
possible.  



 

Figure 2.1 Internal energy is a 
function of state only, although many 
routes exist between states 1 and 2. 
The changes in U is the same, whether 
it is ∆U=q1+w1, ∆U=q2+w2, or 
∆U=q3+w3. 

To use an analogy, one can travel from London to Manchester by train, by air, or even 
(with perseverance) by sea, but the geometric distance between them is fixed at 260 
kilometres. 

The work done on a system may be of many forms. For example, it might involve 
stretching of springs, lifting of weights, cutting of magnetic lines of force, or the 
compression of gases. In the chemical applications which follow, we shall be concerned 
almost exclusively with gaseous pressure-volume work. 

If then we consider an infinitesimal expansion of a gaseous system, dV against an 
external pressure Pext, the incremental work done on the system is, from equation 1.2, 
dw=−PextdV. This becomes, for a significant amount of work, w=−∫PextdV. 

The early experiments in space travel served to emphasize that the First Law applies in 
orbit as well as on land. Temperatures in the first space capsules were much too high for 
comfort, reaching 40ºC or over for long periods at a time. This was due partly to the 
effect of solar radiation and partly to the chemical and metabolic reactions occurring 
inside the vehicle. For the time being, we shall overlook the effect of the sun. The space 
vehicle can be considered as a perfect example of a thermodynamic system; it has clearly 
defined boundaries and links with the surroundings are easily spotted. The body’s normal 
processes of carbohydrate oxidation and so on are exothermic, and if the capsule were to 
be completely isolated the temperature of the interior would go on rising indefinitely. 
That is, both q and w would be zero, and ∆U=qto+won=0 (isolated). In effect, chemical 
energy is converted to thermal energy, but none is lost; U is constant. 

Because the capsule is surrounded by an almost perfect vacuum, heat loss by 
conduction is negligible. At this point the situation looks desperate, but in fact significant 
radiation into space can occur even at 300 K. That is, for a steady temperature to be 
maintained, all surplus thermal energy must be radiated away. What about the radiation 
from the sun, which we have conveniently forgotten up to now? This energy, once 
received, must be reradiated as fast as it arrives. We can summarize the situation as we 
now see it. First, no work is done, so won=0.  

Then: 
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That is, in order to maintain thermal equilibrium, net energy must leave the system. 
In fact, the capsule is carefully oriented so that a larger surface is radiating to deep 

space than is absorbing radiation from the sun. Also, the emissivities of the surfaces may 
be carefully chosen to give the best conditions. 

2.1.1 Reversible expansion of an ideal gas 

As the expansion of a gas proceeds, at a constant temperature, so its pressure drops. At 
any stage the amount of work it can do is determined by the opposing external pressure. 
If the opposing pressure is allowed to drop too quickly, less than the theoretical 
maximum work is done. If a railway engine develops wheel-slip, the work it does 
depends on the opposing frictional forces, not on its maximum (equilibrium) force. If a 
gas expands against an opposing pressure which is only infinitesimally less than its own, 
the term reversible is applied. (The two pressures are ‘virtually equal’.) If the opposing 
pressure at any moment is increased infinitesimally, the direction of the process is 
reversed, and the gas is compressed again by a minute amount. Of course, such an overall 
process of compression or expansion would take an infinitely long time, and is never 
achieved in practice. It is none the less a useful theoretical model. In such a case, at 
constant temperature, the external pressure Pext is virtually equal to P. Thus w=−∫P dV. 
For an ideal gas, P=nRT/V, and so: 

 

(2.2) 

2.1.2 Constant volume processes 

Many important experiments are carried out in closed containers, called bomb 
calorimeters (Chapter 3). In this case the volume remains constant, and so dV=0, and 
w=−∫P dV=0. Forms of work other than that due to gaseous expansion are already 
assumed to be zero. The First Law may then be written: 

 (2.3) 

The subscript V implies constant volume conditions. This means that the thermal energy 
added to a constant volume system is equal to the increase in internal energy. This affords 
a simple and useful means of measurement.  

Example 2.1 
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In a typical experiment, 10 millimoles (0.01 mol) of hydrocarbon were burnt in an excess 
of gaseous oxygen in a bomb calorimeter, 21.97 kJ of heat were evolved. Thus qv=−2197 
kJ/mol for the process: 

   

and therefore ∆U=−2197 kJ/mol. Note that because heat is evolved the internal energy 
decreases (∆U has a negative sign). Such reactions are termed exothermic, while 
absorption of thermal energy at constant temperature characterizes an endothermic 
process. 

2.1.3 Constant pressure processes 

The vast majority of chemical and other processes take place at constant pressure, usually 
of one atmosphere. In these cases: 

 
  

and 

 (2.4) 

Here, qP is that heat added to the system during the constant pressure process. It is not 
necessary to qualify ∆U in this way (why not?). 

2.2 A new function—enthalpy 

We now define a new function, which is both important and supremely useful. This is the 
enthalpy of a system, which has the symbol H. An alternative name, often used, is that of 
heat content, which is preferable in so far as it is partly self descriptive. It can be 
confused with heat capacity, however, and so the term enthalpy will be used in this book. 
It is defined mathematically as: 

 
(2.5) 

Although it is difficult to visualize at this stage, it will become much more familiar with 
use. For the time being, we notice that, because both P and V are functions of state as 
well as U, H must itself be a function of state. That is, it describes the condition of a 
sample at a particular moment. Just as measurements of U in an absolute sense are quite 
inappropriate, so only changes in H are accessible to experiment.  

Such an experiment or reaction would involve a ‘before’ state, 1, and an after state, 2. 
We could write: 
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(2.6) 

If we allow all these functions to vary at once, the analysis is unnecessarily complex, 
especially when we realize that most processes occur in the open at one atmosphere 
pressure. In these cases, P1=P2=P, say, and: 

 (2.7) 

If we rewrite this as ∆U=∆H−P∆V, and compare it with equation 2.4 we can identify qp 
as ∆H, that is: 

 (2.8) 

As in the case of ∆U, an exothermic change implies a negative sign for ∆H, an 
endothermic change implies a positive sign. Once again, it is stressed that q must always 
be qualified, because qP is ∆H, although qV is ∆U. 

2.2.1 Relationship between ∆H and ∆V 

Determinations of the calorific value (C.V.) of many gaseous fuels, and of all solid fuels, 
are performed in constant volume calorimeters. That is to say, values of qV=∆V are 
determined. When the fuel is burnt, however, at one atmosphere pressure, additional 
energy of expansion (+ve or −ve) against the atmosphere is involved, and the value of q 
actually realized, that is qP=∆H, may be significantly different. We start with equation 
2.7: 

   

The change of volume ∆V=(volume of products—volume of reactants). Combustion 
involves the gases oxygen and carbon dioxide, and perhaps gaseous fuels as well. If gases 
are involved in a reaction, they will account for by far the greatest part of the volume 
change, and we shall see that the volumes of solids and liquids are negligibly small in 
comparisons. Suppose that we have n1 moles of gas before the reaction, and n2 moles of 
gas after it. Assuming the equation of state to be valid, we can write: 

 

  

Substituting into equation 2.7, we have: 

 (2.9) 
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This equation is very useful, as will be seen in the following example. 

Example 2.2 
Consider the combustion of propane gas. The equation is: 

 

  

The letters g, l, s in parentheses denote the phase of each chemical to be gas, liquid or 
solid. Measurement of qV=∆U for this reaction, with the initial and final temperature near 
25ºC(298 K), the standard temperature for such measurements, gives ∆U=−2195 kJ/mol 
of propane. Would more or less heat be liberated in a constant pressure combustion unit 
giving identical products (this implies that product steam is condensed)? Six moles of 
gaseous reactants give only 3 moles of gaseous product, so ∆n=(3−6) =−3. That is, the 
atmosphere is closing in on the system while the process is occurring, and work is being 
done on the system. That is, additional energy is released (as heat) when constant 
pressure prevails. Using equation 2.9, we find that: 

 

  

Thus ∆H is in fact more negative than ∆U, although the difference is a very small 
proportion of the whole. (Moreover, the volume of water, 4×18=72 ml, is truly 
insignificant compared with 3(25)=75 litres, the approximate volume change of the 
gases.) For all that, the difference between ∆H and ∆U is frequently several per cent, 
when for example ∆H itself is small, or the temperature is high. 

2.3 Uses and conventions of ∆H 

2.3.1 Enthalpy change of reaction 

During the building of the Aswan High Dam many thousands of tons of concrete were 
poured. The primary setting process, that of hydration of the aluminosilicates, is 
exothermic. To avoid overheating and cracking, many miles of water-cooling pipes are 
embedded in the concrete. The reaction, and enthalpy change, may be represented as:  

   

That is, at constant pressure, 28.9 kJ of thermal energy is evolved per mole of water. The 
value of ∆H must be known before any reaction is carried out on a large scale, either 
industrially or in a laboratory. The heat must be removed (by heat-exchanger or reflux 
condensor as appropriate) because overheating could allow a reaction to get out of hand. 
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Some Grignard reactions can occur dangerously fast if the temperature much exceeds 
10ºC. 

Combustion processes constitute an important class of reactions, and the enthalpy 
changes associated with them give important information for operators of industrial plant 
as well as for internal combustion engineers. As an example, consider the hydrocarbon 
3,3-dimethyl pentane, C7H16, a component of high-octane petrol. For combustion to 
carbon dioxide and liquid water: 

   

∆H is −4803 kJ/mol. Such a value would originate from an experiment with a constant 
volume calorimeter, using the method of section 2.2.1 to convert ∆U to ∆H. The negative 
sign implies exothermicity. 

Acid-base neutralization occurs exothermically with the formation of dissociated 
salt, and water: 

 
  

In the case of a strong acid and a strong base, not only the salt, but also the reactants are 
completely dissociated. The reaction is effectively that between hydroxonium and 
hydroxyl ions, and it will apply for any strong acid with any strong base. As a result, we 
find that the enthalpy change of neutralization is approximately constant for any such 
reaction, and equals −56.07 kJ/mol. 

Not only chemical reactions, but physical changes may be assigned values of ∆H. 
Thus a vaporization process, for example: 

   

is assigned a value for ∆H of +29.6 kJ/mol. Thus under these constant pressure 
conditions the enthalpy of bromine vapour is greater than that of the liquid by 29.6 
kJ/mol. The alternative name of ‘heat content’ for H is particularly easy to accept in this 
instance, as the vapour clearly contains ‘more heat’. Not only vaporization, but fusion, 
sublimation, solid/solid phase changes, and also nuclear reactions may be described in 
terms of ∆H. 

2.3.2 Standard enthalpies of formation 

It will be clear from what has been said that there are multitudes of possible reactions 
which might concern us, and therefore multitudes of ∆H values. New compounds are 
being synthesized daily, and each will undergo many possible reactions. Clearly, it is 
almost impossible to determine ∆H for every possible change. Luckily, it is also 
unnecessary. It is sufficient, as we shall see, to know the standard enthalpy change of 
formation (sometimes abbreviated to enthalpy of formation or called standard heat of 
formation), for each compound with which we are dealing. The formation reaction is that 
in which the compound is formed from its elements in their standard states, that is, their 
most stable form under chosen standard conditions of temperature and pressure (s.t.p.). 
The standard pressure and temperature recommended by IUPAC since 1982 are p0=105Pa 
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(=1 bar) and 25ºC (298.15 K). Up to 1982 the standard pressure was usually taken to be 
P0=101325 Pa (=1 atm, called the ‘standard atmosphere’). 

Under these conditions, for example, iodine is normally crystalline, hydrogen is 
gaseous, and sulphur exists as the rhombic crystalline form. In general, the compound 
formed will also be in its standard state. (This is not always the case, however. Thus it is 
possible, by a form of extrapolation, to calculate the standard enthalpy of formation of 
water vapour at 1 bar and 25ºC, although it is normally liquid at this temperature. It is 
convenient to use such values for reactions at temperatures higher than 100ºC, say, 
because allowance will already have been made for the heat of vaporization of the water.) 
The omnibus expression for the enthalpy of formation is shown below. 

 

  

Unless specified otherwise, where T is not 25ºC, will refer to the reaction in 
which both reactants and products are in their standard states at the stated temperature, T. 

If aqueous solutions are involved, the standard state implies unit effective 
concentration, usually denoted ‘aq’. (This topic will be more fully discussed in Chapter 
7.) Standard enthalpies of formation of salt solutions may be determined, and when ∆fH0 
for the hydrogen ion is taken arbitrarily to be zero, the values for individual ions may be 
quoted. In effect, we regard the hydrogen ion as an element. This is necessary because 
anions cannot be studied in isolation from cations. 

Appendix III shows selected values of for a range of compounds, free 
atoms, and hydrated ions. Values are quoted in joules or kilojoules. However, values of 
∆fH0 are only known to the nearest 50 joules at best, and to 500 or more joules in many 

cases. (Values of and of are also shown, and these will be discussed in 
later chapters.) It should be noted that all values of ∆fH0 for all elements are zero; this is a 
necessary consequence of the definition. 

Example 2.3 
The standard enthalpy change of formation for crystalline Na2O is found to be −418.0 
kJ/mol. This necessarily implies the following exact equation: 

 
  

Just over 400 kJ are evolved per mole of crystalline sodium oxide formed. Sodium is 
normally solid, and oxygen gaseous under the standard conditions, and so the starting 
materials and product are completely specified. 

Example 2.4 
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The enthalpy of formation of crystalline MgBr2 is: 

 
  

The temperature of 298 K implies the physical states shown in the equation: 

   

However, it is quite possible that information is required at, say, 373 K, at which 
temperature the vapour pressure of bromine is well over one atmosphere. Therefore the 
standard state of bromine is now the gas, and the relevant equation becomes: 

   

Such a statement assumes the knowledge that bromine boils at 59ºC, and the difference of 
approximately 29.9 kJ accounts for the heat of vaporization which is involved. Notice 
also that formation of the compound at 373 K requires that the Mg(s) be at 373 K, and 
that the heat of formation of Mg(s) at 373 K is still zero at this ‘new’ temperature. 

Example 2.5 
The enthalpy of formation of barium ions is found to be −537.6 kJ/mol. We saw that 
these are to be formed from elements or hydrogen ions, and such a reaction is given by 
the complete equation: 

   

which, because the ions are completely dissociated, may be written in the simplified 
form: 

   

Apart from Ba2+ ions, every species is regarded as an element, with zero enthalpies of 
formation. It is therefore this equation to which the datum refers.  

2.3.3 The many uses of ∆fH0 data 

We shall now see how the basic formation data may be used to provide information on a 
host of other reactions. 

Two of the many possible chemical routes by which carbon may be converted to 
carbon dioxide are represented by the following equations: 

 

  

It is clear that the initial state (reactants, carbon plux oxygen), and the final sate (product, 
carbon dioxide gas) are identical for both routes. When enthalpy was introduced, it was 
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agreed that is was a function of state, such that changes of it did not depend on route. In 
the present example, it follows that ∆H for Route I and that for Route II must be 
identical. That is to say that the overall change in H is equal to the sum of the values of 
∆H for each step. Thus: 

   

Now equation I represents formation of CO2 and equation IIa formation of CO. Values 
are: 

 

  

That is, the combustion of CO to give gaseous CO2 is accompanied by evolution of 283 
kJ/mol. 

This, the principle of constant heat summation, often known as Hess’s Law, is thus 
seen to lead directly from the fact that H is a function of state. This idea is immensely 

powerful, because it enables values to be determined for any reaction, as long 
as the enthalpies of formation are known for each reactant and product. 

Consider an equation of the general form: 

   

for which we wish to know ∆H0. Imagine this to take place in two stages, first the 
‘unformation’ of A, B, etc. into their elements, then the formation of P, Q, etc. from those 

same elements. That is (elements in standard states)   

 

  

Thus, for the overall reaction: 

 

  

This may be written in the abbreviated form: 

(2.10) 

This general equation is seen to fit the prototype equation 1.1, and will be much used. 
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Example 2.6 
Fluorine has been considered for use as an oxidant in rocket propellants. Its high 
reactivity ensures high energy release, and consequently high thrust. Its reaction with 
ammonia: 

 
  

is being investigated. Let us calculate for this reaction. 
Ammonia is being decomposed and hydrogen fluoride produced. Fluorine and 

nitrogen are elements in their standard states, and so have zero enthalpies of formation. 
By using data from Appendix III, and equation 2.10, we may write: 

 

  

This represents a very high energy yield, especially when based on the mass of 

(fuel+oxidant). This energy is supplied by only of reactants 
(Problem 3.8.) 

Example 2.7 
What heat is evolved on precipitation of one mole of BaSO4 from solution of unit 
concentration? 

Such a reaction could be represented as: 

 
  

In this case, we find that:  

 

  

Example 2.8 
This example is taken from a paper by Margaret A.Frisch and J.L.Margrave [1] of the 

University of Wisconsin. They measured for the reaction: 

 
  

calorimetrically, and found a value of −373.2 kJ/mol CO2. It is necessary to use this result 
to check the value for the enthalpy of formation of nitric oxide. It is clear that if values 
for ∆fH0 are available for CO and CO2, this can be done by using equation 2.10. Thus: 
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whence ∆fH0(NO)=+90.21 kJ/mol. 
Notice that the formation reaction is endothermic. 
An alternative, and equally useful form of Hess’s Law says in effect that if simple 

reaction equations are added (or subtracted) to give an overall reaction scheme, then so 
may the corresponding ∆H values be added (or subtracted) to give an overall value of 
enthalpy change. Two final examples will be given to demonstrate this alternative 
approach. 

Example 2.9 
The enthalpy changes for the following three reactions, which represent the formation of 
dilute boric acid solution, the dissolution of crystalline boric oxide, and the formation of 
liquid water respectively, are as follows: 

 

  

The term aq by itself represents an excess of solvent water. It is required to find ∆H for 
the reaction: 

 (2.11) 

which represents the formation of boric oxide from its elements. 
Problems such as these may be solved by combining equations in various ways, by 

observation, until an acceptable route for the required reaction is found. Here, one 
possible approach would be to observe that equation 2.11 has as reactant 2B(s), and so 
does reaction I. The unwanted product of I, dilute boric acid solution, may be eliminated 
by perfoming II in a reverse direction; we note in passing that this involves an unwanted 
product of 3H2O(1), produced chemically, and not as solvent. This may in turn be dealt 
with by perfoming III, in reverse, three times over. At this stage we can write down the 
possible recipe I–II–3(III), which in full is: 
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Notice that many items are both produced and consumed, and undergo no net change, and 
so may be deleted. On adding up these three reactions, we are presented with the desired 
process, equation 2.11. (If we were not lucky the first time, we would learn to see which 
further reaction was needed as ingredient in the mixture.) The crux of the matter is this; 
having followed the recipe I–II–3(III) for the equations, ∆H values may be treated in an 
identical manner. 

Thus 

 

  

Example 2.10 
The phenomena that can occur in the course of a nuclear reactor accident are complex 
because many chemical species and environments are involved. Following the near 
catastrophe in the nuclear power plant (TMI-2) in Harrisburg on Three Mile Island, USA 
in 1979, investigators were very surprised to find that only a small fraction (10−6−10−7) of 
the radioactive element Iodine-131 from the core material was released into the 
environment. After the catastrophe in the nuclear plant (RMBK-1000) in Chernobyl in 
the Ukraine in 1986, this figure was 0.20. The minimal release of radioactive iodine in 
Harrisburg was due to the physical and chemical behaviour of iodine and its compounds 
in the presence of water. However, before 1976 this was not known. Following these 
accidents a great deal of research has been carried out on the chemical changes which 
occur during accident conditions, where many gaseous species will play a role in the 
transport of fission products. 

Information about the chemical and physical forms of biologically important fission 
products is now becoming more readily available, with the emphasis on the volatile solids 
iodine, caesium and tellurium. These form chemical compounds such as CsI and Cs2Te 
and are dissolved in the water within the enclosure of the reactor in a light—water 
nuclear plant such as in Harrisburg. Without going into details, the Chernobyl nuclear 
power plant uses graphite as a moderator for neutrons, while in Harrisburg light—water 
is used as moderator. The circumstances of these accidents were therefore quite different, 
as were the chemical and physical processes which took place. Computer models are 
currently used to calculate the chemical equilibria in reactor accidents as a function of 
temperature and time in order to understand and predict these chemical phenomena. It is 
evident that the results of such analyses depend on the availability and accuracy of the 
thermodynamic data used. 
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Dicaesium telluride, Cs2Te, is an important compound in studies of the safety aspects 
of light—water nuclear reactors because it is formed during fission as a stable volatile 
compound. In Table 2.1 the reaction scheme for the enthalpy of formation ∆fH0 of 
Cs2Te(s) is given. Often it is very difficult to carry out a measurement to estimate such 
data. By combining the first twelve reactions as in Table 2.1 it is possible to estimate the 
∆fH0 of Cs2Te indirectly, according to Hess’s Law. 

In these few examples, we have seen how very straightforward is the determination of 
∆H for a reaction, either from formation data, or from related reactions. This is a skill 
which should become second nature to a student of thermodynamics, because such 

techniques also apply to free energy changes, (Chapter 6), which can give 
invaluable information on chemical and other equilibria.  

Table 2.1 Reaction scheme for the enthalpy of 
formation of Cs2Te(s); (soln) refers to 
{0.46mol/dm3 NaClO+0.5 mol/dm3 NaOH}. 
∆H13=−∆H1+∆H2+∆H3+∆H4+∆H5+ 
∆H6−∆H7−∆H8+∆H9+∆H10−∆H11−∆H12 

Reaction ∆H (kJ/mol) 

1. Cs2Te(s)+{4NaClO+2NaOH}(soln) = {Na2TeO4+4NaCl+2CsOH}(soln) −1044.0±1.5 

2. Te(s)+{3NaClO+2NaOH}(soln)= {Na2TeO4+3NaCl+H2O}(soln) −652.73±2.50 

3. Cs2SO4(s)+2NaOH(soln)={2CsOH+Na2SO4}(soln) +12.08±0.02 

4. 2Cs(s)+S(s)+2O2(g)=Cs2SO4(s) −1443.36±0.51 

5. Na2S03(s)+NaClO(soln)={Na2SO4+NaCl}(soln) −352.48±0.55 

6. 
 

−1101.83±0.72 

7. 2Na2SO4(s)+(soln)=2Na2SO4(soln) −11.72±0.06 

8. 4Na(s)+2S(s)+4O2(g)=2Na2SO4(s) −2775.8±0.8 

9. 2{NaOH·48.39H2O}(l)+(soln)= {2NaOH+96.78H2O}(soln) 0 

10. 2Na(s)+H2(g)+O2(g)+96.78H2O(1)=2{NaOH·48.39H2O}(l) −940.12±0.16 

11.  −285.830±0.042 

12. 95.78H2O(l)+(soln)=95.78H20(soln) +0.34±0.02 

13. 2Cs(s)+Te(s)=Cs2Te(s) −361.43±3.20 

Data are taken from reference 2 with permission. 

References 

1. Frisch, Margaret A. and Margrave, J.L. J. Phys. Chem. 69, 3863 (1965). 
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Problems 

2.1 The decomposition of krypton difluoride: 

   

has been studied at 25ºC by S.R.Gunn (J. Am. Chem. Soc., 88, 5924 (1966)), who 
found that ∆U=−59.4 kJ/mol. 

(a) Calculate ∆H for this reaction. 
(b) For sublimation of KrF2(s), ∆subH0=+41.4 kJ/mol. Estimate ∆fH298 (KrF2(s)). 

2.2 Gaseous normal propyl chloride may be hydrogenated to form propane and HCl gas; 

is −65.7 kJ/mol. The related reaction with iso-propyl chloride occurs with 

=−58.37 kJ/mol. What is for the reaction: 

   

2.3 In order to determine the enthalpy of formation of CH3Br more accurately, 
for the reactions: 

   

has been determined as −74.49 kJ/mol. Use data from Appendix III to assist you 
in bringing this project to its conclusion. 

2.4 Enthalpies of combustion for the different liquid isomers of hexane have been 
accurately determined as follows: 

Isomer ∆cH0 kJ/mol 

n-hexane −4141.3 

2-methyl pentane −4135.9 

3-methyl pentane −4138.2 

2,3-dimethyl butane −4133.2 

2,2-dimethyl butane −4126.9 

What are the enthalpy changes for isomerization, for the reaction: 

   

in each case? 
2.5 Diborane (B2H6) has been considered as a high-energy rocket fuel. Assuming it burns 

to HBO2(s) and H2O(l), calculate the thermal energy available per gram of fuel-
oxygen mixture. (This may be compared with a value of 8.24 kJ/g mixture for n-
hexane.) 

2.6 Acetic acid is currently manufactured by a high-temperature, highpressure reaction: 
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Enthalpies of vaporization are 35.23 (methanol) and 24.31 (acetic acid) kJ/mol. 
Using data from Appendix III estimate ∆H for this reaction. 

2.7 Delrin (DuPont TM) is a stabilized poly-formaldehyde. The monomer is produced by 

partial oxidation of methanol to HCHO and H2O, at 600ºC. What is ? The 
value of ∆H under plant conditions is −154.0 kJ/mol. Why is the agreement not exact? 

2.8 The compound CHClF2, an intermediate in the production of PTFE, is produced by 
the reaction: 

   

Is this reaction endothermic? 
2.9 Use Appendix III to assess the usefulness of propane and n-butane as fuels. Gram for 

gram, which provides more heat when burnt to CO2 and liquid H2O? (H=1.008, 
C=12.01.) 

2.10 Vaughn and Muetterties (J. Phys. Chem., 64, 1787 (1960)) have determined 
∆H=−413.0 kJ/mol SF4 for the reaction: 

 

  

This liquid HF product is partly polymerized, but it is known that the enthalpy of 
formation of 1/n(HF)n when equally polymerized is ∆fH=−282.8 kJ/20 g HF (mol. 
wt. of HF monomer=20.0). Determine ∆fH(SF4(g)). 
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3  
Thermochemistry 

In this chapter we shall first look in more detail at the various experimental methods of 
measurement. These include determinations not only of heats of reaction, as ∆H or ∆U, 
but also of the heat capacities of individual materials. Armed with such information, we 
shall see that if the value of ∆H for a reaction is known at one temperature, it is possible 
to calculate it at another temperature. Finally, by using the concept of bond energies, we 
shall learn how to estimate values of ∆fH for compounds which are rare or 
uncharacterized. 

3.1 Calorimetry 

This is one of the best established of the experimental sciences, and the ever-present 
challenge of more accurate determinations continues to draw the attention of research 
workers. Because reactions vary so much, with respect to reaction rates, physical states, 
corrosive qualities and so on, there are very many types of calorimeter. However, they 
fall into a small number of broad classes. Because some calorimeters give ∆H directly, 
while others yield ∆U data, a short summary of types will follow. 

3.1.1 Bomb calorimeters 

This type of apparatus is by far the most often used. The reactants, previously sealed in a 
strong container, are allowed to react under constant volume conditions. Gases at high 
pressures are often used, hence the name. A line diagram of such an apparatus is shown 
in Fig. 3.1. 

The sequence of events during a typical experiment, in which an oxide is formed from 
a solid element and excess gas, is as follows. The element is weighed carefully, put in 
place, the igniting wire is positioned, and the bomb sealed tightly. Oxygen is then 
pumped in at high pressure. When the temperature, T1, of the system which includes the 
water jacket has been measured, a small electric current is passed to initiate the reaction. 
(The energy introduced through the fuse wire is compensated for later.) The temperature 
rise of the calorimeter, which is usually only a degree or two, is measured as accurately 
as possible. (Final temperature=T2.) Then, in a separate control  



 

Figure 3.1 A typical calorimeter bomb 
for use with pure oxygen. The sample 
dish, igniting wire, and oxygen port are 
clearly visible. Not shown is the 
insulated water bath in which the bomb 
is immersed. There are facilities for 
stirring and accurately measuring the 
temperature of the water (Reproduced 
from Jessup, R.S., J. Res. Nat. Bur. 
Standards, 21, 475 (1938)). 

experiment, the products plus calorimeter are raised from T1 to T2 by electrical heating, 
and the amount of electrical energy used is carefully measured. Thus, in the first case: 

   

and q=w=0, so ∆UA=q+w=0. 
In the second case, electrical heating introduces Eit joules (E volts, i amps, flowing for 

t seconds), and so for: 

   

q=Eit, w=0, and so ∆UB=Eit 
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Because U is a function of state, we can follow process (A) with the reverse of (B), 
giving: 

   

for which: 

 

  

That is to say that the electrical energy is equivalent to the energy ‘released’ by the 
reaction when carried out at constant temperature T1. By this means we may refer to ∆U 
at constant temperature, usually 298 K, even though instantaneous temperatures of the 
reacting compounds would be very much higher for short periods of time. Numerous 
corrections must be applied before an accurate value of ∆U may be calculated. This is 

usually then converted to a value for , the standard enthalpy change for the 
reaction, using the method of section 2.2.1. For the more straightfoward reactions, a 
precision of 1 in 10000 is not only possible, but necessary. In many cases, however, 
combustion is incomplete, or slow, or otherwise difficult, and precision is much impaired. 

Table 3.1 shows a selection of values for the combustion of a number of 
elements and organic compounds. (In the case of the elements, the values represent 
enthalpies of formation of the oxides.) 

Example 3.1 
Cobble, Smith and Boyd [1] performed the reaction: 

 
  

in a bomb calorimeter. 
In a typical experiment, 56.39 mg of technetium caused a temperature rise of 0.0572ºC 

on combustion. Electrical calibration of the calorimeter shows its ‘water equivalent’ to be 
5847 J/K, so this experiment gives a value of: 

   

If the atomic weight of Tc is 98.80 g/mol then: 

   

This leads to a value of ∆H=−1180 kJ/2 mol Tc (which should be checked by the 
student). Moreover, the heat of (dilute) solution of Tc2O7 to form  
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Table 3.1 A selection of values of of 
combustion 

Material State Oxides of combustion (kJ/mol) 

Al s Al2O3 −1675.7 

Ca s CaO −634.9 

Cr s Cr2O3 −1140.6 

Mo s MoO3 −744.6 

Re s Re2O7 −1248.5 

Si s SiO3 −910.9 

C6H6 l CO2, H2O −3273 

C2H6 g CO2, H2O −1560.5 

CH4 g CO2, H2O −890.6 

(C2H5)2O l CO2, H2O −2727 

dilute pertechnic acid is known to be ∆H=−51.0 kJ/mol Tc2O7. Using this datum, it is 
then possible to calculate the standard heat of formation of Tc2O7(s), which turns out to 
be ∆fH0(Tc2O7(s))=−1129kJ/mol. (This too should be checked.) 

Fluorine bomb calorimetry is a development from the early 1960s. Before that time, 
reliable enthalpy data concerning fluorides were very scarce, principally because fluorine 
gas is so very reactive. Fluorine bomb calorimetry was extended to high-pressure (up to 
15 atm of fluorine) metal combustion bombs by Hubbard and co-workers [2] at the 
Argonne National Laboratory (ANL) in the United States in 1961. The technique has 
been developed over the past 30 years, and is now comparable in precision and accuracy 
to the other types of calorimetry. Enthalpies of formation have been determined from 
direct fluorination experiments. 

Example 3.2 
In a study by Cordfunke and Ouweltjes [3], based on solution calorimetric measurements, 
∆fH0(UF4(s)) was more negative than suggested in previous literature. Therefore, it was 
decided to obtain independent measurements of the enthalpy of formation of UF4 using 
fluorine calorimetry [4]. 

The reaction of UF4 with fluorine: 
I 

 
  

was chosen because this reaction can be forced to go to completion by using an auxiliary 
combustion aid. 

Measured: 
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From this value, ∆cH0=−281.0 kJ/mol can be derived. (This should be checked.) 
The auxiliary reaction: 
II 

 
  

required to derive the enthalpy of formation of UF4, was studied at Argonne National 
Laboratory [5]. From this study and the previous one [4] it was concluded that 
∆fH0(UF6(c))=−2197.2kJ/mol. 

The equation for the formation of uranium tetrafluoride: 
III 

 
  

is the difference between II−I, so:  

 
  

3.1.2 Differential scanning calorimetry 

Thermal analysis is the measurement of a given characteristic of a substance as a function 
of time. One of the most popular techniques today in thermal analysis is differential 
scanning calorimetry (DSC), in which the behaviour of a sample is determined by 
comparing it with an inert reference, which consequently shows no thermal activity in the 
temperature range of interest. It is obvious that, in this way, changes in the temperature of 
the sample can be detected much more accurately than when only the absolute 
temperature of the sample is measured. 

In so-called power-compensation DSC, sample and reference are completely isolated 
from each other (Fig. 3.2). Both the sample and reference crucible have their own heating 
element and temperature sensing element. With the aid of a temperature programmer, 
both sample and reference are heated and always have the same temperature. As soon as 
changes in the sample occur, extra (or less) heat will be needed to maintain the set 
heating rate. With the aid of specialized electronic circuitry, extra (or less) power is now 
sent to the sample holder in order to keep the temperature difference zero. In this way, 
power and consequently heat flow and enthalpy changes are measured. 

DSC instruments are sensitive pieces of modern equipment, having the capability to 
measure heat flows of the order of microwatts. This feature makes the applicability of the 
technique almost unlimited: every physical change or chemical reaction takes place with 
a change of enthalpy and consequently absorption or release of heat. 

A characteristic DSC curve is shown in Fig. 3.3. The temperature is always plotted on 

the x-axis. In this figure heat flow is represented by , defined as ∆q/∆t, the amount of 
heat flowing per unit of time. DSC curves may be used solely for ‘fingerprint’ 
comparison with sets of reference curves. It is usually possible, however, to extract a 
great deal more information from the curves, such as temperatures and enthalpy changes 
for the thermal  
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Figure 3.2 Schematic drawing of a 
power-compensation DSC cell, 
S=sample; R=reference; 
T=temperature. 

events occurring. As an example, the DSC curve for CaSO4·2H2O is shown in Fig. 3.3. 
The area under the endotherm is related to the value of the enthalpy change, ∆H, for the 
thermal event. 

The CaSO4−H2O equilibrium is as follows: 

 

  

The positions of these equilibria are determined by the partial pressure of water vapour. 
When a CaSO4·2H2O sampleis heated in an open crucible, both reactions will proceed 
rapidly when the partial pressure of water exceeds one bar and the DSC curve will show 
one peak. When, however, heating is effected in an almost entirely closed system, the 
vapour pressure may become so high that the two reactions occur one after the other and 
two peaks are shown. Explain why the ratio of the peak areas in Fig. 3.3 is about 3:1. 

3.2 Concepts of heat capacity 

In many respects, water is an exceptional material. The specific heat of water is one 
exceptional property for which we all have cause to be thankful. The high specific heat of 
water is responsible, among other things, for the comfort of a hot water bottle on a 
winter’s night, and for the equable climate of oceanic regions. Questions of specific heat 
will concern us frequently. The property we shall use, rather than the specific heat, is the  
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Figure 3.3 DSC curve for 
CaSO4·2H2O. 

molar heat capacity, which is the energy required to raise the temperature of one mole of 
a substance by one degree Kelvin. Defined in terms of a differential, the heat capacity is: 

 
  

As it stands, this definition is not complete, because dq needs to be specified. This dq 
depends on the actual process followed. If the volume is constant: 

 
  

At constant pressure: 

 

  

We recall that U and H are closely linked, and so it follows that CV and CP must also be 
linked. That is: 

 

  

For one mole of gas which behaves ideally, PV=RT, and d(PV)=RdT. Thus: 
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 (3.1) 

The case of solids and liquids is not as simple. The equation of state is more complex, 
due to what is known as internal pressure, which arises from close-range interatomic 
forces. These are neglected in the case of ideal gases. 

For gases, the heat capacity increases both with the mass of each atom in the molecule, 
and with the degree of molecular complexity. Values of entropy, to be discussed in 
Chapter 5, are closely linked to heat capacity, and show similar qualitative variations. 

Let us now suppose that we are asked to calculate the thermal energy required to heat 
a sample of methyl chloride (at constant pressure) over a range of temperature, say from 
T1 to T2. From the definition of Cp: 

   

and so 

 
(3.2) 

There are three possible courses of action. 
(a) Temperature range is small 
In general, CP varies with temperature, but for a small change, we can take an average 

value of CP, and then: 

 

  

(b) Values of CP are known in tabular form 
The so-called JANAF tables [6] are an excellent compilation of thermodynamic data 

in tabular form. Table 3.2 is an extract of the heat capacity data for methyl chloride over 
a range of temperatures. By drawing a simple graph of CP against T, and measuring the 
area, qP=∫CP dT may easily be determined. From Fig. 3.4 it is found that 41.76 kJ are 
needed to heat one mole of CH3Cl from 350 K to 1000 K. 

(c) CP is known as a power series 
As can be seen from Fig. 3.4 CP varies in a non-linear fashion with temperature. The 

number of terms commonly used to describe CP varies from two to four. High-
temperature reactions are becoming increasingly important, and as a result wider 
variations in CP are encountered, so we shall use expressions of the form: 

 (3.3) 

The terms a, b c and d are constant for a particular material, and T is in K. For methyl 
chloride: 
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and this is valid over the range 273–1500 K. In this case, a=12.76, and so on. Table 3.3 
gives data for a selection of materials, in terms of equation 3.3.  

Table 3.2 Heat capacity data for CH3Cl, from 300–
1000 K 

T(K) CP(J/mol K) 

300 40.82 

400 48.10 

500 55.09 

600 61.25 

700 66.60 

800 71.26 

900 75.33 

1000 78.90 

 

Figure 3.4 Determination of thermal 
energy needed to raise 1 mole of 
CH3Cl from 350 to 1000 K. 
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In order to calculate qP, we must use equation 3.2: 

 

  

Using equation 3.3, this becomes: 

 

  

Using methyl chloride as an example, with data from Table 3.3, we have:  

 

  

Table 3.3 Molar heat capacities for a selection of 
gasesa according to the equation 
CP=a+bT+cT2+dT3 

Compound   a 102b 105c 109d Valid (K) 

Acetylene C2H2 20.05 9.951 −6.819 16.92 273–2000 

Ammonia NH3 27.55 2.563 0.9900 −6.686 273–1500 

Benzene C6H6 −36.19 48.44 −31.55 77.57 273–1500 

Carbon monoxide CO 27.11 0.655 −0.1000 — 273–3800 

Carbon dioxide CO2 22.24 5.979 −3.498 7.464 273–1800 

Ethane C2H6 6.895 17.25 6.402 7.280 273–1500 

Ethanol C2H5OH 19.9 20.95 −10.372 20.04 273–1500 

Ethylene C2H4 3.95 15.63 −8.339 17.66 273–1500 

Hydrogen H2 29.09 −0.1916 0.4000 −0.870 273–1800 

Hydrogen fluoride HF 30.13 −0.494 0.6594 −1.573 273–2000 

Hydrogen chloride HCl 30.31 −0.761 1.326 −4.335 273–1500 

Methane CH4 19.87 5.021 1.268 −11.00 273–1500 

Methyl chloride CH3Cl 12.76 10.86 −5.205 9.623 273–1500 
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Nitrogen N2 27.32 0.6226 −0.0950 — 273–3800 

Oxygen O2 25.46 1.519 −0.7150 1.311 273–1800 

Water H2O 29.16 1.449 −0.2022 — 273–1800 
a Taken (except for H2O and C2H2) from Kobe, K.A ‘Thermochemistry for the petrochemical 
industry’, Petroleum Refiner (November 1954). Units are in J/mol K. 

This value agrees well with the previous graphical value of 41.76 kJ/mol. However, at 
higher temperatures equation 3.3 no longer holds. The following equation corresponds 
better with reality: 

 

  

In this equation the constants a, b, c and d are only valid in certain temperature ranges. 
These values are listed in the SGTE-database, from which the data of Appendix III are 
taken. For reasons of simplicity we will make use of equation 3.3. 

3.2.1 Combustion and flame temperatures 

Flames are exceedingly complex. As a result, it would seem that to attempt to calculate 
the temperature of, say, the combustion gases in a turbojet engine would be quite useless. 
It is not impossible, however, as we shall see. Moreover, by making one or two 
intelligent simplifications, we shall be able to determine a theoretical maximum flame 
temperature, which, although it will need to be carefully qualified, will be a starting point 
for further analysis. But first, picture a high-temperature flame. The premixed gases are 
completely reacted in a few milliseconds, rapidly reaching a high temperature.  

Table 3.4 Maximum flame temperatures attainable 
by using various fuel gases 

Fuel/oxidant mixture Maximum temperature (K) 

Propane-air 2200 

Hydrogen-air 2320 

Acetylene-oxygen 3430 

Cyanogen-oxygen 4910 

Many chemical intermediates and radicals are present, and radiation of energy occurs 
immediately after the reaction is initiated. Some actual flame temperatures are given in 
Table 3.4, and serve to show the range of nearly 3000 degrees which is commonly met. 

To add to the apparent complications, we must remind ourselves that ∆H for a reaction 
changes slightly with temperature, and so also does CP for the gaseous products, which 
absorb much of the available thermal energy. However, the first and principal 
simplification is to apply the First Law. If we assume an adiabatic process (no heat lost 
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from the flame itself, either by conduction or radiation) then we can use the fact that H is 
a function of state. The overall process is: 

   

but it may be performed in two (imaginary) steps. 

 
  

That is, the thermal energy available from the exothermic reaction is then used to heat up 
the products from 298 K to their final temperature. If we use equation 3.2, which is: 

 

  

we have to solve for T2, knowing qP(=∆H of the reaction), T1 (=298 K), and CP (of the 
products). One last point should be made before we make a sample calculation. The 
‘products’ must be carefully specified. Thus, of the common flame products, CO2 
dissociates extensively above 1000 K into CO and O2, and water breaks up to give OH 
radicals, O and H atoms above about 3500 K. 

Example 3.3 
Over many years, the simple ‘flame test’, whereby atoms of, say, sodium are excited in a 
flame, giving a characteristic yellow colour, has been developed as a sophisticated and 
sensitive instrumental technique (flame emission spectrophotometry). Sensitivity depends 
on dissociation of the injected materials into free atoms in order that the characteristic 
atomic emissions can be given. This in turn demands high flame temperatures. The 
combination of acetylene fuel with nitrous oxide as oxidant has proved highly successful 
for this purpose. What temperature is possible in theory? The best mixture would 
correspond to the equation: 

 
  

(If more N2O were used, would CO2 be formed?) 
Using enthalpies of formation from Appendix III we have (using equation 2.10): 

 

  

Notice that the enthalpies of formation of both C2H2 and N2O are positive, and energy is 
released on their breakdown. This energy is now available for heating up the gaseous 
products. (We shall assume that water is undissociated.) 

Now becomes in this case: 
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By determining CP for each product gas, and adding, CP for the product is found to be: 

 

  

Therefore: 

 

  

On integrating this expression, and inserting the limits, we have the cubic equation: 

   

from which we find that T=4426 K. The result is encouragingly high and the nitrous 
oxide-acetylene flame is widely used. Temperatures of 3230 K are achieved in practice, 
and this shows that significant errors arise from neglecting water decomposition and 
radiation losses.  

3.2.2 Variation of reaction enthalpies with temperature 

Suppose that a new vapour phase hydrogenation process is to be launched on a pilot plant 

scale. The reaction equation is known, and so is easily calculated from 
formation data. However, the reaction proceeds at a convenient rate at, say, 600 K. Will 
∆H0 change? By much? In which direction? 

Heat capacities are clearly involved in the heating of reactants and cooling of products 
between 600 and 298 K. The simplest analysis is as follows. The change of ∆H with 
temperature is: 

 

  

This simple result is often written: 
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(3.4) 

In an exactly analogous way, it can be shown that: 

 
(3.5) 

These equations are often known as Kirchhoff’s Equations, after their first protagonist. 
Equation 3.4 is more widely used than equation 3.5, and our attention will be confined to 
it from now on. 

Equation 3.4 may be integrated: 

 

(3.6) 

Normally ∆CP will take the form of a combination of CP expressions in T, which must 
then be integrated. For small temperature ranges, mean values for CP may be taken, and 
then:  

 (3.7) 

Example 3.4 
Using a flow calorimeter, Lacher et al. [7] have studied the hydrogenation of methyl 
chloride: 

   

They found that, at 248ºC (521 K), =−82.32 kJ/mol. Before this result can be 
incorporated into tables of standard data, adjustment to the standard temperature (298 K) 
must be made. For this calculation we will use values of CP at 400 K, of: 
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Use equation 3.7, with ‘1’ denoting the experiment at 521 K, and ‘2’ denoting the process 
at 298 K. 

Then: 

 

  

and so: 

 

  

Thus we see that the reaction would be nearly 2% less exothermic if it were to be carried 
out at 298 K. As a general guide, although the heat capacities tend to be self-cancelling, 
there are significant changes in ∆H which must be accounted for, especially when 
considering reactions in solution. 

3.3 Bond energies 

A chemical reaction often involves the breaking of some bonds, and the making of others. 
It seems feasible, therefore, that there should be a close link between the stability of a 
bond and the enthalpy change involved in breaking it. We can represent the breaking of 
the X—Y bond in one mole of the molecule XY (not necessarily diatomic) by the 
equation:  

 
  

If the fragments and the compound are gases in their standard states, at 1 bar and 25ºC, 
then we can define the standard bond dissociation energy, DH0 for the bond X—Y as: 
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For a particular bond, the value of DH0 will depend upon the local environment, the 
presence or absence of nearby electrophilic groups, and so on. For example, the two O—
H bonds of water can be broken in succession: 

 

  

The standard bond dissociation energy (BDE) in each case is therefore DH0(HO—
H)=494 kJ, and DH0(O—H)=431 kJ. Methane provides a second, more extreme example. 
The successive removal of hydrogen atoms may be summarized: 

 

  

It is perhaps surprising not that the values vary, but that they are as close as they are. 
Values of DH0 for a small number of specific bonds have been determined with difficulty 
using such techniques as mass spectrometry, and ultraviolet and visible spectroscopy. On 
the whole, however, accurate values are rather few and far between, and as there are far 
more bonds than there are chemical compounds, the prospect for complete tables of DH0 
is slight indeed. 

3.3.1 Average bond dissociation energies 

An alternative approach is to consider the complete atomization of a compound, such as 
methane, into its constituent atoms in the gas phase: 

   

This reaction involves the breaking of all four C—H bonds, and so the enthalpy change 
will be a sum of all four standard bond dissociation energies. However, we can write, 
from equation 2.10: 

(3.8) 

Enthalpies of atomization, or formation of atoms, are much easier to determine than 
specific bond energies, and are on the whole more accurate.  

Values for several important elements are included in Appendix III. On substituting 
values into equation 3.8: 

Thermochemistry     47



 

  

The average bond dissociation energy, DHav, can now be calculated. The above value 
represents the breaking of four C—H bonds: 

 
  

Let us now assume that for ethane, the six C—H bonds have an identical average bond 
dissociation energy. Atomization of ethane involves rupture of six C—H bonds, and one 
C—C bond. Now, ∆H0 for ethane atomization, which can be calculated as before, is: 

 
  

which also 

 
  

and so a value for the C—C bond may be calculated. In this way, successive pairs of 
hydrocarbons yield a series of values of DHav for the C—H and C—C bonds. These are 
summarized in Table 3.5. It is clear that such bonds are of equal strength in whatever 
molecule they occur. 

Although ‘irregular’ environments will cause serious discrepancies, it is none the less 
possible to use such average values to predict properties of compounds of a given 
structure. Such average bond energies have been determined for many other bonds, and 
they provide a rough and ready guide to heats of formation, and of combustion, if these 
are otherwise unknown. Table 3.6 summarizes such values.  

Table 3.5 Values of DHav(C—H) and DHav(C—C) 
calculated from normal alkanes, in kJ/mol 

n-Alkane DHav(C—H) DHav(C—C) 

CH4 415.5 — 

CH4, C2H6 415.5 329.7 

C2H6, C3H8 413.0 343.9 

C3H8, C4H10 411.3 350.2 

C4H10, C5H12 413.0 345.2 

C5H12, C6H14 412.5 346.4 
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Table 3.6 Average bond dissociation energies for a 
selecttion of single and multiple bonds 

  I Br Cl F O C H 

H 297 368 431 569 460 414 435 

C 226 289 343 444 339 343   

O     205 184 146     

F 243 251 255 159       

Cl 209 218 243   kJ/mol     

Br 180 192           

I 151             

C C 611 kJ/mol 

C C 833 kJ/mol 

C O 741 kJ/mol 

C N 879 kJ/mol 

Example 3.5 
Ethyl hydroperoxide C2H5OOH(g) is rumoured to have a value of ∆fH0=−167.4 kJ/mol. Is 
this feasible? 

First, let us write down the atomization process, as: 

   

This involves breaking of five C—H, one C—C, one C—O, one O—O, and one O—H 
bond, and so, from Table 3.6: 

   

In addition, we can use enthalpies of formation, and: 

 

  

By eliminating ∆H0 we find the value: 

 
  

which is reasonable, considering that it is a small difference between two large figures. 

Example 3.6 
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Vaughn and Muetterties [8] found that ∆H=−718.4 kJ/mol for the formation reaction: 

 
  

What is the average bond dissociation energy of the S—F bond in SF4?  
Complete bond dissociation implies the reaction: 

   

for which: 
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Problems 

3.1 A sample of 39.44 mg of liquid phenyl acetylene, C6H5·CCH (mol. wt.=102.14) is 
burned in pure oxygen in a bomb calorimeter at 25ºC. Thermal energy is released, 
equivalent to 1656 J of electrical energy. What is, per mole, qV, w, ∆U? Assuming that 
the products are CO2(g) and H2O(l), calculate ∆H. 

3.2 In a fluorine bomb calorimeter at 298 K the combustion of UF3(s) to give UF6(s) 
resulted in ∆cU=−2342.5 J/g UF3. Estimate ∆cH per mole UF3. (The molar mass of 

UF3 is 295.0 g/mol). If given (UF6)=−2197.2 kJ/mol [3] calculate 

(UF3). 
3.3 A flow calorimeter is operated at 1 atm and 248ºC. In the formation of HCl gas from 

H2 and Cl2, a typical run showed that (3.913)10−4 mole HCl/min liberated 36.56 J/min 
of energy. 
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What is ∆fH0(HCl) at 248ºC? If average values of CP are: 

 

  

determine (HCl). 
3.4 The Sachse process is used for the production of acetylene from natural gas: 

 
  

From Appendix III, is found to be+376.6 kJ/mol C2H2. Using the 
following average values of CP, estimate ∆H0 at the operating temperature: 

 

  

3.5 The use of average heat capacities in the previous problem leads to poor accuracy, 
especially over the very large temperature range involved. Using CP(T) functions from 
Table 3.3 make a better estimate of the actual ∆H0 value at 1500ºC 

3.6 Dungeness ‘B’ nuclear station is centred around the first large ‘advanced gas-cooled 
reactor’ (AGR). The primary coolant for the uranium oxide fuel elements is high-
pressure CO2 gas. It enters the core at 561 K and leaves at 918 K. It is obviously 
essential to know the amount of CO2 needed to remove 1200 megawatts from the core. 
Use CP data to find (a) (H918—H561) in kJ/mol, algebraically or graphically, and (b) 
how many kg of CO2 must pass per second. 

3.7 Mercury boils at 629.7 K, under atmospheric pressure, and ∆vapH =59.27 kJ/mol at 
that temperature. A mercury distillation plant runs at 673.0 K; what is ∆vapH at that 
temperature? Average values of CP for liquid and vapour are 27.4 and 20.6 J/mol K, 
respectively. 

3.8 Ammonia fuel with pure fluorine oxidant gives a very high-temperature flame:  

 
  

Assuming that the molar heat capacities of the products may be averaged over the 
temperature range to: 
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calculate the theoretical flame temperature starting at 25ºC. Neglect the effects of 
radiation lossses and product dissociation. 

3.9 For ethylene burning with pure oxygen to give CO and H2O, the theoretical flame 
temperature approaches 5000 K. Make an accurate calculation of this for reactants at 
25ºC, using the CP equations from Table 3.3. (This will involve solution of a cubic 
equation.) 

3.10 Compare the value of −134.5 kJ/mol for the standard enthalpy change of formation 
of gaseous 2-methyl propane (C4H10) with that calculated from bond energy data 
(Table 3.6 and Appendix III). 

3.11 The standard enthalpy change for formation of KrF2(g) is +60.20 kJ/mol. Using 
atomization data from Appendix III, determine the bond dissociation energy for the 
Kr—F bond. 
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4  
Spontaneous changes 

So far we have learnt to follow, by means of the First Law, the transfer of energy and its 
conversion from one form to another. A question that is often asked is ‘will this particular 
process tend to occur or not?’ The First Law provides no answer to this kind of question, 
and we must look further for a guide to reactivity. By considering various spontaneous 
processes, we shall find that there are two driving forces in nature. The drive towards 
minimization of energy is one such directing influence, but there is also a tendency for 
materials to become more physically disorganized. The concept of entropy will be treated 
in more detail in Chapter 5, but is introduced here as a measure of the ‘randomness’ of 
materials; the tendency for entropy to increase is nature’s second driving force. 

4.1 Everyday processes 

Our daily lives consist of a multitude of more or less familiar occurrences, most of which 
are so common that we do not stop to consider the direction of these changes. Water runs 
downhill; a plate, dropped onto the floor, breaks and the pieces scatter; petroleum vapour 
and oxygen, when reminded by a small spark of their chemical obligations, react in a car 
engine to produce the usual mixture of exhaust gases; the exhaust gases so formed then 
disperse into the atmosphere. 

Making snowballs will always make one’s hands colder, because thermal energy 
always flows in a ‘hot-to-cold’ direction. No material can spontaneously gain thermal 
energy from colder surroundings. We take this for granted, but this simple fact is at the 
heart of the nature of entropy. 

We must ask ourselves why the opposite processes do not occur. Can water flow, of 
itself, upwards? If we wait long enough, will the pieces of broken plate spontaneously 
reorganize themselves into their previous arrangement? Can carbon monoxide, carbon 
dioxide and water vapour ever congregate, and react to form petroleum and oxygen? Has 
anything ever been known to get hot in the refrigerator? Of course these are ‘foolish’ 
questions, because no one has yet seen these things happen. In many instances, energy is 
converted from one form to another, the total energy being conserved in each case (First 
Law). Falling water represents the conversion of gravitational energy to kinetic, and then 
to thermal energy. (Water gains about 0.1ºC in temperature when it falls 40 m.) Chemical 
energy is converted to thermal energy in the cylinder of the petrol engine, although little 
if any energy is involved in the dispersion of cooled exhaust gases. In no case is the First 
Law of Thermodynamics able to say anything about the direction of these common 
occurrences. 



4.2 Exothermicity, a possible criterion 

The problem of spontaneity, as outlined above, occupied many eminent scientists in the 
latter half of the nineteenth century. In the case of chemical reactions carried out under 
the usual conditions of constant temperature and pressure, it was initially assumed that if, 
and only if, a reaction gave out heat, it occurred spontaneously. It turns out that a second 
factor is involved, and that both factors must be considered. By considering a number of 
examples in which ∆H is negative, or zero, or positive, this second factor, which is best 
described as a ‘tendency to randomness’, will become more familiar. 

4.2.1 Spontaneous exothermic processes 

Most exothermic chemical reactions, including oxygen combustions, are spontaneous in 
the sense that the reactants are unstable compared with the products. The reaction may 
well need a catalyst in order to make it occur at an appreciable rate, or perhaps a spark 
may be necessary to initiate the process. The rate may be very low, but the direction of 
the process is fixed. 

Another example of a spontaneous, exothermic process will be familiar to skiers. 
Fresh snow is powdery, and affords smooth and easy skiing, but over a period of weeks, 
the conditions deteriorate. By a process of progressive cannibalization, large crystals 
grow at the expense of the small. For a given mass of snow, the surface area, and hence 
the surface energy, is greater for small crystals, and so their vapour pressure is very 
slightly higher. The overall effect is to convert the potential surface energy to thermal 
energy, by altering the size distribution of the ice crystals. 

On the basis of such arguments as these, M.Berthelot and J.Thomson became 
convinced that exothermicity was the only factor involved in determining ‘chemical 
affinity’. We shall see that many spontaneous processes have zero, and even positive 
values of ∆H, which clearly shows that this is only part of the story. 

4.2.2 Spontaneous processes involving no heat change 

(a) Suppose that the water in a covered swimming pool is allowed to come to complete 
rest, with no eddies or convection currents. If a drop of strong aqueous dye solution is 
carefully added, not dropped, at the surface, the colour will quickly spread. Similarly 
if a girl wearing scent walks quietly into a large room, it is only matter of minutes 
before the molecules of scent will have diffused throughout the room, even if the air is 
perfectly still. (Such behaviour of gases and liquids is no different for near-ideal gases 
or solutions. It does not depend on non-ideality.) Both of these processes may be 
represented schematically, as shown in Fig. 4.1. Vanishingly small amounts of thermal 
energy are involved in such processes. Even as ideal behaviour is approached, and 
∆H=0, no diminution of ‘reactivity’ is observed, 

(b) In 1843, Joule performed a classic experiment which is depicted in Fig. 4.2. Dry air 
was introduced into the left-hand container, whereas the right-hand one was 
evacuated. The temperature was read carefully and noted, and then tap C opened. The 
gas immediately rushed through the stopcock and filled all the available space. Joule 
noticed no change of temperature of the water, even with his ‘delicate thermometer’. 
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(Joule’s calorimeter was actually not sensitive enough to measure the very small 
temperature change involved, which is due solely to the non-ideality of the gas.) 
Helium, which is nearly ideal under ambient conditions, behaves in exactly the same 
way, although there is only a minute thermal change, and it is a reasonable assumption 
that a truly ideal gas would expand in a similar manner. Moreover, although the gas is 
turbulent when the tap is opened, no net work is done on the surroundings. This 
process is a natural, irreversible process, and occurs even though q=w=0. Thus ∆U=0, 
and so the change of U with volume, under isothermal conditions, is zero. That is : 

 

  

The important point to note, however, is that the process occurs, although no heat 
is liberated. (What general feature is common to processes (a) and (b)? The 
diagrams help.) 

 

Figure 4.1 Process in which 
concentrated matter disperses. 

 

Figure 4.2 Joule’s gas expansion 
experiment. On allowing gas to flow 
into the right-hand container, no 
temperature change was observed. 

(c) A chemical reaction with ∆H=0 will now be discussed. Silver chlorite, AgClO2 is 
unstable with respect to its elements: 
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It decomposes when heated gently, and shows no tendency to reform. However, it 
so happens that, quite by chance, ∆H is as near zero as can be measured. 
Something other than exothermicity is the driving force behind this reaction. It is 
significant that one and a half moles of gas are formed per mole of decomposing 
solid silver chlorite. 

4.2.3 Endothermic processes 

(a) If a little diethyl ether is placed in an open dish, spontaneous evaporation occurs, and 
this requires thermal energy to maintain a constant temperature. A ‘cooling effect’ is 
observed. Use is made of this effect when ethyl bromide is used as a local anaesthetic. 
Its boiling point, 38.4ºC, is very close to normal body temperature, and so evaporation 
is very fast. The process is: 

 
  

Evaporation occurs to some extent from any liquid surface. Moreover, all 
evaporation processes are endothermic. In common with the silver chlorite 
decomposition mentioned above, this process leads to a significant volume 
increase. 

(b) There are many spontaneous but endothermic chemical processes although few occur 
at laboratory temperatures. Consider the following experiment. 

30 g of barium hydroxide and 15 g of ammonium thiocyanate are placed in an 
Erlenmeyer flask and the mixture is stirred with a glass rod. The flask is placed on 
a wet sponge or moist (wooden) board. The reaction mixture turns ‘liquid’ and the 
sponge or board beneath the flask freezes. In addition, the smell of ammonia is 
perceptible. The temperature in the reaction vessel can easily fall to −20ºC. The 
following reaction takes place: 

 

  

This reaction causes significant cooling under normal laboratory conditions, and 
the enthalpy change for the reaction must be positive (∆H0 cannot be calculated 
because ∆fH0 (Ba(SCN)2) is not known). 
In this and similar spontaneous endothermic chemical reactions, gaseous products 
arise from condensed reactants. We shall see later that this ‘gasification’ is 
closely related to the increase of entropy or randomness associated with the 
reaction. It seems that when an unfavourable, positive value of ∆H is overcome in 
a reaction, this is associated with randomization. 
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4.3 The second driving force 

We have tested the idea that exothermicity is alone responsible for spontaneous reactions, 
and found it severely lacking. It does however contain some virtue, in that sufficiently 
large endothermicities do indicate stability of reactants. Thus thermal decomposition of 
Al2O3, or CaO does not occur even at quite high temperatures, and the decomposition 
reactions have very large positive ∆H0 values (+1117 and +1270 kJ/mol of O2, 
respectively). 

That exothermicity is not the only factor is shown clearly in section 4.2.2. Here, where 
∆H=0, the changes were characterized by a spreading of at least some of the materials 
into a larger volume. Diffusion of the dye in the swimming pool involved randomization, 
in a simple geometric sense. At the start, we at least knew where it was, with an 
uncertainty of only a millimetre or so. The decomposing silver chlorite started as a 
crystalline solid, but the products included one and a half moles of gas for every mole of 
solid silver, and this too represents an increase of randomness. 

The concept of entropy is a difficult one. An understanding of it comes with repeated 
encounters in different contexts. Although a formal definition will be given later, it is 
sufficient for the time being to associate it pictorially with the degree of randomness of a 
material, as exemplified in the processes discussed above. It is possible to assign absolute 
numerical values to this entropy, S0, which refer to individual materials in a particular 
physical state. In Table 4.1 values are given for a few compounds. 

As a general guide, it will be found that entropy values increase during the transitions 
solid to liquid to gas, as demonstrated by the values for solid  

Table 4.1 Numerical values of entropy for some 
compounds at 25ºC 

Material Physical state Entropy, Sº (J/mol K) 

C Crystal, graphite 5.69 

ZnO Crystal 43.7 

Zn Crystal 41.6 

Kr Gas 164.1 

ZnSO4·H2O Crystal 145.5 

CO Gas 197.7 

zinc, and for gaseous krypton, at one atmosphere. On the other hand, entropy will also 
increase with molecular complexity, as shown by ZnSO4·H2O(s), which has an entropy 
almost as great as that of gaseous krypton. The qualitative effects are none the less clear. 

The descriptive approach to entropy adopted here is adequate for the isothermal 
processes chosen as examples. It is not easy, for example, to visualize the change of 
entropy which occurs when two bodies at differing temperatures come into thermal 

Spontaneous changes     57



contact. (Entropy increases.) The mathematical approach to be developed in the next 
chapter will however cope with this and other difficulties which arise. 

Problems 

4.1 The Sachse process (problem 3.4) is highly endothermic. How can it ever be made to 
operate effectively? Use entropy values from Appendix III to develop your argument. 

4.2 The example in 4.2.2(c), the decomposition of silver chlorite, proceeds with entropy 

increase. Using values of absolute molar entropies ( ) from Appendix III for the 
various substances, calculate ∆S0 for the process as written. 

4.3 Thionyl chloride is a very useful drying agent, because the products are completely 
gaseous, and contamination is usually negligible. It reacts with free water (and also 
with water of crystallization), according to the equation: 

 
  

Using data from Appendix III calculate ∆H0 and ∆S0 for this reaction. (Why do 
you think this reaction occurs spontaneously?) 
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5  
Entropy 

M.JOURDAIN: ‘What? When I say “Nicole, bring me my slippers and give me my 
nightcap”, that’s prose?’ 

LE MAÎTRE DE PHILOSOPHIE: ‘Yes, sir.’ 
M.JOURDAIN: ‘Gracious me! I’ve been talking prose for the last forty years and have 

never known it.’ 
(Molière, Le Bourgeois Gentilhomme) 

Changes of entropy are occuring all around us, but for most of us, like M. Jourdain with 
his prose, awareness can come quite late in life. Although we cannot detect these changes 
with our physical senses, it is possible to calculate them from simple measurements. 
After defining entropy, and performing such calculations, the concept will become 
progressively more familiar. 

5.1 Measurement of entropy 

5.1.1 The Second Law of Thermodynamics 

The concept of entropy has come about slowly, with the accumulation of much human 
experience and is embodied in the so-called ‘Second Law’, which is a statement of this 
practical experience, and no more. It should be stressed that exceptions to the ‘law’ may 
yet be found. It may be stated in many different ways. Its origins are closely bound up 
with the science of heat engines. 

There exists a thermodynamic function of state, called entropy, S. The entropy of 
system and surroundings together increases during all natural or irreversible 
processes: 

 
  

For a reversible process, the total entropy is unchanged: 

 
  

Notice that entropy is not conserved; this is difficult to accept, although the evidence is in 
fact quite convincing. 

A small change of entropy of dS, is measurable in terms of the thermal energy qrev 
added to a system during a reversible process, and the (constant) temperature T, at which 
it is performed: 



 
(5.1) 

Because S is a function of state, the term dq in equation 5.1 must be quite unambiguous. 
In fact, as we shall see, reversibility necessarily implies that maximum work is involved, 
and that q is specified. 

Because no violations of the Second Law have ever been observed, there is no reason 
to doubt its universal applicability. However, in June 1993 there was uproar in the 
scientific world among physicists and chemists. Professor Silbergleit from the Joffe-
Institute of St. Petersburg in Russia stated that he could develop a heat engine in which 
heat could be turned nearly completely into work, with negligible losses. Such an engine 
would be a perpetual motion machine. One of the formulations of the Second Law of 
Thermodynamics, however, is that if heat turns into work considerable losses will occur 
in a cyclic process. Profession Silbergleit’s assertions were subsequently discredited in a 
meeting at The Netherlands Energy Research Foundation ECN in Petten in June 1993. 

5.1.2 Reversibility and entropy 

In general, energy or ‘work’ is the product of an intensive factor and an extensive factor. 
Intensive factors are those properties that are independent of the size of the system, such 
as temperature, pressure, odour and density. An extensive factor on the other hand is one 
which depends on the size of the system, such as mass, volume and internal energy. 

An easy way to deteremine whether a factor is intensive or extensive is to divide the 
system into two equal parts with a partition. Each part will have the same value of 
intensive factors as the original system, but half the value of the extensive factors. 

 

  

In each case, if the intensive factor (force, pressure or voltage) is opposed by a force, 
pressure or voltage which is virtually equal to it, then energy is transferred reversibly. 
The process will occur infinitely slowly, but will result in the transfer of maximum 
energy (maximum work). The eventual winners of a tug-of-war between two evenly 
matched sides will be working ‘flat-out’ for their win. The work done by the winning 
team depends on the resistance they meet, not on their own inherent strength. The 
maximum work will be done when they are virtually equal to their opponents, but the 
performance will then take a long time. They are working reversibly because a minute 
increase of effort by their opponents will reverse the direction of the change.  

It is this concept of reversibility which must be applied when entropy changes are 
calculated. There is, however, no reason why the actual process should occur reversibly, 
because entropy is a function of state, and ∆S is the same, whatever the route. It is 
frequently necessary to devise, on paper, a reversible route merely to perform the 
entropy-change calculation. Let us apply these ideas to specific examples. 

(a) Isothermal expansion of gases 
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The gas expansion experiment of Joule, shown in Fig. 4.2, took place completely 
irreversibly; no work was done, because no resistance was offered from outside. The 
overall change is: 

   

Imagine a reversible path for this change in which an opposing piston offers virtually 
equal, but opposite pressure. As infinitesimal expansion occurs, so the opposing pressure 
drops by an infinitesimal amount, and expansion continues, albeit infinitely slowly. 
Negative work is being done on the gaseous system, by the piston (surroundings), and in 
order to maintain (constant) temperature heat must be added. Internal energy is then kept 
constant, and so for a small change: 

 
  

and so dqrev=P dV. 
On integrating, and making the ideal gas assumption: 

 

(5.2) 

From equation 5.1, for a finite change: 

 (5.3) 

The entropy change for the irreversible Joule experiment may thus be calculated from the 
hypothetical, reversible process, because S is a function of state only. 

(b) Reversible transfer of heat 
Consider a counter-current heat exchanger, such as is used on many industrial plants. 

In essence this is a pair of pipes in close thermal contact (Fig. 5.1). If it were to be 
operated reversibly, the water and initially hot liquid would be in continuous equilibrium, 
with at each point only an infinitesimal thermal gradient between the liquids. In such a 
case, the liquids  
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Figure 5.1 Simplified heat exchanger. 
Reversible operation requires infinitely 
slow liquid movement; the outgoing 
liquid then has the same temperature as 
the inlet water. 

are virtually stationary, and maximum energy will be transferred. Entropy changes at 
point A are: 

 

  

and the total entropy change for liquid and water (‘system and surroundings’) is zero: 

 
(5.4) 

On the other hand, suppose that the liquids move at a finite speed. Now, Tliquid is greater 
than Twater, and equation 5.4 gives dStotal>0. Entropy has increased because, and to the 
extent that, the process is irreversible. 

Example 5.1 
One mole of water at 0ºC freezes to ice in a well-insulated vessel containing kerosene at a 
temperature of 0ºC: 

   

Calculate the entropy change of the water, the kerosene and the total entropy change 
within the vessel (∆Ssys). 

In this case the path chosen for computation is quite simple because the above process 
is a reversible one:  

Concise chemical thermodynamics     62



 

  

The entropy change experienced by the water is negative, which is not surprising because 
it turns completely from liquid into solid at the same temperature (section 5.2). 

However, heat is released to the kerosene, which in turn must have a positive change 

of entropy. The heat given to the kerosene is  

 

  

Because the process is adiabatic, the surroundings undergo no change as a result of this 
process and, hence, ∆Ssurr=0, which is in accordance with the Second Law of 
Thermodynamics, which states that the total change of entropy for a reversible process is 
zero. 

(c) An irreversible change 
Following heat treatment, a steel bar at 1000 K is quenched in warm water (333 K). 

This is a typical irreversible process. Consider the transfer of the first joule, which leaves 
the steel at 1000 K, and arrives in the water at 333 K. For purposes of calculation, this 
process could be considered in two reversible parts. First a joule is removed from the 
steel by contact with a thermostat set at (1000−dT) K; then a joule is added to the water 
from a bath at (333+dT) K. The entropy changes are, for the reversible process: 

 

  

In the irreversible quenching, only steel and water are involved, for which the entropy 
changes are already calculated, so here: 

 

  

Once again, entropy has increased during the irreversible process. 
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Example 5.2 
One mole of supercooled liquid water at −5ºC freezes to ice in a well-insulated vessel 
containing kerosene at a temperature of −5°C:  

   

Calculate the entropy change of the water, the kerosene and the total entropy change 
within the vessel. 

Because the entropy is a function of state, its change between any two states is 
independent of path, and the path chosen for the computation is a reversible one (Fig. 
5.2): 

 

  

As in Example 5.1: 

 

  

So within the insulated vessel the total entropy change is positive, in accordance with the 
Second Law of Thermodynamics, because the freezing of supercooled water at −5ºC is a 
spontaneous process. (As in Example 5.1 ∆Ssurr=0, because the process is adiabatic.) 

5.1.3 Changes of entropy with temperature 

So far, we have considered only isothermal processes. How do we calculate the entropy 
change for a gas which is heated? Now dS=dqrev/T, and  
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Figure 5.2 The entropy change for the 
irreversible process is equal to the sum 
of the enthalpy changes for processes 
1, 2 and 3. 

CP=dq/dT, therefore as dq and dqrev are identical: 

 

  

and 

 
(5.5) 

Over the temperature range where CP may be considered constant: 

 
(5.6) 

In general, however, it is necessary to plot CP/T against temperature. Equation 5.5 then 
tells us that the area under the curve between the two temperatures of interest gives the 
change of entropy. 

Example 5.3 
The average value of CP for silane, SiH4, between 340 and 360 K is 47.03 J/mol K. By 
how much does the entropy of four moles of silane increase when it is heated over this 
temperature range? 

Using equation 5.6: 
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For processes carried out at constant volume, an exactly analogous derivation using CV 
may be followed to give: 

 
  

Again, a mean value of Cv is used. 

5.14 An adiabatic compression 

If a gas is effectively insulated during reversible compression, qrev=0, and so ∆S=0. This 
means that ∆U=w, and the temperature rises. Does this not mean that the entropy also 
increases? The answer is no, because the effect of the temperature increase is exactly 
matched by the reduction in volume which accompanies it. 

5.2 Absolute entropies 

So far, we have been concerned solely with changes of entropy. Is it possible to assign a 
zero entropy to a particular sample or state? In fact, this may be done, and we can as a 
result calculate absolute values of entropy for individual compounds. 

5.2.1 The Third Law of Thermodynamics 

The best organized physical state of a compound is that of a single perfect crystal, 
because each atomic or molecular unit shares a definite spatial relationship with all the 
others. Moreover, at low temperatures, there are fewer populated energy levels, and there 
is correspondingly less uncertainty about the energy of any particular unit. Translational 
energy is lost on crystallization, rotational energy does not persist for long, and finally, at 
a sufficiently low temperature, only vibrational motions remain. At absolute zero, it is 
generally accepted that only the ground or lowest vibrational level would be occupied. 
All units are vibrating, but they each have the smallest possible, or ‘zero point’ energy. 
The Third Law may be expressed: 

All truly perfect crystals at absolute zero temperature have zero entropy. 
There are, however, several ways in which a crystal may fail to be truly perfect. 

Isotopic mixtures of, say 35Cl and 37Cl give rise to an entropy of mixing; different 
combinations of nuclear spin, as occur in ortho- and para-hydrogen, will cause some 
randomization. Crystals are seldom perfect, and there are other effects which must be 
accounted for. 

Let us now calculate an entropy in absolute terms. Equation 5.5 may be written: 

 
(5.5) 

If T1=0 K: 
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In general: 

 

(5.7) 

Values of CP may be measured down to a few degrees Kelvin, but a means of 
extrapolation must be found for the last few degrees. The Debye theory of the heat 
capacity of solids gives, at low temperatures: 

 
  

or  

 

  

and so values of CP/T may be extrapolated to zero by plotting against T2. It is then 
possible to carry out a graphical integration of equation 5.7 from 0 K, and determine the 
absolute entropy. 

Example 5.4 
E.F.Westrum Jr. has published low-temperature heat capacities for uranium disulphide, 
US2. Use these values to determine the absolute molar entropy at 298 K. 

The data are shown in Table 5.1 together with the calculated values of CP/T, and the 
graph of CP/T versus temperature is shown in Figure 5.3. 

On measuring the shaded area underneath the curve, using square-counting or paper 
weighing techniques, the absolute entropy of US2 at 298 K is found to be 110.4 J/mol K. 
This result can well be verified by the reader using the data provided. 

5.2.2 ∆S for phase changes 

Uranium disulphide is a particularly simple case, because it is solid throughout the 
experiment, and exists in only one crystalline form. Many compounds, however, undergo 
solid modifications or phase changes. These changes are easily catered for, because they 
occur at fixed temperatures.  
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Table 5.1 Heat capacity data for uranium 
disulphide 

Temperature (K) CP (J/mol K) CP/T (J/mol K2) 

8.2 0.29 0.336 

9.6 0.67 0.071 

11.8 1.55 0.130 

14.3 3.26 0.226 

17.5 5.31 0.305 

21.2 8.08 0.381 

26.4 11.6 0.439 

33 15.5 0.469 

41 20.1 0.490 

51 25.1 0.494 

69 33.9 0.490 

94 45.2 0.481 

116 53.1 0.460 

142 59.8 0.423 

171 64.9 0.381 

207 69.0 0.335 

244 71.8 0.293 

279 73.6 0.264 

312 74.9 0.238 
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Figure 5.3 Heat capacity and 
temperature graph for determination of 
absolute entropy of uranium 
disulphide. 

Thus for fusion: 

 

  

In general, for any phase change: 

 (5.8) 

Using the Third Law, absolute entropies of any substance in its standard state, at 298 K, 

written , may be determined from thermal measurements, using equations 5.5 (heat 
capacities) and 5.8 (enthalpies and temperatures of transition) as appropriate. 

Example 5.5 
Data are available for isobutane, from 12.53 K upwards. It does not undergo any 
solid/solid transitions, but melts at 113.74 K (∆H=4541 J/mol) and boils at 261.44 K 

(∆H=21.29 kJ/mol). The different stages in the calculation of are summarized 
below.  
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It is helpful to represent the entropy changes of isobutane pictorially, as in Fig. 5.4. 
Processes (a) and (c) increase the temperature, and the entropy increases because there is 
available a wider range of possible molecular energy states. Processes (b) and (d) 
represent increases in geometrical randomness. 

Figure 5.5 shows in detail how the entropies of hydrogen and of boron increase with 
temperature. Notice particularly how great is the contribution due to vaporization. 
Crystalline boron is very highly ordered, and has a correspondingly low entropy. 

Values of are obtained from heat capacity and other measurements, and 
Appendix III includes a selection of such data for a number of compounds. From such 

tabulations, it is possible to determine values of for any specified reaction. As 
usual, one can use an equation similar to equation 1.1: 

(5.9) 

Example 5.6 

What is for the formation of isobutane from its elements? The reaction is: 

 
  

Using values from Example 5.5 and Appendix III, we find:  
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Figure 5.4 The entropy of one mole of 
isobutane, C4H10, is represented 
pictorially. The crystal at 0 K is 
assumed to be perfect in every respect. 
Processes (a) and (c) represent 
temperature increases, processes (b) 
and (d) phase changes, and the entropy 
rises during each. 
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Figure 5.5 The standard molar 
entropies of boron and hydrogen from 
0 to 4500 K. Note the large increase on 
vaporization. (Data from JANAF 
Thermochemical Tables, Dow 
Chemical Company, Midland, 
Michigan.) 
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5.3 The direction of time 

It has been said that increasing entropy is the arrow of time; but what is the connection 
between them? All irreversible, that is natural, processes lead to an increase of entropy 
with respect to time. If we build a large ‘house of cards’, this represents a very unlikely 
assemblage; there is only one house arrangement but a multitude of disorganized arrays. 
All too easily a small vibration causes reversion to a disordered state. This occurrence 
may cause minor dismay, but on the other hand to watch the cards spontaneously 
jumping and manoeuvring themselves into a perfect structure would suggest either 
mental derangement or that time was going backwards. 

Left on its own, a bouncing ball will eventually come to rest. A small ball-bearing 
dropped onto a sheet of plate glass will rebound almost to its previous height each time, 
and the various changes are almost reversible. Eventually, however, the kinetic (or 
gravitational or distortional) energy will be converted to thermal energy, which is simply 
a randomized kinetic energy operating on a molecular scale. The motionless ball will be 
a little hotter than before; the molecules will be jiggling all in different directions with 
varying energies. That all these molecules should spontaneously organize themselves into 
co-ordinated upward movement, so that the ball ‘jumps’ up once again, is not impossible 
in terms of energy conservation. It is, however, extremely unlikely, because there is only 
one type of net upward movement compared with the myriads of equally likely schemes 
of random movement. The vast number of possible schemes of random movement is 
related closely to the greater entropy of the disordered condition. For all natural processes 
the total entropy of the system plus surroundings always increases with increasing time; 
entropy is constantly produced. If a process or change is imagined for which entropy is 
destroyed, then the direction of time must be reversed for that process but this cannot 
happen. A given system, in given surroundings, always changes in the same direction. 

Problems 

5.1 Decide by inspection whether the following reactions will have values of ∆S which 
are positive, negative, or about zero. Check values from Appendix III. 

 

  

5.2 A 2-kilowatt electric heater runs for an hour and a half in a room at 20ºC. The 
filament temperature is 800ºC. What is the overall increase in entropy in J/K? 
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5.3 It is possible to cool a liquid below its freezing point without the formation of a solid 
if care is taken to prevent nucleation. 39 g of liquid benzene with a freezing point of 
5.4ºC are in contact with a cooling system and are cooled slowly from 45ºC to −10ºC 
without freezing. At −10ºC the subcooled benzene spontaneously crystallizes by 
introduction of a small crystal of benzene. After the crystallization is complete the 
benzene is cooled further to −40ºC. At 5.4ºC ∆fusH=126.75 J/g. CP(l)=1.673 J/g K and 
CP(s)=1.255 J/g K. Devise a reversible route to calculate ∆Sbenzene. If the benzene 
together with the cooling system were placed into a well-insulated vessel explain 
whether ∆Stot in the vessel is positive, negative or zero. 

5.4 A leaden ball having a mass of 1 kg and a temperature of 227ºC is placed in a well-
insulated vessel containing 5 kg of water initially at 27ºC. The heat capacities are 
4.185 J/gK for water and 0.13 J/gK for the leaden ball. Find the temperature of this 
system in the final state. Calculate the entropy change of the ball, the water, and the 
total process within the vessel. 

5.5 Values of CP for silane increase steadily with temperature: 
T(K) 200 250 300 350 400 

CP (J/mol K) 35.5 39.2 43.0 47.4 51.5 

Determine the increase of entropy (S400—S400) on heating one moel of silane from 
250–400 K at 1 atmosphere; use a graphical or a numerical technique with a 
computer program. 

5.6 W.T.Smith and co-workers have published (J. Am. Chem. Soc. 75, 5785 (1953)) low 
temperature heat capacity data for metallic rhenium. 

T(K) 20.39 24.89 31.74 34.66 39.98 48.89 62.26 70.82 

CP(J/mol K) 0.661 1.318 2.61 3.35 4.540 7.544 11.42 13.12 

T(K) 80.05 92.88 103.04 121.82 148.41 202.65 244.81 300.01 

CP(J/mol K) 14.91 17.23 18.39 20.43 22.27 24.28 25.45 25.73 

Determine (Re) graphically, using a Cp=AT3 extrapolation at very low 
temperatures, where A is a constant, or by means of numerical method with a 
computer program. (Calculate the constant A from the value of CP at 20.39 K.) 

5.7 The hexafluorides of tungsten, osmium and iridium all undergo solid-solid transitions 
at or a little below 0ºC. The process β (low-temperature form)→α(high-temperature 
form) is endothermic in each case: 

  WF6 OsF6 IrF6 

∆trsH(kJ/mol) 5.86 8.24 7.11 

T(K) 265.0 272.8 273.6 

Calculate the increase of entropy for these transitions. 
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5.8 Calculate ∆S0 for the decomposition of calcium carbonate into carbon dioxide and 
calcium oxide at 1 bar: 

   

at 25ºC and 600ºC. CP (CaCO3)=81.88 J/mol K, CP (CaO)=42.80 J/mol K and CP 
(CO2)=37.12 J/mol K. 
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6  
Free energy, the arbiter 

In this chapter, we come to the most important single concept in chemical 
thermodynamics, that of Gibbs free energy, G. It is a function of state which provides the 
criterion for deciding whether or not a change of any kind will tend to occur. Physical 
and chemical changes will have simple numerical values of ∆G such that a negative 
number indicates spontaneity, a positive number tells us that the reverse change tends to 
occur, and a value of zero implies an equilibrium situation. 

6.1 Processes in isolated systems 

We recall that whenever a process occurs in a natural or everyday situation it does so 
irreversibly, and the overall change of entropy, that is of the system and surroundings 
together, is positive. This, then, is a general criterion of the spontaneity or otherwise of a 
change. It is very difficult, however, to carry out experiments in which changes occurring 
both in the reaction vessel (the system), and in the surroundings, are followed, because 
the surroundings are so ill-defined. Progress is often made when a problem is reduced to 
its simplest form, and here it is helpful to isolate the experiment in order to leave the 
surroundings unchanged. First, suppose we keep the total volume constant, and use a 
thermally insulated vessel. This was already applied in Chapter 5 in Examples 5.1 and 
5.2. (Afterwards we can extend our activities to include constant pressure processes.) 

Consider the terms ∆U, qto and won under these conditions of isolation. Insulation 
implies that q=0, and constant volume requires that the work done by expansion is also 
zero. Therefore ∆U=q+w must itself be zero. 

First consider a small (60 ml) container of 0.03 mole of gas under high pressure, 
suspended in a 10 litre evacuated vessel, which is vacuum insulated. The little bottle 
breaks on falling, and the space above it is immediately filled with gas. There is no 
temperature change, but the gas is obviously much more spread out. To determine by 
how much the entropy has increased, we must imagine the same overall change to be 
carried out reversibly, as described in section 5.1.2(a).  

By applying equation 5.3, ∆S=nR ln V2/V1, we have in this case: 

 
  

As a second example, we shall consider another experiment in which the process is quite 
spontaneous, and irreversible. It results, therefore, in an entropy increase, but here the 
visual concept of randomization is difficult to apply. It is possible to relate, 
mathematically, the entropy of a material to its degree of disorder. This involves a 



detailed analysis of the distribution of all the atoms and molecules in the various energy 
levels available to the system. For any particular set of conditions (temperature, volume, 
and so on) or macrostate, there is a large number of compatible microstates, as discussed 
in section 5.3. This number is denoted by ω, the so-called multiplicity of the macrostate. 

A saturated hot solution of sodium thiosulphate is cooled slowly, and if care has been 
taken to keep the materials clean and dust-free, supercooling by many degrees is possible. 
The solution is then sealed in a Dewar flask. On dropping a tiny seeding crystal through a 
hole in the lid (Fig. 6.1) crystallization occurs, with an apparent increase of organization! 
This story tells us very forcefully that visual disorganization and entropy are not 
synonymous, for although highly regular crystals have been formed, the spontaneity of 
the process requires increased entropy. This means that the number of equivalent 
arrangements of microstates must be higher than before. Nevertheless, those associated 
with position appear to have decreased in number due to the clustering of thiosulphate 
and sodium ions into crystals. The volume change is negligible, and cannot account for 
this apparent anomaly. What other possibilities are there? The missing factor is of course 
the temperature, which increases. (∆U for the system can still be zero, because new 
materials are formed, and each has its own contribution  

 

Figure 6.1 Spontaneous organization? 
Precipitation of sodium thiosulphate 
from a supersaturated solution. 
Entropy in fact increases because of a 
temperature rise. 

to make to the total internal energy.) This makes available a greater spectrum of thermal 
microstates, and so the entropy increases after all. 
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In both of the foregoing examples, we have seen that an increase of entropy is a valid 
criterion for the spontaneity of a process. In addition the second example shows that it is 
often misleading to interpret entropy simply as ‘mixed-upness’. When we move over to 
normal laboratory conditions, we will find it even more difficult to keep track of what is 
going on. The introduction of Gibbs free energy, which simplifies the situation, will be 
most welcome. 

6.2 Gibbs free energy, G 

In our search for a criterion of whether or not a particular change would occur, we have 
found that in some cases at least, the attainment of minimum energy seemed to be a 
useful indication. The demolition of a factory chimney always leads to the same 
predictable result, the attainment of minimum gravitational energy. Similarly a soap 
bubble will quickly adjust itself to a spherical shape so as to have a minimum surface 
area, and hence minimum surface energy. The exothermic nature of a reaction, where 
energy is given out as heat, and the materials achieve lower energy, seems to be only a 
rough guide at the best of times. We do know that reactions which are strongly 
exothermic give very stable products, such as the formation from their elements of 

Al2O3( =−1676kJ/mol), Fe2O3(−823.4), and CaCO3 (calcite, −1207). Several 
exceptions to this rule of thumb for processes of small exothermicity were mentioned in 
Chapter 4. In these cases it was shown that at constant temperature the increase of 
entropy of the system seemed to be playing a dominant part. We shall see how this factor 
also can be assessed. 

Under isothermal conditions, these two driving forces, energy and entropy, act 
sometimes in concert, sometimes at variance with one another. It is none the less possible 
to define a new quantity, the Gibbs free energy, which enables us to arbitrate between the 
sometimes conflicting factors of energy seeking a minimum, on the one hand, and 
entropy seeking a maximum, on the other. The Gibbs free energy is defined as:  

 (6.1) 

It should be noted that H, T and S are all properties of state. This means that G must also 
be a property of state. In order to appreciate the usefulness of Gibbs free energy, we shall 
now fully differentiate this equation, to give: 

   

The majority of processes take place at constant temperature, and under these conditions 
dT=0. 

(6.2) 

If the pressure is constant (usually one atmosphere) we may write dq for dH, giving: 
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We are now in a position to appreciate how G may be used as a criterion for spontaneity. 
We need to bring in the Second Law statement, which may be summarized as: 

 

  

Thus T dS, being a property of state, will always be equal to dqrev. If our process is 
performed reversibly, that is, in a continuous state of equilibrium, then dG=dqrev−dqrev=0. 
On the other hand, a spontaneous, and therefore irreversible process will have dqirrev<TdS, 
and therefore dqirrev<dqrev. Then, dG=dqirrev−dqrev, and dG is a negative quantity. This is 
what we were looking for. Gibbs free energy. G, decreases as long as the process is 
spontaneous (dG is negative). As soon as a state of equilibrium is reached, G comes to 
the bottom of the hill, and reaches a minimum value (dG=0), which specifies that no 
further reaction can take place. 

For constant temperature processes, equation 6.1 may be used to apply to the initial 
state (reactants) and the final state (products), so that: 

 

(6.3) 

The delta has the usual significance of ‘products minus reactants’. 
If we use this new quantity, the Gibbs free energy change, ∆G for a process, we are 

relieved of the difficulty of following changes in the surroundings. Values of ∆H and ∆S 
for the process are sufficient to tell us whether the process is spontaneous or not. If ∆G is 
a negative number, the process will tend to occur; if zero, equilibrium is attained; and if 
positive, the reverse process is spontaneous. Remember that spontaneity implies only a 
tendency to occur, and that the rate of reaction may well be undetectably slow. This is 
because thermodynamics is concerned only with the initial and final states, whereas 
questions of collision rates and activation energy are the province of chemical kinetics. 
Thus ∆G for the reaction: 

 
  

is devastatingly negative (∆G=−116.7 kJ/mol), but hydrogen peroxide may none the less 
be kept, if pure, for long periods. The presence of a catalyst, such as platinum gauze, will 
quickly resolve any doubts about its thermodynamic instability. 

Before we discuss some specific applications of Gibbs free energy, it is necessary to 
interpret ∆G as the greatest useful work available from a process at constant pressure. 
This will be helpful later on, for example in Chapter 9 on electrochemistry. 
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6.3 Gibbs free energy and maximum work 

Useful work could have many interpretations, depending on the circumstances. Here it is 
taken to mean any work other than the work of gaseous expansion, which is an 
inconvenient form. (Expansion against atmospheric pressure, P∆V, often occurs however, 
and must be accounted for.) Electrical work (welec) is probably the most convenient. From 
the First Law: 

 
  

Ignoring all forms of work other than those already mentioned: 

 

  

We should note here that although ∆H depends only on the difference between initial and 
final states of the system, q will vary with the reversibility or otherwise of the process. 

First, if reversibly done, the Second Law tells us that dqrev=T dS, and that if 
temperature is constant this may be scaled up to give: 

 

  

Thus the more negative ∆G is the greater will be the useful work (electrical work, in this 
case) obtainable from the process. 

If the process is irreversible, qirrev<T∆S, and therefore ∆H−q, equal to welec, will have 
a smaller value. Thus, for a spontaneous change, welec will be less than the best available, 
which is ∆G. We will see later that the maximum electrical work available from an 
electrical cell will be obtained under reversible conditions, where the cell e.m.f. is 
opposed by an infinitesimally smaller potential. The electrons are made to work their 
passage around the external circuit to the maximum of their ability. Under these 
conditions, the electrical work depends on the equilibrium voltage, E, and on the number 
of electrons made to go through the circuit, corresponding to nF coulombs; F is a unit of 
charge, the Faraday=96 485 coulombs/mol of electrons and n=number of moles of 
electrons or ‘equivalents’. This is expressed as: 

 
  

(the mole is used here in its most general form, as the Avogadro’s Number of Particles). 
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6.4 Some processes in terms of Gibbs free energy 

We have now come to the stage where we can analyse phenomena occurring daily around 
us, in terms of the two directing influences which operate under isothermal conditions. 
We shall see that the two are not always acting in the same sense, and in such cases it is 
necessary to use the equation: 

 
(6.3) 

in order to decide whether or not occurrence is possible. Before going further, some 
general comments are in order. 

First we must find numerical values for ∆H and ∆S. The enthalpy change will be 
derivable from the enthalpies of formation of the partcipants, from Appendix III. Values 

of , from the same appendix may be similarly combined, as outlined in section 
5.2.2, to give ∆S0. 

Secondly, we should note from equation 6.3 that whatever the sign and magnitude of 
∆S may be, it will have increasing importance at high temperatures. Thus for an 
isothermal process carried out at low temperature, the ∆H term is dominant. At absolute 
zero, both ∆S and T are zero, and so ∆G=∆H. On the other hand, many stellar processes 
are dominated by entropy considerations alone. We on earth, however, are neither in the 
freezer nor in the fire, but somewhere between the two. As a result, we must learn to cope 
with both factors. 

6.4.1 Adsorption processes 

Clean surfaces often taken up gaseous material, which is adsorbed onto the surface of the 
solid. For example, many metals adsorb oxygen, hydrogen and water vapour, and 
charcoal is well known for its adsorbent properties. Heterogeneous catalysis involves 
adsorption of the reacting materials, in which case modification of the adsorbed species 
occurs, which makes further reaction that much more likely, so speeding up the overall 
reaction rate. 

The enthalpy change for such processes is ∆H=∆G+T∆S. The term ∆G is necessarily 
negative, if the adsorption does in fact occur; but what can be said of ∆S? In all cases of 
physical adsorption, where only weak molecular forces are involved, the process is 
similar to simple condensation; the molecules have less freedom on the surface, and ∆S is 
negative. In the case of chemical adsorption, chemical bonds are involved, and an 
adsorbed molecule can become dissociated. In all but a very small number of cases, such 
dissociation is insufficient to render the overall entropy change positive. (The adsorption 
of hydrogen molecules onto a sulphur-contaminated iron surface is one of the few 
examples where ∆S is positive.) We can now state that all adsorptions with negative 
entropy change, which comprise all physical and the great majority of chemical 
adsorptions, are exothermic. This conclusion follows directly from equation 6.3. 
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6.4.2 Evaporation phenomena 

When a liquid boils, the vapour pressure is equal to the atmospheric pressure, and at any 
moment when the liquid is at the boiling temperature, vapour at one atmosphere pressure 
is in equilibrium with the liquid. Boiling liquid nitrogen may be considered as an 
example: 

 
  

Provided there is no superheating, the process is reversible, and ∆G=0. This means that 
∆H−T∆S=0, and so we may calculate the entropy change involved. At the boiling point 
TB: 

 

  

If any further heat is added to the system because the Dewar flask is imperfect, the liquid 
temperature will rise very slightly above the boiling point. As soon as this occurs, 
∆G=∆H−T∆S becomes slightly negative, and the system redresses the imbalance by 
evaporating further. This then cools the liquid to the equilibrium temperature. 

Entropies of vaporization at the boiling points and at atmospheric pressure turn out to 
have values near 88 J/mol K (Table 6.1). This was investigated empirically by Trouton, 
and the ‘rule’ named after him followed. In most cases, the entropy increase is due only 
to the isothermal randomization of the molecules from the liquid to the vapour at one 
atmosphere. In  

Table 6.1 Some entropies of vaporization 

Substance Boiling point (K) ∆vapH (kJ/mol) ∆vapS (J/mol K) 

N2 77.3 5.69 73.6 

(C2H5)2O 308 27.2 88.3 

C6H6 353 31.4 88.7 

C6H5·CH3 384 34.0 87.8 

Hg 630 57.0 84.7 

H2O 373 40.9 109.5 

the case of water, because there is significant hydrogen-bonding in the liquid, the entropy 
of liquid water is smaller than it would otherwise be. As a result, the relative increase in 
‘elbow-room’ which the water molecules ‘feel’ on evaporation is greater, and this is 
reflected in the high value of 109.5 J/mol K for the entropy change. 
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Many millions of gallons of water are lost annually from lakes and rivers the world 
over from spontaneous evaporation. In regions in Australia where water conservation and 
control are important, monomolecular layers of fatty acids and similar film-forming 
materials are used to limit evaporation. Why, and to what extent is this evaporation, 
which takes place well below the boiling point, spontaneous? First, let us assume that a 
dry air is blowing over the lake. At a temperature of 30ºC the water has a vapour pressure 
of 31 mmHg. The latent heat of evaporation is roughly +40.9 kJ/mol, which corresponds 
to a highly endothermic process. At the boiling point of water, the entropy term T∆S=373 
(109.5)/1000=40.9 would be just sufficient to make ∆G marginally negative; but the 
temperature of the Australian outback is a mere 30ºC (303 K). 

The situation could be expressed like this: 

 

  

This provides a value for ∆S near 40 900/303=135 J/mol K. This means that for the 
process to occur the entropy change for the process: 

   

must be larger than 135 J/mol K. This value, significantly larger than the value for ∆vapS 
quoted above, can easily be achieved, but only by producing a sufficiently dilute vapour. 

Because spontaneous evaporation into a dry atmosphere causes cooling of the 
remaining water, the damp clothes on the washing line freeze in cool weather, and early 
peoples were afforded the equivalent of modern refrig-eration. The early Egyptians, 
living in the exceptionally dry desert air, were probably quite familiar with ice 
manufactured by this method. 

6.4.3 Endothermic chemical processes 

The previous examples have been mainly physical processes, but chemical ones are 
equally amenable to analysis in terms of free energy. The reaction which comprises 
dehydration by thionyl chloride was mentioned previously. It is endothermic, but 
proceeds with great certainty none the less. It would seem probable that ∆G is fairly large 
in addition to having a negative sign. The reaction may be represented as: 

   

The perhaps surprising spontaneity of this reaction is closely linked to the fact that 
copious gaseous products are given off by purely liquid reactants. The entropy will be 

seen to increase markedly. For this process, is easily determined from values of 

obtained from Appendix III: 
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The value for for the same reaction is calculated from the standard enthalpies 
of formation of the various chemicals, also to be found in Appendix III: 

 

  

Then, at 298 K: 

 

  

It is important to realize the full meaning of ∆G0 consequent upon our using standard 
state data for entropies (S0) and enthalpy changes (∆H0). In both cases, the superscript 0 
infers that all materials, whether reactants or products are present in their standard states; 
that is, in effect the stable states in which one handles them in laboratories at 1 bar 
pressure. The full significance of the result may be summarized by saying that for the 
reaction in which one mole of liquid water is in contact, and reacts with liquid thionyl 
chloride to produce sulphur dioxide and hydrogen chloride, each present as a gas at one 
bar partial pressure, the Gibbs free energy change at 298 K is −50.2 kilojoules. 

The link between Gibbs free energy and equilibrium constant can be appreciated 
qualitatively at this stage. The equilibrium constant in terms of pressures is given by: 

 
  

The partial pressures of the liquid reactants are invariant, and do not appear explicitly. It 
is appparent that a high applied pressure will discourage the reaction from proceeding 
further, and that a low pressure will enhance it. At a sufficiently high pressure, the system 
could be brought to equilibrium, and the process made reversible. Consequently, KP is 
greater than one. It is intuitively feasible that a negative value of ∆G is associated with a 
value of K greater than unity. Conversely, positive values of ∆G would imply small 
values of K, usually less than one. The relationship: 

   

would fulfil these simple requirements, where a is a constant term. In the next chapter, 
such a relationship will be derived exactly. 
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As a second example of an endothermic, but spontaneous process, we shall discuss the 
decomposition of cupric oxide to cuprous oxide and oxygen. The equation for the 
reaction and relevant data are: 

 

  

From this we find that ∆S0=110.0 J/mol K. This is therefore a reaction torn by internal 
conflict; the entropy change is favourable, but the energy change is strongly endothermic, 
and therefore unfavourable. 

The actual stability of cupric oxide depends on the temperature. At 298 K, T∆S0 is 
equal to 298(+110.0)/1000=32.80 kJ/mol. Thus at room temperature: 

 
  

Decomposition does not tend to occur, and cupric oxide is stable. However, at 
approximately 1256 K, the temperature is high enough to cause ∆G0 to change sign, and 
at 1300 K, T∆S0 has the value of 143.0 kJ/mol, with the result that ∆G0 is −4.9 kJ/mol, 
and decomposition is favoured.  

To summarize, we may say that the sign of the Gibbs free energy change, which 
determines the direction of a process, depends on the two terms, ∆H0 and T∆S0 appearing 
in equation 6.3. In many cases they reinforce one another, but occasionally they tend to 
nullify each other. A change of temperature might then alter the sign of ∆G0 and 
therefore the feasibility of the process. 

6.5 Standard free energy changes 

Values of ∆G0 are required for a multitude of reactions at many different temperatures, 
and in general one can calculate these from the appropriate values of ∆H0 and S0. Today, 
such calculations can be carried out very accurately with thermodynamic computer 
programs in a minimum of time. For example, let us have a closer look at the 
decomposition of cupric oxide (section 6.4.3). If we take into account the temperature 
dependence of ∆S0 and ∆H0, the outcome of a computed calculation with the program 
‘Micro Term’ [1] gives a temperature of 1339 K, above which ∆G0 becomes negative. 
This temperature is of course more accurate than that from section 6.4.3, and the 
difference is quite considerable. 

It would be unnecessarily tedious to tabulate data for all possible reactions; ∆G0 
values for formation reactions at 298 K are none the less very useful. These may be 
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added or subtracted (∆G is a function of state) to provide data for the reaction of interest, 
and corrections then made if the reaction temperature is higher (or lower) than the 
standard temperature of 298 K. (Such methods are elaborated in Chapter 10.) Appendix 
III includes a basic selection of such data; values for elements in their standard states are, 
of course, zero. Values for most but not all compounds are negative. The fact that values 
are positive in some cases does not imply that the compound (diborane, B2H6, for 
example) cannot be made. It does show, however, that the compound is 
‘thermodynamically unstable’, and will decompose if time or catalysts are available. 

Reference 

1. Micro Therm—A Database Management System for use with ChemSage GTT-Technologies, 
Herzogenrath, Germany. 

Problems 

6.1 Two moles of ideal gas expand irreversibly from 4 l to 20 l at at 54ºC. Calculate ∆S 
for this change, and hence ∆G. 

6.2 Estimate the normal boiling points of the following materials, the vaporization 
enthalpies for which are known: 

 

  

6.3 In a quartz-halogen lamp the tungsten, which evaporates from the filament, is 
returned to the filament by a chemical transport mechanism. We can picture this as 
follows: the evaporated tungsten, from the hot filament, diffuses with an inert gas 
(argon) in the direction of the envelope. In colder parts of the lamp gaseous tungsten 
reacts with a halogen or halogen compound to form a volatile compound. The reaction 
products diffuse back to the filament. In certain temperature zones the volatile 
compound decomposes partly or completely, depending on its stability, during which 
tungsten is liberated and deposits on the filament. The halogen or halogen compound 
can then do its job again. In this way no tungsten deposits on the quartz envelope and 
the total mass of the filament does not change. 

Nowadays small amounts of dibromomethane are added to a quartz-bromine 
lamp: these decompose into carbon and hydrogen bromide. The carbon is taken 
up by the tungsten and hydrogen bromide reacts with gaseous tungsten: 

 
  

The WBr5 vapour then decomposes and deposits tungsten on the filament, Find: 

(a) ∆G0 for the above equation at 700 K, the normal temperature of the quartz 
envelope. 
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(b) The minimum temperature of the filament at which WBr5(g) will decompose into 
W(s) and Br2(g). 

6.4 If glass were used in place of quartz in a quartz-iodine lamp, would there be any 
danger of the following reaction occurring at 350ºC? 

 

  

Assume ∆H0 and ∆S0 are temperature-invariant. (In fact quartz is widely used. 
What other factors lead to this choice?) 

6.5 Palladium oxide, PdO is moderately stable. Over the temperature range 298–1200 K, 
the standard free energy of formation is given by the approximate equation: 

 
  

What are ∆H0 and ∆S0 from this equation? Units are joules. Does PdO become 
more or less stable as the temperature increases? Investigate the situation at 1100 
K and 1200 K. 

6.6 Chlorine reacts with methane at laboratory temperatures: 

 
  

By determining at 1000 K from the following free energies of 
formation, find out if this reaction will occur at this temperature. 

 

  

6.7 The SGTE Substance database includes the following data on the reaction: 

 

  

(a) What is ∆S0 at 1500 K? 
(b) Is silicon stable to SiCl4 at lower temperatures? 
(c) The value of ∆H0 is perhaps higher than expected. Is it reasonable in the 
light of bond energy arguments? 

6.8 For the dissociation reaction: 

 
  

at 472 K, ∆G0=+7.783 kJ/mol, but at 524 K it has changed to −0.682 kJ/mol. 
What qualitative changes does this indicate? Does equation 6.3 lead you to expect 
such a change? Make what checks you can on these data. 

Free energy, the arbiter     87



7  
Chemical equilibrium 

This chapter is concerned with the change of ∆G during the course of a reaction. During 
such a change, materials are constantly reacting and reforming, but the trend will always 
be in the direction for which ∆G is negative. Finally a certain combination of active 
masses will be reached where ∆G will be zero, and equilibrium achieved. This state is 
characterized by the equilibrium constant, which will have a fixed value at a given 
temperature. Before these calculations may be made in the simplest way, the idea of 
activity, which embraces the concepts of gas pressure, solution concentration, and active 
masses of pure solids and liquids will be cast in its unifying role. Also, the variation of 
free energy with change of activity, or ‘active mass’, will be calculated. 

7.1 Preamble 

We have seen that a reaction will proceed just as long as ∆G is negative, although the 
reaction may take place extremely slowly. Further, a sufficient criterion for the state of 
equilibrium, where no net reaction in either direction occurs, is that ∆G=0. 

It is well known that the reaction involving the hydrolysis of ethyl acetate to ethyl 
alcohol and acetic acid is a so-called equilibrium reaction, in the sense that measurable 
quantities of all four components may be detected in the reaction mixture after an 
indefinite time. What is not so widely known, perhaps, is that all reactions are 
‘equilibrium’ reactions, and that no reaction goes literally to completion. Even the 
formation of liquid water from gaseous hydrogen and oxygen is not complete, and there 
is a certain finite pressure of hydrogen in equilibrium with the liquid. The fact that, on 
average, in the air over the Atlantic Ocean only five hydrogen molecules are in 
equilibrium with it does not detract from the main point, that no reaction is complete. 

Consider in more detail the hydrogenation of ethylene; the equation is: 

 

  

Suppose the initial partial pressures to be 1 bar for each reactant. (The partial pressure 
of one component of a mixture of gases is defined as the pressure it would exert if it were 
alone in the available space. For an ideal mixture of perfect gases, the total pressure is the 
sum of the various partial pressures.) At 25ºC, ∆G0 for this reaction is −100.4 kJ/mol, and 
so the driving force is considerable, and reaction takes place over the catalyst with great 
vigour. The temperature of the reaction vessel is kept constant. As the reaction occurs, 
the partial pressures of ethylene and hydrogen drop, and their reduced ‘active mass’, or 



‘presence’, causes the value of ∆G to become a smaller negative number. This situation is 
aggravated by the increasing active mass of the product, ethane, and the associated back 
reaction. Eventually, the active mass of the reactants is so low and that of ethane so high, 
that the forward rate exactly equals the rate of the backward reaction and no net reaction 
occurs, so ∆G=0. 

Let dn(C2H4), dn(H2) and dn(C2H6) be the changes in the amount of moles of C2H4, H2 
and C2H6. A useful variable is the extent of the reaction ξ (Fig. 7.1). In this case we may 
write: 

   

If ξ=0 no reaction occurs, so there are only reactants. If ξ=1 at least one of the reactants 
has completely reacted. 

A large negative ∆G0 gives a minimum on the right-hand side of the curve, as is the 
case in the above reaction. 

A large positive ∆G0, however, gives a minimum on the left-hand side, and leads to a 
very small equilibrium constant. It seems plausible that a large negative value for ∆G0 
should lead to near complete reaction from left to right, and also to a large equilibrium 
constant. This relationship we shall derive. 

Before we can measure the changes of ∆G during the course of a reaction, we must 
find the link between G and pressure, concentration and physical state.  

 

Figure 7.1 The Gibbs free energy, G, 
as a function of the extent of the 
reaction ξ. 

7.2 Variation of G with gas pressure 

We start with the definition of G: 
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By substituting 

   

we have 

   

Complete differentiation of this yields: 

   

However, as 

   

and 

   

for a reversible change, we may substitute 

   

This immediately looks much more promising, as: 

   

or 

 (7.1) 

This simple equation has great subsequent application and should be memorized. For our 
particular need, we are interested in the effect of pressure, and can put dT=0 (constant 
temperature), so: 

 

  

Before going on to integrate this relation, it is rewarding to introduce a new term, the 
chemical potential, which is closely related to free energy. 

7.2.1 Chemical potential, µ 

For a pure substance or a system where the chemical composition is constant equation 7.1 
holds. If material is added to or taken from the system, or, more important, materials are 
consumed or produced by a chemical reaction, then we are unable completely to specify 
the system at every stage of the alteration. The thermodynamicist reacts to this situation 
much as nature to a vacuum; the gap must be filled. In addition to temperature and 
pressure, which have sufficed until now to describe the system, we must now introduce a 
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new variable into our repertoire. The amount of each material present will now figure 
prominently. Chemical potential is here defined as: 

 
(7.2) 

That is, the chemical potential of the component i is the partial derivative of G with 
respect to the number of moles of i, written ni; temperature, pressure and the amounts of 
all other components, nj, etc., are held constant. It follows from this that where before 
(equation 7.1) we wrote dG=VdP−SdT, changes in G could now arise due to changes in 
n1, n2 the number of moles of components 1, 2, etc, and we have to write: 

(7.3) 

Here, the additional terms account for new material. Summation at constant temperature 
and pressure gives simply: 

 (7.4) 

The rather cumbrous definition of µ given in equation 7.2 will be more acceptable when 
it is realized that for a pure material, the free energy varies  

 

Figure 7.2 The Gibbs free energy, G, 
for a pure component as a function of 
the total number of moles, n. 

linearly with the number of moles (Fig. 7.2), and that: 
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In this case, µ is merely the molar free energy, or free energy per mole, written as Gm. 
(To write G for a compound does not imply measurement in absolute terms. The value is 
the Gibbs free energy related to the elements, which are arbitrarily assigned zero values. 
The term G is thus identified with ∆fG0 for the compound.) This simple equation is all 
that is needed to define µ provided that the mixture behaves ideally. Unfortunately, no 
mixture is ideal in the sense that each molecule sees all surrounding molecules as 
identical neighbours. There are interactions between them, and usually A–A interactions 
are unlike A–B interactions, and usually these are both unlike those felt between B and B. 
In the few cases of near-ideal mixtures, we find great chemical similarities, such as for 
the benzene/toluene, and ethylene bromide/propylene bromide systems. For these 
mixtures, ∆H and ∆V mixing are small but non-zero (Fig. 7.3). (For truly ideal solutions, 
∆H and ∆V are zero.) The magnitude of these quantities is therefore a measure of the 
non-ideality of the mixture. 

Table 7.1 shows the wide variation which exists in solution behaviour. The 
acetone/carbon disulphide system is far from ideal; this non-ideality will also show up in 
properties such as the vapour pressure curves, and the boiling point diagram. As a result 
of all this, we could say that µi for a compound i (the subscript implies a mixture) 
depends not only on the nature of the compound, but also on the environment in which it 
finds itself. In this more complete sense, µi is known as the partial molar free energy,  

 

Figure 7.3 ∆mixH as a function of the 
mole fraction (x2) of component 2 for 
(a) an ideal and (b) a non-ideal 
solution. 

Table 7.1 ∆H of mixing in 1:1 ratios, to form 1 
mole of mixture 
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Mixture Temperature (K) ∆mixH (J/mol) Reference 

Benzene/toluene 353 46 a 

Benzene/CCl4 298 109 b 

Acetone/CS2 308 1460 b 
aCheeseman, C.H. and Ladner, W.R. Proc. R. Soc. A229, 387 (1955). 
bStaveley, L.A.K., Tupman, W.I. and Hart, K.R. Trans. Faraday Soc. 51, 323 (1955). 

and may be pictured as the change of free energy on adding one mole of the material to a 
very large and invariant system. 

Consider two moles of pure acetone, and suppose that the Gibbs free energy is Gacet. µ 
is simply G/n=Gacet/2, and the free energy of the acetone sample is 2µ. Alternatively, 
consider a lake as the system, to which the two moles of acetone are added. By how 
much does the free energy of the system increase? Temperature and pressure may be 
supposed constant, and, for the water molecules at least, their environment is unchanged. 
Acetone, however, now finds itself in a pure water environment, and µacet will be (Fig. 
7.4): 

 

  

and this may well be different from G/n.  

 

Figure 7.4 A hypothetical Gibbs free 
energy curve as a function of the 
number of moles of acetone added to 
the water. 
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Using equation 7.3, which says in this case that: 

 

  

we have 

 

  

(Again, we emphasize that the subscript to µ implies a mixture.) 
Now let us turn to a system of two components miscible in all proportions. The 

components could be gases, liquids or solids. The chemical potential of a component can 
conveniently be displayed using a graphical representation [1]. The molar free energy of 
the solution G is defined as: 

 

  

where nA is the number of moles of A, and nB is the number of moles of B. 
Differentiation of G with respect to nA yields the chemical potential µA: 

 

  

After some manipulation and differentiation, the following expression can be derived: 

 
(7.5) 

where xB is the mole fraction of component B in the system. From this expression, the 
chemical potential of each component in a two-component system is determined as is 
shown in Fig. 7.5. 

For a given composition, x’B, the corresponding Gibbs molar free energy of the 
solution is G’m. The tangent slope at (x’B, G’m) is −∆Gm/x’B. The Gibbs molar free energy 
of solution at the intercept corresponding to the A component is Gm,i=G’m+∆Gm. when 
equation 7.5 is evaluted at x’B, the intercept at xB=0 equals µA in the solution. Similarly, if 
equation 7.5 is evaluated for the B component, the intercept at xB=1 equals µB. So, the 
slop of G versus xB is equal to the difference in the chemical potential of the two 
components in solution (µB−µA). This will become important, when phase separation is 
considered, in partially miscible liquids.  
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Figure 7.5 The Gibbs molar free 
energy of a two-component solution as 
a function of composition at a fixed 
temperature. 

7.2.2 Pressure and chemical potential for ideal gases 

At the end of section 7.2, we concluded that: 

 

  

Using molar quantities, we can write instead: 

   

where Vm is the volume of one mole. Now assume that the equation of state holds, and 
Vm=RT/P. Then: 

 
(7.6) 

On integrating this between two states, 1 and 2, we have: 

(7.7) 
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Thus 1 could represent some reference state, with a chemical potential of µ1. Let us 
denote this reference potential and pressure by theta θ. This means that we can dispense 
with 1 and 2, and write: 

 (7.8) 

The choice of this reference state or ‘starting point’ is, of course, quite arbitrary, but the 
criterion of ease of working is usually adopted. The most generally useful reference 
chemical potential is that at a pressure of 1 bar. This will be denoted by a ‘superscript 
zero’, so we now have: 

(7.9) 

The physical reality of this equation is seen best in terms of a table of (µ−µ0) values at 
various pressures (Table 7.2). 

Before moving on to real, and therefore non-ideal gases, let us take stock. Equation 
7.9 shows us that the chemical potential, for a pure gas, varies with pressure; that µ0 is a 
reference value, and that the logarithmic term allows for non-unit pressure. A 
dimensional check reveals that the logarithmic term has no units, and that µ has the units 
of RT, that is joules per mole. So far so good. 

7.2.3 Chemical potential for real gases 

Of course, no gas is truly ideal; real gases follow the PV=RT relationship to a greater or 
lesser extent, but are unable to follow it exactly because of their physical constitution. 
Molecules interact with each other, and they have a volume of their own. None the less, 
real gases come very near to ideality at low pressures, and it can be said that the equation 
of state is a ‘limiting law’, that is, for one mole: 

 
  

Many industrial processes occur only at high pressures, and so we must come to grips 
with this problem of non-ideality. 

In formulating equation 7.6, the assumption of ideality was made (unjustly as it turns 
out) and Vm put equal to RT/P. Therefore, equations 7.8 and 7.9, which follow from it, 
also have the ‘assumption of perfection’ within  

Table 7.2 Changes of chemical potential resulting 
from non-unit pressures expressed as (µ−µ0), for an 
ideal gas at 298 K 

Pressure (bar) Change of chemical potential (µ−µ0) (kJ) 

0.01 −11.42 

0.05 −7.40 
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0.1 −5.69 

0.5 −1.72 

1 0 

2 +1.72 

10 +5.69 

20 +7.40 

100 +11.42 

them, and they too will therefore fail to describe a real gas. There are now two courses of 
action which we could take. Firstly, we could substitute for Vm a more complicated 
expression derived from the van der Waals equation, or another empirical equation of 
state. This would be a lengthy undertaking, and as new data became available fresh 
integrations would have to be performed. The second alternative would be to accept 
equation 7.8 on one condition; that in place of P we put a new quantity which revalidates 
this relationship. Hopefully, it would not vary very much from the ideal pressure, and 
could be approximated as such when the pressure was low enough. The second 
alternative is adopted; on the whole, it is less onerous. The new function is called 
fugacity, which is derived from the Latin fugere, to flee, and means literally ‘escaping 
tendency’. It is denoted by f. Using this definition, for a real gas, we can rewrite equation 
7.8 as: 

 
(7.10) 

In many cases but not all, f0 is assigned a value of 1 bar. (Note that the reference fugacity 
is 1 bar, and that the pressure may well differ from this value.) 

We now have a standard state for which a zero superscript is applicable: 

 

  

where f is to be considered as an effective pressure. 
A formal definition would be double-headed. Firstly, equation 7.10 is a true 

expression of the chemical potential of a real gas and, secondly,  
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Figure 7.6 Defintion of the standard 
state of a real gas with the dimension 
of fugacity. 

fugacity and pressure become identical at zero pressure (Fig. 7.6): 

 

  

Fugacity is not, repeat not, the actual pressure. It must not only account for the actual 
behaviour of real gases, but it must also overcome the erroneous assumptions of 
perfection which are still part of the fabric of the equation. It therefore over-corrects. 

From the definition of the chemical potential of 1 mole of pure gas: 

   

it can be derived that: 

 

  

With this equation f can be calculated at a particular temperature and pressure. This can 
be done if the molar volume V of the gas is known as a function of the pressure P at the 
specified temperature. To give an example, nitrogen at 25ºC and 1000 atm is well away 
from ideality. The ideal pressure (nRT/V) is 498 atm, but the fugacity is in fact 1839 atm. 

At low pressures real gases come very near to ideality and so by approximation we 
obtain: 
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where Pideal is the pressure an ideal gas with the same molar volume as the real gas would 
have. 

Example 7.1 
At 10 atm and 0ºC nitrogen has a molar volume of 2.232 1. Estimate the fugacity of 
nitrogen in these circumstances. 

First we must calculate Pideal: 

 

  

and so 

 

  

7.2.4 Activity 

The situation is streamlined somewhat by substituting an abbreviated form of the fugacity 
ratio f/fθ. We define the activity, a as a=f/fθ. As a result, equation 7.10 can be made to 
look much more attractive. That is: 

 
  

This equation may be expressed in words. ‘The chemical potential is equal to a reference 
value µθ, associated with a fugacity fθ, plus the correction term RT ln f/fθ. The ratio f/fθ is 
abbreviated a.’ 

If we take fθ=1 bar, then: 

 
  

The denominator is stressed, as it shows that a is dimensionless. We have now defined a 
standard state for which a zero superscript is applicable, and can write a simplified 
equation, which is widely useful: 

 (7.11) 

Here the superscript zero implies, for real gases, a unit fugacity standard state. If, during 
an experiment, the fugacity happens to coincide with the standard state, then the activity 
is one, and the chemical potential is equal to µ0. 

So far, activity has been treated as a somewhat abstract parameter, but we can relate it 
to the actual pressure by means of an activity coefficient γ, when we state that: 
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Obviously, γ is unity in the case of an ideal gas, and some other value for a real gas. Now, 
equation 7.11 takes the form: 

 
  

Comparison of this with equation 7.9 shows that the final term merely allows for non-
ideality. It is no more than a correction term. (When gaseous mixtures are involved, it is 
the various partial pressures pi, or partial fugacities, fi, which become important. In such a 
case, fi would represent the fugacity of the compound i in the particular environment in 
which it found itself.) 

The fugacity of an ideal gas is equal to its pressure, and all gases approach ideal gas 
behaviour as the pressure is reduced. If the activity coefficient is greater than unity, the 
gas has a greater potential than if it were ideal at the same temperature and pressure. If 
the activity coefficient is less than unity, the gas has a lower activity and a lower 
chemical potential than if it were ideal. 

7.3 The active mass of pure liquids and solids 

When a pure solid or liquid takes part in a reaction, it does so to the extent that individual 
molecules are prepared to leave the mass of the material. This tendency is closely linked 
to the vapour pressure of the material, and is constant at a given temperature. The vapour 
pressure of a piece of nickel, say, although very small, is finite, and while this depends 
principally on temperature, there is a slight dependence on the total applied pressure. 
Generally we may write for a substance i (pure or a component in a mixture in solid, 
liquid or gas phase): 

 
  

where is the chemical potential of a substance i in some standard state. The standard 
state of a pure liquid is the substance at pressure P0. If the pressure deviates from P0, and 
assuming the substance to be incompressible, we may write equation 7.6 in another form: 

 

  

so that the activity at pressure P is given by: 

 

  

(pure solid or liquid). 
At any moderate pressure the exponent is generally quite small, so that the activity of 

a pure solid or liquid can be taken as nearly equal to unity under ordinary conditions. 

Example 7.2 
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Find the activity of pure liquid water at pressures of 3 bar and 1000 bar at 25ºC. (The 
molar volume of water is (1.805)10−5 m3.) 

At 3 bar: 

 

  

At 1000 bar: 

 

  

Thus, to summarize, for pure liquids and solids, µ is virtually constant, and the materials 
are assigned unit activity, that is a=1, and µ=µ0. 

7.4 Activity of materials in solution 

7.4.1 Solvents 

We have seen that the activity of a gas is related to its effective pressure. For liquids, it is 
the liquid vapour pressure which is important, and for solutions, the vapour pressure is 
linked to the concentration of the component of interest. The concentration of a solvent or 
‘major component’ is conveniently measured as the mole fraction, x. For ideal vapours 
and an ideal solution it may be shown that the chemical potential of a component number 
1 is: 

 
  

The term µ0
(pure 1) represents the chemical potential of the pure material, where x1 is unity. 

For non-ideal solutions, a term a, the activity of the solvent, which may be thought of as 
the effective mole fraction, is introduced, and we have, for component 1: 

 
  

The standard state of unit activity corresponds to pure solvent or unit mole fraction. (All 
solutions approach ideality at zero solute concentration.) Although the standard state is 
different, the form of this equation is identical to that of equation 7.11. The activity may 
be linked with the actual mole fraction by the activity coefficient, γ; that is a=γx. For 
ideal solutions, γ=1. 

7.4.2 Solutes or minor components 

For solutes, molality, m, defined as the number of moles of solute dissolved in 1000 g of 
solvent, is a more convenient measure of concentration. For any given solvent it is 
approximately proportional to the mole fraction. An equation similar to equation 7.11 
may be derived for solutes: 
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where activity is a measure of the effective molality. For dilute solutions, the molality 
activity coefficient, γ, is unity and a=γm=m. The standard state (a=1) corresponds to the 
ideal state of unit molality. (Such an ideal state is hypothetical, because all solutions 
deviate from ideality. However, by extrapolating up from a very dilute, ideal region, the 
state is adequately described.) 

7.5 A summing up; activity as a unifying concept 

(a) We have treated all manner of materials, solid, liquid, gas, pure and mixed. 
(b) In each case, the active mass was identified with activity, a. 
(c) A standard state—a starting point for each material-was assigned a value of unit 

activity. 
(d) In each case, the chemical potential is given as:  

 

  

(e) The standard states, with a=1 in each case, are summarized as follows: 

Pure gas f=1 bar. 
Pure liquids and solids The pure materials have an activity of virtually unity over a wide 
range of pressures. 
Gas mixtures Ideal perfect mixture, pi=1 bar. Mixture of real gases, fi=1 bar. 
Solid or liquid solutions For the major component, x=1. For the minor component, 
hypothetical ideal state, m=1. 

7.6 Practical aspects of activity 

Detailed tables of fugacity at different pressures are available for many gases. Luckily it 
is not necessary to make actual measurements for every gas (unless justified by a need for 
high accuracy). Most gases show similar behaviour in the region of their critical points. 
(The critical points are the temperature and pressure at which the liquid-vapour 
coexistence curve in a P–T diagram of a pure substance terminates. Above the critical 
temperature there can be no liquid phase.) These similarities are most easily seen in terms 
of activity coefficients, γ=f/P, if the pressures are expressed as reduced pressures (P/Pc, 
where Pc=critical pressure), and the temperatures as reduced temperatures (T/Tc, 
Tc=critical temperature). As an example, it is found that the activity coefficient for 
methane at a reduced pressure of P/Pc=2 and reduced temperature of T/Tc=2 is near 0.94. 
This means that f=0.94P. For tri-chlorosilane, under the corresponding conditions of 
P/Pc=T/Tc=2, γ is also very close to 0.94. In this way, it is possible to draw up charts for 
all gases, showing fugacity ratio varying with reduced pressure, for some chosen value of 
the reduced temperature. Such a chart is shown as Fig. 7.7. Resulting corrections are 
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small, that is f/P is near one, as long as the temperature is above twice the critical value, 
and the pressure below twice its critical value. 

Example 7.3 
Ethanol takes part in a reaction at 300ºC, with a partial pressure of 30 atm. Table 10.1 
gives the critical point data, which are Tc=516 K, and Pc=63 atm. What is the fugacity 
under these conditions? In this case we have reduced temperature=T/Tc=573/516=1.11, 
and reduced pressure=P/Pcc=30/63=0.48. From Fig 7.7, we find γ=f/P=0.92. Thus f 
=γP=27.6atm. 

7.7 Equilibrium and the reaction isotherm 

Appendix III includes values of ∆G0 for a selection of formation reactions. When 
properly combined, these provide ∆G0 data for a wide variety of other reactions. 
However, these values apply only to a hypothetical situation  
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Figure 7.7 Generalized fugacity 
coefficient chart. 

in which reactants and products are in their standard states, that is at unit activity. 
However, the free energy change can now be worked out for any other set of conditions, 
because we know how the chemical potential varies with activity. The vital relationship is 
of course µ=µ0+RT ln a. 

Consider a perfectly general reaction, such as: 

   

in which aA represents ‘a moles of A’, and so on. In a particular set of circumstances, we 
may be required to know whether or not the reaction will tend to occur. We may calculate 
∆G0 from ∆fG0 data, but this refers only to standard states.  

Concise chemical thermodynamics     104



Let us start with what is known. Because ∆G0 is G0 (products) minus G0 (reactants), 
we may use equation 7.4 to write: 

 

(7.12) 

Similarly, for non-standard states, we may write: 

 
  

This equation may be expanded, because equation 7.11 links chemical potential to 
activities. Thus: 

 

(7.13) 

The symmetrical arrangement helps us to recognize that the terms in the first column add 
up to ∆G0 (see equation 7.12). If now the numbers of moles, p, q, a and b are put inside 
the logarithms, the equation may be rewritten as: 

 

(7.14) 

This is the general reaction isotherm, also known as the van’t Hoff isotherm; it is of 
prime importance. The logarithmic ratio is sometimes known as the activity quotient, and 
is written Q. As before, ∆G is a measure of the affinity of the process actually occurring, 
where the logarithmic term makes adjustment for non-unit activities. This equation would 
apply for example when it was required to determine the feasibility of a reaction for 
which all starting activities are known. 

If now the reaction is allowed to proceed, the activities will alter, and finally the 
reaction will reach equilibrium. At this point, ∆G is zero, and so equation 7.14 becomes: 

 

  

The activities now have an extra significance, because taken together they define the 
equilibrium condition, and are fixed among themselves. If T is fixed, then so is ∆G0. This 
means that the activity term must also be constant; it is now equal to the equilibrium 
constant in terms of activities, K.  
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First critical comment Because activity has been carefully defined as a dimensionless 
ratio, K must also be dimensionless. For gases, with the standard state defined as unit 
fugacity, a=f/f0~p/p0=p bar/1 bar. 

Finally the standard equilibrium isotherm may be written down: 

 (7.15) 

Despite its simplicity, this is probably the most widely useful equation in all of 
thermodynamics. It is now that we can appreciate the importance of ∆G0 data; values for 
different reactions may be combined to give the equilibrium constant for any other 
reaction of interest. 

Example 
We shall now apply the concepts of activity and equilibrium which we have developed to 
a particular reaction. A laboratory study has provided information on the reaction: 

   

over the temperature range 1650 K (the melting point of FeO), to 1809 K (that of Fe). 
The data are expressed linearly in temperature: 

 
  

This reaction includes crystalline, liquid and gaseous phases, but even if solutions are 
present, the activities may be determined for each component. For simplicity, however, 
we shall assume that both condensed phases are pure and have unit activity. 

By using these data, let us calculate the equilibrium constant at 1700 K. Firstly we find 

that is +28.362 kJ/mol. 
Second critical comment The standard states are those appropriate to a temperature of 
1700 K. These are, for carbon monoxide and carbon dioxide, the gases at unit fugacity, 
for iron the regular crystal stable at that temperature (alpha phase), and for ferrous oxide, 
the pure liquid. 

Using equation 7.15, we may write, for the equilibrium situation: 

 

  

Notice that because iron and ferrous oxide are assumed pure, their activities are put equal 
to one, and also that fugacity ratios for carbon monoxide and carbon dioxide are put equal 
to pressure ratios at this high temperature. 

The pressure ratio is now seen to be identical to Kp, the equilibrium constant expressed 
in terms of pressures.  
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(N.B. In some cases the equilibrium constant Kc is applied to gaseous systems. This 
term is not needed at this stage, and leads to complications; extra terms involving (RT)∆n 
where ∆n is the increase in the number of gaseous moles when the reaction goes from left 
to right, are brought in when expressing Kc in terms of K or Kp. The concept of partial 
pressures is both simpler and more rewarding, and will be used in preference in this 
book.) 

Finally we find that so that carbon monoxide is only 
partly effective as a reducing agent at this temperature. So important is this kind of 

equilibrium that diagrams (named after Richardson) of equilibrium ratios are 
plotted for many coke reduction processes over a wide range of temperature as an aid to 
process planning. 
Summary We have derived a deceptively simple equation, ∆G0= −RT ln K, which enables 
us to calculate equilibrium constants from ∆G0 data. Having derived and discussed the 
concept of activity, we can easily take into account the non-ideal behaviour of solutions, 
and of gases at significant pressures. However, in cases where solutions are dilute, or gas 
pressures low, calculations for the ideal case are also easily made, by putting all activity 
coefficients equal to unity. 

Reference 

1. Clerc, D.G. and Cleary, D.A., J. Chem. Ed., 72, 112 (1995). 

Problems 

7.1 At 2100 K, the equilibrium constant for the reaction: 

 
  

is K=(9.17)10−7. 
(a) What is ∆G0 for this reaction? 

(b) If is −127.1 J/mol K, what is the enthalpy change? 
7.2 An experimental study of cobaltous silicate, Co2SiO4, is launched. In a two-pronged 

approach, the carbon monoxide reduction of Co2SiO4, and of CoO, are studied. For 
these reactions: 

 

  

at 1300 K, the CO2/CO pressure ratios were 4.30 for I, and 12.76 for II.  

(a) Calculate in each case. 
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(b) By combining these data suitably, find for the combination of 
oxides: 

   

7.3 For approximate determinations, may be calculated as 

. Use tabulated data to determine an equilibrium 
constant for one of the following industrial processes. 

(a) Manufacture of CS2: 

 
  

(b) Production of HCN: 

 

  

(c) Acetylene, by the Sachse process: 

 

  

(Hint: Use both and to find , rather than deriving 
from individual S0 data.) 

7.4 In a study of the reaction: 

   

at 796°C, it was found that at a total pressure of 1.0460 bar the partial pressure of 
CO was 0.9187 bar. Calculate the equilibrium constant for this reaction, and 
thence a value of ∆G0 at this temperature. 

7.5 Show how, using the Third Law of Thermodynamics, the free energy change of a 
chemical reaction may be calculated from calorimetric data. 

The standard free energy of formation of N2O4 at 25ºC is 99.80 kJ/mol and that of 
NO2 is 52.32 kJ/mol. Calculate the fraction of N2O4 that will be dissociated if a 
sample of the gas is allowed to attain equilibrium at 25ºC and a total pressure of 
one bar. 

7.6 Tin of high purity is to be cast at a temperature of 600 K, at which ∆G0 for the 
reaction: 
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is −452.4 kJ/mol. Argon is used as a blanketing gas, but usually contains oxygen 
at a partial pressure of 10−6bar. Will tin oxidize in this environment? 

7.7 For the reaction: 

 
  

∆G=2.916 kJ/mol at 18ºC. The vapour pressure of water is 15.48 mmHg at the 
same temperature. What is the vapour pressure of zinc sulphate heptahydrate in 
equilibrium with the hexahydrate at 18ºC? (Hint: the water vapour pressure gives 
the free energy change for the vaporization process.) 

7.8 Use tabulated data to find the partial pressure of fluorine atoms at equilibrium in 
fluorine gas at 1 bar and at 298.15 K. 

7.9 The computer program Micro Therm was used to calculate K for the reaction: 

 
  

as (2.09)10−3 at 250ºC. Calculate ∆G0 for this reaction at this temperature. Using 
tabulated data, find ∆G0 at 298 K. Why is it necessary in practice to carry out this 
methanol synthesis at high temperature and pressure rather than at 298 K? 

7.10 On heating, nitrosyl chloride NOCl decomposes into nitric oxide and chlorine: 

   

The reaction is endothermic, with ∆H0=77.16 kJ/mol Cl2. If it may be assumed 
that both ∆H and ∆S are temperature invariant, and the standard molar entropies 
for NOCl, NO, Cl2 are 261.6, 210.7 and 223.1 J/mol K, respectively, calculate the 
equilibrium constant for the reaction at 650 K. 
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8  
Equilibrium experiments and their 

interpretation 

In this chapter, we shall derive one further equation, the reaction isochore (sometimes 
called ‘isobar’), and apply this and other equations to a variety of experiments. We shall 
see that relatively simple measurements of equilibria, taken over a range of temperature, 
provide information on both enthalpy changes, ∆H, and entropy changes, ∆S, and 
therefore on changes of free energy, ∆G. 

8.1 The reaction isochore equation 

This equation is often linked with the name of van’t Hoff, who was the first to apply it 
widely. It may be derived in several ways. We shall adopt the simplest method, which 
will make full use of the concept of activity. We start with the two equation 6.3 and 7.15, 
which should by now be engraved indelibly on the minds of all readers. They are: 

 (6.3) 

which is, for standard conditions: 

 (8.1) 

and 

 
(7.15) 

If ∆G0 is eliminated, we obtain: 

(8.2) 

This is the van’t Hoff isochore (or isobar) equation. We shall use this equation often, 
although, at first sight, it seems not to be very helpful. Strictly speaking, there are four 
variables, K, ∆H0, T and ∆S0, although only K varies widely with temperature. However, 
it is worth while to look more closely at ∆H0 and ∆S0, and their variation with 
temperature.  

From equation 3.4 we know that the variation of ∆H is given by: 



 

  

When integrated, this equation states that: 

 

  

Thus the difference of heat capacities across the reaction determines the change of ∆H 
from T1 to T2. Usually, the heat capacities of the products almost equal those of the 
reactants, and ∆CP is very small indeed. Often, ∆H is assigned a constant value. Over 
large ranges of temperature, the integral must be evaluated exactly; we saw to this in 
Chapter 3. 

The argument for changes in ∆S runs on parallel lines. For a single material, because 
dS=dq/T: 

 

  

and so 

 

  

For a reaction, we are concerned with ∆CP, and so: 

 

  

As before, ∆CP is often very small, and this equation need be calculated only for large 
changes of temperature. (Note that although ∆S0 may be temperature-invariant, absolute 
entropies are certainly not.) 

Let us return to the isochore equation (equation 8.2). To recapitulate: we have shown 
that ∆H0 and ∆S0 may be regarded as constant over small ranges of temperature, and so 
the equation will simply show the variation of K with temperature. Let us therefore 
modify it, and write it simply as: 

 
(8.3) 

where C is a constant, equal to ∆S0/R. Notice that the restriction on constant temperature 
applies only to a particular experiment, which lasts only long enough to take the 
necessary measurements. Further experiments at different temperatures would be quite 
possible. We should find that K would vary exponentially with 1/T if equation 8.3 is 
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valid. Further, if we recognize that equation 8.3 has the classic form of the y=mx+c 
relationship, we see that y corresponds to ln K, x to 1/T, and m, the gradient, to −∆H0/R; 
that is, the slope of the straight-line graph: 

 

  

We shall use this relationship later in the chapter. 
It is possible, if data are scarce, to obtain meaningful results with only two data, 

preferably spaced well apart. Equation 8.3 must hold for both sets of values 1 and 2, and 
so we can write: 

 

  

and 

 

  

On subtracting these, we have: 

 
(8.4) 

This is a useful form of the equation for purposes of simple calculation. 
One final point should be made concerning equilibria in condensed phases (no gases 

present). In such a case, K would be expressed in terms of concentrations or mole 
fractions, and we would be justified in putting Kc in its place. In addition, ∆H need no 
longer be used; ∆U may be substituted, because both pressure and volume will remain 
constant. A very simple proof would look like this: 

because 

   

therefore 

 
  

and because P and V are both constant (condensed phases): 

   

This isochore will now wear a very thin disguise, but it will be recognizable none the 
less, as:  
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8.1.1 Le Chatelier up to date 

Because K is taken to be a function of temperature only, we may differentiate ln K with 
respect to T. Thus, if we write the isochore as: 

 

  

 

(8.5) 

Let us consider a particular reaction. Iodine vapour dissociates into atoms, to a 
progressively greater extent as the temperature is raised. Is this fact amenable to 
thermodynamic treatment? This equation shows us that it is. Looking at it qualitatively, 
we see that the sign of the right-hand side is the same as that of ∆H. For the reaction: 

   

∆H=+115.11 kJ/mol and so ∆H/RT2 is positive. This means that d(ln K)/dT is also 
positive, and so K increases logarithmically as T increases. Not only can we see this 
qualitatively, but if we are given K at one temperature, we can also make quantitative 
estimates of K at other temperatures. Thus, by using equation 8.5, we see that at 300 K: 

   

That is, for every ten degrees, ln K changes by 1.5. This means that K increases by five 
times every ten degrees, in the region of 300 K. This change seems quite sensational but 
such effects are not uncommon. 

This calculation is seen to be in the nature of a quantitative Le Chatelier prediction. He 
was able to predict the direction of changes in equilibrium with changes of temperature 
(‘such that the effect of the change of conditions shall be minimized’), but we are now 
able to measure its magnitude. This we shall do in the examples which follow, where we 
shall use the integrated form of the isochore, given as equation 8.2. The examples 
demonstrate different experimental techniques, and cover different types of process. The 
basic thermodynamic data so obtained can be transferred and modified in order to 
predict and understand new reactions, and new processes. 

8.2 Applications of the isochore equation 

We shall discuss three equilibrium studies. New aspects of the isochore will be brought 
out as they arise.  

8.2.1 Vaporization processes 

The equilibrium vapour pressure of liquid gallium over a range of temperature has been 
measured and is summarized in Table 8.1. 
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The Knudsen effusion technique entails heating a small quantity of the material under 
study in a refractory container, in a high vacuum, see the front cover of this book. Vapour 
effuses, through a small pinhole in the lid, and sprays on to a cold surface, where it 
condenses. After several hours, the deposit is weighed. Vapour pressures, such as those in 
Table 8.1, may then be calculated from the pinhole size, the deposition time, the weight 
deposited, and other constant factors. If the pinhole is sufficiently small, then equilibrium 
conditions may be assumed to prevail inside the cell. 

The equilibrium process may be represented as: 

 

  

The activity of the liquid is taken as unity, and for the vapour it is valid to assume that 
fugacity and vapour pressure are equal. Then the equilibrium constant K, which is 
aGa(g)/aGa(l), becomes equal to p, the vapour pressure. Moreover, the enthalpy change is 
∆vapH for the vaporization process. Hence equation 8.2 becomes: 

 

  

If we use decadic logarithms, we have:  

 
(8.6) 

Table 8.1 Vapour pressure of liquid gallium in the 
Knudsen effusion technique, from 1281 to 1437 Ka 

Temperature (K) Vapour pressure (atm) 1/T (K) log p (atm) 

1281 (7.00)10−6 (7.81)10−4 −5.155 

1311 (1.19)10−5 (7.63)10−4 −4.924 

1330 (1.79)10−5 (7.52)10−4 −4.747 

1355 (2.60)10−5 (7.38)10−4 −4.585 

1368 (2.82)10−5 (7.31)10−4 −4.550 

1373 (359)10−5 (7.28)10−4 −4.445 

1390 (4.36)10−5 (7.19)10−4 −4.360 

1413 (7.45)10−5 (7.08)10−4 −4.128 

1437 (1.00)10−4 (6.96)10−4 −4.000 
aAlcock, C.B., Cornish, J.B. and Grieveson, P., Proc. Conf. on Thermodynamics, International 
Atomic Energy Authority, Vienna (1966). 
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Values of log p and 1/T have been calculated, and also appear in Table 8.1. Figure 8.1 
shows a graph of log p versus 1/T, which gives a good straight line. 

The gradient is near −13 587 (K), and so: 

 
  

When sample values of p and T are put into the equation, we find the constant term 
C/2.303 to be 5.444. We previously put C=∆S/R, and so: 

   

This value is the entropy change on converting one mole of liquid gallium at about 1400 
K to vapour at the same temperature, and a pressure of c. 5×10−5 atm. Strictly speaking, 
because ∆H will have a slightly different value at the boiling point, one should be 
cautious when comparing this  
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Figure 8.1 Vapour pressure of 
gallium, expressed as a log p (atm) 
versus 1/T graph, from 1280 to 1440 
K. 

value with Trouton’s constant. None the less, the agreement between the indicated value 
104.2 and values for mercury (94.1), cadmium (103.8) and zinc (105.4) is encouraging. 
As a final check on the vapour pressure equation as it now stands: 
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we can calculate the boiling temperature, where p=1 atm. It is: 

   

The Thermal and Physical Properties (TAPP) database (1994) from ES Microware, 
Hamilton, USA gives a value of 2478 K. With Micro Therm a value of 2473 K has been 
estimated. 

The vapour pressures of most liquids conform to the simple relationships discussed 
above. To demonstrate that this is so for high boiling metals as well as for lower boiling 
organic materials, a number of plots of log (vapour pressure) versus 1/T are shown in Fig. 
8.2. They are clearly members of a  

 

Figure 8.2 Graphs of log p (atm) 
versus 1/T for the vaporization of a 
variety of materials. 
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family of lines, which seem to converge at a point where 1/T=0. Although this has little 
physical meaning, it can be interpreted algebraically as the point where C=2.303 log 
K=∆S/R. From such a series of graphs, C is found to vary from about 10 to 15, 
corresponding to values of ∆S of between 80 and 125 J/mol K. This wide variation only 
serves to underline the fact that Trouton’s rule is at best a rule of thumb. 

8.2.2 The decomposition of the compound Fe(OH)3 

Cheaply produced, clean, alternative fuels are much in demand; hydrogen is a promising 
candidate. The decomposition of Fe(OH)3(s) has been suggested as part of a 
thermochemical hydrogen production cycle. For the reaction: 

 
  

the data in Table 8.2 have been calculated with the computer program Micro Therm. The 

equilibrium constant is , because the activities of Fe(OH)3(s) and 
Fe3O4(s) can be taken as 1. 

First we shall derive the Gibbs free energy change as a function of temperature. With 
the linear regression function on a pocket calculator, 1/T(1/K) is taken as the x-variable 
and ln K as the y-variable. This gives a slope of −0.9992(K) and an intercept of 147.8. 
The correlation coefficient is −0.9992, which means that a plot of ln K against 1/T yields 
a straight line, with a very good fit of the data. The slope and the intercept gives 
∆H0=488.9 kJ/(6mol Fe(OH)3 K) and ∆S0=1229 J/(6 mol Fe(OH)3 K). 

That is:  

 

  

Table 8.2 Equilibrium data of the Fe(OH)3 
decomposition reaction, calculated with the 
computer program Micro Therm 

Temperature (K) ∆G0 (kJ) In K 

1000 −736.1 88.527 

1100 −863.4 94.401 

1200 −988.9 99.112 

1300 −1113 102.942 

1400 −1235 106.092 

1500 −1356 108.708 

1600 −1475 110.897 

1700 −1594 112.741 
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We have sufficient data to express the Gibbs free energy change of the reaction as: 

   

From the tabulated data it seems that the reaction should proceed spontaneously; however 
it does not [1]. This behaviour can be explained when we realize that the reaction 
represents the sum of the following reactions: 

 

  

Let us investigate the situation at a temperature of 1400 K. The calculated ∆G0 values for 
reactions I and II are: 

 
  

and 

 
  

For reaction I the equilibrium partial pressure of water is: 

 

  

For reaction II the equilibrium partial pressure of oxygen is: 

 

  

For water, partial pressures of less than (2.0)105 bar Fe2O3(s) will form from the 
decomposition of Fe(OH)3; hence there is no problem with reaction I. However, the 
partial pressure of oxygen must be kept less than (7.2)10−4 barinorder to decompose 
Fe2O3 to Fe3O4. In air the partial pressure of oxygen is about 0.2 bar. This means that the 
decomposition of Fe2O3 to Fe3O4 can occur only in a vacuum or when a large flow of 
inert gas is maintained. This is the reason why Fe(OH)3 does not decompose under 
normal conditions at the temperatures given in Table 8.2. 

8.2.3 The high-temperature dissociation of water vapour 

As a final example, we shall consider the origins of the data on that most important of 
species, the water molecule. Such quantities as ∆G0 and ∆H0 for the formation of water 
are used so frequently that it is essential to have reliable, accurate data to draw upon. For 
example, water dissociation equilibria will be an important factor in flame and rocket 
technology. Such processes are strongly endothermic, and will run away with the 
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available energy. This will limit the maximum temperature of the flame, as pointed out in 
Chapter 3. 

In this example, the equilibrium data depend on determining not one but three separate 
partial pressures, and more sophisticated tools, such as ultraviolet absorption and 
emission spectrometers were used to determine the equilibrium constant K at different 
temperatures. One of the reactions studied was:  

 

  

The pressures were low at all times, and so γ=1 throughout. The dissociation is very 
slight, and so the water vapour pressure is virtually equal to the total vapour pressure. 
Table 8.3 gives a few of the values of K calculated from such experimental results. 

It is most striking to see such vast changes occur in the equilibrium constant over a 
few hundred degrees. For example, from the temperature of boiling water to that of 
molten lead, 327ºC, K increases by a factor of over 1025. However, even such changes as 
these are amenable to the isochore equation. It is suggested that the student should draw 
his own graph to verify the results of the calculations which follow. From the gradient 
and a spot value on the graph of log K versus 1/T K, we obtain the equation: 

 

  

This quickly yields values for: 

 
  

and 

   

Table 8.3 Equilibrium constants at various 
temperatures for the formation of two moles of 
water vapour from hydrogen and oxygen 

T(K) K log10K 

400 (3.4)1058 58.53 

500 (5.25)1045 45.72 

600 (2.0)1037 37.30 

800 (4.0)1026 26.60 

1000 (1.4)1020 20.14 

1200 (6.6)1015 15.82 
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1500 (2.9)1011 11.46 

2000 (1.25)107 7.10 

As the quoted reaction is twice the equation for the formation of water vapour, which 
would be: 

   

a value for of −491.8/2=−245.9kJ/mol is given. This is close to the tabulated 
value in Appendix III. The standard free energy change for the reaction is easily found: 

 

  

From this, (H2O)=−459.7/2=−229.9 kJ/mol. 
This compares well with the currently accepted value of −228.6 kJ/mol. 

8.3 The Clapeyron equation 

Section 8.2.1 was concerned with equilibrium between a condensed phase and the 
vapour. It is often necessary, however, to estimate the effect of pressure on equilibria 
between two condensed phases. For example, the melting point of sodium at one 
atmosphere pressure is 97.6ºC. Can it be used as a liquid heat transfer medium at 100ºC, 
at a pressure of 100 atm, or will it solidify? It is known that the liquid is less dense than 
the solid, and this argues that high pressures will encourage solidification. This is another 
aspect of Le Chatelier’s work, which we can now quantify. This and similar problems 
may be solved by the Clapeyron equation, which we shall now derive. 

Let us continue with the sodium example, representing the process as Na(s) Na(l). 
Because solid and liquid sodium are in equilibrium at 97.6ºC, and 1 atm, their chemical 
potentials must be equal, i.e. µs=µ1. Suppose that we can now arrange a different pressure 
and temperature which allow equilibrium to occur once again. Although the chemical 
potentials will have changed, they will have done so by the same amount; this is 

necessary to maintain the new potentials equal, that is . Therefore it follows that 
dµs=dµ1. We shall now use equation 7.1, expressed in molar quantities. 

Applied to the solid, it tells us that dµs=Vm(s)dP−Sm(s)dT. 
Also, for the liquid dµ1=Vm(l)dP−Sm(l)dT. 
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Finally, our equilibrium situation requires that ∆G=∆H−T∆S=0, and so ∆S=∆H/T. We 
can now write the Clapeyron equation as: 

 

(8.7) 

The sodium problem may now be tackled. We find the following data: 

 

  

Thus 

 

  

From equation 8.7 we calculate: 

 
  

A one degree rise in melting point to 97.6+1=98.6ºC is accompanied by an increase of 
pressure of 134 atm, and so use of the liquid sodium at the suggested 100 atm and 100ºC 
would give no problems. Liquid sodium is in fact used as a coolant in some types of 
nuclear reactor. 
Summary We have seen how data from experimental studies of equilibria are converted 
into a readily usable form, that is, into ∆H, ∆S and ∆G values. These data are combined 
with others, determined, for example, by reaction calorimetry (∆H) or by ‘Third Law’ 
(as opposed to ‘Second Law’) determinations of entropy, using low-temperature heat 
capacity measurements. Before we can enter the first division of predictive 
thermodynamics, and confidently plan processes, we must learn to accept information 
from two further sources. First, there is a great reservoir of electrochemical expertise 
which we have not yet tapped. Secondly, we must learn to handle the refinements in free 
energy formulations, which make allowance for the slight variations of ∆H and ∆S with 
temperature. 
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The example in section 8.2.2 illustrates the potential difficulties which can arise 
through the superficial application of thermodynamics. In this specific application, 
knowledge of the existence of Fe2O3, a species not included in the original reaction, was 
required.  

Reference 

1. Bamberger, C.E., Braunstein J. and Richardson, D.M. J. Chem. Ed. 55, 561 (1978). 

Problems 

8.1 From a study of the vapour pressure of liquid methanol (Berka, L.H., Kildahl, N.K, 
Bergin, S.J. and Burns D.S. J. Chem. Ed., 71, 441 (1994)) students observed the 
following results: 

T(ºC) P (mm Hg) 

32.1 173.0 

37.1 223.7 

40.0 259.1 

43.5 304.3 

47.0 359.4 

50.5 434.6 

Determine ∆vapH and ∆vapS from these data graphically or with the linear 
regression function on your pocket calculator. 

8.2 The vapour pressure of water at 25ºC is 23.76 mmHg. Use this datum and the normal 
boiling point of water to derive an equation for the temperature variation of the vapour 
pressure of water from 25ºC–100ºC. A mountaineer encounters an atmospheric 
pressure of only 485 mmHg; at what temperature will water boil? 

8.3 The vapour pressure of solid and liquid Tc2O7 is as follows: 
Solid Liquid 

T(K) P(mmHg) T(K) P(mmHg) 

391.2 0.65 393.3 1.0 

388.7 0.46 413.1 2.1 

384.1 0.36 427.5 4.0 

377.9 0.18 446.4 9.6 

373.2 0.095 459.8 16.7 

368.5 0.05 473.8 29.0 

362.2 0.03 489.7 54.6 
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Determine the enthalpies of evaporation and sublimation over the temperature 
range of study. What is the melting point? 

8.4 The equilibrium constant Kp for the dissociation of bromine vapour, Br2 2Br 
changes with temperature as follows:  

T(K) Kp 

600 (5.32) 10−12 

800 (9.15) 10−8 

1000 (3.27) 10−5 

1400 (2.85) 10−2 

1600 (2.41) 10−1 

Determine ∆fH0 of bromine atoms over this temperature range, given that 
∆vapH0=29.56kJ/mol Br2. 

8.5 A study of the equilibrium: CO2+C 2CO yielded the following results: 
T(K) Total pressure (bar) Mole % CO2 in equilbrium mixture 

1073 2.57 22.18 

1173 2.30 5.65 

For the equilibrium: 2CO2 2CO+O2 the value of Kp at 1173 K is (8.26)10−17; 
the heat of combustion of carbon to carbon dioxide at 1173 K is 395.0 kJ/mol. 
Calculate ∆H0 and ∆S0 for the reaction: 

 
  

8.6 At 251ºC, Kp for the dissociation of PCl5: 

 
  

is found to be 1.176. At 307ºC, it has reached 7.561. Calculate ∆G0 at each 
temperature, and also the average value of ∆H0 for this temperature range. 
Compare these data with current values in Appendix III. 

8.7 The following data are available for the reaction: 

 
  

T(ºC) Kp 

100 22093 

400 250 

700 28.8 

1000 9.41 

At 1120ºC for the reaction:  
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What equilibrium partial pressure of O2 would have to be supplied to a vessel at 
1120ºC containing solid Fe2O3 just to prevent the formation of Fe? 

8.8 Boron nitride is a refractory compound of great strength which is finding application 
as a fibre material. For its formation by the reaction: 

 
  

Kp is 210.19 at 1900 K, but it drops to 47.09 at 2100 K. What is the enthalpy 
change for formation at 200 K? 
This datum may be used to calculate the bond dissociation energy of (B—N) in 
the crystal, which is of diamond structure. (How many moles of bonds in a mole 
of BN?) for 2000 K, use the following heats of atomization: 

 

  

8.9 The ionic product of water, kw=[H+][OH−] varies with temperature. It is only 
(0.2920)10−14 at 10.0ºC, but has risen to (2.919)10−14 at 40.0ºC. Use this information to 
calculate the enthalpy change of neutralization of a strong acid by a strong base, both 

being of unit activity. Using this value and standard data, calculate 
(OH−(aq)). 

8.10 Sulphur melts at 115.2ºC under 1 atm, and ∆fusH=53.67 J/g. Densities are 1.811 g/ml 
(liquid) and 2.050 g/ml (solid). In the Frasch process, molten sulphur is pumped from 
underground deposits at 6 bar total pressure. What must be its minimum temperature? 
(1J=(9.87)10−3 1 bar). 

8.11 Aluminium expands slightly on melting, and ∆V=+(1.9)10−5l/g. The melting point is 
660.3ºC, and ∆fusH=397 J/g. A sensitive probe is being developed to determine very 
high pressures, by measuring the melting temperature. A change of 0.001ºC can be 
detected. What change of pressure does this represent? (1 J=(9.87)10−3 1 bar). 

Equilibrium experiments and their interpretation     125



9  
Electrochemical cells 

Her own mother lived the latter years of her life in the 
horrible suspicion that electricity was dripping invisibly all 
over the house. 

(James Thurber, My Life and Hard Times) 

In fact, James Thurber’s grandmother was partly right; many of the chemical processes 
occurring around us involve the movement of charged ions in liquids, as well as of 
electrons in metals. Many corrosion processes arise when aqueous electrolytes are in 
contact with iron, steel or copper, and battery-powered appliances are common. 

Electrochemical cells give valuable thermodynamic information, as well as being 
useful in their own right. Measurements of cell e.m.f. yield free energy changes directly, 
and tabulations of electrode potentials provide an alternative source of free energy data. 
Variations of e.m.f. with concentration lead to a better understanding of activities, and we 
shall also see how to measure entropy changes from the variation of cell e.m.f. with 
temperature. 

9.1 Electrochemical cells 

A cell is a device for harnessing the energy of a chemical process to do electrical work, 
directly. A cell electromotive force (e.m.f.) is available at the electrodes, which are 
immersed in, or in contact with, the electrolyte, in which charged species, ions, are 
mobile. 

If a bar of zinc is dipped into a diluted solution of zinc sulphate, some zinc ions, Zn2+, 
dissolve, leaving two electrons each on the metal. This causes a separation of charge, and 
eventually (Fig. 9.1) equilibrium is achieved. An electrical double layer forms, which 
consists of electrons on the metal surface, and zinc ions immediately adjacent to it. At 
this stage, the tendency to dissolve is exactly matched by the tendency of zinc ions to 
deposit, which is caused by the charge separation. This means that there is a potential 
difference between metal and solution, which, however, cannot be measured. If the 
potential difference could be measured, we would have a direct measure of the free 
energy of formation of hydrated zinc ions: 

 
  



 

Figure 9.1 The ions continue to leave 
the metal as long as they can overcome 
the opposing electrostatic forces. 
Electrons on the zinc attract them, the 
other zinc ions repel them. 

However, the second lead to the voltmeter would come from the solution, and this would 
constitute a second electrode. Moreover, reactions of this kind, which entail charge 
separation, occur to only a minute extent. 

So, it is not practicable to measure the potential of one electrode relative to that of the 
electrolyte, as the potential fall across the two metallic conductors suspended in the 
electrolyte is always determined; it is therefore only possible to express the potential of 
one electrode relative to that of another, and an arbitrary reference electrode is required. 

If we can construct a cell from two half-cells such as that described above, the e.m.f. 
does give free energy information as long as certain rules are obeyed. As an example, 
consider the Daniell cell, in which a porous barrier separates zinc in zinc sulphate 
solution from copper in copper sulphate solution. Such a cell may be depicted by the cell-
diagram: 

 
  

where a single line represents the interface between an electrolyte and another phase, and 
the double line represents the link between the two solutions. The reaction equation, by 
convention, is written starting from the left, that is, with the Zn electrode: 

 
  

The signs at the electrodes represent the charge accumulating at each. Copper is the more 
noble metal of the two, and cupric ions tend to deposit, so making the copper electrode 
positive. No reaction occurs until these charges are dispersed, usually by means of some 
outside circuit, in which electrons will flow from the zinc to the copper. The electrode 
reactions will then be: 
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Reading from left to right, oxidation occurs in the left half-cell and reduction occurs in 
the right half-cell. The electrode at which oxidation occurs is called the anode, while the 
electrode at which reduction occurs is called the cathode, i.e. the anode is negatively 
charged and the cathode is positive. (These signs conflict with negative cathodes and 
positive anodes in electrolytic cells. In these cells electrical energy is converted into 
chemical energy, so the reversal in signs might well be expected.) 

There are three principal types of electrochemical cells. In an electrolytic cell, a 
current is passed by an external driving force, causing an otherwise non-spontaneous 
chemical reaction to proceed. In a galvanic cell, the progress of a spontaneous chemical 
reaction causes the electric current to flow, doing work on the surroundings. An 
equilibrium electrochemical cell is at the state between an electrolytic cell and a galvanic 
cell. The tendency of a spontaneous reaction to push a current through the external circuit 
must be balanced by an external source of e.m.f. that exactly cancels this tendency. If this 
counter e.m.f. is increased beyond the equilibrium value the cell becomes an electrolytic 
cell, and if it is decreased below the equilibrium value the cell becomes a galvanic cell. 

We could measure the cell e.m.f. (E) by matching it with an exactly equal, but 
opposite e.m.f. from a potentiometer. The cell e.m.f. will be a measure of the free energy 
for the cell reaction if the electrodes are truly reversible and if potentials at the liquid 
junction are negligible. Reversibility implies that an external e.m.f. infinitesimally greater 
than E causes the cell reaction to be reversed (cf. ‘external pressure’ for gaseous work). 
This is not true of all cells. 

In order to maintain electrical neutrality in each cell compartment, negative ions move 
from right to left, within the cell, and positive ions move in the opposite direction. In 
general, they will have different transport numbers; that is, they move at different rates 
and so carry different proportions of the total current. This results in a small liquid 
junction potential, which disturbs the cell e.m.f. reading. (Space allows only a brief 
account of transport numbers to be included here. For a more complete account the works 
of Moore [1] and Potter [2] are recommended.) If, instead of using a porous plate, as in 
the simple Daniell cell, a salt bridge is used to link the two electrolytes, the junction 
potential is minimized. A salt bridge is generally a tube of agar jelly containing a solution 
of either KCl or NH4NO3, for which transport numbers of anion and cation are equal. 
Such a cell is represented as: 

 
  

This cell and the next to be discussed, are shown in Fig. 9.2. 
The second cell in Fig. 9.2 may be represented by: 

 
  

The hydrogen gas electrode comprises a platinized platinum foil with pure hydrogen 
bubbling over it. If the gas and the acid are at unit activity (1.18 M solution), then it is 
known as the standard hydrogen electrode (SHE), the  
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Figure 9.2 Two cells discussed in the 
text. They exemplify the simple 
metal/ion electrode, the gas/ion 
electrode, and the metal/metal 
halide/ion electrode. 

potential of which is taken as zero. The silver-silver chloride electrode on the other hand 
operates as a source of chloride ions. The cell reaction and component half-cell reactions 
are: 

 

  

Notice that hydrogen appears first, both in the cell diagram and in the cell equation. In 
this cell, liquid junction potentials do not arise, and if the electrodes are well prepared, 
reversibility is realized. 

The zinc-zinc ion, the hydrogen, and the silver-silver chloride electrodes are typical of 
three common types of aqueous half-cell. A fourth type is the so-called redox half-cell, 
which involves, for example, both ferrous and ferric ions in solution. A non-reacting 
electrode, usually of platinum, facilitates the following half-cell process: 

 

  

The half cell would be represented as Pt|Fe2+, Fe3+; it is basically similar to M|M+ 

(M=metal), where Fe3+ is M+, and Fe2+ is M. 

9.2 Cell energetics 

If the reaction: 
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is performed in a calorimeter at 15ºC, ∆H is found to be −235.2 kJ/mol. No useful work 
is done, and the process is quite irreversible. 

Imagine, on the other hand, that the cell:  

 
  

achieves the same overall change at 15ºC, but reversibly. Maximum work is done when 
the load approaches infinite resistance, because the cell e.m.f. and the back e.m.f. are then 
infinitesimally different. This work is measured conveniently by immersing the resistor in 
a calorimeter. In addition, the cell itself is in another calorimeter, in order to measure qrev 
of the cell Figure 9.3 summarizes the situation. The results show that most, but not all, of 
the enthalpy change is available as electrical energy, but 23.85 kilojoules are lost to us. 
Because the operation is reversible, we are already doing our best to maximize the useful 
work. Also because qrev/T=∆S, the term T∆S is −23.85 kJ, and ∆S=−23850/288= −82.8 
joule/mol K. 

The overall change of enthalpy is the same for each experiment, so: 

 

  

(Note that wmax represents the work other than that due to gaseous expansion. Gaseous 
work is already comprehended by ∆H.) Therefore, wmax=∆G, the free energy change for 
the process, and this equation is seen to be identical with equation 6.3. 

We are now able to calculate values of ∆G from simple cell measurements. It is not 
necessary to perform actual calorimetric experiments. It is often more accurate to 
calculate the electrical energy from equilibrium cell potentials. As in section 6.3, the 
maximum electrical work from the cell is: 

   

and so 

 (9.1) 

If all reactants and products are in their standard states:  

 (9.2) 
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Figure 9.3 In this experiment, the 
enthalpy of reaction is divided into that 
available to do work, measured as heat 
in calorimeter II, and that not 
available, even during reversible 
operation (calorimeter I). 

Here, n is the number of moles of electrons, or equivalents, involved in the reaction and 
F, the Faraday constant, is a convenient unit of charge, equal to 96 485 coulombs/mol. 

9.3 Standard electrode potentials 

There are many different half-cells. From these one can construct many more cells, and to 
tabulate them all would be a huge task. However, we have seen that values of ∆U, ∆H, 
∆S and ∆G for a few simple reactions may be combined to give new values for other 
reactions. Similarly, data from a few cells may be combined together to yield data for 
many other possible cells. The cells chosen for tabulation are those involving the 
standard hydrogen electrode (SHE), for which the electrode potential is chosen to be at 
zero volts. What follows is based on the sign convention of the International Union of 
Pure and Applied Chemistry (IUPAC), agreed at the Stockholm Convention of 1953. 
(N.B. Other sign conventions have been used, and one should take care when consulting 
books and journals as to which one is being used. Many American books, in particular, 
use a convention in which opposite signs are used for electrode potentials. Always check 
the electrode potential of a common reactive metal such as sodium. If it is negative, then 
the convention is consistent with the IUPAC scheme.) 

We adopt the following convention: the standard-state potential difference of a cell 
consisting of a hydrogen electrode on the left and any other electrode on the right is 
called the standard reduction potential of the right half-cell or the right electrode. It is 
also sometimes called the standard electrode potential. 
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To write down the diagram Pt, H2|H+||Zn2+| Zn necessarily implies a reaction with H2 
as reactant: 

 (9.3) 

In fact for standard states of unit activity, an e.m.f. of −0.763 V is observed, with the zinc 
negatively charged. The standard-state potential difference of the cell can now be written: 

 

  

This justifies the statement that the standard electrode potential for the Zn2+|Zn half cell, 
E0(Zn2+|Zn)=−0.763 V. The sign is that of the charge found on the right-hand side of the 
cell. Using equation 9.2  

 

  

This result (∆G0 positive) confirms our belief that zinc displaces hydrogen ions from acid 
solution, rather than vice versa. 

In the same manner, we interpret the fact that E0(Cl−|AgCl, Ag)= +0.2222 V to imply 
the following: 

(9.4) 

Notice that for any half-cell which attains a positive charge when measured against a 
standard hydrogen electrode, the value of ∆G0 will be negative. This shows that the 
associated reaction will be spontaneous. Reactions involve transfer of one electron for 
simplicity, and half-cells are written as in the cell diagram. 

Consider now a cell in which these two half-cells are combined, such as 
Zn|Zn2+||Cl−|AgCl, Ag. The cell reaction is written down, starting as before with the metal 
(or other reduced species) appearing on the left of the cell diagram (Zn in this case). (In 
cases where this is not straightforward, remember that product formation in the cell 
reaction must correspond to movement in the cell of positive charge to the right.) For this 
cell: 
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Then E0 (cell) is calculated by the ‘right minus left’ convention of equation 1.1: 

 

  

The positive sign is the sign of the charge that turns up spontaneously on the right side of 
the cell. This means that the cell reaction does in fact proceed spontaneously as written. 
This is confirmed by the negative value of ∆G0 which now emerges. Using equation 9.2:  

 

  

Table 9.1 gives a selection of standard electrode potentials. An excellent collection of 
oxidation potentials (which are of the opposite sign) has been made by Latimer [3]. 

Example 9.1 
Find the equilibrium constant at 25ºC for the reaction: 

 
  

This reaction would occur in the cell Hg, Hg2Cl2|Cl−|Ce4+, Ce3+|Pt, and from Table 9.1: 

 

  

Table 9.1 A selection of standard electrode 
potentials, E0. Potentials apply to the cell Pt, 
H2|H+||M+|M; positive values imply spontaneity, 
with all materials at unit activity 

Electrode Cell reaction E0(volt) 

Li+|Li 
 

−3.025 

K+|K  −2.925 
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Ca2+|Ca 
 

−2.87 

Na+|Na 
 

−2.714 

Mg2+|Mg 
 

−2.37 

Zn2+|Zn 
 

−0.763 

Fe2+|Fe 
 

−0.440 

Cd2+|Cd 
 

−0.403 

Sn2+|Sn 
 

−0.136 

H+|H2, Pt   0.00 

Cl−|AgCl, Ag 
 

+0.2222 

Cl−|Hg2Cl2, Hg 
 

+0.2673 

Cu2+|Cu 
 

+0.344 

Fe3+, Fe2+|Pt 
 

+0.771 

Ag+|Ag 
 

+0.799 

Br−|Br2, Pt 
 

+1.066 

Cl−|Cl2, Pt 
 

+1.359 

Ce4+, Ce3+|Pt 
 

+1.61 

In general: 

 

9.4 Variation of cell e.m.f. with activity 

We are now in a position to calculate the standard e.m.f. of a cell, E0, for standard state 
conditions; but unit activities are seldom encountered. There is a mass action effect, and 
we shall now investigate this. 

The general reaction isotherm is: 

 
(7.14) 

If ∆G and ∆G0 refer to a cell reaction, equations 9.1 and 9.2 may be enlisted and the 
activity quotient written Q, to give: 
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(9.5) 

This important expression is known as the Nernst equation. Now the reaction equation for 
cells which include the SHE is: 

 

  

However, for cells which include the SHE, , and so in general, for 
electrode potentials (after inverting the ln term, and reversing the sign): 

 
(9.6) 

We must remember that the activities appear as they would in the activity quotient. As 
before, F is the Faraday constant, and n the number of moles of electrons involved in the 
process. If decadic logarithms are used, and the temperature is 298 K, a value of 0.05916 
may be used for RT(2.303)/F. 

Example 9.2 
The following cell is used to determine ion activities in chloride solutions. 

   

This would involve two vessels, linked by a salt bridge; in the left-hand one would be a 
ferrous-ferric salt solution, with a platinum electrode, and in the right, the sodium 
chloride solution with a silver-silver chloride electrode. The mean ionic activities 
(discussed later) are indicated. 

E for a particular chloride solution is −0.430 V. What is its activity? 
The cell reaction is:  

   

(Note that the equation begins with the reduced state (Fe2+) in place of a metal.) Now 

 

  

Using equation 9.5, we find that: 
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(9.7) 

The activities of silver and silver chloride, being crystalline solids, are each unity. Further 
arithmetic shows that: 

 

  

whence 

 
  

Example 9.3 
Many sports journalists say that after a rainshower in the summer, longdistance runners 
can run faster because there would be more oxygen in the air. It is doubtful if this is true, 
but e.m.f. measurements could clarify the situation. The measurement of in the air 
can be carried out with ZrO2(+CaO) as the solid electrolyte in the reversible cell: 

 
  

The electrode reactions are: 

 

  

The net chemical reaction of the cell for the passage of four faradays is: 

 
  

 

  

At a temperature of 1100 K the electrolyte is a good conductor and the equilibrium is 
established in a reasonable time. At 1100 K ∆fG0 (NiO)= −141.618 kJ/mol (calculated 
with the Micro Therm program). If air at about 1 bar is passed through the cell and 
equilibrium is attained, Ecell can be measured. From the last equation it follows that at 
1100 K: 

 
  

(Ecell in volt and in bar).  
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Figure 9.4 Oxygen pressure as a 
function of the e.m.f for the galvanic 
cell of the type Ni, 
NiO|ZrO2(+CaO)|O2. 

If we express Ecell in mV (Fig. 9.4) then it is possible to decide whether the sports 
journalists are right or wrong. The %(v/v) oxygen in the air can be calculated from the 

quotient of and the actual pressure of the air in the cell. 

9.4.1 Ionic activities 

Complete cell equations never contain one ion at a time, so individual ionic activities 
cannot be determined. For example, equation 9.7 shows that aFe

3+ occurs together with acl 
and aFe

2+, and this situationis typical of others. 
Let us focus attention on the simple 1:1 electrolyte H+C1−. Its activity a, as a 

compound, may be found from colligative properties, but the activities of the ions, a+ and 
a−, are not determinable separately. These ionic activities must first be carefully defined 
in terms of a reference state with unit fugacity; as before, a+=f+/f0

+. The reference states 
are defined such that, for the equation: 

 

  

the free energy change is zero, and the equilibrium constant K=1. Therefore a+a−/a=1 and 
a=a+a−. Because a+ and a− cannot be separately determined, we define the mean ionic 
activity as a±=(a+.a−)½. Also: 

   

and 
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(9.8) 

We now have activity, molality and activity coefficient, defined in terms of the geometric 
mean of the ionic values, with, as usual: 

   

(This applies to 1:1 electrolytes only, but similar arguments apply to polyfunctional ions.) 
Note that if the electrolyte is substantially dissociated, then m+=m−=m, and m+=m. 

9.4.2 Analysis of e.m.f. data to find E0 

Standard electrode potentials are based on electrolytes of unit activity, with a 
‘hypothetical ideal molality of one’. Raw laboratory data arrive as simple e.m.f. values 
versus molality. How do we find E0? 

Some data of this kind for the cell: 

 
  

are given in Table 9.2. For this cell, the reaction and equation 9.5 inform us that: 

 

  

and 

 

  

We have already decided that , and a±=γ±m±=γ±m, 
so  

 

  

Thus 
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It seems that E0 is approximately equal to the expression (E+0.1183 log m), and that it 
approaches it more and more closely as m tends to zero, and γ± tends to one. This term is 
presented in column four of Table 9.2. In the approach to electrolytic solutions pioneered 
by Debye and Hückel, it was shown that log γ± varied linearly with m½, for weak 
solutions. This means that (E+0.1183 log m) should show a similar vari- 

Table 9.2 E.m.f. data at various molalities for the 
cell composed of the hydrogen and calomel half-
cells (25ºC) 

Molality, m, (mol/kg water) E(volt) m½ E+0.118 3 log m 

0.07508 0.4119 0.2740 0.2789 

0.03769 0.4452 0.1941 0.2768 

0.01887 0.4787 0.1374 0.2747 

0.00504 0.5437 0.0710 0.2719 

0.00200 0.5900 0.0447 0.2707 

ation; this suspicion is confirmed by Fig. 9.5, which shows that (E+0.1183 log m) varies 
approximately linearly with m1/2. The resulting value of E0, obtained by extrapolation to 
ideal conditions, is 0.2685 V, and is in good agreement with other determinations. Once 
E0 is known, it is a simple matter to calculate the activity coefficient, γ±, at a variety of 
concentrations, from equation 9.9. At a molality of 0.07508, γ± is 0.823. This should be 
checked and other data calculated. 

9.5 Variation of e.m.f with temperature 

One of the most rewarding aspects of electrochemistry is that ∆S values spring directly 
from studies of the temperature variation of e.m.f.  
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Figure 9.5 Plot to determine E0 
accurately for the hydrogen-
hydrochloric acid-calomel cell. The 
term (E+0.118 3 log m) approximates 
E0 more closely as concentrations 
approach zero. 

Equation 10.1, to be derived in Chapter 10, describes the temperature variation of ∆G: 

 
(10.1) 

If we substitute for ∆G from equation 9.2 which is ∆G=−nFE, we have: 

 

  

whence  

 

(9.10) 

and also 

Concise chemical thermodynamics     140



 

(9.11) 

This provides a basically simple means of ∆S determination. 

Example 9.4 
Worrell [4] at the University of California has studied cells with solid electrolytes which 
are O2− ionic conductors. Niobium oxides were studied by use of the cell: 

 
  

The electrode reactions are: 

   

which give overall, Nb+NbO2 2NbO. 
Values of e.m.f. at various temperatures are given in Table 9.3. Figure 9.6 shows a 

graph of E versus T, from which a value for dE/dT of (−9.0) 10−5 volt/K is obtained. 
Using equation 9.10, this gives:  

Table 9.3 Values of e.m.f. from 1050–1300 K for a 
solid electrolyte cell 

E(mV) T(K) 

213 1054 

212 1086 

209 1106 

201.5 1160 

202 1174 

200 1214 

198 1244 

194 1283 
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Figure 9.6 Graph of e.m.f. against 
temperature for the ‘Worrell’ cell, 
from 1054 to 1283 K. The cell is solid 
throughout. 

 
  

In addition, values of ∆G are available at any temperature, calculated as −nFE. At 1200 
K: 

   

Then: 

   

Finally all the available thremodynamic information may be summarized in terms of the 
equation: 
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Example 9.5 
Because of uncertainties in published measurements, Wijbenga [5] at The Netherlands 
Energy Research Foundation (ECN) at Petten determined the Gibbs energies of formation 
of URh3, by measuring the e.m.f. of the cell:  

 
  

The electrode reactions are: 

   

which give overall: 

 
  

Values of e.m.f. and calculated standard Gibbs energies are given in Table 9.4. For the 
cell reaction: 

   

The standard molar Gibbs energy of formation of URh3 can be calculated from: 

   

The Gibbs energies of formation of NiF2 and UF4 as functions of temperature are well 
established:  

 

  

Table 9.4 Values of e.m.f and ∆fG0 (URh3) from 
948–1114 K for the galvanic cell of the type: Rh, 
URh3, UF4|CaF2|NiF2, Ni 

T (K) E (mV) ∆fG0(URh3) (kJ/mol) 

948.6 815.7 −307.35 

966.8 816.5 −307.40 

968.3 816.6 −307.39 

982.9 818.0 −307.15 

991.1 818.2 −307.24 

992.5 817.5 −307.54 
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997.3 818.6 −307.21 

999.2 819.2 −307.02 

1000.8 818.4 −307.36 

1006.7 820.0 −306.86 

1008.2 820.3 −306.78 

1024.5 821.5 −306.65 

1027.4 821.5 −306.70 

1031.5 821.0 −306.98 

1036.4 820.3 −307.34 

1038.6 820.3 −307.39 

1044.2 824.3 −305.96 

1044.8 821.8 −306.94 

1065.5 825.4 −305.97 

1067.7 823.0 −306.93 

1089.0 825.6 −306.36 

1113.2 828.3 −305.81 

If we substitute the last two equations in the equation of ∆fG0(URh3) we obtain: 

   

With this equation the standard molar Gibbs energy of formation of URh3 can be 
calculated for each temperature, and is given in Table 9.4. With the linear regression 
function on a pocket calculator the following equation is derived for ∆fG0 (URh3) as 
function of temperature: 

   

(This should be checked by the student!) 
Over the temperature range 950–1115 K the average values of ∆fH0 (URh3) and ∆fS0 

(URh3) are −316.37 kJ/mol and −9.257 J/mol K, respectively. If Cp data are known they 
can be calculated using Kirchhoff s equation (3.4) that ∆fH0 (URh3, 298.15K)=−301.16 
kJ/mol. 

9.6 Fuel cells [6] 

Our energy supply is based to a large extent on the combustion of fossil fuels. The 
thermal energy released in this process can be used as such, but it can also be converted 
into electricity. In both cases, the gaseous waste constitutes an environmental danger: it is 
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one of the causes of the greenhouse effect and it contributes to atmospheric pollution and 
acid rain. The fuel cell makes it possible to bypass the burning process as a link between 
fossil fuel and electric power: fuel can be converted directly into electricity. Through this 
process, a higher efficiency can be attained. 

The characteristic modular construction of fuel cells is of utmost importance. With a 
number of standard type cells, coupled to each other in series or in parallel, almost every 
desired combination of voltage and capacity can be realized. One of the more attractive 
aspects of the fuel cell compared to more conventional methods of electricity generation 
is its environmental impact: the fuel cell produces less waste, a lower level of emissions 
and almost no noise. 

A fuel cell (Fig. 9.7) can be described as a kind of accumulator in which hydrogen is 
introduced at one electrode, the anode, and oxygen at the other, the cathode. By a chain 
of chemical reactions, differing from case to case, water is eventually formed. This 
process is accompanied by the creation of a voltage difference between the anode and the 
cathode. When the electrodes are connected, for example by a light bulb or an electric 
appliance, an electric current is generated. The nature of the reactions depends on the 
choice of the electrolyte (the medium in which the electrochemical reactions take place).  

 

Figure 9.7 Schematic view of a fuel 
cell. 

All fuel cells are based on the oxidation of hydrogen. Natural gas is one of the fuels 
which can be used as a source of hydrogen. It can be converted into a hydrogen-
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containing mixture by heating it with steam. Another possibility is the use of coal gas, 
produced by gasifying coal. It is a mixture principally consisting of hydrogen and carbon 
monoxide. 

The electrolyte is an all-important part of the fuel cell. The reacting gases diffuse 
through the electrolyte to the surface of the electrodes, where the reactions take place. 
The ions are transported from the cathode to the anode through the electrolyte; finally, 
the gaseous waste is transported through the electrolyte, back to the process gas streams. 

Consequently, the choice of the electrolyte determines the characteristics of the fuel 
cell, such as the operating temperature. The temperature is important because it 
determines the range of possible useful applications of the heat produced. It is thus 
common practice to indicate a fuel cell type by the material chosen for the electrolyte 
(Fig. 9.8). 

In the alkaline fuel cell (AFC), an alkaline compound (a solution of potassium 
hydroxide) is used as an electrolyte. Because carbon dioxide is soluble in this alkaline 
solution, the gases used in the process must have a high purity. The working temperature 
is about 70ºC. 

In the solid polymer fuel cell (SPFC), the electrolyte is an organic polymer compound. 
The working temperature is about 80ºC. 

In the phosphoric acid fuel cell (PAFC), the acid may react vigorously with the metals 
and consequently the main problem in the development of this type of cell is the choice 
of acid-resistant materials. The electrodes are made of platinum mounted on a carbon 
carrier. The working temperature is about 200ºC.  

 

Figure 9.8 Electrochemical reactions 
for different types of fuel cells. 
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In the molten carbonate fuel cell (MCFC) a mixture of potassium and lithium carbonate 
is used as an electrolyte. It is thus possible to reach a far higher temperature, about 650ºC, 
than in the three types already mentioned. 

The electrolyte in a solid oxide fuel cell (SOFC) is a solid oxide. The state-of-the-art 
material for the electrolyte is 8 mol% Y2O3 stabilized ZrO2. The operating temperature is 
about 1000ºC. 

The electrical energy produced in fuel cells is characterized by the voltage (V) and the 
current (i). The product iV is the available electrical capacity. When constructing a 
classical installation for energy production these characteristics are fixed. The capacity of 
a car depends in the first place on the cylinder volume; the generator of an electric power 
plant is designed for the required production capacity. 

For the fuel cell the situation is quite different. One of the characteristics of the fuel 
cell is its modular construction. This opens wide opportunities. For a certain type of fuel 
cell, 0.8 V for example, the voltage is a given parameter. The current then depends on the 
area of the cell. When stacking a number of these cells by connecting them in series, the 
voltage depends on the number of interconnected cells. In other words, by serial 
connection of a number of cells, the voltages is multiplied while, by enlarging the area, 
the current rises. 

Another characteristic of the fuel cell is the working temperature. This determines the 
many options for use of the heat produced, such as district heating, domestic heating, 
process heat, secondary production of electricity, and the conversion of natural gas into 
hydrogen.  

The fuel cell has already proved its usefulness in space technology and there are 
excellent prospects for its commerical application. Application on a large scale is not 
expected during the 20th century. The alkaline cell and the phosphoric acid cell are 
technically well developed, but from a commerical point of view it is questionable 
whether or not they will be of interest when other types reach technical maturity. The 
molten carbonate cell and the solid oxide cell seem to have the best prospects. For mobile 
application the solid polymer cell is a strong candidate. 
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Problems 

9.1 An iron penknife blade may be ‘copper plated’ in CuSO4 solution, by displacement of 
Cu2+ ions with Fe2+ ions. Assuming that enough penknife blades are available, how 
low can the Cu2+ activity be taken at 25ºC if the initial activity is one? 

9.2 The compound Ni2O3 is a strong oxidizing agent, and is used in the Edison storage 
cell, which is represented as: 

 
  

The cell reaction is: 

 
  

(a) Write down the half-cell reactions. 
(b) If the cell e.m.f. is +1.27 volts, what is the free energy of formation of Ni2O3? 

(Data available from Appendix III.) 
(c) What effect does KOH activity have on the equilibrium e.m.f.? on the current? 

9.3 The following reactions have been used for fuel cells. Write down a cell diagram and 
electrode reactions for each:  

 
  

 

  

If ∆fG0 (LiH)=−68.63 kJ/mol, what equilibrium potential is expected for the third 
cell? 

9.4 Silver ions oxidize ferrous ions according to the equation: 

   

The equilibrium constant at 298 K is K=7.810. This reaction may also be studied 
as a cell, such as: 

   

Determine 

(a) the half-cell reactions; 
(b) the polarity; 
(c) the expected e.m.f. of the cell with unit activity electrolytes. 

9.4 The following cell is studied experimentally: 
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What is the cell reaction? What polarity do you suggest? Assuming that 

, calculate the cell e.m.f. 
9.6 The glass electrode is sensitive to the activity of hydrogen ions. If used in 

conjunction with a calomel reference electrode and a KCl salt bridge, the equations: 

 
  

 

  

and 
where pH is defined here as being equal to −log aH+. The following data obtained 
at 25ºC from such a cell enable one to derive a value for F, and Faraday constant, 
graphically. Express your answer in coulomb/mol. 

pH 4.01 6.49 6.99 9.15 

E(V) −0.1245 −0.271 −0.3015 −0.430 

9.7 Write the electrode reactions, and the total cell reaction for 

   

At 25ºC, data for this cell are: 
c (mol/l) E (Volt) 

0.002110 0.3042 

0.004265 0.2713 

0.007749 0.2446 

0.01353 0.2208 

From an appropriate plot of these data calculate E0, the standard electrode 
potential of the silver-silver chloride electrode in methanol solvent. 

9.8 J.P.King and J.W.Cobble (J. Am. Chem. Soc. 79, 1559 (1957)) find that for the cell in 
which the reaction: 

 
  

takes place, dE0/dT=−(1.21)10−3 V/K. 
If S0(HReO4(aq))=202.1J/mol K, what is the molar entropy of ReO3(s)? 

9.9 A student study of the cell Pt, H2(l bar)|H+Cl−(c=l)|AgCl, produced the 
following data of e.m.f. versus temperature: 

T(ºC) e.m.f. (mV) T(ºC) e.m.f. (mV) 

26 206 40 197 
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28 205 42 196 

30 204 44 194 

32 202 46 193 

34 201 48 191 

36 199.5 50 190 

38 198 52 188.5 

Determine ∆S for the cell reaction, by graphical means and compare with 
calculated from Appendix III. 

9.10 As part of a systematic investigation of the thermochemical properties of 
compounds of fission products, E.H.P.Cordfunke and R.J.M. Konings 
(Thermochimica Acta 129, 63–64 (1988)) studied the thermochemical properties of 
RuO2. Moreover, since ruthenium is formed in high yields during the fission of 
uranium in a nuclear reactor it also plays an important role in analysis of accidents in 
nuclear reactors. The Gibbs energy of formation of RuO2(s) has been determined from 
962 to 1070 K by the e.m.f. technique using ZrO2(+CaO) as the solid electrolyte in the 
reversible cell: 

 
  

The net chemical reaction of the cell for passage of 4 Faradays is:  

   

One of the measured series is given below: 
T (K) E(mV) (Pa) 

986.8 349.9 98712 

1011.4 338.8 99645 

1036.7 328.1 101245 

1006.5 341.5 101925 

Determine: 

(a) the half-cell reactions; 
(b) ∆fG0(RuO2(s)) for each temperature; 
(c) from the ∆fG0(RuO2) data by linear regression ∆fG0(RuO2) as a function of 

temperature; 
(d) the average ∆fH0(RuO2) and ∆fS0(RuO2) in the temperature range 986–1007 K. 

9.11 The cell represented by Pb, PbI2|K+I− solution |AgI, Ag has an e.m.f. of +0.2078 V at 
25ºC, and (dE/dT)P=−(1.88)10−4 V/K. Write down the cell reaction, and calculate ∆G, 
∆S and ∆H. It will be found that all components appearing in K are solids; why 
therefore is not K=1, ∆G=0? 
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9.12 At 25ºC the e.m.f. of the cell: 

 
  

is (5.7) 10−3 V and its temperature coefficient is (1.6)10−4 V/K. 
Calculate: 

(a) the entropy change when current is drawn reversibly from the cell; 
(b) the associated enthalpy change. 

9.13 The Weston standard cell provides 1.0186 V at 20ºC, and: 

 
  

Calculate ∆G293 for the process: 

 
  

which is the spontaneously occurring change. Find also ∆S; why is the Weston 
cell so well suited to be a standard? 
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10  
Free energy and industrial processes 

At the start of this chapter, we shall attempt to describe accurately the changes of ∆G 
with temperature. This will require careful computation of ∆CP. Then, using free energy 
data, we shall discuss the outcome of three chemical processes, all operated on an 
industrial scale. These are the direct synthesis of ethanol from ethylene, which has now 
largely superseded the fermentation processes, the Pidgeon process for the production of 
magnesium, and the process used for titanium manufacture. Ellingham diagrams will be 
introduced and applied, and a practical assessment made of the importance of activity 
coefficients. 

10.1 Free energies as a function of temperature 

We have often used the equation defining free energy changes, as: 

 
(6.3) 

As a rule, when calculating ∆G at temperatures other than 298 K, we have made the 
assumption that ∆H and ∆S are independent of temperature. That is, we have calculated 
free energy changes at any temperature T as: 

 
  

and although this is adequate for small temperature ranges, significant errors are 
introduced when, for example, high-temperature metallurgical processes are described. 
Although individual variations in ∆H and ∆S have been accounted for in theory (e.g. 
section 8.1) no general expression for ∆G at any temperature has been attempted. This we 
shall now remedy. 

10.1.1 The Gibbs-Helmholtz equation 

We start with equation 7.1, which asserts that: 

 
(7.1) 

In constant pressure situations, dP=0, and we may write:  



 

  

Alternatively, for a reaction, we could modify this to read: 

 

(10.1) 

This expression has very great usefulness, and has already been exploited in the previous 
chapter. On introducing this into equation 6.3, we have one form of the Gibbs-Helmholtz 
equation: 

 

(10.2) 

In the discussion which follows, we shall find an alternative expression preferable. 
Let us now differentiate ∆G/T, with respect to temperature. From the usual rule for 

differentiating a quotient, we find that: 

 

  

If we now substitute for ∆G from equation 10.2, we have: 

 
(10.3) 

This is merely an alternative expression for equation 10.2. However, as they stand, 
neither of these alternatives can help us to find high-temperature values of ∆G, 
accurately. Clearly, we must integrate one of these expressions. 

10.1.2 The integrated form of the Gibbs-Helmholtz equation 

To integrate equation 10.3, we start by writing it as: 

 (10.4) 

We are now obliged to express ∆H as a function of temperature. From section 3.2 we 
recall that (dH/dT)P=CP, and that heat capacities were expressed as simple polynomials in 
T, of the form CP=a+bT+cT2+dT3. For reactions, we write: 
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(10.5) 

where ∆ has the usual meaning of ‘products minus reactants’. On inte- 
grating: 

 

  

In general: 

(10.6) 

where ∆H0 is the value of ∆HT when T=0 K. One must be careful to notice the difference 
between the zero as superscript, meaning standard state, and as subscript, meaning zero 
temperature. This expression for ∆HT may now be inserted into equation 10.4, to give, on 
integration: 

(10.7) 

The term I is an integration constant, yet to be determined. It should be stressed that this 
impressive equation can be taken as seriously or as lightly as the circumstances demand. 
In some cases, the accuracy will only justify an averaged value of ∆a, later terms being 
neglected. However, even when simplified to this extent, and especially when taken 
rigorously, it can involve a great deal of work. Suppose we know ∆G298, ∆H298, and the 
expressions for CP for each reactant and product. We need to know ∆H0, and I before 
proceeding with the ∆GT evaluation. The scheme of calculation would be somewhat as 
follows: 

(a) determine ∆a, ∆b, and so on from the CP expressions; 
(b) use equation 10.6, the known value for ∆H298, and T=298, and calculate ∆H0; 
(c) use equation 10.7, the value of ∆G298, and ∆H0, with T=298, and find I; 
(d) calculate ∆G at any desired temperature. 

10.1.3 Tabulated forms of free energy 

Surely, the persistent optimist will say, ‘there must be an easier way’. There are three 
developments which we might examine, before moving to some practical applications. 
The first possibility is to tabulate ∆G0 over a range of temperatures, say every 200º, for 
all formation reactions, and then to find the desired ∆G0 values by interpolation. This is a 
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good idea in theory, but in practice is simply not accurate enough for detailed 
calculations of equilibrium constants. However, it is a very useful aid in the preliminary 
assessment of untried processes. We shall say more about this kind of approach later, 
when discussing Ellingham diagrams. The second possibility is to find a function which 
involves ∆G0, but does not change with temperature as violently as does ∆G0 itself. It has 

been found that the free energy function (f.e.f.), −(G0− )/T, which is assignable to 
individual compounds and elements rather than reactions, does just this. It has the 
additional advantage that it may be calculated from spectroscopic data, which are 
inherently reliable and accurate. The reader is referred to Lewis and Randall’s book for 
tabulations of f.e.f. values and further discussion of them [1]. The third possibility is the 
use of modern computer programs. Calculations using thermochemical databases can 
often be carried out in a matter of minutes at the terminal. The already mentioned 

computer program Micro Therm can calculate and other thermochemical functions 
for chemical reactions in a few seconds between 298 K and 6000 K. All examples and 
problems in this book have been checked by this program. In the next chapter we will 
have a closer look at computer-assisted thermochemistry. 

10.2 The synthesis of ethanol 

Most people think that industrial ethanol is produced from the fermentation of 
carbohydrates such as molasses and grains. But almost all industrially produced ethanol 
today is synthesized from the hydration of ethylene. Ethanol made from ethylene is purer 
and cheaper. 

Of the 760×106 l of industrial ethanol (excluding fuels) produced in the United States 
in 1981, less than 2% was made by fermentation. Carbohydrate feedstock sources 
normally used for fermentation are prone to continually changing costs and cause major 
distortions to the price of the end product. While cheap Cuban molasses were available 
the fermentation route was attractive, and fermentation may be attractive again if there 
are petroleum shortages in future. The process is based on the direct hydration of 
ethylene: 

   

at 6.8 MPa pressure, and nearly 600 K, over a phosphoric acid catalyst. We shall discuss 
certain aspects of this reaction to exemplify detailed ∆G calculations, and also the 
application of activity coefficients (Chapter 7) to high-pressure processes. 

10.2.1 Equilibrium calculations 

We shall now follow the recipe given at the end of section 10.1.2. First, we find that the 
CP functions are:  
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(data taken from Table 3.3) Units are in J/mol K) and so 

 

  

That is, in equation 10.6, ∆a=−13.21, and so on. 

Secondly, we need to know from enthalpy of formation data. This is found to 
be −45.41 kJ/mol, and so we can now use equation 10.6, with T=298 K. Thus: 

 

  

Thirdly, we can use equation 10.7 to find I, if we have and . From the free 

energies of formation given in Appendix III, =−7.53 kJ/mol. As a result: 

 

  

Finally, our equation 10.7 now reads: 

   

Taking all the plant parameters into account, the Shell Development Company [2] 
recommends operation at 572 K. In this case, we find: 

 
  

and 

   

We must temper our initial disappointment at the small equilibrium constant by recalling 
that industrial processes often involve recycling of unreacted starting material. This 
depends on effective removal of what product there is, before the unreacted ethylene is 
put through the catalyst bed once again. In this case, washing of product mixture with 
liquid water is all that is required to remove the ethanol, and so commercial operation is 
practicable after all. 

Before making accurate calculations of the equilibrium mixture, it is interesting to 

compare the value for obtained above with the one calculated from the simple 

Concise chemical thermodynamics     156



∆G0=∆H0−T∆S0 equation, and to compare them both with the definitive value obtained 
from experimental equilibrium measurements.  

First, using 

 
  

we find that 

 
  

and 

   

It is interesting to mention that with the computer program Micro Therm we find in a few 

seconds a value =27.707 kJ/mol, and K=(2.95)10−3. This is very close to the 

experimental value. The experimental value [3] of K is (3.14)10−3, giving 
=+27.417 kJ/mol. We shall adopt this value for future discussion. It will be noticed that 
although both calculated values of K are slightly higher than the experimental value, the 
more carefully calculated figure is at least the nearer of the two. All three values are close 
together, and we must conclude that ∆CP is sufficiently small to be unimportant in this 
case. However, only by doing the calculation can we be sure of our derived information. 

10.2.2 Use of activity coefficients 

In section 7.7, we discussed the derivation and use of the equation ∆G0=−RT ln K. In 
general, for each gas in a gas phase re action, f=γp. In the case where pressure is low, the 
fugacity approaches the pressure, and γ=1. However, in the ethanol process, pressures are 
high, and we must express K as: 

 
(10.8) 

The subscripts alc, e and w refer to alcohol, ethylene and water, respectively. The term in 
pressures is usually written Kp, and the partial pressures are derived from the total 
pressure multiplied by mole fraction. The expression in activity coefficients, because of 
its similarity in form to Kp, is often abbreviated Kγ; it is not of course an equilibrium 
constant. In short, we may write K=KpKγ. The activity coefficients are determined from 
the generalized chart shown as Fig. 7.7, from known or estimated pressures. However, to 
start with we know only K and the total pressure, and must estimate starting values of 
each pressure in order to find values for γ in each case. We can then estimate Kp as K/Kγ, 
and calculate equilibrium pressures once more. If the new values for γ are appreciably 
different, then another iteration (calculation) is called for. The approach is similar to that 
of a golfer approaching his hole; he arrives by successive approximation. Let us see how 
this works out in practice. 

The following parameters are quoted for the ethanol process: 
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Mole ratio of feedstock : Ethylene 10, water vapour 6 

Temperature : 572 K 

Total pressure : 67.2 bar 

The mole fraction and partial pressure situation is smmarized as follows: 
  C6H4 +H20 C2H5OH 

Initial moles : 10 6 0 

Intial partial pressure : (67.2)10/16 (67.2)6/16 0 

Moles at equilibrium : 10−x 6−x x 

Pressure at equilibrium : 

   

 

  

and conversion of ethylene will be 100(x/10) per cent (for every 10 moles entering the 
plant, x react). 

We begin by assuming γ=1 for each gas, and Kγ=1. Then Kp= (3.14)10−3, and we can 
solve for x. This turns out to be 0.683, and so ethylene conversion is 100(0.683/10) or 
6.83 per cent. Then palc=2.96 bar pe=40.87 bar and pw=23.35 bar. This now enables us to 
look up γ values using the data on critical points, and reduced temperatures and pressures 
shown in Table 10.1: this gives a value of Kγ=1.067. On the second time around, using 
our improved value of K/1.067=(2.94)10−3 for Kp, we find new pressures and gammas, 
which give Kγ=1.070. A third and final calculation gives x=0.644, and the following 
results:  
Alcohol γ=0.99 p=2.79 bar =2.76 bar 

Ethylene =0.99 =40.95 bar =40.53 bar 

Water =0.935 =23.46 bar =21.93 bar 

  K=1.070, Kp=(2.93)10−3 K=(3.14)10−3. 

Table 10.1 Critical constants of ethanol, ethylene 
and water 

  Tc(K) Pc(bar) Tr Pr 

Ethanol 516.3 63.9 1.108 0.048 

Ethylene 282.9 51.6 2.022 0.792 

Water 647.0 220.6 0.884 0.105 
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Because the gases do not behave ideally, the ethylene conversion is reduced from 6.83% 
to 6.44%, which represents a significant lowering in the expected yield. 

It is a small change, however, when compared with other reactions; moreover, non-
ideality may lead to an improvement in KP, as in the ammonia synthesis. We find that KP 
for the reaction: 

 
  

is 0.0070 at 450ºC and 1 atm, but has risen to 0.013 for a total pressure of 600 atm. In this 
case, therefore, the yield will increase on two counts. Firstly, high pressure helps 
conversion to low-volume products, and secondly, the gas imperfections happen to make 
a further change for the better. 

It is interesting that the ethanol plant runs with about 5% yield, which means that the 
catalyst (phosphoric acid on clay pellets) is not fully effective. The remaining 95% of 
unreacted ethylene is recycled with an additional 5% of fresh feed. On average, therefore, 
an ethylene molecule will make nineteen trips before reacting successfully on the 
twentieth. 

10.3 Ellingham diagrams 

Calculations of using equation 10.3 are excessively time-consuming, but for high-
temperature processes such as occur in metal extraction and nuclear power plants data 
must be available over wide ranges of temperature. It is therefore necessary to take 
rigorous account of the temperature variation of ∆G0, even though the variation often 
turns out to be approximately linear. It was H.J.T.Ellingham [4] who suggested that ∆G0 

data formany reactions of one class, say oxidations of metals, should be plotted against T 
in such a form that it could be seen at a glance if a certain metal would reduce the oxide 
of another. As Ellingham put it, ‘It occurred to the present author that a useful purpose 
would be served by representing graphically the variation with temperature of the 
standard free energy of formation of compounds of a particular class (say the oxides) on 
a single diagram’ It would provide, he said, ‘what might be described as a ground plan 
of metallurgical possibilities.’ 

The following discussion of Ellingham diagrams owes much to the excellent 
monograph of Ives [5], to which further reference is recommended. An example of such a 
chart is shown in Fig. 10.1 for oxide formation. Familiarity will come with practice with 
many different reactions, but for the present consider the line due to Zn/ZnO. Values of 
∆G0 for all the reactions shown on the diagram involve one mole of oxygen, in the 
formation of an oxide:  
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Figure 10.1 A simplified Ellingham 
diagram for oxide formation. It shows 
∆fG0, based on one mole of oxygen, for 
a number of metal oxides, as a function 
of temperature. (Based on information 
made available by the British Iron and 
Steel Research Association. The letter 
M, B or T represents the melting, 
boiling or transition point for the 
element. A circumscribed O denotes 
the oxide.) 

here 

   

The first point of interest is that the curves consist of a number of apparently straight 
lines which change slope abruptly at each phase change. The deviation from actual 
linearity in most cases is within the experimental errors. The full calculations are not 
wasted effort, however, because simple extrapolations to high temperatures using low-

Concise chemical thermodynamics     160



temperature data are not justified. With one extremely important exception, the lines 
generally have a positive gradient, which means that the oxides become less stable at 
elevated temperatures. Some oxides, such as Ag2O have ∆G0=0 at the relatively low 
temperature of 130ºC with the result that K=1, and the dissociation oxygen pressure is 
1bar. 

The second main point concerns the slope of lines. In the case of ZnO formation, the 
line has a positive slope, which steepens at the melting point of zinc (693 K), and again at 
the boiling point (1180 K). Equation 10.1  

relates this slope to ∆S: 

 

  

The zinc reaction below 693 K: 

   

involves the consumption of one mole of gas, and ∆S0 is clearly negative (it is −201 J/K 
at 298 K). At the melting point of zinc, S0(Zn) increases, and d(∆G)/dT becomes more 
positive as a result. Vaporization of zinc causes a much greater increase of (−∆S) and 
hence of slope. Steepening is associated with a greater entropy drop on oxide 
formation. On the other hand, in the case of Pb/PbO, the oxide boils at 1994 K, and ∆S0 
for the process: 

   

then actually becomes positive because of the two moles of gaseous product. The 
gradient is negative for a short while until lead boils, when the line sets off uphill once 
more. 

Thirdly, oxidation-reduction processes may be analysed visually, because all reactions 
are based on one mole of oxygen. At 1000 K the line for Ti/TiO2 lies well below that for 
Zn/ZnO. That is, TiO2 has a larger negative value of ∆G0, and is the more stable of the 
two oxides. The oxide lower on the chart is more stable. A numerical analysis is 
simple. For the two oxides, and the reduction, we write: 

 

  

Thus zinc oxide would clearly be (thermodynamically) unstable in contact with hot 
titanium, although the rate of such corrosion would be extremely slow, due to the 
extraordinarily tough oxide layer on zinc metal. Moreover, we see that the use of zinc as 
a reducing agent for TiO2 is quite out of the question, not only at 1000 K, but at any 
practicable temperature, because the titanium line remains below that of zinc, whatever 
the temperature. 
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The only oxide to become consistently more stable as temperature increases is carbon 
monoxide. On this fact the Iron Age depended; virtually any metal oxide is reducible by 
carbon at a sufficiently high temperature. Visually, this means that the carbon monoxide 
line moves underneath those of other oxides, as the temperature increases. Thus 
manganous oxide (MnO) is stable to hot coke up to 1680 K, at which point the lines for 
MnO and CO meet, and ∆G0 for the reaction:  

   

is zero, since it is equal to ∆fG0(CO)−∆fG0(MnO). Above this temperature ∆G0 becomes 
negative; at 1750 K: 

 

  

and the production of liquid manganese metal proceeds. Notice that each value of ∆G0 
refers to one mole of O2. It then becomes possible, although economically unattractive, to 
reduce other oxides with carbon at yet higher temperatures. Production of silicon 
becomes feasible at 1800 K, production of titanium at 1860, of magnesium at 1910, and 
even of aluminium, zirconium and calcium between 2350 and 2450 K. Although both 
titanium and magnesium have been produced by the ‘carbothermic’ method, the cost of 
such high-temperature operations is very high, and alternative processes are now in use. 
In particular, electrolytic methods become increasingly attractive in this situation. A free 
energy change of 600 kJ/mol O2 may be overcome by a mere 1.6 volts of applied external 
potential, and so wherever cheap electricity is available, such as in Canada or Ghana 
(Volta River Project) large aluminium plants may spring up. The equilibrium potential 
will be simply E0=−∆G0/nF, although higher voltages than this are invariably used. For 
an appreciable current, the cell resistance and electrode polarization must be overcome; 
the resistive heating is often sufficient to keep the electrolyte molten. 

Carbon has two oxides of comparable stability, and as a result shows dual behaviour. 
Formation of monoxide, as we have seen, gives a downward sloping line. The formation 
of carbon dioxide: 

   

has ∆S0=+2.9 joule/K, and gives an almost horizontal line, which cuts that of the 
monoxide at 973 K. Below this temperature formation of CO2 predominates; above it, 
CO. At 973, they are sharing the honours. The (Boudouard) disproportionate reaction: 

 
  

has ∆G0=∆fG0(2CO)−∆fG0(CO2)=0, and K=1. An additional line, representing the 
oxidation of CO: 
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is important during low-temperature reductions, because CO is the gas phase 
intermediate. The monoxide runs a shuttle service for oxygen between the solid oxide and 
the solid-coke reducing agent, but is not itself an overall reaction product.  

We are now able to discuss four applications, two briefly, and two in some detail. 

10.3.1 Corrosion prevention 

Steam turbines can become more efficient with hotter primary steam. This in turn 
requires high-temperature furnaces, and in nuclear power stations, fuel elements that can 
withstand higher temperatures. Liquid sodium has been used in nuclear reactors as a 
primary, closed-loop, cooling medium, but the possibility of it corroding the stainless 
steel used to contain the uranium oxide fuel elements has caused concern. 

Figure 10.2 shows clearly that at about 1000ºC sodium oxide can oxidize stainless 
steel (the dashed line represents liquid sodium above its normal boiling point). A diagram 
of this kind shows not only that sodium can cause material transport of oxygen from a 
point of external contamination, but also that metallic zirconium is able to ‘hot-trap’ the 
oxygen from the sodium stream. 

10.3.2 Electrolysis of alumina 

Paul Louis Toussaint Héroult obtained a patent in April 1886, just seven weeks before the 
American Charles Hall obtained his, for processes to make  
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Figure 10.2 Ellingham free energy 
diagram showing possibility of 
corrosion of stainless steel fuel cans by 
sodium oxide near 1250 K. Liquid 
sodium coolant may be kept free of 
oxygen by zirconium metal, which has 
greater affinity for oxygen. (The letter 
M, B or T represents the melting, 
boiling or transition point for the 
element. A circumscibed O denotes the 
oxide.) 

aluminium from bauxite. They were independently developed, but almost identical. A 
molten bath of bauxite, Al2O3, in cryolite, Na3[AlF6], is electrolysed with carbon 
electrodes at about 1240 K. Molten aluminium is released at the cathode, and the oxide 
ions released at the anode oxidize it to a non-equilibrium mixture composed mainly of 
carbon dioxide; the overall reaction is: 
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If this cell were to operate reversibly, the e.m.f. would depend on the free energy change 

for the process, which is ∆G0(CO2)− . At 1240 K, this is equal to 
−396−(−854)=+458kJ. Four electrons are involved in the discharge of two oxide ions, so 
E0=458/4(96.485)=1.19 V. This e.m.f. must be exceeded in order to produce aluminium 
at a measurable rate. In fact, the cells are operated at about 5 volts. Notice that carbon 
cannot itself reduce Al2O3 at the operating temperature, but it does help. On the other 
hand, the use of a non-reacting anode would require greater electrical energy; the process 
as a whole would be unnecessarily expensive. 

10.3.3 Thermal reduction of magnesia 

Magnesium is the sixth most abundant metal in the earth’s crust, but is exceedingly 
reactive. It finds wide use as a light alloying material, and is extensively used in the 
aircraft industry. Although traditionally produced by electrolytic methods, it requires 
between 8 and 9kWh of electricity per pound of metal. Thermal methods are now widely 
used. 

During the 1939–45 war, the simple carbon reduction process was operated. The 
process is interesting, although obsolete: 

   

From the oxide chart (Fig. 10.1) it is seen that a temperature of over 2000 K is required to 
obtain negative values of ∆G0. The cost of operating at such temperatures was high, and 
in addition separation of the gaseous products was awkward. On cooling the mixture, the 
back reaction occurred, and so shock cooling with hydrogen was resorted to. This gave a 
finely powdered product, which inflamed on contact with air. Demand for magnesium 
was so high at that time, however, that even this inelegant process was pressed into 
service. 

Examination of the oxide chart shows that silicon, although not a good reducing agent 
at high temperatures, is better than carbon below about 1750 K.Having said this, it still 
does not show great promise in the case of magnesium. However, by making two vital 
modifications, L.M.Pidgeon [6] was able to show that silicon reduction was an economic 
possibility; it is now widely used wherever electrical energy for electrolysis is expensive. 
The first improvement involves the silica product of the main reaction: 

 (10.9) 

Dolomite, MgCO3·CaCO3, occurs widely; on calcining, it yields the mixed oxide. On 
using this in place of MgO, the activity of the silica product is much reduced by 
formation of calcium silicate, CaSiO3. This helps formation of magnesium, which is 
gaseous at the temperature of commercial operation, 1450 K. The silicate formation 
reaction: 

   

contributes approximately −89 kJ to ∆G0 for the overall process, which is: 
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 (10.10) 

Using the oxide chart, ∆G0 for equation 10.9 is found to be 230 kJ, and so for equation 
10.10: 

 
  

The second modification concerns the pressure. Although is +141kJ, 
magnesium is the only gas, and can be pumped off if the total pressure is low enough. We 
can calculate ∆G for the actual process by using the general reaction isotherm: 

 
  

The reaction mixture, which is calcined dolomite, ferrosilicon (75% Si) and 2% calcium 
fluoride as catalyst, is sealed into steel retorts which are evacuated to a pressure of about 
(2)10−5atm. On heating to 1180ºC, the Mg pressure rises to about (5)10−4 atm, and 

because (all other activities being unity): 

 

  

Because the magnesium is distilled, the product is extremely pure. A typical analysis is 
shown in Table 10.2. This process depended for its development  

Table 10.2 Typical analysis of magnesium obtained 
by the Pidgeon proces 

Impurity Si Al Fe Cu Mn Ni 

Content (p.p.m.) 40 40 20 10 10 5 

on a clear understanding of free energies and equilibria, and adequately demonstrates the 
power of such methods. 

10.3.4 Titanium and the Kroll process 

Ellingham diagrams are available for many types of reaction, such as the formation of 
carbides, nitrides, oxides, sulphides, chlorides and fluorides [7], and the dissociation of 
sulphates and carbonates [8]. Figure 10.3 shows a simplified Ellingham diagram for 
chlorides, based on one mole of chlorine, Cl2. It is impressive not only that chlorination 
reactions may be studied, but that information from two or more diagrams may be 
combined together. 

Titanium is superbly corrosion-resistant, and has the best strength-to-weight ratio 
between 200 and 400ºC of any commercially available metal. It is expensive to produce 
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in a pure state because methods discussed so far cannot be used. Thus carbon reduction of 
the oxide leaves some titanium carbide as impurity, and electrolytic processes meet with 
the difficulty that TiCl4 is non-conducting. In fact, titanium is formed [9] from rutile, 
TiO2, by a two-stage process of chlorination to form TiCl4 followed by reduction  

 

Figure 10.3 Ellingham diagram for the 
formation of a selection of chlorides, 
based on one mole of chlorine. 
(Glassner, A., ‘The thermochemical 
properties of the oxides, fluorides and 
chlorides to 2500 K’, Report ANL 
5750, United States Atomic Energy 
Commission. The letter M, B or T 
represents the melting, boiling or 
transition point for the element. A 
circumscribed S denotes the chloride.) 

of this intermediate by a reactive metal. The reactions are: 

 (10.11) 

and 
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 (10.12) 

Reaction 10.11 involves the oxides of titanium and carbon, and the chloride of titanium; 
thus we shall make use of both the chloride and the oxide diagrams (Figs. 10.3 and 10.1). 
The reaction takes place between 1000 and 1250 K. At 1100, ∆G0 for equation 10.11 is: 

 

  

Notice that each value of ∆G0 refers to one mole of O2 or Cl2 as appropriate. Notice also 
that were it not for the reducing effect of the carbon, the reaction would not be possible. 
(There are several metal oxides, for example those of copper, iron and zinc, which may 
be chlorinated by chlorine alone.) The TiCl4 is a volatile, essentially covalent liquid with 
a boiling point of 136ºC, which must be of high purity if a high quality titanium product 
is to be obtained. 

The magnesium reduction process, represented by equation 10.12, was developed by 
W.J.Kroll. Figure 10.3 shows that TiCl4 is reducible by aluminium, magnesium, sodium 
or calcium. The choice is governed not only by the cost of the metal, but also by the ease 
with which the titanium metal may be separated from the other products. Magnesium was 
chosen initially. To molten magnesium in a steel pot, kept under an inert gas, titanium 
tetrachloride is slowly added. The reaction is strongly exothermic (∆H=−430 kJ) and the 
temperature is kept below 1150 K. From the diagrams, ∆G0=314 kJ. Notice that MgCl2 is 
molten at this temperature; it is run off from time to time. The titanium ‘sponge’ is 
porous and contains MgCl2 and unreacted magnesium which must be removed by 
leaching with dilute acid. 

Alternatively, a similar procedure is followed by ICI who use liquid sodium metal. A 
disadvantage is that there is a very narrow range of temperature between the melting 
point of sodium chloride and the boiling point of sodium. On the other hand liquid 
sodium is more easily piped, and the leaching may be done by water. The free energy 
change is substantially more negative than that using magnesium, although this confers 
no advantage on the process. 
Summary This chapter has presented a set of variations on the theme of free energy 
changes. We have seen how accurate values of ∆G0 may be derived at any temperature, 
how this data may be summarized either as free energy functions or in terms of 
Ellingham diagrams, and how the data may be applied in a few instances. In virtually all 
cases, we have seen that activity can simplify the calculations of equilibrium constants 
and that allowances can always be made for non-ideal behaviour, assuming that activity 
coefficient data are available. Complete thermodynamic data have been published for 
relatively few compounds, however, and there are for example many common organic 
compounds for which only an enthalpy of formation has been determined. As more 
complete information is circulated, the number of applications of chemical 
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thermodynamics will continue to increase. With the aid of thermochemical data bases, 
calculations can often be carried out in a matter of minutes at the terminal. 
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Problems 

10.1 Assuming that ∆H and ∆S are temperature-invariant, make an approximate 
calculation of K for the reaction: CO+2H2→OH3OH at 350ºC, using tabulated data. 

10.2 An accurate expression for ∆G0 for the methanol synthesis (see previous question) 
is: 

   

(a) Find K at 350ºC. 
(b) First, assuming that K=Kp (Kγ=1) calculate the partial pressure of methanol in an 

equilibrium mixture held at 250 bar. The reactants are in the stoichiometric 
proportion of 1:2, CO:H2. What proprtion of CO is converted? 

(c) Using generalized fugacity charts, Kγ is found to be 0.41 under the actual operating 
conditions. Calculate Kp in thise case, and thence the equilibrium pressures of CO, 
H2 and CH3OH. What is the CO conversion? 

10.3 In some nuclear reactors, UO2 fuel elements in stainless steel cans are subjected to 
high rates of ‘burning’; that is, substantial quantities of fission products are formed. As 
a result, appreciable amounts of O2 are liberated (from UO2) which will then react 
either with the fission products (zirconium, molybdenum, cerium, etc.) or with the 
stainless steel of the can. Decide, with the help of Fig. 10.2 whether zirconium and 
molybdenum are oxidized in preference to the steel (T=750ºC). (In fact sufficient 
reactive elements are formed to take up the oxygen.) 

10.4 Using Fig. 10.2, decide at what temperature, if any, UO2 fuel oxidizes the stainless 
steel can. (See previous example). 

10.5 Magnesium has been produced by the following reaction: 
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Process conditions commonly used were T=1200ºC, and P=0.02 bar. First 
calculate ∆G0 for the process, from the oxide Ellingham diagram, then use the 
reaction isotherm to calculate ∆G under operating conditions. 

10.6 Calcium is produced by the electrolysis of molten calcium chloride. What is the 
minimum (equilibrium) voltage needed for electrolysis at the melting point of the 
chloride? (Use Fig. 10.3.) 

10.7 Manganese is produced by carbon reduction of pyrolusite, MnO2, which occurs in 
two stages; MnO2→MnO→Mn. Determine the lowest practicable temperature for the 
second stage of the process. Is the product easily separable from the reaction mixture? 

10.8 Pure silicon may be prepared by the reaction: 

 
  

Find from the chloride diagram the temperature at which separation of products is 
convenient. What is K approximately at your chosen temperature. 

10.9 Magnesium is often produced by electrolysis of a molten mixed chloride electrolyte 
containing MgCl2, at 750ºC. Molten magnesium is released around the cast steel 
cathodes. Use an Ellingham diagram to determine the equilibrium potential necessary 
for decomposition. 

In fact, 7.54 kWh are used to produce one pound (454 g) of metal. What is the 
actual potential used, and why is such an excess voltage necessary? 
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11  
Computational thermochemistry 

Computer-assisted thermochemistry is a tool that can be applied in many fields today. In 
particular, with the aid of reliable thermochemical source data and appropriate 
application software, optimum operating tempera tures, reacting amounts and/or gas 
pressures necessary to obtain a product of the required purity can be calculated. Costly 
and time-consuming experimental work can thereby be reduced considerably [1]. 

The calculation of thermochemical equilibrium states is the basis for the solution of 
many problems in process engineering or materials science. The calculations are carried 
out by minimization of the Gibbs energy of the system under consideration, taking proper 
account of the global parameters, system composition, temperature and total pressure. 
One of the most up-to-date computer programs for this purpose is ChemSage [2]. In 
conjunction with critically evaluated thermochemical data (e.g. THERDAS 
(Thermochemical Databank System) [3]) this program permits a reliable description and, 
in consequence, optimization of process variables or material properties. Several 
examples will be given below. It is worth noting that although these examples stem from 
very different technical fields, the general approach to problem solving is the same in all 
cases because of the same underlying physicochemical principles. 

11.1 Calculation of an adiabatic flame temperature 

The flame temperature of Example 3.3 will be calculated with the program ChemSage. In 
the first calculation the assumption is that the following reaction takes place: 

   

Table 11.1 shows the results of this calculation. The result of 4404 K is very close to that 
of Example 3.3 (4426 K). The small difference is due to other CP functions used in 
ChemSage. A full interpretation of the output of Table 11.1 is given when the second 
calculation of the flame temperature is done. 

It is also possible with the ChemSage program to calculate the adiabatic flame 
temperature without neglecting possible ‘by-products’. In this case the  



Table 11.1 Calculation of the adiabatic flame 
temperature of the reaction: C2H2+3 N2O→2 
CO+H2O+3 N2 

T= 4404.44 K 
P=1.00000 E+00 bar 
V=2.1972 E+03 dm3 

        

Reactants: Amount (mol) Temperature (K) Pressure (bar) 

C2H2/Gas/ 1.0000E+00 298.15 1.0000E+00 

N2O/Gas/ 3.0000E+00 298.15 1.0000E+00 

  Equil. amount (mol) Mole fraction Fugacity (bar) 

Phase: Gas           

N2 3.0000E+00 5.0000E−01 5.0000E−01 

CO 2.0000E+00 3.3333E−01 3.3333E−01 

H2O l.0000E+00 1.6667E−01 1.6667E−01 

Total: 6.0000E+00 1.0000E+00 1.0000E+00 

Delta H 
(J) 

Delta S 
(J/K) 

Delta G 
(J) 

Delta U 
(J) 

Delta A 
(J) 

Delta V 
(dm3) 

0.0000E+00 8.9910E+02 −7.5699E+06 −2.0981E+05 −7.7797E+06 2.0981E+03 

reaction will be: 

   

Table 11.2 shows the results of this calculation. The table consists of a header A; the 
reactant section B; equilibrium phase sections, C and E; and a case-dependent output 
section, F. 

A The header contains values for temperature, pressure and volume of the system. In 
this particular case, the temperature is a calculated result based on the constraint of 
adiabatic conditions. 

B The reactants are given by name and phase (where appropriate), and their overall 
amounts (column 2). If, as here, there is an extensive property calculation the initial 
temperature (column 3) and pressure (column 4) are also defined. 

C and E These sections contain information on the equilibrium phases of the system. 
Column 1 gives the names and column 2 the equilibrium amounts of the species; column 
3 shows the phase internal concentrations for the solution phases; column 4 contains the 
fugacities in the case of gases (C), and the equilibrium activity in the case of condensed 
phases (E). In this case, only pure water and carbon are possible. 

F In this output table, the values in the case-dependent output section relate to the 
extensive property changes of the reaction between the input substances in section B and 
the equilibrium substances in sections C and E. Note that the input value of zero in 
column 1 for the enthalpy change indicates that the adiabatic condition was used as a 
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constraint, i.e. extensive property target, in order to find the temperature value shown in 
A.  

Table 11.2 Calculation of the adiabatic flame 
temperature of the reaction: 
C2H2+3N2O→ 

A T=3255.09 K         

  P=1.00000E+00 bar         

  V=1.7760E+03dm3         

  Reactants: Amount (mol) Temperature (K) Pressure (bar) 

B C2H2/Gas/ 1.0000E+00 298.15 1.0000E+00 

  N2O/Gas/ 3.0000E+00 298.15 1.0000E+00 

  1 2 3 4 

    Equil. amount (mol) Mole fraction Fugacity (bar) 

  Phase: Gas           

  N2 2.9685E+00 4.5238E−01 4.5238E−01 

  CO 1.7959E+00 2.7368E−01 2.7368E−01 

  H 4.9370E−01 7.5236E−02 7.5236E−02 

  H2 3.5402E−01 5.3951E−02 5.3951E−02 

  H2O 3.1073E−01 4.7353E−02 4.7353E−02 

  CO2 2.0408E−01 3.1100E−02 3.1100E−02 

C HO 1.7672E−01 2.6931E− 02 2.6931E− 02 

  O 1.4493E−01 2.2087E−02 2.2087E—02 

  NO 6.2634E−02 9.5449E−03 9.5449E−03 

  O2 5.0406E−02 7.6814E−03 7.6814E−03 

  N 2.7802E−04 4.2368E−05 4.2368E−05 

  HO2 3.6570E−05 5.5729E−06 5.5729E−06 

  HN 1.0355E−05 1.5780E−06 1.5780E−06 

  Total: 6.5620E+00 1.0000E+00 1.0000E+00 

    mol   Activity 

E H2O T 0.0000E+00   8.6555E−05 

  C 0.0000E+00   1.8189E−06 

  Delta H 
(J) 

Delta S 
(J/K) 

Delta G 
(J) 

Delta U 
(J) 

Delta A 
(J) 

Delta V 
(dm3) 
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F 0.0000E+ 009.2782E+02 −5.6196E+06 −1.6768E+05 −5.7873E+06 1.6768E+03 Data on 1 
species identified with ‘T’ have been extrapolated 

Species with an equilibrium amount smaller than 10−5 have been omit-ted. The magnitude 
of activity values below unity is a measure of thermochemical instability. A value close 
to unity indicates that even small changes in temperature, pressure, etc. can cause a phase 
to become stable. It is remarkable how close the calculated flame temperature of 3255 K 
is to the practical value of 3230 K. The main reason why the result of Example 3.3 differs 
so much from the practical value is neglect of the ‘by-products’ rather than neglect of 
radiation losses. 

11.2 Precipitation of carbide and nitride phases from dilute solution 
in alloy steel [4] 

The presence of carbide and nitride precipitates in alloy steels can have a beneficial effect 
on the mechanical properties of the steels concerned. How-ever, the amounts, 
morphology and distribution of the precipitated phases must be carefully controlled in 
order to achieve the properties required. Because the presence of hard precipitates in a 
steel during hot-rolling operations can result in damage both to the rollers and to the steel, 
it is important that information be available on the ranges of temperature and composition 
in which precipitated phases are stable. For this reason, and also to achieve desired 
precipitation characteristics using the minimum amounts of expensive precipitating 
elements such as niobium, titanium, vanadium, etc., it is helpful to carry out prior 
calculations of the stability of precipitates in steels of different compositions.  

Table 11.3 presents the results of an equilibrium calculation relating to the 
precipitation of a number of phases, including the niobium carbonitride phases, from 
dilute solution in an austenitic steel at 1223 K. The calculation shows that at this 
temperature, the Nb (N, C) phase itself is stable, together with AlN, BN and MnS as other 
precipitated phases. By carrying out a series of such calculations for a number of 
temperatures for the given steel, the changes in the amounts of the precipitated phases 
can be determined, as well as the composition of the carbonitride phase. This is illustrated 
for the present steel in Fig. 11.1. 

11.3 CVD production of ultra-pure silicon [4] 

A simple, but representative, example of the application of THERDAS to the 
investigation of chemical vapour deposition (CVD) processes is the production of ultra-
pure silicon by the thermal decomposition of SiHCl3 gas. In this process, it is of 
technological and ecological importance to establish the optimum temperatures for the 
maximum yield of pure silicon from the decomposition reaction. 

Figure 11.2 illustrates the calculated silicon yield (mols) from 1 mol of SiHCl3 gas as 
a function of temperature at 1 atm pressure. The plot shows that an optimum yield can be 
expected at temperatures around 1100 K. This is in close agreement with experimental 
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observations. The corresponding composition of the gas phase as a function of 
temperature is illustrated in Fig. 11.3. 

11.4 Processing of wastes from the aluminium electrolytic furnace [4] 

After a sufficient length of time in operation, the electrolytic cell used to produce 
aluminium must be renewed and the waste materials it contains treated to produce solid 
phases that can either be safely dumped or recycled. A fluidized bed reactor is suitable 
for the combustion of the waste products of the cell, using humidified air.  

Table 11.3 Calculation equilibrium in the Fe-B-C-
Mn-N-Al-O-Nb system at 1223 K, including the 
niobium carbonitride phase 

T=1223.00 K 

P=1.00000E+00 bar 

V=0.0000E+00 dm3 

Reactants: Weight (gram)     

Mn/Solid-Fe/ 1.2000E+00     

S/Solid-Fe/ 2.0000E−02     

B/Solid-Fe/ 5.0000E−03     

Al/Solid-Fe/ 4.0000E−02     

Nb/Solid-Fe/ 3.5000E−02     

O/Solid-Fe/ 1.0000E−03     

C/Solid-Fe/ 2.5000E−01     

N/Solid-Fe/ 2.0000E−02     

Fe/Solid-Fe/ 9.8429E+01     

  Equil. amount (mol) Pressure (bar) Fugacity (bar) 

Phase: Gas       

N2 0.0000E+00 6.0288E−04 6.0288E−04 

CO 0.0000E+00 3.6891E−06 3.6891E−06 

Mn 0.0000E+00 1.3277E−07 1.3277E−07 

Cs 0.0000E+00 1.7697E−10 1.7697E−10 

Fe 0.0000E+00 1.0575E−10 1.0575E−10 

Total: 0.0000E−00 6.0670E−04   

Phase: Nb-Carbnit Gram Weight fraction Activity 
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NbC 3.5953E−02 9.1284E−01 9.1432E−01 

NbN 3.4330E−03 8.7164E−02 8.5676E−02 

Total: 3.9386E−02 l.0000E+00 l.0000E+00 

Phase: Solid-Fe Gram Weight fraction Activity 

Fe 9.8429E+01 9.8571E−01 9.7657E−01 

Al 1.4774E−02 1.4795E−04 3.0339E−04 

B 6.4861E−05 6.4954E−07 3.3243E−06 

C 2.4588E−01 2.4624E−03 1.1343E−02 

Mn 1.1657E+00 1.1674E−02 1.1757E−02 

N 6.4446E−04 6.4539E−06 2.5494E−05 

Nb 1.8014E−04 1.8040E−06 1.0744E−06 

O 3.6926E−11 3.6979E−13 1.2788E−12 

S 4.8712E−06 4.8782E−08 8.4178E−08 

Total: 9.9856E+01 l.0000E+00 l.0000E+00 

  Gram   Activity 

MnS 5.4254E−02   l.0000E+00 

AlN 3.6613E−02   l.0000E+00 

BN 1.1329E−02   1.0000E+00 

Al2O3 2.1243E−03   1.0000E+00 

C 0.0000E+00   1.9258E−01 

FeB 0.0000E+00   1.9259E−02 

Fe2B 0.0000E+00   1.6090E−02 

Mn 0.0000E+00   1.4936E−02 

Nb2C 0.0000E+00   3.9978E−04 

MnB 0.0000E+00   2.8785E−04 

NbFe2 0.0000E+00   2.2720E−04 

NbB2 0.0000E+00   9.1932E−05 

B 0.0000E+00   2.9421E−05 

Nb 0.0000E+00   6.7450E−06 

FeO·Al2O3 0.0000E+00   2.9835E−06 

Nb2N 0.0000E+00   2.3191E−06 

Al 0.0000E+00   4.9043E−07 
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Mn4N 0.0000E+00   2.5902E−07 

MnB2 0.0000E+00   3.4273E−08 

S 0.0000E+00   2.9168E−08 

 

Figure 11.1 Calculated precipitation 
behaviour in a steel containing 1.2% 
Mn, 0.02% S, 0.005% B, 0.04% Al, 
0.035% Nb, 0.001% O, 0.05−0,25% C 
and 0.005−0.02% N. 
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Figure 11.2 Si yield (mols) produced 
by the dissociation of 1 mol SiHCl3 
gas, as a function of temperature. 

The significant amounts of fluorine in the waste materials in question, which would cause 
serious environmental problems if the waste were dumped in untreated form, can be 
recovered as a result of the formation of HF gas during the combustion process. The 
recovery can be optimized  
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Figure 11.3 Gaseous species resulting 
from the dissociation of 1 mol SiHCl3 
gas, as a function of temperature. 

by establishing the influence on HF yield of parameters such as temperature, humidity of 
the combustion air, and enrichment with oxygen.  

Using typical waste material analyses, calculation has been made of the variation of 
HF partial pressure with H2O/O2 ratio for various N2/O2 concentrations and selected 
combustion temperatures. The results are illustrated in Fig. 11.4a,b. The calculated 
enthalpy change associated with the combustion reaction in each case is also shown in 
Fig. 11.5 for a temperature of 1400 K. With the aid of such information, the most 
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economical and ‘safe’ conditions for carrying out the waste combustion process can be 
selected. 
Summary The thermochemical data bank system THERDAS enables critically evaluated 
data and interactive calculation programs, in particular ChemSage, to be combined in 
rapid theoretical thermochemical investigations of materials problems of all types. The 
results can be obtained directly at the user’s own terminal in the graphical or tabular form 
he or she  

 

Figure 11.4 (a) Partial pressure of HF 
gas produced by combustion of waste 
materials from the aluminium 
electrolytic furnace as a function of 
H2O/O2 ratio, for different N2/O2 
concentrations at 1400 K. (b) Partial 
pressure of HF gas produced by 
combustion of waste materials from 
the aluminium electrolytic furnace as a 
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function of H2O/O2 ratio, for selected 
combustion temperatures. 

 

Figure 11.5 Enthalpy of the 
combustion reaction as a function of 
H2O/O2 ratio, for different N2/O2 
concentrations at 1400 K. 

requires. The calculations also provide basic information for minimization of energy and 
material wastage. 

The present contributions show how carefully chosen thermochemical data, in 
conjunction with the computer program ChemSage, can assist in the understanding of 
processes in steel metallurgy. Furthermore, we have shown that the same software can 
also be employed in combustion calculations or for the understanding of phase relations 
in hard-metal alloys. In all cases rapid and reliable answers for multicomponent, 
multiphase equilibria are obtained. 
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Appendix I  
The twenty most useful equations 

If thermochemical data are the flesh and blood of chemical thermodynamics, then it is 
true to say that the bone structure is made up of a small number of defining and operating 
equations. While to make such a selection is necessarily arbitrary, it is felt that to present 
it is the best way of demonstrating the underlying structure of the subject. 

 (2.1) 

 (2.5) 

 (2.7) 

(2.9) 

 (3.4) 

 (5.1) 

   

 (5.3) 

 
(5.5) 
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 (6.1) 
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(7.15) 
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(9.11) 
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Appendix II  
Fundamental constants and conversion 

factors 
Volume of 1 mole ideal gas at s.t.p. V=24.790 l/mol 

Universal gas constant R=8.3145 J/mol K 

  =0.08205 l atm/mol K 

  =1.9872 cal/mol K 

Faraday constant F=96485.3ºC/mol 

  =23061cal/volt mol 

Ice point 0ºC=273.15 K 

Avogadro constant NA=(6.02214) 1023 
particles/mol 

1 joule=1 volt coulomb=0.009869 l atm 
1 cal=4.184 joule (exactly) (defined)=0.04129 l atm 
1 mole=N particles 
1 atmosphere=101325 Pa (definition)=1.01325 bar 
1 bar=105 Pa 
2.3026 RT/F=0.05916 volt at 298.15 K 



Appendix III  
A selection of basic thermodynamic dataa 

Substance Stateb 
(kJ/mol) (kJ/mol) (J/mol K) 

Aluminium         

Al g 330.0 289.4 164.6 

Al s 0 0 28.3 

Al2O3 s −1676 −1582 50.9 

Barium         

Ba g 185.0 152.9 170.2 

Ba s 0 0 62.5 

Ba2 + aq −537.6 −560.8 9.62 

BaCl2 s −855.2 −806.9 123.7 

BaSO4 s −1459 −1348 132.1 

Boron         

B g 565.0 521.0 153.4 

B s 0 0 5.90 

B amorphous 4.40 4.21 6.53 

B2O3 s −1274 −1194 54.0 

HBO2 s −804.6 −736.8 49.0 

BF3 g −1136 −1119 254.4 

B2H6 g 36.60 87.69 232.5 

Bromine         

Br g 111.9 82.38 175.0 

Br− aq −121.5 −103.9 82.4 

Br2 l 0 0 152.2 

Br2 g 30.91 3.11 245.5 

HBr g −36.29 −53.36 198.7 

HBr aq −121.5 −103.9 82.4 

Calcium         



Ca g 177.8 144.0 154.9 

Ca s 0 0 41.6 

Ca2 + aq −542.8 −553.5 −53.1 

Substance Stateb 
(kJ/mol) (kJ/mol) (J/mol K) 

CaCO3 s −1207 −1128 91.7 

CaCl2 s −795.4 −748.8 108.4 

CaO s −634.9 −603.3 38.1 

Ca(OH)2 s −985.9 −898.2 83.4 

Carbon   

C g 716.7 671.2 158.1 

C graphite 0 0 5.69 

CO2 g −393.5 −394.4 213.8 

CO g −110.5 −137.2 197.7 

CS2 l 89.41 65.11 151.3 

CS2 g 116.7 66.59 237.9 

Chlorine 

Cl g 121.3 105.3 165.2 

Cl− aq −167.2 −131.3 56.5 

Cl2 g 0 0 223.1 

HCl g −92.31 −95.30 186.9 

HCl aq −167.2 −131.3 56.5 

Copper 

Cu g 337.6 297.9 166.4 

Cu s 0 0 33.15 

Cu2+ aq 64.77 65.40 −99.6 

CuO s −155.6 −127.9 42.6 

Cu2O s −173.1 −150.3 92.6 

CuSO4 s −770.0 −660.8 109.3 

CuSO4·H2O s −1083 −914.8 145.1 

Fluorine 

F g 79.38 62.28 158.7 

F2 g 0 0 202.8 
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HF g −273.3 −275.4 173.8 

HF aq −332.6 −278.8 −13.8 

Hydrogen 

H g 218.0 203.3 114.7 

H+ aq 0 0 0 

H2 g 0 0 130.7 

H2O g −241.8 −228.6 188.8 

H2O l −285.8 −237.1 70.0 

H2O2 l −187.9 −120.4 109.6 

Substance Stateb 
(kJ/mol) (kJ/mol) (J/mol K) 

Iodine 

I g 106.8 70.18 180.8 

I− aq −55.19 −51.59 111.3 

I2 s 0 0 116.1 

I2 g 62.42 19.32 260.7 

HI g 26.50 1.70 206.6 

HI aq −55.19 −51.59 111.3 

Iron 

Fe s 0 0 27.3 

Fe2 + aq −89.1 −78.87 −137.7 

FeO s −272.0 −251.4 60.8 

Fe2O3 gamma −804.0 −723.4 91.8 

Fe2O3 hematite −823.4 −741.5 87.5 

Lithium 

Li S 0 0 29.1 

LiH s −90.65 −68.63 20.6 

LiOH s −484.9 −438.9 42.8 

Magnesium 

Mg s 0 0 32.7 

MgCl2 s −644.3 −594.8 89.6 

MgBr2 s −526.0 −505.8 117.0 

MgO s −601.6 −569.3 27.0 
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Nickel 

Ni s 0 0 29.9 

NiO s −240.6 −212.4 38.1 

Nitrogen 

N g 472.7 455.5 153.3 

N2 g 0 0 191.6 

NH3 g −45.94 −16.41 192.8 

NO g 91.28 87.59 210.7 

N2O g 81.6 103.7 220.0 

NO2 g 34.19 52.32 240.2 

N2O4 g 11.11 99.80 304.4 

NOCl g 52.7 67.11 261.6 

HCN g 132.0 121.6 201.8 

Oxygen 

O g 249.2 231.7 161.1 

O2 g 0 0 205.10 

O3 g 141.8 162.3 239.0 

Substance Stateb 
(kJ/mol) (kJ/mol) (J/mol K) 

Phosphorus 

P s. white 0 0 41.1 

PCl3 g −289.5 −270.4 311.7 

PCl5 g −376.0 −307.0 367.2 

Potassium 

K s 0 0 64.7 

K+ aq −252.4 −283.2 102.5 

Silicon 

Si s 0 0 18.8 

SiH4 g 34.31 56.82 204.7 

SiO2 quartz −910.9 −856.5 41.5 

Silver 

Ag s 0 0 42.6 

AgCl s −127.1 −109.8 96.2 
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AgClO2 s 0 66.94 134.6 

AgClO3 s −30.29 65.11 141.8 

Sodium 

Na s 0 0 51.3 

Na+ aq −240.1 −261.9 59.0 

NaCl s −411.1 −384.1 72.1 

Na2O s −418.0 −379.2 75.0 

NaI s −289.6 −286.4 98.6 

Sulphur 

S g 277.2 236.7 167.8 

S rhombic, s 0 0 32.1 

S2 g 128.6 79.70 228.2 

SOCl2 l −245.6 −203.4 215.7 

SOCl2 g −212.0 −197.0 307.4 

H2S g −20.60 −33.44 205.8 

SO2 g −296.8 −300.1 248.2 

SO4
2− aq −909.3 −744.6 20.1 

Titanium 

Ti s 0 0 30.7 

TiCl4 l −801.7 −733.8 249.4 

TiO2 anatase, s −933.0 −877.6 49.9 

Tungsten 

W g 851.2 809.1 174.0 

W s 0 0 32.7 

WBr5 g −199.2 −213.5 461.4 

Substance Stateb 
(kJ/mol) (kJ/mol) (J/mol 

K) 

Zinc 

Zn s 0 0 41.6 

Zn2+ aq −153.9 −147.0 −112.1 

ZnO s −350.5 −320.5 43.7 

ZnS s −205.2 −200.4 57.7 
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Organic compounds 

CH4 g −74.60 −50.55 186.4 

C2H2 g 227.4 209.8 200.9 

C2H4 g 52.40 68.33 219.3 

C2H6 g −84.00 −32.05 229.2 

C3H8 g −103.8 −23.42 270.0 

n-C4H10 g −126.1 −17.05 310.2 

iso-C4H10 g −134.5 −20.80 294.7 

C6H6 g 82.93 129.7 269.3 

CCl4 l −128.0 −57.81 216.4 

CHCl3 l −134.5 −73.72 201.7 

CH3Cl g −81.87 −58.36 234.4 

CH2BrCH2Br g −41.00 −12.00 327.6 

C2H4Br2 l −80.75 −20.67 223.3 

CHCIF2 g −475.0 −443.9 280.9 

HCHO g −108.7 −102.7 218.8 

CH3OH g −201.0 −162.3 239.9 

CH3OH l −238.7 −166.3 126.7 

C2H5OH l −277.6 −174.7 160.7 

C2H5OH g −234.8 −167.8 281.6 

CH3COOH l −484.1 −389.3 159.8 
a Data are taken from SGTE databases. The Scientific Group Thermodata Europe (SGTE) is a 
consortium of seven European centres engaged in the critical assessment and compilation of 
thermodynamic data for inorganic and metallurgical substances of all types. 
b g=hypothetical ideal gas at unit fugacity: aq=hypothetical ideal solution of unit molality: l,s=pure 
liquid or crystal at one atmosphere pressure. 
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Answers to problems 

Chapter 1 

1.1 0 K=−273.17ºC 
1.2 73.1.J 
1.3 (a) Two stages compared with three 

(b) 1615 g fuel oil 

Chapter 2 

2.1 (a) −56.9 kJ/mol  
(b) +15.5kJ/mol 

2.2 7.33 kJ/mol 
2.3 −36.4 kJ/mol 
2.4 ∆isomH=0, −5.4, −3.1, −8.1 and −14.4 kJ/mol, respectively 
2.5 17.94kJ/g 
2.6 −145.8 kJ/mol 
2.7 –149.5 kJ/mol 
2.8 21.48kJ/mol 
2.9 Heats of combustion (kJ/g)=50.33 (C3H8) and 49.50 (C4H10) 
2.10 –718.2 kJ/mol 

Chapter 3 

3.1 w=0, qv=∆U=−4289 kJ/mol, ∆H=−4293 kJ/mol 
3.2 ∆cH0=−694.7 kJ/mol, ∆fH0–1502 kJ/mol 
3.3 −92.93 kJ/mol 

3.4 ∆CP=33.1 J/mol K, =425.4 kJ/mol 
3.5 ∆CP=67.58−(0.6658)10−2×T−(8.155)10−5×T2+(3.631)10−8 ×T3 

=405.0 k J/mol. 
3.6 (a) 17.90 kJ/mol 

(b) (2.95) 103kg/s 
3.7 58.98 kJ/mol 
3.8 7266 K  
3.9 Cubic equation is: 

−∆H0=757000 
     =112.5×T+(21.0)10−3×T2 −(20.15)10−7×T3−35371 
T=4744 K 

3.10 −122.2 kJ/mol 



3.11 −49.3 kJ/mol 

Chapter 4 

4.1 ∆S0=220.2 J/mol K 
4.2 224.7 J/mol K 
4.3 ∆H0=49.98 kJ/mol, ∆S0=336.3 J/mol K 

Chapter 5 

5.1 ∆S0=−233.1, +82.9, +175.9, −4.4 and −148.2 J/mol K respectively 
5.2 (2.68) 104 J/K. 
5.3 35.1 J/K. 
5.4 T=301.4K, ∆S=65.8J/K, ∆Swater=+87.0 J/K, ‘ball ‘water, 

∆Stot+21.2 J/K 
5.5 21.1 J/mol K 
5.6 37.2 J/mol K 
5.7 22.1 (WF6), 30.2 (OsF6), 26.0 (IrF6) J/mol K 

5.8 =160.2 J/mol K, =158.1 J/mol K 

Chapter 6 

6.1 ∆S=26.8 J/K, ∆G=−8.76 kJ 
6.2 SnCl4 376 (387), cyclohexane 342 (354), acetone 330 (329), ethane 181 (184.9) K 

(actual values in parentheses) 

6.3 =−603.4 kJ/mol, T=1494 K 
6.4 ∆G0=−201.2 kJ/mol. Reaction would occur even at reduced activity of Na2O in glass 

6.5 =+5.35, =−3.99 kJ/mol. PdO loses oxygen above 1158 K 
6.6 −112.04 kJ/mol 
6.7 (a) 211.0 J/mol K. (b) Back reaction occurs at lower temperatures, (c) No net bonds 

are made or broken; ∆fH0(Si(g)) is 446kJ/mol, so ∆H is reasonable 
6.8 Assuming ∆H constant, ∆S=162.8 J/mol K. Positive ∆S indicates high-temperature 

occurrence 

Chapter 7 

7.1 (a) 242.7 kJ/mol SiH4. (b) −24.21 kJ/mol SiH4 

7.2 (a) =−31.53, =−55.04 kJ 
(b) −23.51 kJ/mol SiO2 

7.3 (a) ∆G0=−113.4 kJ, K= (2.61)106 
(b) ∆G0=−577.0 kJ, K:=(4.7)1023 
(c) ∆G0=−14.13 kJ, K=2.61 

7.4 K=6.630, ∆G0=−16.81 kJ/mol CO2 
7.5 K=0.1419, fraction dissociated=0.185 
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7.6 ∆G0=−383.5 kJ/mol from reaction isotherm 
7.7 ∆vapG=+9.39 kJ/mol H2O. Specified process has ∆G= 12.31 kJ/mol, giving P=(6.187) 

10−3bar=4.64 mmHg 
7.8 (1.22)10−11 bar 
7.9 26.8 kJ/mol 

=−25.1 kJ/mol is promisingly negative, but rates are very slow 
7.10 ∆G=−1.685 kJ, K=1.37 

Chapter 8 

8.1 ∆vapH=40.8 k/J/mol, ∆vap S=121.3 J/mol K 
8.2 In p(bar)=−5141/T +13.79, 361.4 K 
8.3 ∆H=67.50 kJ/mol, ∆subH=128.0 kJ/mol, TM 395 K 
8.4 112.7 kJ/mol 
8.5 For CO2+C→2CO, ∆G=−35.01, ∆H=171.8 kJ/mol at 1173 K 

For 2 CO2→2CO+O2, ∆G=−361.2, ∆H=566.8 kJ/mol at 1173 K, and ∆S=175.3 
J/mol K 

8.6 =−0.71, =−9.76 kJ/mol, ∆H0=84.01 kJ/mol 
8.7 (3.1)10−12 bar 

8.8 =−248.1 kJ/mol, DH0(B−N)=643 kJ/mol 

8.9 for neutralization=−56.6 kJ/mol 
Using ∆fH0 values for H++OH−→H2O(1), ∆fH0(OH−)) 
=−229.2 kJ/mol 

8.10 115.44ºC 
8.11 0.221 bar 

Chapter 9 

9.1 (5.3)10−26 
9.2 (a) Fe+2OH→FeO+H2O+2e 

Ni2O3+H2O+2e→2NiO+2OH 
(b) ∆G(cell)=−245.1 kJ/mol Fe 
∆fG0(Ni2O3)=−431.1 kJ/mol 

9.3 0.711 V  
9.4 (c) E0=+0.0528 V 
9.5 E=+0.0207 V 
9.6 96347 V coulomb/mol 
9.7 −0.0203 V 

9.8 (ReO3)=80.8 J/mol K 
9.9 −65.6 J/mol K, cell value 
9.10 (a) Ru+2O2−→RuO2+4e 

O2+4e→2O2− 
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(b) 1352,−130.8,−126.5 and −131.6 kJ/mol 
(c) ∆fG0(RuO2)=−306.8+0.174T 
(d) ∆fH0(RuO2)=306.8 kJ/mol, ∆fS0(RuO2)=−174 J/mol K 

9.11 ∆G=−20.05, ∆H=−25.46 kJ/mol Ag, ∆S=−18.1 J/mol K. 
Solid components not pure crystals, activities non-zero 

9.12 (a) 30.9 J/mol K. (b) 8.11 kJ/mol 
9.13 ∆G=−98.28 kJ/mol Hg, ∆S=−3.9 J/mol K 

Chapter 10 

10.1 =46.1kJ/mol CO, K=(1.37)10−4 
10.2 (a) (4.86)10−5 

(b) p(CH3OH)=52.6 bar, % conversion CO=44.4 
(c) p(CH3OH)=82.4, p(CO)=55.9, p(H2)−111.7 bar, % conversion CO=59.6 

10.3 Steel oxidizes after Zr, before Mo 
10.4 >1400 K 
10.5 ∆G0=54.1, ∆G=−41.7 kJ/mol O2 
10.6 3.31V 
10.7 1680 K is lowest temperature; Mn is liquid, MnO is solid. Separation convenient 

1680–1900 K 
10.8 Process performed at 1000ºC (1273 K), at which ∆G0=−64.0 kJ/mol, K=423. 
10.9 E0=2.50 V. 7.5 V actually used 
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