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Preface

Recently there have been numerous books written on SiC, which is a testament to
the importance of this technology and its potential impact on society. A majority of
these books attempt to comprehensively cover a specific aspect of the technology
and do this by a set of in-depth chapters on a particular research topic, concept, or
result. While this is an excellent means to convey important aspects of the technol-
ogy, the intent of Advances in Silicon Carbide Processing and Applications is to be
less expansive and focus in on two of the most promising applications of SiC tech-
nology: gas and chemical sensing and electric vehicle motor drive and control. Hav-
ing made this decision, we realized that the underlying device and processing issues
that enable these application areas to be served by SiC technology should also be
addressed. Hence a major portion of the book involves aspects of SiC technology in
this key area, again with the intent (and hope) that the reader will be able to gain a
broad and deep insight into the pacing issues of the technology as of this date. While
there is no way to predict the wisdom of this strategy a priori, we have nonetheless
tried to put ourselves into the shoes of potential readers of this book and carefully
selected chapter topics that would best support this strategy.

We hope that all who read this book will benefit from the somewhat different
approach we have taken. We begin with an overview of SiC as of 2003, with an
attempt to provide some predictions as to the market for the technology. We then
immediately jump into the application chapters, first on gas sensors, which is clearly
an area where SiC can gain a significant market share compared with traditional Si
technology, followed by advances in electric motor drive where, again, SiC clearly
has an advantage over Si due to its robust material properties. We then step back
and discuss the all-important area of SiC ion implantation technology—this is key
since the properties of the SiC lattice precludes the use of thermal diffusion to
achieve planar selective doping over the surface of single-crystal wafers. After dis-
cussing this topic, we then finish up with a discussion of recent advances in both SiC
MOS and bipolar technology, both of which directly impact the sensor and motor
drive applications. Attention was made to provide a large number references in the
recognition that no single book can be fully exhaustive of such a broad subject such
as SiC.
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C H A P T E R 1

Silicon Carbide Overview
Olle Kordina and Stephen E. Saddow

1.1 General Properties

Silicon carbide (SiC) is a semiconductor material with highly suitable properties for
high-power, high-frequency, and high-temperature applications. This almost
worn-out opening statement may be found in many papers dealing with SiC. Yet, it
cannot be left out because it really brings forward the essence of the material’s
potential. Silicon carbide is a wide bandgap semiconductor material with high
breakdown electric field strength, high saturated drift velocity of electrons, and a
high thermal conductivity. In combination with these properties, a native substrate
of reasonable size exists, and one may readily grow the material and dope it both n-
and p-types. In addition, SiC, like silicon (Si), has SiO2 as its stable, native oxide.
This fact is often overlooked but is key to any semiconductor technology, both from
a processing perspective as well as opening up metal-oxide-semiconductor (MOS)
device opportunities for SiC. Therefore, these properties make SiC ideally suited for
a vast number of applications. In this chapter, we will discuss more details of these
exciting properties and provide a realistic assessment of the material’s challenges
that are actively being studied to date. Indeed, one has to recognize that the unique
properties of SiC—its robust structure, wide bandgap, high-temperature stability
and so forth—also make it a challenge to manufacture and process into working
devices. Although these challenges are not insurmountable, one needs to be aware
of their implications before deciding to choose SiC as the technology for a particular
application.

Therefore, the purpose of this book is to provide the reader with a realistic
assessment of SiC as a technology one might select for a given application of inter-
est. In this chapter, we will review material issues related to bulk and thin-film
growth of SiC and then discuss some interesting applications of SiC. This will be fol-
lowed by a discussion of one of the key process technologies that is absolutely essen-
tial to SiC—selective doping via ion implantation. We will then provide an update
of several key device technologies ranging from power electronic switch develop-
ment to MOS transistors and finally high-power radio frequency (RF) and bipolar
devices.

The industrial application of SiC began with the blue light emitting diode
(LED), which was very weak due to the indirect bandgap of SiC but was the only
commercial blue electroluminescent light source at the time (the late 1980s). The
SiC blue LED was soon surpassed in intensity by the gallium nitride (GaN)-based
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LED due to the direct bandgap of the III-nitrides. However, due to the lack of a
native substrate for GaN, sapphire or SiC substrates were and are still used. The big-
gest use of semiconductor-grade SiC is still for LEDs, but now it serves the role as the
substrate for the active GaN layer rather than both the substrate and the active layer.
Today there are high-frequency metal-semiconductor-field effect transistors (MES-
FETs) offered commercially, as well as an emerging market for Schottky diodes
made from SiC. We are still at the beginning of the SiC revolution, however, and the
material’s full potential has yet to be realized.

1.1.1 Mechanical and Chemical Properties

Silicon carbide is a very hard substance with a Young’s modulus of 424 GPa [1]. It is
chemically inert and reacts poorly (if at all) with any known material at room tem-
perature. The only known efficient etch at moderate temperatures is molten KOH at
400–600°C. It is practically impossible to diffuse anything into SiC. Dopants need to
be implanted or grown into the material. Furthermore, it lacks a liquid phase and
instead sublimes at temperatures above 1,800°C. The vapor constituents during
sublimation are mainly Si, Si2C, and SiC2 in specific ratios, depending on the
temperature.

1.1.2 Bandgap

The bandgap varies depending on the polytype between 2.39 eV for 3C-SiC to 3.33
eV for 2H-SiC [2]. The most commonly used polytype is 4H-SiC, which has a band-
gap of 3.265 eV [2]. The wide bandgap makes it possible to use SiC for very high-
temperature operation. Thermal ionization of electrons from the valence band to the
conduction band, which is the primary limitation of Si-based devices during high-
temperature operation, is not a problem for SiC-based devices because of this wide
bandgap.

1.1.3 Critical Field

For power-device applications, perhaps the most notable and most frequently
quoted property is the breakdown electric field strength, Emax. This property deter-
mines how high the largest field in the material may be before material breakdown
occurs. This type of breakdown is obviously referred to as catastrophic breakdown.
Curiously, the absolute value of Emax for SiC is frequently quoted as the relative
strength of the Emax against that of Si. Most discussions on this subject note that Emax

of SiC is 10 times that of Si. As with Si, there exists a dependence of Emax with doping
concentration. Thus, for a doping of approximately 1016 cm−3, Emax is 2.49 MV/cm,
according to a study by Kostantinov et al. [3]. For Si, the value of Emax is about 0.401
MV/cm for the same doping [4]. As can be seen, the value for SiC is only about a fac-
tor of six higher than that of Si and not the often-claimed 10 times higher critical
field strength. Why the discrepancy? It is more correct to compare the critical
strengths between devices made for the same blocking voltage. Thus, an Si device
constructed for a blocking voltage of 1 kV would have a critical field strength of
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about 0.2 MV/cm, which should be compared with the 2.49 MV/cm of SiC. This is
where the order of magnitude larger breakdown field spec comes from.

1.1.4 Saturated Drift Velocity

For high-frequency devices, the breakdown electric field strength is not as important
as the saturated drift velocity. In SiC, this is 2 × 107 cm/sec [5, 6], which is twice that
of Si. A high-saturated drift velocity is advantageous in order to obtain as high-
channel currents as possible for microwave devices, and clearly SiC is an ideal mate-
rial for high-gain solid-state devices.

1.1.5 Thermal Conductivity

The second most important parameter for power and high-frequency device appli-
cations is the material’s thermal conductivity. An increase in temperature generally
leads to a change in the physical properties of the device, which normally affects the
device in a negative way. Most important is the carrier mobility, which decreases
with increasing temperature. Heat generated through various resistive losses during
operation must thus be conducted away from the device and into the package.

It is often quoted that the thermal conductivity of SiC is higher than that of cop-
per at room temperature. There are even claims that it is better than any metal at
room temperature [7]. The thermal conductivity of copper is 4.0 W/(cm-K) [8].
That of silver is 4.18 W/(cm-K) [8]. Values of the thermal conductivity as high as
5 W/(cm-K) have been measured by Slack [9] on highly perfect Lely platelets.

More detailed studies have been made where the thermal conductivity in the dif-
ferent crystal directions have been determined for SiC (see Table 1.1 [5]). As can be
seen, there is a dependence on the purity of the crystal as well as on the crystal direc-
tion. At the time of this study, the material was not of the high quality we see today,
and more sophisticated techniques have been developed to measure thermal con-
ductivity. Thus, as higher-quality material has been grown, values close to the theo-
retical values have been measured using the laser flash technique [10].

High-purity semi-insulating (SI) SiC material has the highest reported thermal
conductivity with a value of 4.9 W/(cm-K). Lower values are measured for the
doped crystals but they are all above 4 W/(cm-K) at room temperature [10].

1.1 General Properties 3

Table 1.1 The Thermal Conductivity of SiC

Sample
Type Direction

Carrier
Concentration
(cm−3)

Thermal Conductivity
(W/cm K)
298K 373K

4H SI // c SI 3.3 2.6
4H n // c 2.0 E18 3.3 2.5
4H n ⊥ c 5 E15 4.8 2.9
6H n // c 1.5 E18 3.0 2.3
6H n // c 3.5 E17 3.2 2.3
6H n ⊥ c 3.5 E17 3.8 2.8
6H p ⊥ c 1.4 E16 4.0 3.2
Slack ⊥ c ~ 1 E17 ~ 5 ~ 3
Source: [5].



1.1.6 Figures of Merit

There have been several attempts to summarize the importance of various material
properties to enable comparisons between materials for high-frequency and high-
power applications. Johnson suggested a figure of merit, the so-called Johnson Fig-
ure of Merit (JFOM), which considers the potential power handling and high-
frequency capability of a device. The JFOM takes into account the critical field and
saturated drift velocity, as shown in the following equation [11].

JFOM
E vB sat=

2 2

24π
(1.1)

where EB and vsat are the breakdown field and saturated drift velocity, respectively.
Unsatisfied with the JFOM ability to take the material’s thermal properties into
account, which, as mentioned, are specifically apparent during high-frequency
operation, Keyes proposed another figure of merit, the Keyes Figure of Merit
(KFOM) [12]:

KFOM
cv sat=κ
πε4

(1.2)

where κ, c, and ε are the thermal conductivity, the speed of light in vacuum, and the
dielectric constant, respectively.

Unfortunately, neither of these equations is particularly accurate for power
devices and consequently Baliga proposed a figure of merit for low-frequency appli-
cations, called the Baliga Figure of Merit (BFOM) [13]:

BFOM EB=εµ 3 (1.3)

where µ is the carrier low-field mobility. In Table 1.2, the figures of merit for the two
most common SiC polytypes are compared with Si and GaAs. All values are normal-
ized to Si.

1.2 History

1.2.1 Berzelius and Acheson

Jöns Jacob Berzelius is mostly known for his discovery of Si; however, he was the
first person who more than likely synthesized SiC. In 1824 he published a paper
where he speculated that there was a chemical bond between Si and carbide (C) in
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Table 1.2 Figures of Merit for Si, GaAs,
and the Two Most Common SiC Polytypes
(Values Are Normalized to Si)

Material JFOM KFOM BFOM
Si 1 1 1
GaAs 9 0.41 22
6H-SiC 900 5.0 920
4H-SiC 1,640 5.9 1,840



one of the samples he had produced [14]. Berzelius was born just outside of
Linköping in Sweden, which is interesting to point out because the center of SiC
research in Sweden is at the University of Linköping.

Years later, two inventors, Eugene and Alfred Cowles, invented the electric
smelting furnace in 1885 [15]. This furnace was adopted by Acheson to produce
suitable minerals that could substitute diamond as an abrasive and cutting material
[16]. Acheson mixed coke and silica in the furnace and found a crystalline product
characterized by a great hardness, refractability, and infusibility, which was shown
to be a compound of carbon and silicon. Acheson called his product “carborun-
dum” and gave it the proper formula SiC. It is interesting to note that Acheson made
the first SiC for abrasive applications near the city of Pittsburgh in Pennsylvania
before he moved the operation to Niagara Falls due to the better availability of elec-
tric power. Today, Pittsburgh is another center for SiC research, with the University
of Pittsburgh and Carnegie Mellon University spearheading the research in the
United States.

The Acheson process sometimes also includes sawdust and salt in lesser
amounts together with the coke and silica. The sawdust creates channels that help
impurities escape and the salt creates free chorine, which reacts with metal impuri-
ties that become volatile. Thus, the means to purify synthetic SiC have been
employed since the beginning.

In the reacted mass of SiC, there are also voids or pockets that are characterized
by the fact that they are lined with hexagonal-looking crystals, as illustrated in
Figure 1.1. These pockets have a uniform thermal environment but with a slight gra-
dient toward the center of the void. The environment favors growth of crystals that
is close to homogeneous. The crystals are only attached in one point to the sides of
the void and grow toward the center. These crystal flakes are called platelets. We
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SiC mass with voids containing larger crystals
“Amorphous” SiC
Graphite

Walls

Carbon core with electrodes

Unreacted mixture of SiO and C with additions2

Figure 1.1 The Acheson process. The figure also shows the voids in which Acheson found the SiC
crystals. (From: [17]. © 1963 Philips. Reprinted with permission.)



will discuss later the Lely process that produced the famous Lely Platelets, which
represented the first wave of SiC technology development for electronic
applications.

1.2.2 The Discovery of Polytypism

When Acheson found the hexagonal crystals in the voids, he sent some to B.W. Fra-
zier, a professor at Lehigh University. Professor Frazier found that although the
crystals were all silicon carbide, they differed in their crystalline structure. He had
discovered the polytypism of SiC [18]. Polytypism will be explained in Section 1.3.2.

1.2.3 The First LED and the Lely Process

The electronic properties of SiC were investigated shortly afterward and in 1907 the
first LED was produced from SiC [19]. However, the extraction of crystals was a
cumbersome process that required patience, and the purity of the crystals was not
controllable. As a consequence, in 1955 another crystal growth invention of signifi-
cant proportions was made by J. A. Lely [20].

Lely created a mini-environment for the growth of crystals similar to the growth
in the voids in the Acheson process (Figure 1.2). With Lely’s method, the crystal
purity and properties could, to some extent, be controlled. This created renewed
interest in SiC and, at this time, SiC was even more popular than silicon and germa-
nium. This would soon change, as we all know, mainly due to the difficulty at that
time in processing high-purity SiC substrates. Until this substrate issue was solved,
SiC was relegated to the arena of material scientists and physicists, who fortunately
kept the science of SiC alive until technology could give it a push to commercial use.
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Carbon crucible

Carbon from dissociated SiC

D
C

B

B

A

A—Original SiC lumps with growth of new plate-like crystals
B—Dense layers of SiC
C—Intergrown and twinned mass of SiC platelets with cubic overgrowth
D—Hexagonal and cubic whiskers on radiation shields and further furnace parts

Figure 1.2 The Lely process simulates the voids in the Acheson process, yielding the hexagonal
crystals called Lely Platelets. (From: [17]. © 1963 Philips. Reprinted with permission.)



1.2.4 The Lost Decades

In 1958, the first SiC conference was held in Boston, Massachusetts. However, after
this, the interest in SiC rapidly declined and the 1960s and 1970s are characterized
by a low interest in SiC. Research was still ongoing, mainly in the former Soviet
Union. In the United States, the work done by Westinghouse and the University of
Pittsburgh is primarily notable. Indeed, the photoluminescence studies made by
Choyke, Patrick, and Hamilton are still very relevant and often cited [21].

1.2.5 The Second Wave

In the late 1970s, a very important invention—the seeded sublimation growth [22,
23]—was made in Russia by Tairov and Tsvetkov. Unlike the Lely process and the
growth in the Acheson voids, where the growth is conducted under close-to-uniform
thermal conditions, Tairov and Tsvetkov introduced a seed crystal and forced mate-
rial transport from the source to the seed by a thermal gradient (Figure 1.3). The
growth rates increased markedly and seeds of larger diameters and lengths could be
made. The produced boules could be sliced and polished. The SiC wafer was born.

Another major invention that came only two years later was the ability to grow
epitaxial SiC on Si substrates [24]. Research on SiC gained new speed, but it was a
spark that never really caught on. However, there was generally a greater awareness
of SiC and its potential, which was important for the years to come.

1.2.6 The Third Wave

In 1987, another milestone occurred when high-quality epitaxy could be made at
low temperatures on off-axis substrates using “step-controlled epitaxy” [24]. Cree,
Inc., was founded in 1989 as a result of this breakthrough. It manufactured the first
commercial blue SiC LEDs and began to sell SiC wafers as well. At the same time,
the company generated demonstrators for power devices and high-frequency
devices. This was the beginning of the third and last wave of SiC. Along with
improved epitaxy, continuous improvement of the diameter and quality of the
wafers, and device milestones, this third wave has not died out but continues to
grow in strength.

The commercial potential of SiC has to date mainly been in the materials arena.
SiC is used as substrate for LEDs made from GaN, which is the largest market of
semiconductor-grade SiC. Recently Infineon launched its Schottky diode product
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T > 2,000ºC1

T < T2 1

Figure 1.3 The seeded sublimation growth or modified Lely growth invented by Tairov and Tsvetkov.



line made from SiC and Cree has also come out with a Schottky diode as well as
high-frequency MESFETs. The future for SiC looks very bright indeed now that
commercial products have hit the marketplace!

1.3 Crystalline Structure

1.3.1 Basic Structure

The basic building block of a silicon carbide crystal is the tetrahedron of four carbon
atoms with a silicon atom in the center (Figure 1.4). There also exists a second type
rotated 180° with respect to the first. The distance between the carbon and silicon
atom is 1.89Å and the distance between the carbon atoms is 3.08Å [6]. SiC crystals
are constructed with these units joining at the corners.

1.3.2 Polytypism

Silicon carbide exhibits a two-dimensional polymorphism called polytypism. All
polytypes have a hexagonal frame of SiC bilayers. The hexagonal frame should be
viewed as sheets of spheres of the same radius and the radii touching, as illustrated in
Figure 1.5. The sheets are the same for all lattice planes. However, the relative posi-
tion of the plane directly above or below are shifted somewhat to fit in the “valleys”
of the adjacent sheet in a close-packed arrangement. Hence, there are two inequiva-
lent positions for the adjacent sheets.

By referencing the possible positions as A, B, and C, we can begin constructing
polytypes by arranging the sheets in a specific repetitive order. Thus, the only cubic
polytype in SiC is 3C-SiC, which has the stacking sequence ABCABC… The simplest
hexagonal structure we can build is 2H, which has a stacking sequence ABAB… The
two important polytypes, 6H-SiC and 4H-SiC, have stacking sequences
ABCACBABCACB… and ABCBABCB…, respectively.

The number in the notation of the resulting crystal structure determines the
number of layers before the sequence repeats itself, and the letter determines the result-
ing structure of the crystal: C for cubic, H for hexagonal, and R for rhomohedral.
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SiSi

C C

1.89Å

3.08Å

Figure 1.4 The characteristic tetrahedron building block of all SiC crystals. Four carbon atoms are
covalently bonded with a silicon atom in the center. Two types exist. One is rotated 180° around the
c-axis with respect to the other, as shown.



All polytypes are SiC of equal proportions of silicon and carbon atoms, but due
to the fact that the stacking sequence between the planes differs, the electronic and
optical properties differ. The bandgap is, for instance, 2.39 eV for 3C-SiC, 3.023 eV
for 6H-SiC, and 3.265 eV for 4H-SiC [2].

The unit cell for the different polytypes will naturally vary, as will the number of
atoms per unit cell. This will affect the number of electronic bands and the phonon
branches for a given polytype.

1.3.3 Impurities in Different Polytypes

A very striking and beautiful feature of polytypism is the behavior of impurity
atoms. In Figure 1.6, it may be seen that the sites are not equivalent in the hex-
agonal polytypes 6H-SiC and 4H-SiC. The difference is in the second-nearest
neighbors.

A nitrogen atom substituting a carbon atom in the lattice can either occupy a
“k” site or an “h” site in 4H-SiC. The k site is a lattice site that displays cubic sym-
metry, whereas the h site has hexagonal symmetry. The immediate vicinity of a
nitrogen atom on either site is the same, but the second-nearest neighbors to the sites
are different, which creates a slightly different core binding energy. Thus, 4H-SiC
has two binding energies for the nitrogen donor, which has consequences when
designing devices. 6H-SiC has three energy levels for nitrogen and 3C-SiC has only
one. More complex polytypes such as rhombohedral (15R-SiC) has no less than five
binding energies, although only four have been identified.

The photoluminescence (PL) spectrum in Figure 1.7 shows a number of lines
related to nitrogen-bound excitons and free excitons. SiC has an indirect bandgap,
thus the exciton-related luminescence is often assisted by a phonon. Bound exciton
luminescence without phonon assistance can, however, occur because conserva-
tion in momentum can be accomplished with the help of the core or the nucleus
of the nitrogen atom. That is why the zero phonon lines of the nitrogen atom are
seen, denoted P0 and Q0, in the spectrum but not the zero phonon line of the free
exciton.
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The binding energies for the hexagonal and cubic nitrogen impurities are 59
meV and 102 meV, respectively [2]. According to the effective mass approximation
[25], the binding energy of an electron bound to a nitrogen atom in 4H-SiC would
be:
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2 2
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10 Silicon Carbide Overview

[1120]

[1100]

[0001]

k1

k2h

h

k k

k

C

C

CC

B

B

B B B

A

A A A

AA

Figure 1.6 The three most common polytypes in SiC viewed in the [1120] plane. From left to right,
4H-SiC, 6H-SiC, and 3C-SiC; k and h denote crystal symmetry points that are cubic and hexagonal,
respectively.

0

0.25

0.5

0.75

1

3,780 3,830 3,880 3,930 3,980

Wavelength (Å)

N
or

m
al

iz
ed

PL
In

te
ns

ity

P0
I33.5

I41

Q0

P33.2

I46 P46

I + P76 68

P51

P76

I51

Q76

I96

I95

P96

I107

P107

I68

P104

P + I95 104

Figure 1.7 Near-band-edge photoluminescence spectrum of 4H-SiC showing the bound exciton-
related luminescence denoted Ph and Qh (where h is the energy in meV of the phonon involved in the
transition) and free exciton-related luminescence denoted Ih. (Data provided by Docent Anne Henry
at Linköping University.)



where m* and εr are the effective mass and dielectric constant, respectively. Z is the
charge that is equal to 1 in this example and n is an integer equal to 1 for the ground
state. The discrepancy between the actual binding energy, 59 meV, and what the
effective mass approximation predicts is taken up by the core and is referred to as the
central cell correction. In this example, the central cell correction is about 53 meV.

Defects with large central cell correction have very localized wave functions.
The larger the correction, the more localized the wave function and the higher the
probability of interaction between the core (or central cell) and the electron and/or
the exciton bound to the defect. Hence the reason why the P0 line is so much smaller
than the Q0 line in the spectrum, as well as the reason why the phonon replicas to the
Q-line, is simply a matter of probability, since the central cell correction is so much
larger for a nitrogen defect on a cubic site than a hexagonal site.

A useful feature of photoluminescence that is not limited to but very apparent in
SiC is the ratio between the free exciton and bound exciton luminescence, which can
give an accurate determination of the level of doping once properly calibrated [26].
In a perfectly pure crystal, the electron-hole pairs created through the absorption of
above bandgap photons would bind together to form free excitons. These would
move freely in the crystal until they recombine and possibly generate some light in
the recombination process. If we do the same in a crystal with a small amount of
nitrogen in it, some of the free excitons will likely hit on a nitrogen defect, which
will attract the free exciton. The free exciton will lose some of its energy and bind to
the defect center into a four-particle complex called the bound exciton. The four
particles are the electron-hole pair of the free exciton, the electron of the nitrogen
defect, and the core of the nitrogen atom. The bound exciton will, of course, also
recombine and emit some light. Thus, by comparing the ratio between the free exci-
ton and bound exciton luminescence, the doping level can be determined.

The paper by Henry et al. [26] continues to describe how PL may be used at
higher doping levels where the free exciton is no longer seen by comparing the Q0

line and the P76 line. In the very high doping range, the authors correlated success-
fully the position of a broad nitrogen-related luminescence band with the doping
concentration.

1.4 Crystal Growth

1.4.1 Seeded Sublimation Growth

1.4.1.1 General Principle

As previously mentioned in Section 1.2, Tairov and Tsvetkov [22] invented seeded
sublimation growth in 1978. The technique is almost exclusively used today to
manufacture SiC wafers.

The principle is simple. A graphite crucible is partially filled with SiC powder
and a seed is attached on the lid of the crucible. The whole system is closed and
heated up to temperatures above which SiC starts to sublime appreciably. A thermal
gradient is applied such that the seed is slightly colder than the powder source.
Material will thus transport from the source to the seed where it will condense. The
principal constituents during sublimation are Si, Si2C, and SiC2 and the ratio
between them is determined by the temperature.
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The control of the process is complicated and much effort has been spent to opti-
mize the process. The pressure is kept low to enhance the material transport, as is
nicely illustrated by Maltsev et al. in Figure 1.8 [27]. Typically, the pressure is kept
below 50 mbar. In a study by Barrett et al., the dependence of the growth rate on the
system pressure was analyzed [28]. They could determine that convective effects
were present at pressures above 20 Torr (approximately 26.7 mbar). Below 20 Torr
the vapor transport is diffusive, according to their study.

The temperature and temperature gradient are naturally very important factors
for the growth. The growth rate is exponentially increasing with increasing tempera-
ture. Typical trends are comprehensively illustrated by Vodakov et al. [29], Barrett
et al. [28], and Maltsev et al. [27].

1.4.1.2 Substrate Diameter

Two major challenges for SiC bulk crystals are the manufacture of large-diameter,
high-quality wafers and the manufacture of SI wafers. The diameter is rapidly
increasing and 4-inch wafers have already been demonstrated. The increase in wafer
diameter is significantly faster than that experienced for Si and GaAs, partly as a
result of the knowledge base established for these technologies [30]. There is no
doubt that SiC, with the same diameter as silicon wafers, will be available in the
not-too-distant future.

1.4.1.3 Semi-Insulating Substrates

The second challenge in making SI SiC started initially by attempting to make the
crystals as pure as possible to increase the resistivity, as was done by Barrett et al.
[28]. It was later discovered that the introduction of specific deep-level dopants into
the SiC lattice created deep traps that captures free carriers [31]. The dopant of
choice for these compensated crystals was vanadium, which was found to compen-
sate shallow acceptors. Therefore, during growth, the material needs to be doped
p-type by the addition of boron or aluminum as well as introducing vanadium in
larger amounts than the p-type dopant. Unfortunately, this created some problems
with yield and defects due to the large amounts of impurities present in the crystal.
Nevertheless, very high resistivities exceeding 1015 Ω-cm were obtained at room tem-
perature. The activation energy of the vanadium trap was determined to be 1.18 eV.
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It is hard to understand the tremendous interest in the vanadium doped crystals
since, in 1993, the Westinghouse Science and Technology Center was already pro-
ducing 6H-SiC wafers with resistivities as high as 105 Ω-cm without the introduc-
tion of impurities by simply growing the crystals as purely as it could achieve [28]. It
is particularly surprising in view of the fact that it was the same group that first
introduced the vanadium doping. It is unfortunate that they did not realize that the
most promising and much superior approach was to continue to improve the purity
of the crystals as much as possible.

Other than poor crystalline quality and yield problems, there was one more
problem with the vanadium doped SI SiC wafers; they did not work for high-
frequency applications due to excessive trapping of electrons. A very elegant dem-
onstration of this trapping can be seen in the publication by Sghaier et al., where the
degradation in performance of the high-frequency device was clearly seen and it
concluded that the cause for the trapping was the vanadium doped substrate [32].

Then, in 1999, the high-frequency community, in desperate need of better
semi-insulating substrates, regained their confidence due to some interesting results
where very pure, vanadium-free crystals had been grown that displayed SI behavior
[33]. The authors found a deep level with an activation energy of 1.1 eV, though
they had no clear identification of the identity of the defect. However, they specu-
lated that it was intrinsic in nature. The resistivity was outstanding, demonstrating a
resistivity in excess of 107 Ω-cm at 300°C, which is high enough for most power RF
applications.

Another even more interesting development was occurring at the same time.
This was the development of a new growth technique, called the High Temperature
Chemical Vapor Deposition (HTCVD) technique [34], that produced crystals that
were intrinsically semi-insulating. In a paper by Ellison et al. [34], the authors
reported on a defect with an activation energy of 1.15 eV yielding an extrapolated
room temperature resistivity in excess of 109 Ω-cm.

Further work showed that several intrinsic defects can contribute to the semi-
insulating properties of the crystal, such as Si-vacancies, C-vacancies, and
C-antisites. Typically, the resistivity of semi-insulating crystals containing predomi-
nately Si-vacancies is lower and the activation energy of the responsible defect is less
than 1.1 eV, whereas crystals with predominately C-vacancies content have higher
resistivities and the activation energy is around 1.4 eV [35]. Lately, photo-electron
paramagnetic resonance (EPR) measurements revealed that the carbon vacancy acts
as a deep donor with an activation energy of 1.47 eV [36]. This provides to date the
strongest evidence that C-vacancies play a role in SiC similar to the well-known EL2
deep level in GaAs for producing high-purity semi-insulating wafers.

Now, 2-inch SI wafers without vanadium doping are sold commercially from
several sources. Vanadium doped crystals will rapidly disappear and soon only be
used as displays in museums or as book rests.

1.4.1.4 Prospect

A lot of research is being conducted on the seeded sublimation growth technique.
The material properties are improving steadily and there should be no reason for
worries. Yet, one worry is the need for off-axis substrates for high-quality epitaxial
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growth. The current standard of 8° off-axis from the [0001] plane on the 4H-SiC
wafers was introduced in 1995 by Cree, since it had seen an improvement in the epi-
taxy when the off-axis angle was increased from 3.5° (which is still the standard mis-
cut for 6H-SiC). At that time, only 30-mm wafers were available commercially, and
it was not a big problem to slice the wafers somewhat more off-axis. It was only a
matter of 4-mm lost material in total from the grown boule. On a 100-mm wafer,
the amount of lost material is no less than 14 mm. Considering that most boules in
the world are grown on-axis parallel to the c-axis and that the length is limited to
approximately 25–30 mm, it is going to cause significant heartache to slice the boule
8° off-axis and lose half of the material.

The trend must be to reduce the off-axis angle. Fortunately, if we peek at what
has happened previously in the Si and GaAs worlds, the standard was to use off-axis
substrates initially, but as the material quality improved, the need for off-axis sub-
strates was reduced and on-axis substrates are now used for epitaxy. This is likely
going to be the trend in SiC too. The need for better epitaxial procedures and
higher-quality substrates than what is available today is important.

Boule lengths are also likely to increase. More powder may be introduced into
the growth chamber, however, thermal considerations become an issue as the boules
increase too much in length. Even if the surface is kept at constant distance in the
chamber, the distance from the source will vary as the material is depleted and the
growth conditions change.

The source material will release excess silicon in the beginning of the growth
cycle and be more carbon-rich in the end due to preferential depletion of silicon.
This is a known problem and it is a matter of detailed control and an understanding
of the dynamic transport mechanisms in combination with thermodynamics. Never-
theless, the result is invariably that SiC boules grown by seeded sublimation growth
are Si-rich in the beginning and C-rich near the end, which creates yield issues. Simu-
lation of the process is necessary to improve the situation.

The turnaround time for a boule growth run is several days. It takes time to pre-
pare the source, load the crucible, attach the seed, evacuate the system carefully,
gradually heat up the crucible under controlled conditions, and finally grow the
boule and then cool down. The turnaround time itself is not a problem, however, the
cost of manufacturing a wafer needs to decrease so the price of the wafers can be
reduced in order for SiC to gain acceptance in the market.

Seeded sublimation growth is a mature and needed tool for the SiC industry
today. There are still major challenges. Specifically, boules will need to be grown on
off-axis substrates, or the off-axis angle needs to be eliminated, which will only be
possible if a combined effort of improving wafer quality, polishing procedures, and
epitaxial procedures is pursued.

1.4.2 High Temperature Chemical Vapor Deposition

In 1995, a new technique, called HTCVD, was presented for the growth of SiC
boules. This technique uses gases instead of a powder as source material. It was first
presented at ICSCRM ’95 in Kyoto, Japan, but the first publication of HTCVD in a
journal was in 1996 [37]. More recent publications are available where the tech-
nique is better described [38].
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1.4.2.1 General Principle

The HTCVD apparatus can be described as consisting of three separate zones: An
entrance zone, a sublimation zone, and a growth (or condensation) zone. The gases
used are mainly silane, ethylene, and a helium carrier. The carrier flow is very low. A
schematic of the HTCVD system is shown in Figure 1.9.

Silane and ethylene are present at very high concentrations so that homogene-
ous nucleation dominates the process. As the gases enter into the hot part of the
injector, the silane will decompose and form small Si liquid droplets or solid micro-
crystals, depending on the temperature. The ethylene will also take part in the reac-
tion, forming microparticles of SixCy. It has been noted [39] that even a small
addition of hydrocarbons converts the Si droplets to stable particles of SixCy (or non-
stoichiometric SiC). The stability may, in a hand-waving circumstantial way, be
intuitively understood from a solubility point of view. The solubility of carbon in
silicon is very low, thus, when carbon is added to the Si droplets, the phase will be
solid rather than liquid.

The process can work without additions of a hydrocarbon, in which case the
carbon is supplied through a reaction between the hot silicon and the graphite walls.
This is usually not the preferred growth mode and additions of hydrocarbons are
needed to obtain a high growth rate.

The formed microparticles of SixCy will move into the hot chamber or the subli-
mation zone with the aid of the inert helium carrier gas. Once in the sublimation
zone, the microparticles will sublime to form Si, Si2C, and SiC2, as in the case of
seeded sublimation growth. A thermal gradient is applied, as illustrated in Figure
1.9, so that the sublimed species will condense on the seed, as in the case of seeded
sublimation growth.

There are similarities between seeded sublimation growth and HTCVD in that
solid particles sublimate in the reactor and the vapor condenses on a seed crystal
maintained at a lower temperature. However, the differences are quite dramatic and
the outcome even more so. Take, for instance, the dynamics governing the growth
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rate. The heating of the particles in the sublimation zone must be efficient so that
they sublime properly. Insufficient sublimation results in particles appearing as
“smoke” coming out from the crucible. This is obviously not a good scenario and
material quality, as well as growth rate, will suffer.

The growth rate is naturally influenced by the amount of input precursors, how-
ever, too high concentrations will give rise to too large nuclei, which will be difficult
to sublime. As may have been deduced, if the thermal gradient between the seed and
the sublimation zone is increased, the potential for sublimation will increase so that
larger microparticles may be sublimed, thus larger amounts of precursors may be
introduced and the growth rate will increase.

The process is usually carried out at somewhat reduced pressures, though not at
as low a pressure as seeded sublimation growth, where the pressure is greatly
reduced to aid the material transport. HTCVD has its own material transport
through the small but steady flow of helium, so reduced pressure is not needed to
enhance growth species transport. However, the lower pressure will result in smaller
particle sizes due to a suppression of homogeneous nucleation. Lowering the pres-
sure will thus increase the maximum amount of precursors without observing
“smoke” at the outlet.

Thus, there are several ways to improve the growth rate, as can be seen. But in the
end it all comes down to the size of the particles that need to be sublimed in the subli-
mation zone. Typical maximum growth rates are in the order of 0.8 mm/hr–1 mm/hr.

What is also interesting about the HTCVD is the material transport. Why does
the silane not decompose and grow directly on the walls of the inlet? There are two
reasons for this. First, the injector is a coaxial injector, as illustrated in Figure 1.9
[40]. The silane and ethylene are transported in the inner tube, whereas there is only
carrier gas in the outer tube. Thus the silane will not be in close proximity with a
wall when it decomposes and will preferentially form nuclei through homogeneous
nucleation. Second, the ethylene will make these particles very stable and hence they
will not be prone to growth on the walls at all.

As is well known, when hydrocarbons transported in an inert gas such as helium
are heated, carbon or pyrolytic graphite will deposit on the walls. In the HTCVD,
the ethylene helps make the particles stable and, in doing so, carbon is transported
into the chamber together with the silicon. It is a sort of symbiosis in the transport
between the silicon and carbon.

1.4.2.2 Material Properties

One of the prime advantages of the HTCVD approach is the resulting crystal prop-
erties. Due to the high purity of the gases, the material comes out intrinsically semi-
insulating. Also, since the source material is produced on demand, the stoichiometry
can always be kept the same, unlike the case with seeded sublimation growth. This
will improve the yield of the grown material.

It is also interesting to note that the technique is shown to reduce micropipes by
80% during each run [35]. The micropipes close at the interface by some type of hol-
low core-closing effect. Very low micropipe densities have been recorded using this
technique, which is clearly much faster in improving material quality than seeded
sublimation growth.
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The resistivity of the SI wafers has been measured to be in excess of 1011 Ω-cm at
room temperature [35]. As mentioned earlier, a deep level defect was found to have
an activation energy of 1.4 eV. MESFETs manufactured on these wafers show an
increased performance in the sense of reduced trapping, which the authors explain
as being primarily due to a reduction of the shallow impurities in the material.

1.4.2.3 Challenges

Some of HTCVD’s initial challenges have been solved. For example, using a coaxial
injector solved the blocking of the inlet. Another issue is the purity of the graphite
material, which may be overcome using properly coated graphite crucibles.

The outlet is a major problem because the material grows not only on the sur-
face of the crystal but also around it and on the walls. When the outlet blocks, the-
growth must be interrupted and hence the length of the crystals is limited.
Work is ongoing to solve this specific issue and it has, to some extent, been fruitful.
Crystals with a length in excess of 15 mm have been grown [A. Ellison, private
communication].

New problems will arise as the crystal increases. It will, for instance, be neces-
sary to pull the crystal during growth so that the growth surface remains at the same
position in the crucible. When the crystals become long the thermal profile may
change and will need to be controlled. Fortunately these are all problems that can be
easily managed with proper engineering design and process simulation. As a result,
there appear to be no real limitations to this approach.

The growth rates today can be approximated to about 1 mm/hr, which means
that roughly 20 mm of material may be grown each day, including 4 hours for the
turnaround heat-up and cool-down time. Although this is better than what the
seeded sublimation growth can achieve, growth rates will need to be increased fur-
ther to drive wafer costs down.

The cost of manufacture is often used as an argument against HTCVD. The
reactors are, as may be understood, significantly more complex and hence also more
expensive, compared with seeded sublimation growth. Graphite materials are some-
what more expensive for HTCVD, whereas the gases are likely to be less expensive
than high-purity powder material in bulk quantities. However, with a potentially
higher throughput when using the HTCVD technique, and provided the volumes
are high, it will actually be less expensive to use this technique than seeded sublima-
tion growth since the cost will largely be driven by volumes. The cost comparison
becomes even more favorable for HTCVD if the improved yields of low micropipe
material, particular low micropipe SI material, are taken into account.

However, such comparison is a meaningless exercise. A comparison of silicon,
sapphire, GaAs, or other established materials, rather than other SiC growth tech-
niques, should occur instead. The blue and white LEDs can, for instance, be made on
either sapphire or SiC substrates. From a performance point of view, there appear to
be advantages with the SiC substrate but the substrate cost is lower on sapphire,
therefore making it the most-used substrate. Granted, once larger substrates of SiC
are made available, it is doubtful that the LED cost will be lower on sapphire.

Ultimately, SiC will not only be going up against sapphire but also against such
giants as silicon and GaAs, which will require significant cost-reduction measures
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in the materials growth for SiC to become a viable technology. HTCVD is clearly a
step in the right direction, but the SiC community still has a long way to go in this
regard.

1.5 Epitaxial Growth

Several techniques for epitaxial growth exist today and it is therefore beyond the
scope of this chapter to explain all of them. Chemical vapor deposition (CVD) is the
only technique that is used for commercial applications of SiC and the description of
epitaxy will be limited to this technique.

Several different types of CVD reactors exist. The cold wall design, which used
to be the most common type of reactor, is now less frequently used and the hot-wall
reactor has filled its place. Some new and interesting concepts exist as well. These
are referred to as chimney-type reactors. The main difference between the hot- or
old-wall type reactors and the chimney-style reactor is the transport of materials,
which will be explained in the following sections.

1.5.1 Chemical Vapor Deposition

CVD of SiC normally uses silane and a hydrocarbon as the precursor gases and a
hydrogen carrier gas. The gases pass over a heated graphite susceptor that is coated
by SiC or tantalum carbide (TaC).

The velocity of the gases is high but it is always laminar flow. Over the susceptor
there will be a boundary, or stagnant, layer where the velocity gradient decreases to
zero. As the gases are heated, the silane and hydrocarbon will decompose and the
species will diffuse through the boundary layer to grow on the reactor walls or on
the substrate. A comprehensive study of this may be found in a paper by M. Leys and
H. Veenvliet [41].

The concentration of precursor gases will decrease with respect to the flow
direction over the susceptor due to the consumption of growth species, which results
in a tapered layer thickness. This effect is known as depletion. To compensate for the
depletion it is common to taper the susceptor such that the velocity of the gases
increases along the flow direction over the susceptor and thus the boundary layer
will be pushed downward, resulting in a shorter diffusion for the active species to the
substrate.

It is sometimes not enough to taper the susceptor to achieve good homogeneity
of thickness and doping, hence other more complicated measures are applied, such
as rotation of the substrate as described in the literature [42]. In this paper, the
authors also use a blend of argon and hydrogen as carrier gas, which has been shown
to be advantageous to achieve better homogeneity [43].

The flow of hydrogen is generally very high and the pressure is reduced. This is
not so much on account of the flow dynamics but more due to reducing the homoge-
neous nucleation of Si, which is significant when silane is used. The silicon cluster
formation was first noticed and studied in detail by Rupp et al. in a single wafer
Emcore reactor with a very high thermal gradient [44].
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1.5.1.1 Doping Control

This can be done by introducing nitrogen for n-type and trimethylaluminum (TMA)
for p-type layers. To obtain a better range of doping, it has been elegantly demon-
strated that by changing the C/Si ratio of the input gases the doping concentration
will change without changing the flow of nitrogen or TMA. This effect is known as
site competition [45]. Unfortunately, when changing the stoichiometry, the mor-
phology is affected somewhat and it is therefore not always desirable to do this if
thick layers are to be grown.

When doping is used and multiple layers are grown with different carrier type
and conductivity, it is important that the doping level decreases rapidly after the
source of the dopant is shut off. Otherwise one does not achieve abrupt junctions.
This is known as the memory effect and it can be reduced by various tricks. For
instance, one can vary the stoichiometry, provide a short purge without any dopant
but continue to flow the normal precursor gases, or even perform an in-situ etch
back before the next layer is grown. Although an Al memory effect was a concern in
the early 1990s, this problem has been solved and it is no longer a concern.

1.5.1.2 Hot-Wall Reactor

Prior to the introduction of hot-wall reactors in 1993 [46], thick, low-doped layers
for very high voltages had not been achieved. This type of reactor proved it possible
to grow very thick, low-doped layers of good morphology and high quality, which
are needed for high-voltage power devices [47].

Hot-wall CVD reactors have become increasingly popular due to the ease of
obtaining high- quality layers. The stochiometry is usually selected with respect to
optimum morphology and doping is varied by changing the partial pressures of the
dopants.

The reactor also displays a remarkably high uniformity in both thickness and
doping. Even without wafer rotation, uniformities as tight as 1% in thickness and
2% in doping have been reported [48]. More recently, rotation has been introduced,
primarily to increase the capacity (i.e., to have the same high uniformity over several
wafers [49]). The reproducibility was also reported to be very good, within ±10% in
doping.

The behavior of the hot-wall reactor has been investigated thoroughly. A short
but comprehensive study by Wagner and Irmscher captures the main points [50].

1.5.1.3 Multiwafer Reactors

Wafer rotation, as previously mentioned, has been introduced in the hot-wall reac-
tor (see Figure 1.10), which gives it a capacity of 3 × 2-inch (that is, three 2-inch
wafers can be run simultaneously to increase reactor throughput). The uniformity in
this reactor is routinely 1–2% in thickness and 5–7% in doping [Rune Berge, Epi-
gress, private communication].

Aixtron has manufactured both a cold-wall planetary reactor and a hot-wall
planetary reactor for 7 × 2-inch wafer capacity or 5 × 3-inch. The cold-wall reactor
has provided very good uniformities and its performance has been described in
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several papers [51]. For the 7 × 2-inch reactor, they report on thickness uniformities
around 4% and doping uniformities of 5% and 7%, depending on the doping level.

The 7 × 2-inch hot-wall version has shown outstanding uniformities and high
material quality [52]. Uniformities in thickness of 0.4%, and doping of 5–6% have
been demonstrated. Wafer-to-wafer uniformities are 0.6% in thickness and 3.6% in
doping, which are outstanding results. Results for the 5 × 3-inch version of the same
reactor are meager but the hot-wall version of the 5 × 3-inch reactor behaves much
the same as the 7 × 2-inch (i.e., approximately the same uniformities [Rune Berge,
Epigress, private communication].

1.5.1.4 The Chimney Reactor

An elegant new reactor concept for the growth of SiC epitaxial layers was intro-
duced by Ellison et al. [34, 53] and is called the chimney reactor. This technique is
similar to the HTCVD technique in that it is a vertical system and the material trans-
port is achieved by allowing large clusters of Si to form. This is achieved by reducing
the carrier flow, which thereby increases the partial pressure of the precursors.
Hydrogen is used as the carrier gas but, again, only very small flow rates are
required.

The silicon clusters are formed in the inlet region at relatively low temperatures.
As the temperature increases the formed Si clusters will thermally decompose and be
available for growth. This is very similar to HTCVD; however, in this case there is
no sublimation, only a decomposition of the Si clusters.

Very high growth rates and outstanding purity has been achieved using this
technique. Growth rates between 15–50 µm/hr and background doping in the low
1013 cm−3 have been reported by Zhang et al. [54].

Typically, the temperatures used for growth are somewhat higher than those
used in regular CVD, however, it need not be much higher. The high growth rates
are obtained at higher temperatures as the dissociation of the Si clusters is more
efficient.
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Figure 1.10 The hot-wall reactor with a 3 × 2-inch rotating platter. The mode of rotation is gener-
ally gas-foil rotation.



Other groups have also worked on the same concept. Specifically, Tsuchida et
al. have achieved very good results using this technique [55]. Their reactor is heated
through radiation using a cylindrical heating element surrounding a wedge-shaped
substrate holder. The substrate temperature is lower (around 1,600°C) than what is
usually used for chimney reactors but the surrounding heating element is signifi-
cantly hotter.

Kimoto et al. has also achieved high-quality results using the chimney tech-
nique. They report doping concentrations below 1013 cm−3 [56].

1.6 Defects

It is important to discuss the major defects present in SiC. The intent is not to create
an encyclopedia of SiC defects but rather highlight two that have become the favor-
ite lament of device researchers and which create significant heartache and debate.

1.6.1 Micropipes

In previous sections, micropipes have been discussed, and these are indeed the most
important defect present in SiC. Micropipes may be caused by several screw disloca-
tions bunching together to form a giant screw dislocation, making it energetically
favorable to open up a hollow core in the center [57]. A different way of forming
micropipes may be simply by system contamination, where particles are trapped in
the growing crystal, thus forming a micropipe, as described by Augustine et al. [58].
The third way micropipes form, according to the same authors, is by vacancy con-
densation at a helical dislocation.

Micropipes are basically a hollow core penetrating the entire wafer along the
c-axis direction. Placing any device directly on top of the micropipe is bound to
cause failure. These defects are particularly disturbing for large-area devices such as
high-power devices because the probability of placing your device on a micropipe
increases, as shown in Figure 1.11. To obtain decent yields in excess of, say, 80%
for a 10-A Schottky device, micropipe densities must be in the order of 8 mp/cm2.
For a 50-A Schottky one would need material with a micropipe density better than
2 mp/cm2.
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Figure 1.11 is a simulation of randomly distributed micropipes, however, there
is normally a tendency to cluster the micropipes, which would give somewhat better
yields. Also, a significant amount of micropipes land in between the devices where
the wafers are diced and these are considered harmless in the simulation.

There is interesting research going on with respect to minimizing the micropipes
by growing boules on the [ ]0338 plane [59]. The plan is to let the micropipes and
stacking faults propagate diagonally to prevent them from reaching the top surface
of the boule. The researchers did indeed find micropipe-free areas and it will be
interesting to follow future work on this.

Similar research has been done on planes perpendicular to the [0001] basal
plane. Micropipe-free material has been grown, however, new defects appear as
reported by the authors [60].

1.6.2 Stacking Faults

The second defect that needs to be discussed does not have as grand a history as
micropipes because it only recently became popular. This defect is the stacking fault,
which creates degradation of bipolar devices. Reports by Lendenmann [61] and
Bergman [62] reveal that a PiN diode operating under normal conditions begins to
degrade. While the diode is operating, defects, which the authors interpret as stack-
ing faults, evolve with an accompanying reduction in carrier lifetime. The defects
thus act as recombination centers for the carriers.

Furthermore, the stacking order has been identified as that of the 3C-SiC poly-
type and, according to the study by Stahlbush, an explanation to the recombinative
behavior of the stacking fault is that the 3C-SiC, having a lower bandgap than 4H-
SiC, acts as a quantum well, thereby enhancing the recombination [63]. It is a very
serious materials issue that must be solved prior to the realization of commercial
bipolar devices.

Work is ongoing to reduce defects in SiC material. One of the more interesting
concepts is the reduction of defects through epitaxial growth on porous SiC sub-
strates [64]. This approach has clearly demonstrated a reduction in intrinsic defects,
as evidenced by photoluminescence measurements. It is too early to tell whether this
technique can provide a path forward for the bipolar devices but it will clearly find
its applicability in several areas where SiC will have a market.

1.7 Commercial Outlook

Silicon carbide has a clear place in society today, yet it has only one major commer-
cial application today, which basically is materials or, more specifically, substrates
for LED applications. This is perhaps not such a glamorous place to be in the com-
mercial market but it does represent a significant starting point for SiC.

The military has had SiC on its radar screen for many years for radar applica-
tions, electronic warfare, more electric airplanes, more electric ships, more electric
combat vehicles, and rail guns (which, we suppose, are also of the “more electric”
variety). These applications require high-quality materials and large wafer sizes.
Thanks to the military and its requirements for large wafers of high quality, the
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commercial SiC sector has started to wake up and aggressively pursue product
development to meet these needs.

1.7.1 High-Frequency Applications

Cree is currently offering MESFET devices geared toward the cellular base station
market. It is estimated by Rutberg and Co. that the RF transistor market will be as
large as $1.9 billion by 2006. Cell-phone base stations are clearly the biggest market
for high-frequency devices. It will not be meaningful to replace all the transistors in
a base station with SiC MESFETs or GaN high-electron mobility transistors
(HEMTs), but a conservative estimate is that SiC will capture about 20% of this
market, which would be approximately $400 million. However, due to the advan-
tages of using SiC (or GaN), a higher average selling price (ASP) will be accepted by
customers and it is therefore more accurate to estimate the SiC and GaN high-
frequency market to be in excess of $1 billion.

A recently published and interesting market study by Yole Développement esti-
mates the high-frequency market for SiC MESFETs to be $400 million in 2007 [65].
This also takes into account a dramatic annual price reduction of the components.

The jury is still out whether it will be SiC MESFETs or GaN HEMTs that cap-
ture the bulk of this large market. Silicon carbide MESFETs have overcome their ini-
tial technological problems and have a clear potential to capture this market.
However, GaN HEMTs show the highest power densities and highest frequency
capabilities but are marred by an unfortunate instability caused by highly faulted
materials.

A GaN substrate would be a help in this respect but it would need to be semi-
insulating. In addition, GaN has a poor thermal conductivity and is not very suit-
able due to this negative material property. Aluminum nitride substrates may
become the substrate of choice for GaN high-frequency applications. It has a rea-
sonable thermal conductivity and is intrinsically semi-insulating but only time will
tell.

Unlike SiC, GaN is still not mature for the market. There is no doubt that the
technological issues will be overcome but it will take some time. And finally, since
money rules in the ruthless commercial world, will the manufacturing cost of GaN
HEMTs be low enough to capture a lion’s share or just a niche portion of the
market?

1.7.1.1 High-Power Applications

By far the biggest application for SiC technology is the high-power electronics mar-
ket. It may not be as glamorous as the high-frequency or the optoelectronic markets
but it is big. The current size of the power-device market is $16 billion [65] and it is
growing at a rate of almost 10% per year [66]. The question on everyone’s mind is
how big will the SiC share be?

When determining where the power is used, it may come as a surprise that most
power is used in a relatively narrow range between a couple of hundred volts to a
couple of thousand volts and between an amp to several hundred amps, as can be
seen in Figure 1.12. This range lies within the sweet spot for SiC unipolar devices.
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Thus, if we begin substituting the old-fashioned Si devices with fresh new ultra-fast
SiC unipolar devices, more than 75% of the power will go through an SiC device.

This will be a major deal for the power industry on account of the superior per-
formance of the SiC devices. If we assume that we improve the efficiency of the Si cir-
cuits with another 5%, approximately $50 billion will be saved in power
consumption annually in the United States as a result. On top of this are additional
savings due to the fact that the air-conditioning needed to remove the heat that is no
longer generated is dramatically reduced.

Unfortunately, where the power is used is not where the bulk of power devices
are sold. Most devices that are sold are for low-voltage (below 300V) and low-
current applications in markets where SiC is not competitive.

In the range between 300–600V, the picture is a little different, as can be seen in
Figure 1.13. Approximately one-third of this market will be accessible for SiC (i.e.,
$1.32 billion of the Si share). Above 600V, it is estimated that SiC will capture 70%
of the market (i.e., $1.68 billion of the Si share).

As with high-frequency applications, the power-device market can support the
higher ASP of SiC power devices. A factor of approximately 3–5 times higher ASP is
expected. Thus, the $3 billion Si share would convert into an approximately $10 bil-
lion SiC power-device share when the market is fully developed. A customer will be
willing to pay a higher price for the SiC devices because there will be significantly
larger savings on the passive components and on the cooling devices due to the
higher switching frequency and increased efficiency.

The market study by Yole estimates the SiC power-device market to be close to
$600 million in 2007 and growing rapidly. This also covers bipolar devices, which
are at higher voltages.

Infineon, as well as Cree, has already launched its first power-device prod-
ucts—Schottky diodes. The SiC Schottky diode market alone is estimated to be
around $250 million by 2007. An interesting observation with respect to SiC
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Schottky diodes is that the invention of the very fast Si CoolMOS transistor is help-
ing the introduction of the SiC Schottky diode. The power transistors always have a
freewheeling diode in antiparallel, however, there has been no diode fast enough to
match these fine Si transistors until the introduction of the SiC Schottky diode.

In the higher voltage range, SiC transistors as well as Schottky diodes will be
important. Specifically, motor drives will be the main application where SiC will
become a major player, especially where power conservation is of prime concern;
for instance, in the drives to the electric motors for fuel-cell vehicles. The future will
be very interesting and very bright.

1.8 Summary

The purpose of this chapter was to briefly introduce the reader to the exciting world
of SiC technology. An attempt has been made to both excite the audience with the
impressive potential that SiC has, while painting a realistic picture of the challenges
that exist that must be solved if SiC is to enter and remain in the modern market-
place. Indeed, the philosophy of this book is along these lines and the topics were
carefully chosen with this in mind. Now that an overview of the SiC field has been
provided, we will delve into two exciting applications of SiC where this material sys-
tem clearly has an advantage over traditional solid-state technologies such as Si or
GaAs. These are robust, high-temperature gas sensors (Chapter 2) and electric
motor drive electronics (Chapter 3). Before reviewing some recent developments in
the more traditional SiC electronic devices, Chapter 4 is devoted to one of the criti-
cal processing steps necessary for all SiC devices—selective doping via ion implanta-
tion. This is followed by an update on MOS transistors (Chapter 5), and power RF
and bipolar devices (Chapter 6). Although no single book on SiC can completely tell
the whole story, the reader is encouraged to review other texts on this subject to get
a clearer impression of the technology and its uses.
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C H A P T E R 2

High-Temperature SiC-FET Chemical Gas
Sensors

Anita Lloyd Spetz, Shinji Nakagomi, and Susan Savage

2.1 Introduction

Chemical sensors are rapidly growing in importance in society because constraints
around environmental issues continue to increase in severity. These constraints
include a demand for increasing control of emissions and reduction of energy con-
sumption in vehicles and in industry, which necessitates the development and
production of faster and more efficient sensors for on-line control. Gas sensors that
can function in extreme environments have the potential to provide this control.
Those based on wide bandgap materials such as SiC, AlN, GaN, AlGaN, and dia-
mond have the potential to function in extreme environments such as corrosive
atmospheres and at high temperatures. Through the employment of a catalytic
material on the device surface, chemical gas sensors based on a variety of field-effect
devices have been developed. The capability to operate at elevated temperatures
considerably increases the speed of response to a change in the gas atmosphere, pro-
viding the potential for the production of very fast sensors. The possibility to
measure directly on-line at high temperatures and in corrosive atmospheres, for
example, in car exhausts or flue gases, makes it possible to quickly detect unwanted
emissions, allowing immediate adjustment of the system for maximum fuel effi-
ciency and emission control.

The wide bandgap of silicon carbide, 3.2 eV for 4H-SiC, permits an operation
temperature of up to 1,000°C [1], with time constants for the gas response of a few
milliseconds [2]. An electronic device based on SiC can function as a chemical sen-
sor by the deposition of a catalytic material on a thin insulating layer on its surface.
For example, the catalytic material can be a metal such as platinum, iridium, palla-
dium, or combinations of these. Metal oxides can also be used as catalytic layers on
devices where the material does not need to conduct large currents. The technology
lends itself to batch processing, which considerably reduces the price per chip of the
sensors. Furthermore, arrays of sensors with different selectivity patterns can be
processed on the same chip, which, together with data evaluation algorithms,
enable several components to be identified and monitored in the gas mixtures. Sev-
eral groups have contributed to the development of SiC sensor devices [1–9].

Other wide bandgap materials, such as GaN, AlN, and diamond, with band-
gaps of 3.4, 6.3, and 5.5 eV, respectively, have also been explored by a number of
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groups [10–15]. These have a higher bandgap than SiC, and therefore have the
potential to function at even higher temperatures. Several groups have started to
develop chemical gas sensors based on these materials. When film growth and
process technology is mature enough, we can expect commercialization of devices
based on these materials. The high-temperature operation of devices based on all
these materials will encounter similar problems that will have to be addressed. One
example, the diffusion of atomic hydrogen in the materials, is described in this
chapter.

The high quality of the SiC material available today and the maturity of the
processing technology has allowed commercialization of SiC devices to begin. This
includes Schottky diodes manufactured by Infineon [16] and UV flame detectors
made by General Electric [17]. It has also permitted the demonstration of high-
quality prototypes of other devices, such as large-area SiC X-ray detectors based on
Schottky diodes, which function at 100°C [18]. Therefore, if commercialization is to
be realized in the near future, SiC is the preferred material for developing gas sensors
that can function in extreme environments.

We recently published a chapter in the book Silicon Carbide: Recent Major
Advances by Choyke et al. [19] that describes SiC gas sensor applications in detail.
In this book, we emphasize device properties; applications are only briefly reviewed
at the end. The device and gas sensing properties of various field-effect chemical gas
sensing devices based on SiC are described, and other wide bandgap material devices
are reviewed. The detection principle and gas response is explained, and the buried
channel SiC-FET device is described in detail. Some special phenomena related to
the high-temperature influence of hydrogen at high temperature are also reported.

2.2 Detection Mechanism of Field-Effect Gas Sensors

It is important to have a clear picture of the detection mechanism before we
introduce the different types of field-effect transistor (FET) devices and their gas
sensing properties. The sensing mechanism is largely independent of the device type,
since the chemical reactions responsible for the gas response are defined by the type
of catalytic material processed onto the device and the operation temperature [1, 2,
20, 21]. Even at a temperature of 600°C, chemical reactions occur on the catalytic
metal surface at a rate of a few milliseconds, which is slower than the response time
of the devices.

2.2.1 Gas Sensing Principle

The detection principle of field-effect sensors with catalytic metal contacts is based
on the change of the electric charge at the insulator surface caused by dissociation of
the gas molecules by the catalytic material. Adsorbed gas molecules and reaction
products form a polarized layer at the metal-insulator interface (Figure 2.1). This
gives rise to an electric field in the insulator, which causes the concentration of
mobile carriers in the semiconductor underneath the insulator to change.

The gas response, ∆V, is a Langmuir response, which saturates at higher gas
pressures, P [22]:
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( )∆ ∆V V P P= +max
β β1 (2.1)

where Vmax is normally 0.5-1 V and β depends on the reaction path. The polarization
introduced by the gases at the insulator interface will change the current voltage (IV)
characteristics of a Schottky diode, or a diode-coupled transistor, and will change
the flat band voltage of a capacitor (Figure 2.2). A time-resolved gas response can
therefore be measured as the voltage shift at a constant current or constant capaci-
tance level (Figure 2.3).

Because chemical reactions on the catalytic metal surface are responsible for the
detection of gases, the sensor response is highly temperature-dependent. In general, an
increased temperature gives a faster gas response (see Section 2.5.1 and [2]). Thus, both
the catalytic metal type and the temperature influence the gas response [23, 24].

2.2.2 Detection of Different Molecules

2.2.2.1 Detection of Hydrogen

In the case of thick, dense catalytic metals, hydrogen or hydrogen-containing mole-
cules such as hydrocarbons dissociate on the surface of the metal, and the resulting
hydrogen atoms diffuse through the metal within microseconds to the insulator sur-
face [see Figure 2.1(a)]. This occurs at temperatures as low as 150ºC, depending on
the molecule and increases with temperature. Experimental results indicate that the
polarized layer is indeed located on the insulator surface [22, 25], and this is further
supported by results from ion-selective field-effect sensors (ISFETs), where it is
shown that hydrogen introduces SiO−, SiOH, and SiOH2

+ groups on the SiO2 surface
in a liquid environment [26]. The maximum shift, ∆Vmax, given by the polarized layer
may be described as:

∆V pNmax = ε0 (2.2)

where p is the dipole moment of the charged complex, N is the number of sites for
the complex, and ε0 is the dielectric constant. Results from devices with different
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insulator materials (Al2O3, Si3N4, Ta2O5, and SiO2) show a strong correlation
between the oxygen concentration on the insulator surface and the “inert hydrogen
response.” This indicates that absorption at the metal-insulator interface is indeed at
these surface oxygen atom sites [27]. A similar model has also been suggested for the
hydrogen response of thick Pt films in Pt/GaN Schottky diodes [14]. This is sup-
ported by results from elastic-recoil detection (ERD) experiments, which lead to a
model where the hydrogen-induced polarized layer is formed at an oxidic interfacial
layer [11]. It has also been shown that GaN Schottky diodes produce a similar gas
response to their SiC counterparts, and this is irrespective of whether the Schottky
contact is formed on the Ga or N surface. This indicates that the interface properties
that are responsible for the gas response are similar for SiC and GaN and on both
faces of the GaN [28, 29]. Another strong support for the model in which charges on
the insulator surface are responsible for the gas response is provided from experi-
ments with AlGaN/GaN HEMT that do not include metal on the gate region. These
devices have also shown similar modulation of the channel current for Ga or N face
surfaces due to fluxes of negative or positive ions generated by an ion spray
technique [28]. The channel current was amplified by as much as 1,000.
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2.2.2.2 Detection of Ammonia

The detection of other molecules, such as ammonia, requires the use of a porous
catalytic metal. To obtain a gas response from the NH3 molecule, it is believed that
active sites of “triple points” are required where the molecules are in contact with
the metal, insulator, and ambient [30, 31]. It has been shown that gas species such as
hydrogen atoms or protons also diffuse out onto the exposed oxide surface in
between the metal grains [Figure 2.1(b)] [32, 33]. Furthermore, Löfdahl et al. have
performed experiments that provide clear evidence that hydrogen atoms or protons
also diffuse under the metal from the triple point [34]. The hollow structure of the
metal surface facing the insulator has been revealed by Åbom et al. [35].

The detection mechanism can now be summarized in the following [36]:

∆ ∆ ∆ ∆V V V Vi i m m s s= + +γ γ γ (2.3)

Thus the total gas response is a combination of the response at the metal-
insulator interface (i), metal in contact with the insulator (m), and exposed insulator
surface (s) [Figure 2.1(b)]. The constant γ is a function of several parameters, for
example metal coverage and temperature.

2.2.2.3 Detection of Hydrocarbons

The field-effect devices with catalytic metal contacts respond to hydrogen as well as
other hydrogen-containing molecules such as hydrocarbons through the delivery of
hydrogen atoms or ions to the metal-oxide interface when the molecules are dissoci-
ated on the metal surface [37, 38]. However, oxygen molecules also dissociate on
the catalytic metal surface (Figure 2.1) and react with the dissociation products
from the hydrocarbons to produce water and carbon dioxide, which leave the sur-
face. This process consumes hydrogen and thus decreases the sensor signal, provid-
ing the opportunity to indirectly detect the presence of oxygen.

2.2.2.4 Detection of Carbon Monoxide

The response to hydrocarbons can be explained by the dissociated hydrogen atoms
forming a polarized layer at the insulator surface. However, an observed response
to carbon monoxide cannot be explained so readily. A careful investigation has
been carried out into the response to CO at 600ºC by Nakagomi et al. [20]. It was
observed that the response to hydrogen and CO showed an additive effect. It was
also observed that the gas response to both CO and H2 was considerably lowered by
the presence of water vapor in the atmosphere. Nakagomi suggests three possibili-
ties for the CO response.

1. The response to CO in argon may actually be a response to background
hydrogen, since the sensor is observed to become extremely sensitive to
hydrogen once the CO has consumed all the oxygen atoms on the sensor
surface [39].

2. In argon, the CO molecules may simply reduce the oxide layer on the Pt
surface, which gives rise to an increased response due to the difference in
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work function between the clean Pt surface and that with adsorbed oxygen
[20, 40]. (It has been shown that the Pt surface can be reversibly oxidized at
these temperatures [41].)

3. In an oxygen atmosphere CO sometimes gives a direct gas response for a
porous metal film. This indicates that the CO molecule may be detected
when adsorbed at a site where the dipole moment of CO is able to influence
the mobile carriers in the semiconductor.

Samman et al. have characterized propane, propylene, and CO response up to
640°C in laser-ablated Pt MOSiC capacitor devices [5]. They deduced that the
strong response they found to CO at temperatures greater than 490°C is actually
caused by a response to oxygen, for example in the form of charged oxygen vacan-
cies within the oxide. They also suggested that contamination by Na and K in the
oxide can play a role, which has previously been suggested by Nylander et al. in
1984 [42]. High concentrations of Na or K ions in the oxide may form complexes
with gas-introduced species in the oxide. Schalwig et al. also point out that the
removal of oxygen by CO might be detected as a shift in the same direction as that
caused by the addition of hydrogen [5, 40].

The details in the CO response continue to be the subject of many discussions
and a full explanation will need further studies. These can include spectroscopy
studies such as diffuse reflectance transform infrared spectroscopy (DRIFT), which
can be performed under realistic conditions [43, 44], and theoretical modeling [45].
However it seems likely that not only hydrogen gives rise to charged or polarized
complexes on the insulator surface. Equation (2.3) may now be written as

∆V p Ni i
i

n

max =
=

∑ ε0
1

(2.4)

where pi is the dipole moment for the complex i and Ni is the number of sites for the
complex i. The same site (e.g., oxygen atoms on the insulator surface) may be occu-
pied by different complexes. From available activation energies and adsorption and
desorption energies, it may be possible to calculate the equilibrium distribution of
different complexes at a certain temperature.

2.2.3 Influence of Oxygen

It has been suggested by several groups that oxygen may be involved in the detection
mechanism [20, 40, 46]. For example, the removal of adsorbed negative oxygen ions
will give the same electrical effect as adsorption of positive hydrogen ions, protons.
There is also evidence of a direct response to oxygen, which is larger from an Ir gate
sensor, compared with a Pt gate sensor.

Nakagomi et al. have shown that the hydrogen response in an atmosphere
containing excess oxygen has a square- and quarter-root dependence, respectively,
on the hydrogen and oxygen pressure at 300°C, compared with the square-root
dependence for both the hydrogen and oxygen pressure at 150°C [3]. The correla-
tion between the coverage of active sites for the gas response Θ and the hydrogen
and oxygen pressure can be described by [3, 47]:
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For an Si-based Pd MOS device, it has experimentally been shown by Hua et al.
[48] that the quarter-root dependence in (2.5) was valid at 50°C, and Hughes et al.
[49] showed the same behavior at 30°C, whereas at 75°C the square-root dependence
applies. This indicates that different chemical reactions are rate-limiting at different
temperatures. The quarter-root dependence has been interpreted by Lundström [47]
as the formation of water from a reaction between hydroxyl (OH−)groups on the sur-
face, whereas adsorbed hydrogen atoms form water with OH− groups very slowly.
The adsorbed oxygen atoms block only the dissociation of hydrogen.

2.2.4 Influence of Different Metals

The response to hydrogen is considerably lower for Pt, compared with Pd, and this
has been explained as a difference in the reaction barrier for OH− formation
(between adsorbed atomic hydrogen and oxygen). This barrier is higher on Pd than
on Pt, which leads to a higher surface coverage on Pd and therefore a higher hydro-
gen response at a given gas concentration [50].

Kim et al. have compared the hydrogen and methane sensitivity at 400–600°C
of Pt and Pd-SiC Schottky diodes fabricated on n-type 6H-SiC. The Pd or Pt (<80
nm) was sputter deposited in 1-mm dots [8]. The sensitivity was measured as the
change in current at a constant forward bias of 3V. The Pd-SiC Schottky diodes
showed a higher sensitivity, as well as faster speed of response to both hydrogen and
methane. The stability of the hydrogen response was tested for 30 days at 500°C
and showed excellent results for both types of sensors.

In Figure 2.4 the response to NH3 versus temperature shows characteristic
differences for the two different catalytic metals, Ir and Pt [51, 52]. The NH3

response is larger over a wider temperature range for Ir compared with Pt. Also, the
increase in temperature at which maximum sensitivity occurs as a function of NH3

concentration is more pronounced for Ir than for Pt. The difference in catalytic
activity between Pt and Ir has been confirmed previously [53, 54]. Literature reports
differences in the oxygen adsorption on these two metals, which may be one reason
for the differences seen here [55, 56].
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2.2.5 Influence of Temperature

The metal-insulator-silicon carbide MISiC sensors function over a large temperature
range, 100–700°C. Their gas response can be divided into two different temperature
regimes with the break-over point around 600°C.

Above 600°C the gas response of MISiC sensors, for example, to hydrocarbons,
shows a binary behavior. This means that the signal has basically only two voltage
levels and changes rapidly from a low level in excess hydrocarbons to a high level in
excess oxygen (Figure 2.5).

Due to the large reaction rates that occur at temperatures around and above
600°C, exposure to hydrogen or hydrocarbon gas mixtures causes the platinum sur-
face to go rapidly through a transition from a surface covered with adsorbed oxygen
atoms to a surface covered with adsorbed hydrogen and hydrocarbon species [57].
In excess oxygen, total combustion of the hydrocarbon molecules on the metal sur-
face probably occurs, causing the hydrocarbons to convert to water, nitrogen, and
carbon dioxide, which leave the surface. For the sensor devices this means that the
gas response quickly changes from the base line level in oxygen to the saturated
hydrogen response level. A model for this binary response has been suggested by
Baranzahi et al., based on kinetic phase transitions [58]. This explains that the signal
depends on the total ratio, α defined in (2.6), of oxidizing and reducing species, but
is largely independent of the gas composition.
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In the temperature regime below 600°C, a more linear response is
obtained. This is demonstrated in the response to hydrogen at 300°C compared
with that at T > 600°C in Figure 2.5(b). In the lower temperature regime it is postu-
lated that only partial combustion of the gas molecules occurs on the metal surface.
This also means that at these lower temperatures, the various hydrocarbons are dis-
sociated to different degrees and give substantially different responses at critical
temperatures.

The reactivity of other gas molecules such as ammonia and CO also shows a
strong temperature dependence [24]. The response to ammonia as a function of tem-
perature is shown in Figure 2.4 for the case of two different catalytic metals, as pre-
viously described. It is seen that the temperature profile of the response is also
dependent on the type of catalytic metal and the concentration of NH3. This pro-
vides the opportunity to tailor-make the sensor to fit the application by choosing
appropriate catalytic metals and measurement temperatures.

2.2.6 Sensor Arrays

The fact that the sensing of different gases can be controlled by the correct choice of
catalytic metal and operating temperature opens the possibility to use arrays of these
sensors together with pattern recognition techniques to provide detailed
information about the composition of ambient gases. This has been tested in flue
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gases by Unéus et al. and is described in Section 2.7.3 [59]. Hunter et al. have also
suggested the use of arrays of their SiC-based Schottky diodes at different tempera-
tures to enhance the versatility of their sensors [60].
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2.3 Field-Effect Chemical Gas Sensor Devices

The hydrogen sensitivity of palladium-oxide-semiconductor (Pd-MOS) structures
was first reported by Lundström et al. in 1975 [61]. A variety of devices can be used
as field-effect chemical sensor devices (Figure 2.6) and these are introduced in this
section. The simplest electronic devices are capacitors and Schottky diodes. SiC
chemical gas sensors based on these devices have been under development for sev-
eral years. Capacitor devices with a platinum catalytic layer were presented in 1992
[62], and Schottky diodes with palladium gates the same year [63]. In 1999 gas sen-
sors based on FET devices were presented[64, 65]. There are also a few publications
where p-n junctions have been tested as gas sensor devices [66, 67].

Since the capacitor, Schottky diode, and transistor all contain an insulating layer
under the catalytic metal, they are all referred to in this chapter as field-effect
devices. In published literature, the capacitor and diode SiC devices are often
referred to as MISiC devices, and the transistor as an MISiC-FET device.

2.3.1 Capacitors

The simplest device is the capacitor, which consists of an insulator on top of a low-
doped semiconductor with a metal contact on the top surface (Figure 2.6). To use
this device as a sensor, a catalytic metal such as Pt or Ir is used as the contact metal. A
capacitor is the simplest device to produce and therefore especially suited for
measurements in the lab. Rather complicated equipment is required for making sen-
sor measurements, especially since the sensor response preferably should be meas-
ured as the change in voltage at a constant capacitance [68]. An ac voltage with a
frequency of 1 MHz and maximum amplitude of about 100 mV is normally used for
the capacitive measurements, and a dc bias normally between –10V to 10V is then
swept to get a C-V curve. Even though this is a rather small voltage, the electric field
produced in the insulator of the capacitor produces sufficient stress at high tempera-
tures to eventually cause breakdown of the insulator. A high-quality insulator stack
based on SiO2/Si3N4 and densification of the nitride, which forms a thin layer of SiOx

(~5 nm), improves the capacitance-voltage (CV) measurements to some extent. A
typical C-V measurement at 400°C is shown in Figure 2.2(a). For long-term stabil-
ity, capacitor devices should still preferably be operated at ≤ 500°C. In Section 2.4.1,
C-V curves from operation at 500°C and 700°C are demonstrated.

SiC capacitor sensors have demonstrated gas-sensitivity to gases such as hydro-
gen and hydrocarbons [21, 46, 68] up to a maximum temperature of 1,000°C [1,
68]. Devices that can be operated both as MOS capacitors (reverse bias) and as
Schottky diodes at temperatures greater than 490°C have also been demonstrated
(see Section 2.4.2) [10]. These devices showed sensitivity to combustible gases such
as propane, propylene, and CO and were tested at temperatures up to 640°C.

2.3.2 Schottky Diodes

The development of SiC Schottky diode sensors was of interest due to their simple
associated electronic circuitry. A Schottky diode usually consists of a metal contact
on top of a low-doped semiconductor (Figure 2.6). These devices were pioneered by
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Hunter [63] et al., and several research groups have contributed to the development.
For a review, see [69]. In the same way as the C-V curves [Figure 2.2(a)], the I-V
characteristics shift along the voltage axis when there is a change in the gas ambient,
for example, between excess hydrogen and excess oxygen [Figure 2.2(b)]. We
believe that the gas ambient has a similar influence on both devices, as further
described later in this section.

2.3.2.1 Interfacial Layers

The first Schottky diode sensors were produced by processing the catalytic contact
metal directly onto the semiconductor surface using hydrofluoric acid (HF) to
remove the native oxide. These devices showed poor stability and reproducibility.
This could be attributed to the presence of surface states, caused by dangling bonds,
for example, which are known to introduce pinning of the Fermi level. In the worst
case, changes in the metal work function caused by the ambient gas would not cause
a change in the barrier height, thus preventing a gas response [70].

It was demonstrated that reproducible gas-sensitive silicon Schottky sensors
could be produced after terminating the silicon surface with an oxide layer [71, 72].
This interfacial oxide layer permits the device to function as a sensor, but also as a
diode, as the charge carriers can tunnel through the insulating layer. The layer made
the Schottky diode behave like a tunneling diode, and the ideality factor could be
voltage-dependent [73].

An ozone treatment (10 minutes at room temperature) of the HF-etched SiC
surface before the metallization step was introduced as a very convenient processing
step to produce Schottky diode gas sensors with an increased stability and repro-
ducibility. The use of spectroscopic ellipsometry analysis and also photoelectron
spectroscopy using synchrotron radiation showed that an oxide, 1-nm in thickness,
was formed by the ozone exposure [74, 75]. The oxide was also found to be close to
stochiometric SiO2 in composition. This thin oxide increased the stability of the SiC
Schottky diodes considerably, without the need for any further interfacial layer such
as Ta or TaSix, which have been frequently used. Schottky diodes employing a
porous Pt gate electrode and the ozone-produced interfacial layer have been success-
fully operated in both diesel exhausts and flue gases [76, 77].
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Weidemann et al. found that wet etching of a GaN surface before Pd deposition
also produced an interfacial oxide, which increased the hydrogen sensitivity by
approximately a factor of 50 [14]. They concluded that comparing device parameters
between different GaN Schottky diode gas sensors requires a defined standard treat-
ment of the GaN surface to introduce a controlled interfacial oxide.

Tobias et al. investigated Pt-gate 6H-SiC Schottky diodes with an interfacial
layer of 1-nm Ta or 10-nm TaSix [78]. Both n-type and p-type diodes showed a gas
response to hydrogen at 400–600°C. It was postulated that the gas response to
hydrogen observed in the forward direction is mainly due to a change in the resis-
tance of the gate contact.

Nakagomi et al. have studied the stability of a Pt-thin oxide-SiC diode by
repeatedly heating and cooling the device [79]. The stability of the I-V and C-V char-
acteristics of the diode were good during exposure to an ambient of H2 (20%) or O2

(20%) at a temperature lower than 300°C. However, annealing for 6 hours at
600°C in air reduced the absolute value of the current, the capacitance, and the I-V
gas sensitivity, and caused these to become unstable after this high-temperature
annealing.

Hunter et al. demonstrated palladium-gate SiC Schottky sensors, but a drift was
experienced when the sensors were operated at 350°C for a period of several weeks
[4]. It was suggested that this was caused by a reaction between Pd and SiC. Hunter
et al. tested two different approaches to remove this drift. First an alloy of Pd/Cr was
tested, which caused the sensitivity to hydrogen to increase by two orders of magni-
tude. Second, SnO2 was tested as an interfacial layer under the Pd contact, which
resulted an increased sensitivity to hydrogen, methane, and propylene. The long-
term stability was substantially improved in both cases.

Another problem with Schottky diodes is that at high temperatures, the metal
contact can anneal to the semiconductor, forming a silicide in the case of silicon and
SiC [72, 80–83]. This can destroy the diode characteristic of the device, thus produc-
ing an unstable sensor. Use of an interfacial insulating layer, such as the oxide layer
already mentioned, can prevent this from occurring.

Chen et al. have investigated the effect of a high-temperature anneal on Pd/SiC
and Pd/SiO2/SiC Schottky diodes [84]. After annealing at 425°C for 140 hours, the
Pd/SiC device lost some of its sensitivity to hydrogen. PdxSi was formed with a small
quantity of SiOx on the surface of the Pd/SiC diode. The Pd/SiO2/SiC lost almost all
hydrogen sensitivity after the same anneal. The surface of the device contained a
large quantity of SiOx and the interface had changed to a stable composition of Pd
and Pd4Si.

2.3.2.2 Introduction of a Resistance Term

Nakagomi suggested a relationship, involving a barrier height change in series with
a resistance change, for the hydrogen response of Schottky sensors based on Pt-
TiOx-SiC devices, whereas the hydrogen response of Pt/SiC diodes could be modeled
by considering only changes in the barrier height [73]. The response of the latter
device was found to be constant, whereas the response of the former device was
dependent on the current level and increased with increasing current level. The vary-
ing gas response was attributed to a change in the resistance of the device [73].
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Now the response may be written:

∆ ∆ ∆V n I RBn s= +φ (2.8)

The dependence of the response (voltage difference in hydrogen and oxygen)
was measured as a function of forward current for devices with 10- or 50-nm TiOx

and compared with devices without the TiOx layer and at higher temperatures. The
current dependence of the response increases for the thicker TiOx layer and higher
temperature (Figure 2.7). This phenomenon was confirmed by Nakagomi et al. for a
device with tungsten trioxide as the interfacial layer, a Pt-WO3-SiC structure [85].

Also Tobias et al. reported, as already described, resistivity changes to be the
main reason for the hydrogen response observed in the forward direction of the I-V
characteristic of Schottky diodes with a Pt gate and an interfacial layer of TaSix [78].

AlN exhibits both a high band gap (6.3 eV) and also a high dielectric constant.
Therefore it is capable of replacing either the semiconducting material or the insula-
tor in SiC-based sensors. AlN has the potential to form an excellent insulating layer
on SiC, as the crystalline materials are latticed-matched. Crystalline AlN can be
formed on SiC by epitaxial growth [5, 10]. Sarina et al. have demonstrated the use
of Pt-AlN-SiC as a highly selective hydrogen sensor, by the epitaxial growth of
AlN by plasma source molecular beam epitaxy (PSMBE) [10]. Samman et al. have
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processed Pt-AlN-SiC devices, where both Pt and AlN are deposited by a laser abla-
tion technique (see Section 2.6.2). The latter devices could be used as both a MOS
capacitor (in reverse bias) and as a Schottky diode (in forward bias) [5]. In the
capacitive mode the maximum response was caused by hydrogen, whereas in the
forward-bias mode at 5 µA, propane, propylene, and carbon monoxide (CO) pro-
duced the largest responses. The device could be operated in the Schottky diode
mode in the temperature range of 250–650°C. These results led to the conclusion
that the normal diode equation for thermionic emissions had to be adjusted by a
resistance term (see (2.7)]. Hydrogen introduces a polarized layer on top of AlN for
a Pt electrode device, whereas hydrocarbon (HC) and CO does not. However, HC
and CO change the resistance in the AlN layer.

2.3.2.3 Introduction of the Nernst Potential

The function of ionic conducting materials is well known to be based on the bulk dif-
fusion of oxygen, for example, zirconium dioxide [86]. Also proton conductors
exist, as reported by Visser et al. [87]. The most common way to employ these mate-
rials as gas sensors is as electrochemical cells. A dehydrogenation catalyst is placed
on one side of the proton-conducting material with two electrodes placed on oppo-
site sides of the material. For the case of zirconia, when the oxygen concentration is
different on either side of the material, oxygen ions supplied to the zirconia from dis-
sociation on the Pt electrodes will build up a gradient through the material, and so a
potential will be measured. These ion-conducting materials may also be employed in
SiC field-effect devices, enabling device use without the need for a reference
electrode and reference air. This was also achieved in SiC-based capacitor devices
through the introduction of a metal oxide on top of the SiO2, for example ZrO2 [88],
LaF3 [7], CeO2 [89], and BaSnO3 [90].

Jacobsen et al. have demonstrated a Schottky diode with a mixed ion conductor,
Pt/CeO2/SiC, which showed very high sensitivity to hydrogen at 500°C after anneal-
ing at 700°C [89]. It was proposed that the annealing introduced oxygen vacancies
in the CeO2 layer, which were suitable for interaction with protons, thus causing
resistance changes in the layer.

A mixed ion conductor, BaSnO3, has also been tested as a contact layer on a
Schottky sensor [90]. The BaSnO3/SiC sensor showed a response to oxygen and this
was most pronounced at 400°C. The sensor was tested from 200°C to 700°C.
Operated at 700°C, the sensor showed a negative resistance peak at a bias of 2V
(Figure 2.8). This peak was accounted for by the tunneling or Esaki effect [91]. Up
to an operation temperature of 400°C, thermionic emission was proposed to
explain its behavior. At higher temperatures, a resistance connected in series with a
Schottky diode can model the device [5, 73]. At temperatures of 500–600°C, the
BaSnO3 shows a mixed behavior of electronic and ion conduction, and the Nernst
potential [92] can be added to the model. The complete proposed model is given
in (2.9).
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The first part of the equation relates to the well-known thermionic emission
equation [93]. At low temperatures (up to 400°C), the term IRs is more significant
than VNERNST, and vice versa at high temperatures (above 400°C). Thus, the
BaSnO3/SiC device also has the potential to be used as an oxygen sensor without the
need for a reference electrode and reference air.

2.3.2.4 Other Wide Bandgap Materials

Schottky diode sensors based on other wide bandgap materials have also been inves-
tigated, as previously mentioned. GaN Schottky diodes processed on either the Ga
or N face have been examined by Schalwig et al. [11, 21]. A Pt/GaN Schottky diode
with a barrier height of 1-eV has been shown to reversibly transform into an ohmic
contact through exposure to H2 [94]. Kokobun et al. have also investigated Pt-GaN
Schottky diodes as hydrogen sensors up to 600°C [15].

Pt/SnOx/diamond diode gas sensors have been investigated by Gurbuz et al.
[12]. This sensor responded in seconds to small concentrations of O2, CO, and H2 at
operation temperatures up to 450°C.

Zhu et al. [95] demonstrated the use of Pd/amorphous Ba0.67Sr0.33Ti1.02O3/Pt as a
sensor. The I-V characteristic of this device showed a very large shift when exposed
to hydrogen. This was about 5V for a switch between an oxygen-rich and a
hydrogen-rich atmosphere.

2.3.3 The P-N Junction Diode

The p-n junction diodes employing catalytic metal contacts have recently been
tested for their gas-sensing properties [66, 67]. The catalytic metal contact was
placed directly on the semiconductor in this device, as shown in Figure 2.6. In gen-
eral the response appears to be lower than for the traditionally used devices
described earlier in this section. However, this means that for any catalytic metal
used as an ohmic contact to a p-n junction, it can be expected that the I-V character-
istics will be influenced, for example, in a hydrogen-containing atmosphere.
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Nakshima et al. have fabricated p-n junction devices by employing Al implanta-
tion to yield a p-doped layer in n-type 6H-SiC [66]. A Pt layer on top of the p-type
ohmic contact (PtSi) provided both protection and a catalytic metal contact to create
a chemical gas sensor device. A response (30 and 60 mV, respectively) was obtained
to both 50 ppm and 100 ppm of ammonia in nitrogen at 500°C.

Another p-n junction-based hydrogen sensor has been produced by implanting
palladium ions into 6H n-type SiC material [67]. Gold-plated copper contacted the
p-n junction device. The gas response was measured as (small) changes in current as
the gas ambient was varied between air and 4% H2 in argon in the temperature range
23–240°C. For an absolute voltage above 1.2V, the p-n junction broke down.

2.3.4 Field-Effect Transistors

Both capacitor and Schottky sensors have disadvantages. Capacitors require
complex surrounding circuitry to measure the gas response. Schottky sensors require
an extremely thin insulating layer under the catalytic metal through which current
must constantly flow, which can degrade at high temperatures and during long-term
operation. The use of a thick interfacial layer in a Schottky sensor has been shown in
the previous section to lead to low repeatability due to a current dependent gas
response [73]. The best characteristics of these two devices can be combined in a
MOS transistor device, where simple circuitry can be combined with the use of a
thick gate insulator through which no current flows. The FET is the most compli-
cated device design tested to date but is maybe the most stable and reliable gas sensor.
In this device, an ordinary ohmic metal contact is made to the n-type source and drain
regions, and the catalytic metal is used as the gate contact placed on top of an insulat-
ing layer over the channel region (Figure 2.6). In traditional FETs, small voltages
applied to the gate contact can control large currents that pass through the channel
region between the source and drain regions. In the case of the sensor, the small
changes induced in the catalytic metal by the reactant gases can cause large changes in
the source-drain current, which makes this device a very sensitive sensor.

The transistor we describe here has been developed as a chemical gas sensor in a
cooperative effort between Swedish Sensor Center (S-SENCE) and the development
company ACREO AB [64, 65, 96]. The sensor is based on a catalytic MISiC-FET,
with buried source, drain, and channel regions to improve high-temperature per-
formance [64]. The MISiC-FET functions as a gas sensor by the application of cata-
lytic gate materials, such as Pt or Ir, on the device surface over the channel region.
The device design is shown in Figure 2.9. The source and gate of this device are con-
nected together to create a convenient two-terminal device. A voltage applied
between the source and drain contacts causes a current to flow between these con-
tacts through the buried channel region (Figure 2.9). The buried source, drain, and
channel region move the conducting path in the device away from the surface of the
SiC, thus reducing the influence of surface and environmental effects.

This device has shown stable gas sensitivity to hydrogen, ammonia, hydrocar-
bons, and CO up to temperatures of 500°C. Detection of hydrocarbons up to a tem-
perature of 775°C has been demonstrated [65], but a slow drift was detected in the
response at temperatures above 600°C.

44 High-Temperature SiC-FET Chemical Gas Sensors



2.3.4.1 Negative Substrate Bias

It is possible to influence both the position of the base line and the size of the gas
response by the application of a negative potential on the substrate [97, 98]. The
drain current-voltage (Id-VD) characteristics of a chemical gas sensor based on an
MiSiC-FET with a TaSix (10 nm) + Pt (100 nm) gate (Figure 2.10) was measured in
H2 and O2 ambient while applying negative substrate biases at temperatures up to
600°C. This device is effectively a junction field-effect transistor (JFET) structure
with a buried short channel and reveals nonsaturation (triode-like) characteristics
[99], as shown in Figure 2.11. In addition to the increased drain current as normally
observed in H2 ambient, compared with O2 ambient, an increased negative voltage
on the substrate gives rise to an increased drain voltage VD at a given drain current.
This provides the possibility to adjust the base line of the device. Furthermore, we
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are connected together. The design allows the application of a voltage on the substrate, as indicated
in the drawing. The location of the intrinsic gate is indicated in the drawing. (From: [98]. © 2003 IEEE.
Reprinted with permission.)
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found that the drain voltage shift between H2 and O2 ambient at a given drain cur-
rent increases for an increasing negative substrate bias. This is due to a dependence
of the amplification factor on the substrate bias, which will be described later.

The applied negative substrate bias depletes part of the n−-doped epilayer on top
of the buried channel from mobile carriers. The conducting channel of the JFET
device will then in fact extend also into this depleted epilayer. Then we can define the
“intrinsic gate” of the device as the area in the epilayer, on top of the conducting
channel, where the electrons have the highest energy.

Figure 2.12 shows Id-VD characteristics of the SiC-FET for several temperatures
and for two substrate bias conditions. The drain current increases with increasing
temperature in the lower drain voltage region or in the lower current region. In con-
trast, in the higher current region, the current is suppressed with an increase in tem-
perature due to a series resistance effect originating from lattice scattering. An
increase in the resistance between source and intrinsic gate caused by an increase in
temperature leads to a negative temperature dependence of the SiC-FET device in
the higher current region. This behavior effectively averts a thermal breakdown,
especially in a power device.

2.3.4.2 Comparison to the Static Induction Transistor

The Id-VD characteristic of the device shows similar behavior to that of a static induc-
tion transistor (SIT) (Figures 2.11 and 2.12) [99]. Therefore we evaluated the ampli-
fication factor we found by modifying the equation proposed for the SIT:
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Here the expression qVG’S is the diffusion potential between the intrinsic gate
and source region, qVG is the surface potential of the n− region just under the gate
electrode, η is the efficiency of qVG for the intrinsic gate potential, is the amplifica-
tion factor, that is the efficiency of the applied drain voltage on the intrinsic gate.
Figure 2.13 shows a schematic band diagram of the device from source to drain
through the intrinsic gate for an applied drain voltage, VD. A change in ambient gas
leads to a change in gate potential qVG. This changes the intrinsic barrier height and
gives rise to a change in drain voltage at a constant drain current.

When the drain voltage is VD(H2) for VG(H2) in H2 ambient and is VD(O2) for VG(O2) in
O2 ambient, a change in drain voltage for a certain drain current is given by

( ) ( ) ( )( )∆V V V V VD D O D H G O G H≡ − ≡ −2 2 2 2( ) ηµ (2.11)

∆VD is a change in drain voltage caused by an ambient change from O2 to H2 for
the case when the drain current is kept constant. (VG(O2)−VG(H2)) is a change in surface
potential of the n− region just under the gate electrode. This equation shows that a
change in surface potential can be amplified through the product of η and µ.

The influence of substrate bias Vsub on η and µ can be estimated from (2.10)
using the linear region of the log (Id) versus VD curve. From the dependence of the
inclination on temperature, the values of 1/µ are obtained. It is almost independent
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of the ambient and decreases with increasing negative substrate bias. From the
dependence of the vertical axis intercept on temperature, η is calculated. The value
in O2 ambient is higher than that in H2 ambient and increases with an increasing
negative substrate bias. This effect is attributed to the intrinsic gate in the n− region
below the insulator [99].

2.3.4.3 Other Wide Bandgap FET Devices

GaN modulation-doping field-effect transistors (MODFETs) have been developed
by Pyke [100]. These are operated in a constant drain current mode. Pt and Rh cata-
lytic metal gates are used to detect and distinguish between hydrogen and carbon
monoxide. This device shows the best high-temperature performance of the GaN
and AlGaN-based devices reported so far. It performs at temperatures as high as
600°C for some time. However, it is not clear if the failure at higher temperatures is
due to the device itself or due to packaging, which is a critical issue at these
temperatures.

Schalwig [21] et al. and Stutzmann [94] et al. have processed HEMTs with the
structure Pt/GaN/AlGaN/GaN or Pt/AlGaN/GaN and tested their sensor perform-
ance. Owing to the band-offsets and the discontinuous change in the spontaneous
and piezoelectric polarization at the GaN/AlGaN interfaces, a two-dimensional
electron gas (2-DEG) forms underneath the AlGaN barrier layer. The devices are
processed on sapphire substrates by plasma-induced molecular beam epitaxy
(PIMBE) at 800°C and show a response to H2, HC, and CO, up to a temperature of
400°C. Some baseline drift indicates that improvements in the material quality are
needed [21, 94].

GaAs JFET devices have been tested as gas sensors. An n-type SnO2 layer was
used to form a hetero-junction to the p-type channel region. Palladium on top
of the SnO2 caused the device to detect NO2 at a device temperature around
200°C [101].
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2.4 Sensor Properties at Elevated Temperatures, Influence of
Hydrogen

High-temperature operation, ≥ 500°C, causes distinctive phenomena to occur in the
case of hydrogen gas. At these elevated temperatures, atomic hydrogen easily
diffuses through most materials, even diamond [102]. It can be expected that all
wide band- gap devices operated at elevated temperatures are affected by hydrogen.

It has been shown by secondary ion mass spectroscopy (SIMS) measurements
that Pt facilitates deuterium incorporation, which is most likely trapped on boron
atoms, in p-type SiC at 600–800°C [103]. The penetration depth was 3 µm at 600°C
for a 4-hour anneal in deuterium. This is due to the fact that hydrogen (deuterium)
or hydrocarbons dissociate on the catalytic metal surface of Pt and hydrogen atoms
are formed that diffuse through the metal and into the SiC at T ≥ 600°C in an
oxygen-deficient atmosphere. The hydrogen is only detected if trapped, for exam-
ple, on boron or aluminium dopants or contaminants. This method was introduced
as a simpler method to introduce hydrogen into the bulk material, without causing
damage, as occurs, for example, during ion implantation. Also it has been discov-
ered that a Ni contact can act as a source for the introduction of hydrogen atoms
into p-type SiC, in contrast to an Au contact [104]. Ti did not introduce any hydro-
gen into the SiC bulk, but a large hydrogen peak was found in connection with the
Ti contact. No hydrogen could be detected in n-type material for similar annealings
in hydrogen (D2) at 600–800°C. This may be because no suitable traps exist that
make hydrogen visible in SIMS measurements. The hydrogen may be trapped or
react with surface states or with defects or different impurities, such as compensa-
tional doping atoms in the SiC lattice, which in turn will affect the net carrier
concentration in a device. This will show up as a change in the I-V characteristic of a
Schottky diode.

Hydrogen introduced into the SiC lattice from both bulk and CVD growth may
be trapped and cause changes in the properties of the material. Jansson et al. have
reported that a post growth anneal at temperatures ≥ 1,000°C reduces the H content
in the (p-type) layers, whereas the carrier concentration increases [104]. Hydrogen
trapped on C and Si vacancies in the lattice are potential traps for free carriers, or
generation sites for free minority carriers, which passivate dopants or prevent
dopant activation [104, 105]. Boron (B) and/or aluminum (Al) dopants are also eas-
ily passivated by hydrogen through complex formation during different process
steps such as epitaxial growth, plasma-hydrogenation, ion implantation, or treat-
ment in hydrogen gas [104]. All this would lead to unwanted changes in the electri-
cal properties. Janson et al. has recently shown that the dissociation energy for the
Al-H complex has been determined to be 1.61 ± 0.02 eV, whereas the H-B complex
is determined to be 2.51 ± 0.04 eV. The difference in the dissociation energy for
the two complexes suggests that the atomic configurations are significantly differ-
ent [105].

In a similar way hydrogen is introduced into Mg-doped GaN material during
CVD growth in a hydrogen-containing atmosphere. Activation of Mg, the p-type
dopant, has to be performed as a post growth anneal at 800°C, during which hydro-
gen migrates to the surface and desorbs. Contrarily, hydrogen remaining in nonan-
nealed material will migrate during applied reverse bias into the depleted zone. This
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H distribution can be retained if the temperature is lowered to room temperature
[106]. Saeger et al. suggest that hydrogen diffusivity is unisotropic in the hexagonal
GaN material (i.e., hydrogen diffuses more slowly along the c-axis of the material
compared with the a-b plane [107]). The diffusion is activated with an activation
energy of ~1.2 eV. Under applied bias, positively charged hydrogen atoms drift into
a p-n junction, for example at temperatures as low as 300°C. A plasma source has
been used to introduce hydrogen atoms into GaN at 250–350°C, and measurements
of the conductivity temperature dependence suggest that hydrogen passivates Mg
traps in the p-doped GaN. This causes a strong decrease of the hole concentration in
the GaN [108].

In silicon devices, which are operated at temperatures below 200°C, hydrogen
annealing at ≥ 450°C is used to passivate surface states at the oxide-semiconductor
interface. Hydrogen forms electrically inactive complexes with the surface states.

In Section 2.4.1, we discuss the reversible influence of hydrogen on SiC-based
capacitors and Schottky diodes when operated at elevated temperature.

2.4.1 Influence of Hydrogen on Capacitors

Ghosh et al. investigated Pt/SiO2/SiC capacitors at high temperature (527°C) by in
situ C-V spectroscopy in oxygen or hydrogen atmosphere [6]. Exposure to hydrogen
resulted in a negative flat band voltage shift as well as a sharper transition from
accumulation to inversion, that is, over a narrower voltage range (Figure 2.14). The
broader transition in oxygen is accredited to the creation of a large number of inter-
face states. Above 427°C, hydrogen diffuses through the SiO2 insulator in mil-
lisecond time. From this, two hydrogen-induced phenomena are deduced, a chemi-
cally induced shift in the metal/semiconductor work-function difference and the pas-
sivation of charged states (DIT) at the SiO2/SiC interface. This has implications for the
operation of a MOS capacitor in the constant capacitance mode because both repro-
ducibility of the devices, as well as device response times, become dependent on the
choice of operating point. For example, a response time in the order of 30 minutes
when switching from hydrogen to oxygen was found and attributed to a slow emp-
tying of interface states. They also conclude that in the upper part of the C-V curve
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both the work function and the interface states are influenced by hydrogen, whereas
near midgap, which is found in the lower part of the C-V curve, the response is
dominated by the metal/insulator work-function difference [110].

Baranzahi et al. have found that hydrogen affects the inversion capacitance
value and that this is reversible when the hydrogen is removed. This proceeds at a
considerable speed at temperatures above 650°C for a Pt/TaSix/SiO2/SiC capacitor
where the thickness of the SiO2 is about 120 nm [109]. This effect is also seen in
devices that do not contain the interfacial TaSix layer. The inversion capacitance
decreases in the presence of hydrogen at 750°C by about 50 pF [Figure 2.14(b)].
This was interpreted such that in the absence of hydrogen, there is a large minority
carrier generation at the oxide-silicon carbide interface and/or in the surface layer of
the silicon carbide, which increases the level of the inversion capacitance. In the
presence of hydrogen, hydrogen atoms produced on the catalytic metal surface dif-
fuse through the oxide and most likely form complexes with the species responsible
for the carrier generation. The activation energy for this process to occur has been
estimated to be 0.9 eV, whereas the reversible process requires an activation energy
of 2.8–2.9 eV, indicating that the complex is rather stable [109]. This phenomenon
was also investigated for the case of 4H-SiC by Tobias [111] et al. The reversible
hydrogen-induced shift in the inversion capacitance took place also in this material
but at a somewhat higher temperature. The higher bandgap of the 4H polytype
requires a higher energy for minority carrier generation.

2.4.2 Influence of Hydrogen on Schottky Diodes

The reversible influence of hydrogen on the Schottky device characteristics have
been studied by recording the I-V characteristics in an oxygen ambient at 300°C
after annealing at 500°C or 600°C in either hydrogen or oxygen for 4 hours, 1 hour,
or 10 minutes, respectively [112]. Annealings were performed for both n- and
p-type samples. The temperature was lowered to 300°C in the annealing ambient
and then changed to oxygen when needed (i.e., all I-V measurements were per-
formed at 300°C in an oxygen ambient). For more details, see Figure 2.15.

Figure 2.15 shows the effect on the forward current for an n-type sample after a
4-hour anneal at 600°C. The shift is larger than that obtained after an anneal at
500°C. These effects are stable and reversible. The effect of annealing in oxidizing
or reducing ambient increases with both time and temperature. The interpretation
of this is that the hydrogen anneal-induced shift in the I-V curve is due to only one
phenomena with a fairly high activation energy.

The annealing-induced shift of the I-V characteristics was also investigated for
the case of p-type Schottky diodes by Unéus et al., and clear differences were shown
between n- and p-type material. For n-type diodes, the I-V curves at 300°C, after
annealing in oxidizing or reducing ambient at T ≥ 500°C, are parallel shifted, as can
be seen in Figure 2.15(b), whereas for the p-type samples the annealing-induced
shift only shows up in the voltage range > 1V, as shown in Figure 2.15(a). That is,
these I-V curves are not parallel-shifted. This difference may be related to the differ-
ence in barrier height between the n- and p-doped materials. An n-type Schottky
diode with TaSix/Pt as gate material has a barrier height of approximately 1 eV as
estimated by Nakagomi et al. [113]. This gives a very high barrier height for the
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p-type material, since the SiC material has a bandgap of about 3 eV. This means that
the current level for a p-type Schottky diode should be significantly lower, or that
the resistance of the device is higher, compared with the n-type diode.

The difference observed between annealing at 4 hours or 10 minutes for the
n-doped material indicates the existence of a hydrogen-induced phenomenon with a
high activation energy, whereas the difference for p-type material indicates a phe-
nomenon with lower activation energy.

We also investigated what happened to the hydrogen response after the anneal-
ings. The results can be seen in Figure 2.16. The sensor response to hydrogen is
approximately the same after both the hydrogen and oxygen anneal. This indicates
that the shift in the I-V characteristics due to the annealing is not connected to the
sites involved in the hydrogen gas sensor response. The responses are in fact some-
what larger after the hydrogen anneal compared with after the oxygen anneal. This
indicates that the sensor response to hydrogen has nothing to do with the observed
shifts in Figure 2.15. It should also be observed that the hydrogen gas-induced
response is in the same direction as the hydrogen annealing-induced shift in the I-V
characteristics, in Figures 2.15 and 2.16.

Capacitance measurements were performed to investigate the 1/C2 versus
voltage relationship. Measurements were performed at 300°C after annealing the
samples in oxygen- or hydrogen-containing ambient. The curves show the same
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characteristics after annealing in both hydrogen- and oxygen-containing ambient,
which indicates that there is no dramatic change in the doping of the semiconductor.
However, the slope of the curves changes at higher capacitance values, which indi-
cates that the carrier concentration increases near the surface of the diodes.

Possible sites for the hydrogen anneal phenomena might be surface states, for
example, on either side of the native oxide on top of the SiC surface. However,
lattice defects and contamination in the surface layer of the epilayer may also be
involved, as indicated in the 1/C2 curves. These may be on different sides of the thin
insulator between the metal and the SiC. The thin insulator in these samples is
probably a thin native oxide, SiOx and oxidized Ta, TaxOy, from the TaSix layer.

It should also be noted that a nonparallel shift in the I-V characteristics due to
annealing was always seen for the p-type material and sometimes for the n-type
material. This may be due to the TaSix layer, which may oxidize to different layer
thickness in different components, or different thickness of the native oxide. A thick
insulator introduces a serial resistance (see Section 2.3.2.2).

2.5 More Sensor Properties

Chemical gas sensors are characterized by properties such as sensitivity and selectiv-
ity, which has been discussed in Section 2.2. Properties like speed of response and
long-term stability are of crucial importance for applications such as combustion
control in car exhausts or flue gases from boilers.

2.5.1 Speed of Response

The speed of response is normally determined by the adsorption, desorption, and
chemical reactions of the gas molecules on the sensor surface. The time constants
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involved are in the second to millisecond time range. This means that the speed of
response is defined by the type and structure of the catalytic metal and insulator in
combination with the operation temperature of the device. It is normally not depen-
dent on the choice of the semiconductor material. The shortest time constants for the
gas response are in the millisecond range. Thus, device properties such as the carrier
mobility, which are of great importance in electronic devices, are in general not
important for chemical gas sensor devices.

In order to be able to measure the time constants for the gas response, it must be
possible to change the gas atmosphere surrounding the sensor surface at a frequency
of 1–20 Hz. This challenging experimental problem was elegantly solved by Tobias
et al. through the development of moving gas outlets (MGOs), which are vibrated
under the sensor surface by a small electrical engine [114]. A diagram of the con-
struction is shown in Figure 2.17. Another solution was the use of a very small cav-
ity, a 6-ml chamber in this case, around the sensor and high-speed injection of the
gases through automotive injection valves [115]. In this way, the response time of
SrTiO3 sensors was estimated to be below 10 ms. Also Schalwig et al. built a system
with MGOs to estimate time constants in the order of milliseconds, with a frequency
range of 0.01–10 Hz [116]. In SiC-based capacitor devices with a gate material of
40-nm TaSix plus 40-nm Pt, response time constants to hydrogen in the millisecond
range have been measured at 200°C. Response time constants to CO, ethylene, and
propane have been measured as less than 50 ms at a temperature of 500°C, whereas
the time constant of the NO response was found to be several seconds [116].

The largest influence on the response speed is found to be the temperature.
Wingbrant et al. has investigated the temperature-dependence of the response speed
for a large number of different devices, with gate metals of 100-nm Pt + 10-nm TaSix,
porous Pt, and porous Ir of different thicknesses used as both hydrogen and ammo-
nia sensors [2] (Figure 2.18).

For cylinder-specific measurements, see Figure 2.18(a, b) and Section 2.7.1. It is
important that the time constant of the gas response is below 10 ms. This is also the
case for the cold start sensor, an application that is briefly described in Section
2.7.1. In Figure 2.18(a, b), it is shown that sensors with this response time have been
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Figure 2.17 The gas outlets of the MGO equipment are moving back and forth under the sensors,
exchanging their immediate environment at a high frequency. (From: [19]. © 2004 Springer-Verlag,
Inc. Reprinted with permission.)



demonstrated and that the MGO equipment previously described is capable of
measuring it [2]. The sensor signal was sampled by the MGO equipment every milli-
second over a period of 10 seconds at an exposure frequency of 5 Hz. The gas mix-
ture from one of the outlets was chosen as 1% H2 in 0.4% O2 and from the other
outlet as 0.4% O2, which gives alternatively hydrogen and oxygen in excess.

An ammonia sensor has been developed for another automotive application,
the selective catalytic reduction (SCR) of NOx gases in diesel exhaust, for which a
speed of response of 1 second is required (see Section 2.7.2). The response in the
MGO was noted from sensors exposed to pulses of 500-ppm NH3 in 20% O2. The
sensor signals were sampled every millisecond for 10-second periods at an exposure
frequency of 3 Hz. The sensor response, as measured at 300ºC, which is the tem-
perature normally encountered in the SCR system, is shown in Figure 2.18(c). As
can be seen in the figure, the sensor signal reaches its lowest level in less than 100 ms
for both types of sensor. However, in this case, neither the highest or lowest signal
level reaches the steady-state values, indicating that the gas exposure frequency is
too high for the reactions on the sensor surface to reach a steady state. This means
that the response time, traditionally defined as the time required for the response to
reach from 10–90% of its final value, would have been longer if a slower-exposure
frequency had been used. In Figure 2.18(d), the response is shown as measured at

2.5 More Sensor Properties 55

2.2 1.9

2.4 2.1

2.6 2.3

2.8 2.5

3 2.7

3.2 2.9

3.4 3.1

Time (ms)
(b)(a)

Time (ms)

Time (ms)

Time (ms)

500ºC

300ºC 350ºC

600ºC

6,0005,9005,8005,7005,6005,5005,4005,300

6,0005,9005,8005,7005,6005,5005,4005,300

6,2006,1006,0005,9005,8005,7005,6005,500

5,6005,5005,4005,3005,000 5,100 5,2004,900

H in O /N2 2 2Only H in O /N2 2 2

O /N2 2Only O /N2 2

Se
ns

or
si

gn
al

(V
)

Se
ns

or
si

gn
al

(V
)

Se
ns

or
si

gn
al

(V
)

Se
ns

or
si

gn
al

(V
)

τ<10 ms τ<10 ms

6.8

6.9

7

7.1
7.2

7.3

7.4

7.5

7.6
7.7 Only air

air

Only NH3

NH in air3

< 100 ms

1.9

1.8

2.1

2

2.2

2.3

2.4

2.5

2.6

(d)
(c)

τ < 25 ms

Figure 2.18 The sensor response to 1% H2 / 0.4 % O2 or 0.4% O2 (carrier gs N2) for a 10-nm TaSix
and 100-nm Pt sensor at (a) 500ºC and (b) 600C and to 500-ppm NH3/20% O2 or 20% O2 (carrier
gas N2) for (c) the 25-nm porous Pt sensor at 300ºC and (d) the 60-nm porous Ir sensor at 350ºC. The
steady-state values at constant gas concentrations are also shown in (a, c). The two gas outlets are
switched at a frequency of 5 Hz in (a, b) and 3 Hz in (c, d). The current between source and drain is
0.1 mA. Sampling is performed each ms.



350°C, when the gas surface reactions can be expected to occur at a faster rate. Now
it is seen that the response has reached a steady-state value after exposure to the
ammonia atmosphere. The extra dip in the response curve seen in the oxygen envi-
ronment might be due to the slow diffusion of ammonia. Some gas molecules might
still be left under the sensor surface in this experiment when hit by the oxygen gas
outlet.

Due to the results mentioned in Section 2.4.1 by Tobias et al. [110] and Gosh [6]
et al., the authors tested the response (not using the MGO equipment) of
the MISiC-FET sensors at 500°C for different constant current levels. A current of
65 µA showed the same fast speed of response as for normal operation at 100 µA.
For a constant current of 500 µA, the MISiC-FET showed the same size and speed of
response but also a slow drift of the baseline, which was not sensitive to a change
between oxygen and hydrogen.

2.5.2 Long-Term Stability

The long-term stability of a sensor that is to be used at high temperature and in
corrosive atmospheres can be affected by many parameters. An overview of these is
presented in this section.

The quality of the insulator under the catalytic material is an important
parameter for high-temperature operation. The formation of good-quality insula-
tors is especially difficult on wide bandgap materials, because the barrier height at
the interface decreases as the bandgap of the semiconductor increases. Several tech-
niques have been developed to improve the insulator quality, but it is still not as
good as that on silicon. However, a SiO2/Si3N4/SiOx (densified Si3N4) insulator stack,
as used in MISiC-FET devices (see Section 2.3.4) has shown good stability at tem-
peratures up to 500°C [51]. It has been reported that N2O nitridation improves the
SiO2/n-type 6H-SiC interface [117, 118].

The effect of hydrogen annealing on the passivation of insulator-semiconductor
interface states is well known. This is normally carried out at temperatures around
500°C, and normally improves the electrical characteristics of devices operated
below this temperature. However, at high-temperature operation the hydrogen
complexes at the insulator semiconductor interface may break again (see Section
2.4). An investigation has been carried out on Schottky sensors into the effect of
annealing the devices in either H2 or O2 at 500°C or 600°C [112]. Changes in the I-V
curves, which shows up as a change in the baseline of the devices by up to 200 mV,
was experienced due to the different anneal cycles.

Mixing and reaction between adjacent layers in the sensor device has also been
observed to be a problem at elevated temperatures. Capacitor sensors with a plati-
num contact layer, a buffer layer of tantalum silicide, and a thermal SiO2 as the
insulator were investigated by X-ray photoelectron spectroscopy (XPS) and AES
after heat treatment at about 550°C in oxygen and hydrogen atmosphere for about 1
hour. It was concluded that considerable mixing of layers and some consumption of
the oxide had occurred during this time [119]. Other researchers have also found
interdiffusion of metals and insulators as well as silicide formation at elevated tem-
peratures [84, 120]. Therefore, the introduction of new diffusion barriers might be
necessary for the design of sensors operating at 600°C or above.
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Ohmic contacts that stand corrosive environments at high temperatures are still
to be fully developed, for a review, see [121]. It has been shown that TiW contacts
covered by TaSix + Pt as corrosion protection performed better at high temperature
in an environment of H2/O2 pulses than standard alloyed Ni contacts, also with
TaSix + Pt protection [122]. During high-temperature operation, care should be
taken when catalytic metals like Pt are used as contacts. It was shown by Linnarsson
[103] et al., using SIMS, that hydrogen (deuterium) is introduced into SiC at tem-
peratures ≥ 600°C through contacts of Pt and Ni (see Section 2.4).

2.6 Experimental

2.6.1 Sample Preparation

The SiC Schottky diodes and capacitors that have been processed by the authors were
processed on either 6H or 4H substrates (n-type, about 1 × 1019cm-3) with a 5–10-µm
n-type epilayer (2−6 × 1015cm−3) [123, 124]. A thermal oxide was grown and holes
were etched for the metal contacts. In the case of the Schottky sensors, the SiC surface
was exposed to ozone for 10 minutes before deposition of the contact metal. This
ozone treatment produces a “native” silicon dioxide of 10 ± 1 Å, as measured by
ellipsometry [74, 75]. The MISiC-FET sensors (Figure 2.9) were processed on 4H-
SiC, as previously described [125]. The catalytic metal contacts consisted of 10-nm
TaSix/100-nm Pt, porous Pt, or porous Ir deposited by sputtering or by e-gun.

The layout of the MISiC-FET device connects the gate and source together. This
creates a “two-terminal” device, which produces diode-like I-V characteristics, as
shown in Figures 2.9 and 2.10. For more details of sample preparation, see [1, 125].

The sensor signal is the change in voltage of the device measured at a constant
current of 0.1mA.

2.6.2 Gate Metal Deposition

Two different kinds of catalytic metal structure are required. Thick films, which are
assumed to be dense, are needed for high-temperature operation and detection of
excesss oxidizing or reducing molecules in environments such as exhaust gases.
Porous metal films are needed for selective detection of molecules such as NH3, CO,
NO, and HC in excess air in environments such as diesel exhausts or flue gases.

In the case of thick films, adhesion is a major problem for high-temperature
operation, that is greater than 500°C. Also restructuring and even catalytic etching
may occur during high-temperature operation in corrosive atmospheres [126]. Sev-
eral adhesion layers, Ta, TaSix, Ti [73, 78, 79], have been used in the work carried
out by the authors. But care must be taken in the use of these, as they can introduce a
serial resistance in the Schottky sensors [73, 78]. Sputtered films have a better adhe-
sion than evaporated films. Samman et al. [46] introduced laser-ablated Pt gate elec-
trodes. These were very smooth compared with the sputtered Pt gates and they were
much less susceptable to restructuring during high-temperature operation. Ghosh et
al. used e-beam evaporation at a substrate temperature of 350°C to deposit Pt gate
contacts on capacitor devices. The films adhere well to the substrate following
repeated cycling up to 600°C [6].
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The authors tested a technique developed by Krause et al. [127] that involves the
use of a sputtering process at a high pressure, 50 mTorr. This produces films with
large grains and good adhesion properties, which has the advantage of enabling
metal patterning to be performed by using the lift-off process. These films also have
a favorable porosity and thus perform very well as ammonia sensors, as described in
Section 2.2.2 [52].

2.6.3 Mounting

For testing in both laboratory and industrial applications, the sensor chip produced
by the authors is mounted by gluing onto a ceramic heater, which is attached to a
16-pin holder while maintaining an air gap underneath [Figure 2.19(b)]. This allows
the sensor chip to be heated to 600°C, whereas the holder below stays at 200°C. A Pt
100 element is also glued to the heater and used for temperature control.

To carry out measurements in exhaust gases, the 16-pin holder is mounted in a
specially designed tube [Figure 2.19(a) [128], which was improved recently [52].
The exhaust gases are cooled while passing through the tube, which makes it
possible to make measurements with the sensor chip at a constant temperature that
is somewhat below the exhaust gas temperature.

Hunter et al. have mounted their sensors by gluing the SiC sensor chip onto a
thin membrane realized by spin-on glass, with a heater and temperature detector
underneath. This mounting technique enabled operation of the sensor at 600°C with
a heater power of close to 1W [4].

Micromachining in SiC is developed by several groups, for a review see [129].
Solzbacher et al. have constructed a microhotplate based on a SiC-membrane and a
HfB2 thin-film heater, where the active part of the membrane is separated from the
surroundings by six SiC microbridges. The heater is designed for operation tem-
peratures up to 700°C and can be operated at 400°C with a power of 35mW [130,
131]. Boston Microsystems also offers a monolithic microhotplate in SiC [132].

2.6.4 Device Operation

It is advantageous to operate the FET devices in a constant current mode using a
feedback system to compensate for the voltage change caused by the gas molecules.
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(a) (b)

Figure 2.19 (a) The tubing mounting used for engine exhaust measurements. The flow direction of
the gas is indicated by the arrows. To the left a schematic drawing of the device is shown, and to the
right a photograph of the real device without the inner tube. (b) A sensor chip mounted together
with a ceramic heater and a Pt-100 element on a 16-pin holder. (From: [128]. © 2003 Elsevier B.V.
Reprinted with permission.)



It is considered to be more relevant to measure the voltage change, and it has been
proposed this will give less baseline drift because the electric field over the sensor
remains constant [16, 47].

The testing of the basic properties of the SiC devices is often performed in inter-
mittent pulses of oxygen and hydrogen (1% O2/N2, 60 seconds, and 3% H2/1%
O2/N2, 30 seconds). This treatment is chosen since the corrosive oxygen atmosphere
combined with the hydrogen/oxygen atmosphere can be regarded as very rough for
the catalytic metals. For example, catalytic etching is known to take place in O2/H2

at temperatures above 450°C [126]. This treatment has been used by the authors to
speed up aging phenomena in the sensors. In this way, improvement of the stability
and reproducibility of the gas response can be achieved.

2.7 Applications

The MISiC and MISiC-FET sensors have been tested in a variety of applications,
both in simulated environments in the laboratory [24, 116] and in real applications
in the field [51, 76, 77, 128, 133, 134]. The authors have identified several areas in
automotive and industrial applications where the excellent properties of SiC can be
exploited. This section will review applications in both car exhaust gases and flue
gases from boilers.

2.7.1 Petrol Engine Exhausts

The SiC-based MISiC sensors have been used to demonstrate cylinder-specific
control of the combustion process in car engines [128, 133, 134]. Prerequisites for
this application are gas responses in the order of a few milliseconds [2, 114] and a
sensitivity to the change between oxidizing and reducing gases at very high tempera-
tures [128]. Tests have been performed in an engine test bench using both MISiC-
FET transistor sensors and MISiC Schottky sensors operated at about 600ºC with a
catalytic gate metal of 100-nm Pt with a 10-nm layer of TaSix underneath [128, 133,
134]. During field tests, the SiC sensor is placed in the exhaust system at the point
where the four outlet pipes from the cylinders join together. The signal from a
Schottky diode sensor is shown in Figure 2.3, when it is operated at 600°C in the
exhaust of a four-cylinder engine where the air-to-fuel ratio to one cylinder is delib-
erately run fuel-rich. The deviating cylinder is immediately identified by a sharp dip
in the sensor signal. Also MISiC-FETs have been successfully operated in a similar
experiment [133]. The MISiC sensors are fast enough to identify the deviating cylin-
der during on-line monitoring.

Chemometric evaluation methods can be applied to the signal from a single sen-
sor by feeding the whole data set into an evaluation program [133, 135]. Both prin-
ciple component analysis (PCA) and partial least square (PLS) models were used to
evaluate the data. These are chemometric methods that may be used for extracting
information from a multivariate data set (e.g., from sensor arrays) [135]. The PCA
analysis shows that the MISiC-FET sensor differentiates very well between different
lambda values in both lean gas mixtures (excess air) and rich gas mixtures (excess
fuel). The MISiC-FET sensor is seen to behave as a linear lambda sensor [133]. It
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should be noted that the sensor in these measurements is operated at 500°C, whereas
the binary responding sensor in Figure 2.5(a) is operated at 600°C [56]. Fast algo-
rithms are available that would make it possible to use a sensor array and evaluate
the signals by chemometric methods for on-line control of the engine by gas sensors.

During a cold start of a car engine, as much as 95–98% of the total emission
during an entire test driving cycle is emitted [128]. Therefore, a sensor that functions
even during this period of the engine cycle is highly desirable. During a cold start,
water droplets form on the cold walls of the exhaust pipe and are subsequently car-
ried downstream by the gas flow. A cold-start sensor then has to tolerate the thermal
shock of being hit by these water droplets. Zirconia is a rather brittle ceramic mate-
rial. Therefore, vehicle manufacturers currently choose to prevent the zirconia
lambda sensor, which is used to control the air-to-fuel ratio of the engine, from
functioning until the engine is warm [86].

One way to solve this problem, and thereby control emissions directly from the
start, is to use a sensor based on a material more resistant to thermal shock as a
cold-start sensor [128]. SiC, as the second hardest material in existence only sur-
passed by diamond, is such a material and has therefore been tested for its suitability
as a cold-start sensor. The water-splash resistance of SiC is still not verified because
these experiments are complicated to perform in a laboratory engine test bench.

The sensitivity of the sensors toward λ was tested in a 5-cylinder, 2.5-liter turbo
engine, in a test bench at Volvo Cars in Gothenburg, Sweden [128]. The sensor
holder was placed in a tube mounting [Figure 2.19(a)] and plugged into the exhaust
pipe of the engine, between the manifold and the catalytic converter. The tube
mounting was used to cool the gases because the exhausts are at a temperature of
700–900ºC and the 16-pin holder [Figure 2.19(b)] cannot withstand this tempera-
ture. It is also important to be able to control the temperature of the sensors during
operation. The lambda value in the engine was varied during idle running. It was
shown that the MISiC-FET sensor signals responds to lambda in the 0.98–1.06
range.

2.7.2 Diesel Engine Exhausts

SCR is a process by which NOx gases in diesel exhausts can be reduced to levels that
will meet future legislation. SCR is based on the reduction of NOx in the catalytic
converter by the injection of ammonia or urea into the exhaust gases before they
enter the catalytic converter, where NOx and NH3 react to form N2 and H2O. The
ammonia injection process may be controlled by measuring either the ammonia or
nitric oxide slip after the catalytic converter. Such an ammonia sensor should be able
to tolerate contaminants such as particles in the exhaust gases and should show very
low cross sensitivity to NOx and HC. Typical diesel exhaust contains 3–9% CO2,
50–250 ppm CO, 6–12% O2, 200–1,000 ppm NOx, and 130–260 ppm HC. Further-
more, the response to NH3 should have a time constant in the order of 1 second.

The MISiC-FET sensor operated at 300°C has demonstrated very promising
results in this application [52, 76]. In Figure 2.20, the sensor response to NH3

obtained from two MISiC-FET sensors with porous Pt gates is compared with the
NH3 concentration as measured by an optical instrument [52]. It is seen that the
MISiC-FET sensors follow the optical signal very closely. It can also be noted that
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even very small concentrations of ammonia produce a significant response in the
MISiC-FET sensors, which is an important fact if the sensor is to detect small
amounts of ammonia that slip through the catalytic converter. At a device tempera-
ture of 300°C, the time constant for the sensor response is estimated to be 50 ms [see
Figure 2.18(c) and Section 2.5.1], which falls well within the required limit.

Although the response to NH3 of a MISiC-FET with a porous Pt gate shows an
optimum at around 250°C, an operation temperature of 300°C is chosen because it
has been observed that this ensures a clean sensor surface even in diesel exhaust
[76]. The choice of Ir as the gate material produces a high NH3 sensitivity over a
broader temperature range and at a somewhat higher temperature, as shown in Fig-
ure 2.4 [23].

Schalwig et al. have tested the feasibility of using a SiC MOS capacitor sensor
containing a contact metal of 40-nm TaSix plus 45-nm Pt to detect NOx and HC
after the catalytic converter. This was carried out by simulating lean burn engine
exhausts [116]. It was observed that the sensor signal increased for NOx detection
and decreased for HC detection. This could permit this sensor to be used in a sensor
array to differentiate these two gases.

2.7.3 Flue Gas Monitoring

In flue gases MISiC sensors can be used to either monitor the gas components, such
as CO, nitric oxide (NO), and oxygen, or identify different modes of combustion in
the boilers of small power plants. In this way, it is possible to optimize the combus-
tion in boilers of about 0.5–5 MW in which optical techniques such as Fourier
transform infrared (FTIR) are too expensive and complex. The authors have per-
formed measurements in a 100-MW boiler, which has been used to heat houses and
industries and generate electricity in Nyköping, Sweden, and in which there was a
natural randomization of the flue gases [59]. Data was collected over several
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Figure 2.20 The sensor signal from two MISiC-FET sensors (upper curves) and the optical reference
instrument (lower curve) during engine test rig measurements to simulate standard drive. (From:
[52]. © 2004 IEEE. Reprinted with permission.)



months. The data from the sensors was evaluated using PCA and PLS models [135].
The results indicate the possibility to use an array of sensors and chemometric data
evaluation to control the operation mode of the boiler as well as fine-tuning of the
combustion by measuring the CO concentration in the preferred boiler mode. The
MISiC sensors have been operated in the flue gas environment at 300°C for a total of
6 months without failure.

2.8 Outlook and Conclusions

The technology of field-effect devices based on high bandgap materials is rapidly
becoming mature as a technology for mass-production of sensors. Material proper-
ties have improved to enable long-term stable devices and the processing technology
allows batch processing. The robustness of the materials and their tolerance of
extreme environments makes them very attractive for use in high-temperature and
corrosive environments. GaN, AlN, and diamond have larger bandgaps than SiC
and will probably be important as sensor materials in the future. However, their
production and processing technology is not so mature as that of SiC, and commer-
cialization of devices produced on these materials is expected at a somewhat later
date than for those produced on SiC. The chemical inertness of wide bandgap mate-
rials also make them biocompatible and thus interesting as biosensor material [136].

A number of field-effect devices such as capacitors, Schottky diodes, p-n
junctions, and transistors have been explored for use as chemical gas sensors.
Advanced transistor sensors have been demonstrated in both SiC and GaN. The use
of transistor devices has many advantages, such as greater stability and simple elec-
tronic circuitry. It also permits the use of less-conducting gate materials, which
enables a greater range of catalytic materials to be used. MISiC-FETs can be oper-
ated over a large temperature range, from 100°C to 700°C. This makes it possible to
design arrays of sensors, which enables these sensors to be used in a large number of
applications, such as in combustion engine and for flue gas monitoring. The small
size and versatility of these sensors also permits their use in sensor systems such as
the electronic nose.

The gas response of the field-effect devices is determined by the catalytic
properties of the contact material, which includes both the catalytic layer and the
underlying material. The temperature plays a dominant role in the detection process
because the origin of the gas response is found in the chemical reactions that take
place on the sensor surface, and it is furthermore also influenced by the mass trans-
port properties of the molecules in the gas phase. This permits arrays of sensors of a
common design to be tailor-made for detection of a range of gases and for use in a
range of applications

SiC material and processing technology is rapidly reaching maturity. Wafers
of 3 inches in diameter are already available and 4-inch wafers are expected to fol-
low soon. SiC also offers the possibility to integrate electronics on the sensor chip in
the future, which makes this technology very attractive. Free-standing chips of SiC
can include in the future arrays of chemical sensors, a heater, temperature control,
and signal processing circuitry. The high thermal conductivity of SiC will permit
heating of these chips up to 600°C within a few seconds and also rapid cooling
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should be possible. Furthermore, microhotplates based on SiC have already been
demonstrated.

SiC technology provides the opportunity for the exploitation of chemical gas
sensors in the near future in environments and applications that are problematic
today. The extension of this technology to these areas will enable the reduction of
unwanted emissions and will promote reductions in the use of fuel and energy,
resulting in positive implications for natural resources and the environment.
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C H A P T E R 3

Silicon Carbide Technology and Power
Electronics Applications1

C. Wesley Tipton IV and Stephen B. Bayne

The basic circuit topologies of switch-mode power conversion have been known for
more than 100 years. One of the earliest examples is the hertzian oscillator shown in
Figure 3.1. Here, the applied dc potential is converted to an ac current flowing in a
tuned circuit. The switch and the coupled inductor form an electromechanical mul-
tivibrator that produces a chopped dc current in the primary winding. Note that a
“snubber” circuit is connected between the contacts of the switch to provide a com-
mutation path during turnoff. The snubber is needed to extend the life of the
switch’s contacts. As Severns [1] points out, although switch technologies continue
to change, the basic physics of these circuits remains the same. This chapter provides
an overview of power-conversion applications using the latest generation of SiC
semiconductor devices. We explore the motivations for applying SiC technology,
review recent SiC circuit demonstrations, and discuss the implications of high
power-density electronics. We have divided power-circuit applications into three
categories: dc-dc conversion, dc-ac conversion, and pulse-power applications. We
have also included a section on high-temperature and high-voltage packaging that is
an enabling technology for the application of SiC.

3.1 DC-DC Conversion

The purpose of dc-dc switched-mode power-conversion (SMPC) circuits is to condi-
tion or transform input dc power to the required dc output. These converters usu-
ally perform a step-up or step-down transformation of the input voltage. However,
it is also possible to use these circuits in power-isolation applications where the
input and output voltages are nearly equal. Because of their high conversion effi-
ciency and power density, SMPC systems have found widespread use in applications
ranging from low-power consumer electronics to very high-power industrial sys-
tems. SMPC circuits contain inductors and capacitors as energy storage compo-
nents and semiconductor switches and diodes to transfer the energy from the input
to the output. Although there are numerous SMPC circuit forms that address vari-
ous aspects of the power-conversion spectrum, we will focus only on a few of the
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basic topologies such as buck and full-bridge converters, as these have been widely
used as demonstration circuits for SiC technology.

3.1.1 SMPC Circuit Topologies and Operation

Figure 3.2 shows a comparison of some common SMPC circuit topologies and their
associated maximum current and voltage stresses. The buck, boost, and flyback con-
verters are all single-switch circuits and have similar operating characteristics in that
they use a switched inductor (or coupled inductor in the case of the flyback circuit)
to store energy. A diode (D1) provides an alternate current path for the inductor to
transfer its energy during a portion of the conversion cycle. The duty cycle (D) in
these circuits is defined as

D
T

=
τ

(3.1)

where τ is the conduction time of the transistor (Q1) and T is the total cycle time. In
applications requiring galvanic isolation between the input and output or where a
large step-up or step-down ratio is desired, transformers are typically used in SMPC
circuits and bridge topologies are employed. The half-bridge circuit uses two
switches to produce a bidirectional current in the primary winding of the trans-
former. The capacitor voltage divider biases one side of the primary winding at half
the input voltage (Vin) so that the voltage imparted on the winding is one-half Vin.
However, the maximum voltage stress on either switch remains Vin.

The full-bridge converter is the dominant circuit topology in high-power appli-
cations. In this circuit, the capacitor divider found in the half-bridge has been
replaced with two switches. This allows the full input voltage to be applied across
the primary winding. During one conduction cycle, either S1 and S4 or S2 and S3 are
turned on simultaneously. For a given switch, the full-bridge circuit has twice the
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Figure 3.1 Hertzian oscillator (circa 1900) demonstrating basic switch-mode power-conversion
technology. Note: n1 = np and n2 = ns.



power-conversion rating of the half-bridge circuit due to the increased switching
voltage. The maximum collector current of the bridge circuits includes the magnet-
izing current (Imag) associated with the transformer. The electrical ratings of
the semiconductor components are typically 1.5 to 2 times the values estimated by
Figure 3.2 to provide margin for parasitic effects. Of course, the extra design margin
does not come without penalties such as higher conduction losses or higher device
capacitance.

Following an analysis presented by Brown [2], Figure 3.3 shows the operational
regimes of the buck/boost/flyback, half-bridge, and full-bridge converter topolo-
gies. The boundaries indicated in this figure are, of course, not hard limits and are
based on factors such as the maximum current rating of the switches. In the present
case, the boundaries are set using a peak current of 60A; a typical rating of contem-
porary discrete bipolar transistors and metal-oxide-semiconductor field-effect tran-
sistors (MOSFETs). As one increases the power requirements of the converter, the
thermal and electrical stresses are also increased. To attain higher power-conversion
levels, more switches are incorporated into the circuit to reduce the stress imparted
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on each switch. The full-bridge converter having the largest number of switches is
able to attain the highest power levels.

The idealized waveforms of the buck converter are shown in Figure 3.4. When
Q1 is conducting, D1 is reversed-biased and the current flowing through the induc-
tor (IL1) increases to a value of Ipeak before Q1 is turned off by the control electronics.
As Q1 becomes nonconducting, IL1 is commuted through the forward-biased D1. If
the stored energy in L1 is allowed to fully dissipate (transferred to the load) before
Q1 is again turned on, the converter is said to operate in the discontinuous conduc-
tion mode. In this mode, switching loss is minimized; however, the conduction loss is
maximized, and the large ripple current (∆IL1) gives rise to higher power loss in the
output capacitor. If the switch is turned off before a significant portion of the energy
stored in the inductor is dissipated, the converter is operated in the continuous con-
duction mode. Here, switching losses are increased and conduction losses are
decreased.

In our discussion of SMPC circuits, the switching method has been assumed to be
hard switching. In hard switching, the current and voltage stresses imposed on the
switches and diodes are not considered (or minimized) by the control electronics. The
duty cycle or frequency of the system is adjusted solely to maintain the required out-
put voltage, current, or power. Switching losses in these systems can be quite high.

In applications where high power density or thermal management is of prime
importance, hard- switched converters are not feasible using conventional Si compo-
nents. In these cases, resonant or quasi-resonant (also termed “soft-switching”)
topologies can be used. The electrical resonance is obtained through parasitic
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inductances and capacitances and lumped inductances and capacitances combined
to “tune” the resonant frequency of the circuit to the desired switching frequency.
The goal is to provide zero voltage switching (ZVS) or zero current switching (ZCS)
through the oscillatory behavior of the circuit.

3.1.2 Silicon Carbide Devices in SMPC Applications

SiC Schottky diodes have just recently been introduced as the first commercially
available power components. Not only is the Schottky barrier diode the least com-
plicated device to manufacturer, but it also has the broadest applicability to SMPC
circuits. Consider the two roles diodes play in dc-dc converter circuit topologies:
current commuting “switch” and output rectifier. In the case of the buck converter,
for example, the commutating diode (D1 in Figure 3.2) alternates between the for-
ward- and reverse-biased states as depicted in Figure 3.4. As D1 is switched from the
conducting (or forward-biased) to blocking (or reverse-biased) condition, minority
charge is removed from the diode junction and a depletion region is established.
During this process, the collector-to-emitter voltage of Q1 becomes essentially Vin

and a large current spike, supplied by the diode’s minority charge, is conducted by
Q1, resulting in large, transient power dissipation in the transistor during the
diode’s recovery time [3]. This switching process is one of the dominant sources of
power loss in high-frequency, silicon-based SMPC systems and the focus of much
research in both circuit and device design.

Silicon diodes used as output rectifiers in SMPC circuits also contribute to
power loss. As the diodes switch between the forward- and reverse-biased states, a
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large current spike flows in the transformer. The combination of the diode capaci-
tance and transformer’s leakage inductance causes severe voltage overshoot and
oscillation across the rectifier circuit. This is a significant problem in high-voltage,
high-power applications where the use of fast-recovery Si Schottky diodes is not fea-
sible due to the voltage limitation of Si technology. Figure 3.5 shows the operation
of a silicon-based, 2-kW full-bridge converter operating at 100 kHz. The top wave-
forms are the voltage and current across the transformer primary winding and the
bottom waveforms are the voltage across the output rectifiers. The 200-V overshoot
and ringing across the output rectifier observed in Figure 3.5(a) not only decreases
efficiency and exacerbates thermal management but also requires that the diodes
have higher reverse-breakdown voltage ratings. We note that the minority carrier
lifetime of silicon devices has again caused a problem for the circuit designer. Several
circuit modifications have been proposed to reduce the electrical stress on the output
rectifiers. These include dissipative and nondissipative snubbers [4], active and pas-
sive clamps [5], and synchronous rectifiers. Figure 3.5(b) shows one example of how
the oscillation may be eliminated using an active snubber [6]. This circuit uses an
additional diode, capacitor, and MOSFET to clamp the voltage across the rectifier
diodes and recycle the energy associated with the transformer’s leakage inductance
back to the load.

Based on the characteristics of the semiconductor devices, it is clear that soft-
switching (SS) should have an efficiency advantage over hard-switching (HS), espe-
cially at high switching frequencies. Coponet [7] simulated the operation of three
SMPC circuits to quantify the efficiencies of HS and SS converters. Figure 3.6 shows
the basic circuit topology used in the HS simulations. By adding snubber capacitors
in parallel with the free-wheeling diodes (D1-D4), the circuit becomes a ZVS con-
verter, in that the turnoff transition of each switch is slowed by the added capaci-
tance. In a second modification, a capacitor and saturable inductor were added in
series with the transformer’s primary winding and capacitors are added in parallel
with D1 and D2; the circuit becomes a ZVS-ZCS converter. Table 3.1 summarizes
the simulation results of the three converter types. Because conduction loss in the
switches remains essentially constant over the different topologies, increased effi-
ciency is attributed to the reduction in switching loss. Through the addition of a
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handful of components (note that for high power levels these components may
occupy a significant volume), the loss in the HS, full-bridge converter has been
reduced by 7% or 2,100W!

Richmond [8] has performed a comparison of the loss in HS, Si insulated-gate
bipolar transistors (IGBTs) driving an inductive load and using Si and SiC free-
wheeling diodes. Recall that Si-based bipolar diodes have a significant reverse
recovery time that causes energy loss in their companion switch under HS operation
and that unipolar Si Schottky diodes are limited to an operating voltage of approxi-
mately 200V. SiC Schottky diodes have very low reverse-recovery charge and there-
fore should obviate the need for snubbers and the more complex SS topologies.
Figure 3.7 shows the comparison of the turn-on current characteristic of an Si IGBT
(turnoff of the antiparallel diode) using Si and SiC diodes at 25ºC and 125ºC. As
expected, the SiC diode introduces relatively little additional turn-on current to the
IGBT and this characteristic is temperature-invariant at least to 125ºC. The ultra-
fast Si diode, on the other hand, doubles the peak switch current at 125ºC. Because
the IGBT has its own power loss associated with the turnoff tail [9], the additional
power loss in the transistor imposed by the antiparallel diode during turn-on will
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Table 3.1 Power Loss and Efficiency Comparison of
Hard-Switched and Soft-Switched Converter Topologies

HS ZVS ZVS-ZCS
Power loss in
S1 + D1 + S2 + D2

587W
(2%)

484W
(1.5%)

75W
(0.3%)

Power loss in
S3 + D3 + S4 + D4

587W
(2%)

484W
(1.5%)

65W
(0.2%)

Total loss 2,350W 1,940W 280W
Efficiency 92% 94% 99%
Source: [7].



limit the operating frequency of the IGBT in HS applications. Figure 3.8 shows the
total power loss in the IGBT as a function of switching frequency and temperature.
At 100 kHz and 125ºC, the power loss using the Si diode is more than double the
value of the loss when a SiC diode is used. Since the SiC diode contributes very little
to the total switching loss, the change in the SiC loss curves is due to the temperature
dependence of the IGBT’s turnoff time.

76 Silicon Carbide Technology and Power Electronics Applications

1000 200–100–200
Time (ns)

0

12

8

4IG
BT

C
ur

re
nt

(A
)

With SiC diode,
25°C and 125°C

With ultra-fast Si diode,
125°C

With ultra-fast Si diode,
25°C

Figure 3.7 Comparison of the turn-on current of an Si IGBT with Si and SiC antiparallel diodes.
(From: [8]. © 2003 Cree, Inc. Permission granted by Cree, Inc.)

10 50 60 70 80 90 10030 4020

Switching frequency (kHz)

0

120

80

40

160

To
ta

lI
G

BT
Sw

itc
hi

ng
Lo

ss
(W

)

25°C

75°C

125°C

Ultra-fast Si diode

SiC diode

Figure 3.8 Comparison of the power loss in an Si IGBT with Si and SiC antiparallel diodes. (From:
[8]. © 2003 Cree, Inc. Permission granted by Cree, Inc.)



Based on the previous presentation of the topologies and operation of dc-dc
converters, it is clear that stored minority charge in semiconductor devices has a sig-
nificant impact on their performance. Unfortunately, Si device technology is limited
in terms of its reverse recovery performance limits. Depending on voltage rating, the
reverse recovery time of Si power diodes may be as low as 25 ns for low breakdown
voltage devices (< 200V) [10]. The majority of contemporary power electronics
research is focused on circuit techniques and control methods to circumvent the
limitations of Si power components. The advent of SiC devices will reduce complex-
ity, or at the very least, provide additional design margin and improved
performance.

Until recently, most reported evaluations and analyses of SiC components, as
they relate to circuit performance, have been limited to p-i-n and Schottky diodes.
This has been due to both the complexity of the analyses and availability of stable
components. In the previous discussions, it was noted that a variety of techniques
have been employed to expand the operating regime of Si-based switching convert-
ers by ameliorating the electrical stress. The introduction of commercially available
SiC semiconductor components by Infineon and Cree have raised the question of
how SiC technology will impact the next generation of switching power circuits.

Hefner et al. [11] performed a comparison of a 600V ultra-fast recovery diode
(Si) and a 1,500V, merged p-i-n Schottky diode (SiC) in a 50-W Cúk converter. This
single-switch converter was operated at 100 and 186 kHz and performed a 500-V to
100-V dc-dc conversion. Figure 3.9 shows the measured efficiency as a function of
output power for the two diodes. Using Si diodes, the converter operated at efficien-
cies between 81% and 85% over most of the loading conditions. When configured
with SiC diodes, the converter operated at efficiencies between 87% and 89%. An
analysis of individual power-loss components revealed that the switch’s conduction
and turnoff losses did not change when the circuit was configured with SiC diodes.
The switch’s turn-on loss, however, was reduced from 2.3W to 0.75W.
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3.1.3 Other SiC Switches

In addition to unidirectional switches, bidirectional switches also find application in
power-conversion and conditioning circuits. One example is the auxiliary resonant
commuted pole (ARCP) converter [12]. In this circuit, the familiar four-transistor
bridge circuit shown in Figure 3.6 (H-bridge) is augmented by two bidirectional
switches (BDS). These auxiliary switches are used as commutation switches and
allow for zero-voltage switching of the H-bridge devices. The power loss within the
ARCP circuit depends primarily on the values of the resonant inductors and snubber
capacitors located across the H-bridge switches. Higher values of snubber capaci-
tance leads to lower turnoff loss in the H-bridge switches but increases the peak cur-
rent through the BDS that, in turn, leads to higher conduction loss [13]. Usually,
high-power switches have a significant turnoff time, which is related to the minority
carrier lifetime and requires the use of large-value resonant capacitors at high
switching frequencies. In addition to loss considerations, the design of the ACRP cir-
cuit is complex as the resonant components determine the maximum switching fre-
quency, dI/dt, and dV/dt stresses. If one considers the use of SiC components in the
ACRP circuit, the design process becomes less complicated due to the very small
turnoff times of the switches and diodes.

The authors have developed a hybrid SiC-Si BDS for use in high-temperature
power-conversion circuits. The schematic and implementation are shown in Figure
3.10. As high-temperature, high-power SiC MOSFETs are only now becoming
available as research-grade components, Si MOSFETs were used to provide voltage
control of the SiC gate turnoff thyristors (GTOs). At 150ºC, the current rating of the
power MOSFETs is de-rated to approximately 10A. The GTOs are asymmetric
devices and have a lower reverse-blocking voltage than forward blocking. The anti-
parallel diodes of the BDS limit the reverse voltage across the GTOs. The BDS was
designed to operate a 150ºC at a forward current of 17A with a blocking voltage of
400V. The nominal current density was 150 A/cm2 to keep the die temperature
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below 250ºC. The antiparallel SiC junction barrier Schottky (JBS) diodes were lim-
ited to 125 A/cm2.

3.1.4 SiC AC-DC Inverter Example

With the advent of regulations aimed at maintaining power quality, traditional off-
line power supplies used in high-volume markets such as telecommunications and
consumer electronics are required to have a power factor (PF) near unity. The PF is
defined as the ratio of the total active power to the total apparent power. Any sig-
nificant deviation from a unity PF causes phase displacement and/or harmonic dis-
tortion on the input power bus. At issue is the design of traditional off-line ac-dc
power supplies that use transformers to match voltage requirements and subse-
quently introduce a large inductive load to the ac line. Again, this large inductance
causes the PF to be much less than unity. To maintain power quality, these systems
are now required to include a power factor correction (PFC) circuit so that the input
current will be controlled to match the input voltage, causing the input to appear
resistive (PF=1). A typical PFC circuit is shown in Figure 3.11. The ac line voltage is
first rectified then conditioned by the PFC circuit before being passed to the SMPC
circuit. Note that the PFC is a boost topology and, in this example, generates a
nominal 390 VDC output from the rectified 85 to 265 VAC input. The PFC may be
operated in the discontinuous and continuous conduction modes—DCM and
CCM, respectively. As previously discussed, DCM operation is not preferred
because of performance issues related to high peak currents. On the other hand, the
PFC’s switching frequency in CCM is limited by the reverse-recovery time of the
diode, thereby impacting its size and efficiency. The major SiC device developers
regard the PFC application to be a significant near-term market for SiC Schottky
diodes due to the combination of high blocking voltage, high thermal conductivity,
and near-zero reverse-recovery loss.

Singh [14] and Zverev [15] have evaluated SiC diodes in PFC applications. Fig-
ure 3.12 shows a comparison of the voltage and current stresses seen by the PFC’s
MOSFETs using Si and SiC diodes, respectively. In Figure 3.12(a), two paralleled
MOSFETs, an Si diode, and snubber circuit were evaluated, whereas in Figure
3.12(b), the snubber circuit was removed and the Si diode was replaced with a SiC
Schottky diode. Using these data and assuming a fixed switching frequency, we
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estimate that the Si diodes and snubber circuit double the switching power loss dissi-
pated in the MOSFETs relative to the SiC diode case.

3.2 DC-AC Power Conversion

Power inverters are a key application in modern electronics industries mainly due to
the need for synthesized ac power sources. Variable speed motor drives and uninter-
ruptible power supplies are two primary applications for inverters. SiC represents an
enabling technology that has the potential of placing the power-conversion electron-
ics in areas of extreme temperature. This is especially true in military traction applica-
tions, hybrid electric vehicles, and avionics systems. Power conversion using SiC
solves several problems faced in present-day IGBT and MOSFET-based inverter
designs. Specifically, SiC diodes have been demonstrated to reduce the magnitude and
duration of the reverse-recovery process. Therefore, inverters built using SiC compo-
nents promise improved efficiency and flexibility in high-temperature applications.

3.2.1 DC-AC Power Inverter

A simplified schematic of the switching section of a three-phase inverter is given in
Figure 3.13. The circuit consists of three half-bridge subcircuits each composed of
two switches (S) and two antiparallel diodes (D). In each leg (A, B, or C), only one
switch (e.g., S1 or S2) is active at any given time and the output of each half-bridge,
VAN, for example, depends only on the input bus voltage (VI) and the state of the
switches. When driving inductive loads, the antiparallel diodes provide an alternate
current path to dissipate stored energy once a switch has been turned off. Electrical
stresses in the switches are determined by the voltage and currents provided by the
dc source to the load. Because of complementary switching these stresses are shared
among the switches and are nearly the same for each switch. Therefore, when one
switch is on, it carries the full-load current whereas the other switch blocks the
full-dc source voltage.
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The advantage of using SiC components is twofold: reduced switching losses
and higher operating temperatures. The reduction in switching losses allows for
higher power density or operation at higher switching frequencies. Silicon devices
such as IGBTs and MOSFETs continue to have improved switching characteristics
but a major impediment is the requirement to have their junction temperature main-
tained below 150ºC to meet reliability standards.

3.2.2 Inverter Control Techniques

Sine-triangle or space vector modulation control techniques are often employed to
produce an alternating current from a dc bus. In the first case, the sine wave is
approximated by comparing a high-frequency triangular wave to the desired low-
frequency sine wave. The resultant waveform is a pulse-width modulated (PWM)
control signal that is applied to the upper switch and its complement to the lower
switch of a phase leg. To generate three-phase outputs, three low-frequency sine
waves (displaced by 120°) are used to generate the six PWM control signals. Com-
plementary operation ensures that the two switches in each leg never conduct simul-
taneously. High-power inverters typically use switch modules that incorporate
multiple IGBTs or MOSFETs connected by many paralleled wire bonds or through
low-inductance power planes such as a laminated bus bar. Because the parasitic
inductance connecting the switches is quite low, high currents will flow if switches
within a phase leg are conducting at the same time. This is called a diametric fault
and it is remedied by using carefully designed timing circuits to account for the non-
ideal response of the semiconductor devices. To accommodate incomplete turnoff
due to minority carrier lifetime, such as that found in IGBTs, a small time delay
(dead time) is inserted in the switching cycle. In IGBTs the incomplete turnoff is
referred to as the current tail [16]. A consequence of adding dead time is to force
either of the two free-wheeling diodes in each phase leg to turn on. This action cre-
ates an opportunity for the diode to conduct the full-load current until the next
switch is turned on.
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When the next switch in the timing sequence is turned on, it must conduct
the reverse-recovery current of the diode. As in the case of dc-dc converters, the
diode reverse-recovery process usually causes large current to flow, not only because
reverse-recovery times can last hundreds of nanoseconds, but also because of the
low-inductance power planes. Figure 3.14 shows the reverse-recovery characteris-
tics of a silicon fast-recovery epitaxial diode (FRED) and a SiC diode. It is clear from
this figure that the SiC diode is a far more capable replacement for the typical Si
diode due to the lack of recovery current.

The application of semiconductor switches in dc-ac conversion circuits requires
that the switches be capable of operating at high current, high voltage, and high fre-
quency. The power level for inverter circuits ranges from several watts for fans up to
hundreds of kilowatts for traction systems. There are different types of power semi-
conductor switches, but the switches can be divided into two major categories:
voltage-controlled and current-controlled switches. A voltage-controlled switch
such as a MOSFET has a very high gate input impedance, requiring relatively little
continuous current. A current-controlled device, such as a bipolar junction transis-
tor (BJT), has low input impedance, requiring higher drive currents.

For low-power applications, the devices of choice are the MOSFET, the IGBT,
and the BJT. For applications up to 1 kV, the MOSFET is the device of choice
because it is a voltage-control device and has a fast switching speed. For applications
ranging in voltage from 1 kV up to 4 kV, the IGBT is most often used. The thyristor
and the GTO are used for voltages over 4 kV.

The majority of circuit topologies used for inverter circuits are hard-switched. In
hard-switched circuits the device sees the full operating voltage while switching the
current; hence the power dissipation is dominated by the switching losses, which
increase with increasing switching frequency.

3.2.3 SiC DC-AC Inverter Example

The first report of an all-SiC, three-phase dc-ac inverter was presented by Seshadri et
al. [17] in 1999. Although Seshadri’s inverter used SiC GTOs and p-i-n diodes, it
was operated at ambient temperature and at voltage and current levels so low that
the authors were unable to “…determine typical switching characteristics of the
individual SiC components.” From the standpoint of technology development, there
exists a need to evaluate SiC technology under relevant circuit stresses.

In 2001, the authors of this chapter developed a 400-W, dc-to-ac inverter using
SiC GTOs and p-i-n diodes for operation at case temperatures up to 150°C for driv-
ing three-phase, inductive loads up to 580W. The inverter circuit was constructed to
perform the first characterization of these SiC devices under significant electrical
and thermal stresses, investigate the parametric operating space of the SiC devices,
and uncover circuit-related failure modes.

As previously noted, the switching devices in this dc-ac inverter are SiC GTOs.
This device was designed and fabricated by Cree Inc. to provide 1,200-V forward-
blocking voltage and a maximum controllable current density of 500 A/cm2 or 7A.
As these devices are asymmetric, their reverse-blocking voltage is limited to 250V.
Note that the control signal for this structure is applied between the gate
and anode—unlike many conventional Si GTOs. A detailed description of the Cree
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GTO can be found in [18, 19]. Before being incorporated into the half-bridge cir-
cuit, each GTO was screened for the following room-temperature electrical charac-
teristics: (1) anode-cathode forward-blocking voltage of at least 800V with a
leakage current of less than 2 µA (150 µA/cm2), (2) anode-gate forward voltage
(–VGA) drop of 2.7V at a gate current (IG) of –20 mA, and (3) anode-gate reverse
leakage current of less than 5 µA (300 µA/cm2) at a VGA of 10V. The turn-on voltage
of the p-i-n diodes decreased from 3 to 2.6V as the case temperature increased from
25°C to 250°C. The diodes were screened to ensure a forward-blocking voltage of
at least 800V with a leakage current of no greater than 5 µA. Further information
relating to the Cree SiC p-i-n diodes used in this work can be found in [20, 21]. To
operate at high voltages, the SiC diodes and GTOs were encapsulated with a low
viscosity coating. We found, however, that the encapsulant caused a failure mode in
the GTO that was not present in the diode. Before encapsulation, the blocking volt-
age was measured to be in excess of 800V. After encapsulation, the blocking voltage
dropped to below 50V. Based on our characterizations, we hypothesize that the
GTO’s passivation was degraded by the encapsulation, which in turn provided a
leakage current path between the cathode and gate regions. In a study conducted by
McCluskey [22] on Si die in plastic encapsulated packages, the principal failure
mechanism during high-temperature life testing was the formation of intermetallic
species at the die-bond interconnect. Not only did the flame retardants in the epoxy
resins cause increased rates of intermetallic formation but they also decomposed at
temperatures above 175ºC to form corrosive byproducts like methyl bromide and
hydrogen bromide that attacked the die. Based on these results, the GTOs used in
the inverter circuit were not encapsulated and limited to operating voltages of
600V.
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3.2.3.1 SiC DC-AC Inverter Implementation

The block diagram of the SiC inverter is shown in Figure 3.15. The primary dc power
supply was varied between 0 and 600V and was “stiffened” with a 500 µF capacitor.
A motor control development board was used to generate the PWM pulses for the
GTO gate drivers. The PWM signals were generated under open-loop control and had
a switching frequency (fs) of 2 kHz. The output waveforms were synthesized using a
1,024-point look-up table that contained the values of the first quadrant of the sine
function. The switching frequency determined the number of points from the table
that were used to generate the sinusoidal output, whereas the drive frequency (0 to 60
Hz) was determined by the rate at which the values from the table were output to the
drive electronics. Due to the GTO’s drive-current requirements, a custom gate-drive
circuit was designed to interface the PWM controller with the GTOs. This circuit
operated the GTOs using a turnoff gain of 1 and a turn-on gain of 7. The gate-drive
circuit was isolated from the PWM driver board by an optocoupler and its output
stage consisted of two Si MOS transistors connected in a push-pull configuration.
High-voltage isolation of the gate-drive circuit from the bridge circuit was accom-
plished using dc-dc converters. Two 12-V, 60-W converters were used on each gate-
drive circuit to produce the bipolar GTO gate currents. Figure 3.16 shows a schematic
of the three-phase, full-bridge power stage consisting of the SiC GTOs and p-i-n
diodes, turn-on snubbers (SNon), and turnoff snubbers (SNoff).

The bridge circuit topology requires that the designer prevent the input power
bus from being directly shorted by the switching elements. To avoid the short-circuit
condition in the present circuit, two parameters must be properly designed. The first
design consideration is the possibility of exceeding the maximum rate of rise of the
VAK such that a GTO being turned off is inadvertently latched on. In the forward-
blocking state, the center junction of the GTO is reverse-biased and therefore has a
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small junction capacitance that dominates all other internal capacitances. For a suf-
ficiently large voltage transient across this junction capacitance, a displacement cur-
rent will be produced that satisfies the conditions for turn-on [23]. To prevent this
mode of turn-on, a turnoff snubber circuit was implemented to limit the rise-time of
VAK. The turnoff snubber circuit shown in Figure 3.16 was designed to limit the
dVAK/dt to 200 V/s. The turnoff snubber capacitance (Coff) is given by

( )C I t Voff M f I= / 2 (3.2)

where IM is the maximum current through the GTO and tf is the anode current’s fall
time [24]. For a capacitance value greater than Coff, the GTO voltage rises more
slowly and takes longer than tf to reach VI. The value for Coff used in the snubber cir-
cuit was 0.015 µF. The value of the snubber resistor (Roff1) was chosen so that the
current through it is 20% of Im or

R V Ioffl I M= / .02 (3.3)
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The value for Roff1 used in the snubber design is 1 kΩ. For the turnoff snubber to
be effective, the minimum on-time of the switch should be greater than the capaci-
tor’s discharge time so that the capacitor’s voltage can discharge to 0.1VI before the
beginning of the next switching cycle; therefore, the minimum on time for the GTO
should be

( )t R Con offl off> ln 10 (3.4)

Based on (3.4), the PWM pulse widths were programmed to produce a maxi-
mum on-time of 470 µs and a minimum on-time of 30 µs to avoid the possibility of
incomplete switching. Due to circuit topology, as the upper GTO is turned on and its
VAK decreases, the lower GTO’s VAK increases at this same rate. The opposite effect
occurs during turnoff. If the upper device’s slew rate (dVAK/dt) is allowed to be large
during turnoff, there is a possibility that the lower GTO will be inadvertently latched
on. The resistor Roff2 was adjusted to limit the turn-on slew rate. Resistor Roff2 was
added in series with the snubber diode to increase the charging time of Coff. Inductor
Loff limits the peak current through the GTO during turn-on.

The second design consideration is the dead time associated with the PWM con-
trol signals. The dead time is determined by the device turnoff time and snubber
decay times. Catastrophic GTO failure would occur if both devices in one half-
bridge were to conduct simultaneously. The PWM control software was modified to
produce a conservative 15-µs dead time.

Exceeding a critical value of dIK/dt during turn-on presents a reliability consid-
eration for thyristors. The turn-on process begins with the formation of excess-
carrier density areas near the gate regions. These regions spread laterally until the
entire cross-sectional area of the GTO is filled with excess carriers. If a large current
is allowed to flow early in the turn-on process, localized heating could damage or
destroy the device. In half-bridge circuits, a turn-on snubber should always be used
when a turnoff snubber is used because large transient currents arise from Coff. When
the upper switch in the half-bridge is turned on, a capacitive charging current from
the lower device’s snubber capacitor flows through the upper device. The capacitive
current causes extra stress on the device; therefore, a turn-on snubber is used to limit
the capacitive charging current. The turn-on snubber circuit, also shown in Figure
3.16, was designed to limit the slew rate to 50 A/µs. The snubber inductor Lon mini-
mizes transient currents through the GTO; however, a large inductance will cause
excessive voltage transients on the GTO at turnoff. When selecting the value of resis-
tor Ron, consideration must be taken for the decay time of the inductor. During turn-
off, the inductor’s current should decay to approximately 0.1IM so that the snubber
will be effective during the next turn-on cycle. The equation for the minimum turn-
off time (toff) is

( )t L Roff on on> ln 10 (3.5)

Both turn-on and turnoff snubber circuits used the fast-recovery silicon diode
(model number MUR 4100E).

The demonstration load was a three-phase, 60-Hz, two-pole, 3-hp, 460-V induc-
tion motor having a full-load speed of 3,475 rpm and a full load current of 3.8A
(rms). The mechanical load for the motor was a direct-drive fan. The power (Pinv)

86 Silicon Carbide Technology and Power Electronics Applications



delivered to the motor by the inverter, which includes the losses in the motor and the
mechanical power delivered to the fan, is given by

( )P V Iinv LL L= 3 cos Θ (3.6)

where VLL is the line-to-line voltage, IL is the line current, and cos(θ) is the power fac-
tor of the motor. The power factor is a function of load and at full load is 0.89, at
three-quarter load is 0.85, at one-half load is 0.76, and at one-quarter load is 0.56.

Based on (3.6) and assuming full load, the inverter would be required to deliver
2,695W of power to the motor (steady-state). Although this steady-state power
requirement is within the capability of the GTO, there are several issues that limited
the demonstration power level. Based on the motor’s design, its starting current can
be significantly greater than the steady-state value. For example, the starting current
of the demonstration motor is 34A (rms) or 48A (peak) which is an order of magni-
tude greater than the GTO can control. One method of reducing the starting current
is to gradually increase the line voltage and frequency to their full power values.
Note, however, that the line frequency must be increased proportionally to the line
voltage. Otherwise, the motor’s core will saturate and excessive magnetization cur-
rents will flow, thereby causing switch failure. In practice, the open-loop, soft-
starting technique is plagued by an instability attributed to electromechanical
energy resonance [25]. The instability manifests itself as an oscillation in motor
speed (and line current) usually occurring at low frequencies and light loads and
depends on many system parameters such as fs, motor geometry, motor core loss,
and line voltage. In the present system, we found that the instability occurred at a
drive frequency of 30 Hz and a dc bus voltage of 350V. The instability, therefore,
required us to limit the demonstration power levels so that the GTOs would not be
destroyed.

3.2.3.2 SiC DC-AC Inverter Evaluation

To study operation at elevated temperatures, the case temperatures of the GTOs
and SiC diodes were regulated from 50°C to 150°C. During the course of our
evaluations, the inverter was operated at 150°C and with peak GTO currents of
2.5A. A maximum peak-output current of 3.5A was obtained at a case temperature
of 50°C, frequency of 30 Hz, and dc bus voltage of 350V. To estimate the power
delivered by the inverter at 150°C, we begin by calculating the PWM-generated
sinusoidal line voltage. The line voltage may be estimated as

( )V V mLL I a≈ 06. (3.7)

where ma is the PWM amplitude modulation factor. Using (3.7), a value of 0.8 for
ma, and a bus voltage of 350V, we find VLL to be 168V (rms). (Note that 168V is the
line voltage supplied to the motor whereas the SiC components are stressed at the dc
bus voltage of 350V.) Using (3.6), a peak line current of 2.5A, and a power factor of
0.8, we estimate Pinv to be 400W. A similar calculation for the maximum-achieved
power at 50°C gives Pinv to be 580W. Figure 3.17 shows the switching waveforms
for the lower GTO in the “A” phase of the inverter circuit operated at 50°C case
temperature. The upper waveform shows the cathode current peaking at 3.6A with
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rising and falling slew-rates of 0.1 and 1.7 A/µs, respectively, and the second wave-
form shows the corresponding VAK. When the GTO is switched off (e.g., at 180 µs),
the voltage across the device rises to a peak value of 550V due to stray inductance in
the circuit, and after 125 µs decays to 300V. The turn-on dVAK/dt is –300 V/µs and
the turnoff dVAK/dt is 150 V/µs. The lower two waveforms in Figure 3.17 show the
gate current (IG) and gate-anode voltage (VGA). The device turns on with a gate cur-
rent of –0.48A, which corresponds to a turn-on gain of 7.3. The maximum gate cur-
rent at turnoff was 3.5A, which corresponds to a turnoff gain of 1. At turn-on, the
gate-anode junction is forward-biased at a VGA of –3.2V.

Figure 3.18 shows a series of waveforms characterizing GTO turnoff. Figure
3.18(a) shows VGA along with IG and the cathode current (IK). Initially, the GTO was
conducting 1A. At 3.5 µs, a turnoff voltage of +12V was applied to the gate. We note
a transient gate current of 2.5A even though a turnoff gain of 1 only requires a peak
IG of 1A. However, the gate current is not flowing exclusively in the gate-anode path
as evidenced by a transient current (Itrans) observed flowing through the GTO’s cath-
ode. We complete the analysis of the current path of Itrans with the data of Figure
3.18(b). Though not for the same PWM cycle, this data shows that Itrans also flows
through the antiparallel diode as indicated in Figure 3.19. When the antiparallel
diode was removed from the circuit, Itrans was also eliminated. We attribute Itrans to the
diffusion capacitance associated with the junction of the drift and gate layers of the
GTO.
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The switching interaction between GTOs and the antiparallel diodes was also
investigated. Figure 3.20 shows the following waveforms for a single phase of the
inverter circuit: lower GTO cathode current IK(Lower), upper antiparallel diode cur-
rent (ID(Upper)), anode-cathode voltage of the upper GTO (VAK(Upper)), and the upper
GTO cathode current (IK(Upper)). Initially, the upper GTO is blocking 300V, the lower
GTO is conducting 3A, and the upper diode is reverse blocking. At 190 µs, the
lower GTO is turned off and the upper diode goes from reverse blocking to con-
ducting. The voltage across the upper GTO is now the on-state voltage of the upper
diode (3.2V). At 210 µs, the upper GTO is turned on; however, most of the load
current continues to flow through the upper diode. At 300 µs, the upper GTO is
turned off and Itrans can be seen in the ID(Upper) and IK(Upper). At 350 µs, the lower GTO is
turned on and ID is commutated from the upper diode to the lower GTO. Because
the snubbers and inductive load limited dIk/dt, no reverse recovery current was
observed in the antiparallel diodes when current was commutated from the diodes
to the GTOs.

In our circuit, turnoff power transients dominate the switching losses because
the snubber circuits allow the voltage across the device to fall before the current
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starts to rise. During the turnoff process, the peak power dissipated in the device is
370W with a pulse width (full width, half-maximum, tFWHM) of 2 µs. The average
switching power loss is approximated as

P V I t fs I m FWHM s≈ (3.8)

and is found to be approximately 4W. The average conduction power loss can be
similarly approximated by

P V I t fc on m on s≈ (3.9)

where ton is the average, per-cycle on time of the GTO and Von is the on-state VAK.
Since this is a PWM system, we take ton to be the average conducting pulse width of
220 µs and find Pc to be 5W. During switching, power is also dissipated in the GTO
gate. During turnoff, the peak power dissipated in the gate is 18W with a pulse
width of 2 µs. The average conduction power dissipated in the device is 0.7W and
the total average power dissipated in the gate is 0.8W.

In this section, we have described a demonstration of an all-SiC dc-ac inverter
(using SiC power switches and SiC diodes) operated in excess of 400W and at case
temperatures of approximately 150°C. Two factors related to the system’s imple-
mentation limited the operational power levels of this circuit. First, load instability
caused excessive current spikes and GTO failures and was corrected using a closed-
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loop PWM controller. The second limiting factor was a packaging-induced
GTO failure. Given that unencapsulated GTOs were operated without this type of
failure, higher power operation may be achieved through hermetic packaging of the
GTOs.

3.3 Pulsed-Power Applications

Applications such as radar, electric gun, impulse welding, X-ray generation, and
fusion energy research require pulse-power systems. The basic premise of pulsed-
power systems is to store energy at low power levels over a period of fractions of
seconds to many tens of seconds, then switch the stored energy into a load during a
very short time period—usually on the order of tens of microseconds. A pulsed-
power system usually consists of a prime power, energy storage, power condition-
ing, an output switch, and load and recovery circuits. The prime power may be a
propellant, electric machine, or power supply. Energy storage systems are divided
into two categories: kinetic energy storage, which consists of flywheels and rotary
flux compulsators, and passive energy storage systems that use capacitors or induc-
tors. Pulse-shaping circuits condition the output pulse as required by the load and
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usually contain transformers, RLC pulse-forming networks (PFNs), and/or peaking
capacitors.

The output switch is a very important component in the pulsed-power system
because the rate at which the stored energy can be delivered to the load is usually
limited by the characteristics of the switch. In addition, the reliability of the system is
also very dependent on the switch, given the electrical and thermal stresses to which
it is subjected. The switch is usually required to conduct peak currents of hundreds
of kiloamperes, allowing very fast current rise-times (di/dt) on the order of 10 kA/µs
and providing hold-off voltages of tens of kilovolts. Vacuum switches such as thyra-
trons and spark gaps are commonly used; however, electrode erosion and surface
flashover limit their lifetime and reliability. Semiconductor switches have the poten-
tial of long lifetimes with fast rise times and high peak currents. Because of its low
on-state voltage drop and fast turn-on characteristic, the thyristor is the most widely
used solid-state pulse-power switch. In addition to the traditional thyristor, other
devices such as the MOS controlled thyristor (MCT), GTO, and the optically trig-
gered thyristor have been investigated for pulsed-power applications.

3.3.1 Thyristor Basics

Although a detailed discussion of the operation of the thyristor is beyond the scope
of this book, the basic characteristics of this switch are worth noting, as it claims the
highest power-handling capability of all semiconductor switches. Referring to Fig-
ure 3.21, the reverse-bias condition, the thyristor performs similarly to a reverse-
biased diode. Relatively small currents are conducted through the cathode to the
anode until the onset of avalanche breakdown. In the forward-biased condition the
thyristor has two stable operating states. The first is a low-current, high-voltage
region referred to as the forward-blocking state. The second is the low-voltage,
high-current forward-conducting state. In the forward-conducting state, the thyris-
tor can pass currents of several thousand amperes with a forward-voltage drop of
only a few volts. Since the thyristor is a latching device, after it is turned on, the cur-
rent through the device is independent of the gate current and gate voltage.

In pulse-power applications, the thyristor is required to supply energy to the
load in a very short period of time, which requires that it provide extremely high-
current slew rates. During turn-on, excess carrier density increases near the gate area
and then spreads throughout the device. As the excess carriers spread, the anode-to-
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cathode voltage (VAK) decreases. If the anode current (IA) rises at a rate greater than
the time required for the excess carriers to spread laterally across the device, high
current will flow in a small area leading to localized heating, which may cause per-
formance degradation or destruction. The rate of rise of current can be increased by
increasing the gate current, which, in turn, increases the excess carrier concentra-
tion. The turn-on time may also be decreased by optimizing the cathode and gate
structures. An interdigitated design increases the gate-to-cathode periphery and
decreases the time required for the lateral spread of the conducting region. How-
ever, there is a trade-off between the degree of interdigitation and the total cathode
area or current rating. Figure 3.22 shows three gate structures that are used in thy-
ristors. The interdigitated structure is used in high-performance switches whereas
the clover-leaf and involute designs are used in large-area, high-current devices.

Another parameter that must be taken into account when operating devices in
pulsed-power applications is the action, defined as I tA

2 , where t is the width of the
current pulse. The life (N) of the switch is the number of times the device will deliver
power to the load before failure and is also an important parameter used to deter-
mine the reliability of the pulse-power system. Switch failure is usually related to
mechanical factures caused by thermal stresses due to power dissipation in the
device at turn-on. Life is predicted using the empirical formula

N
T

=








300 9

∆
(3.10)

where ∆T is the rise in junction temperature due to a single current pulse. Clearly,
thermal management and packaging are major factors in determining the life of the
switch.

Si power devices are reaching their limits for pulse-power applications. Thyris-
tors are available that have the capability to block voltages up to 6,500V with an
average current-carrying capability of 12,000A. GTOs are available that can block
voltages up to 6,000V with an average current-carrying capability of up to 1,500A.
In single-pulse applications, the peak current rating for a Si thyristor is on the order
of 200 kA with a maximum current slew rate of approximately 10 kA/µs. Both
industrial and military applications require power switches that can deliver currents
of approximately 106A with rise times greater than 40 kA/µs.

One approach to achieving higher current capability is to combine several indi-
vidual switches in large modules. The disadvantages of multidie modules are that
the module package may introduce significant inductance, the gate drive circuit may
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become more complex, and extra snubber circuits may be required to ensure current
and voltage sharing between individual switches.

3.3.2 Evaluation of SiC Thyristors for Pulsed-Power Switching

Because of the unique properties of SiC, such as the high electric breakdown strength
and high thermal conductivity, SiC should have better performance than Si for
pulse-power switching. In pulse-power applications, the fast rise time and high peak
currents generate high-power dissipation within the switch. The high thermal con-
ductivity of SiC helps to improve transfer of heat from the device to the package.
Researchers have characterized SiC devices for high-temperature and high-voltage
applications switching an inductive load [26]. For pulse-power applications, semi-
conductor devices are stressed at a higher peak current and a faster current rise time
than in the continuous power electronics applications.

The authors conducted a study to investigate the performance of SiC GTOs in
pulse-power applications. The subject SiC GTOs, designed for high turnoff gain and
not optimized for pulse applications, were tested as discharge switches in a low-
inductance circuit delivering 2-µs pulses with a maximum switching current of
1.4 kA (94.6 kA/cm2) and a current rise time of 2.4 kA/µs.

An idealized cross-section of the GTO is shown in Figure 3.23. This device was
designed and fabricated by Cree Inc. to provide 1,200V forward-blocking voltage and
a maximum controllable current density of 500 A/cm2 or 7A. As these devices are
asymmetric, their reverse-blocking voltage is limited to 250V. The junction termina-
tion extension reduces the electric field crowding at the edges of junction J2, thereby
increasing the forward-blocking voltage [27]. Note that the control signal for this
device is applied between the gate and anode—unlike many conventional GTOs. This
design was optimized for switching and not for high di/dt pulse-stress performance. A
detailed description of the Cree GTO has been previously published [28]. These SiC
GTOs are capable of operating at case temperature up to 150ºC [29, 30].
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A typical pulsed-power GTO evaluation circuit, presented in Figure 3.24, was
used for this experiment. The capacitor (C) is charged through resistor RC. The
GTO is triggered to discharge the stored energy into the load resistor (RL). The cir-
cuit, when charged up to 700V, will produce a peak current of 1.4 kA with a pulse
width of 2 µs. The di/dt was designed for 3.5 kA/µs and to achieve fast current rise
time, all parasitic inductances must be minimized.

Figure 3.25 shows a representative switching voltage and current waveforms at
a peak cathode current IC of 1.4 kA, full pulse width of 2 µs, di/dt of 2.36 kA/µs, and
anode-to-cathode voltage of 700V. The maximum current density achieved was 95
kA/cm2. As shown in Figure 3.26, the peak power dissipated in the switch during the
switching interval was 240 kW with a pulse width of 1 µs. At the peak current, the
device was switched once before failure. As the total number of pulses applied to the
GTO increased, a small increase in holding current was observed from 0.22A at a
peak current of 800A to 0.35A at a peak current of 1.4 kA; however, the forward
voltage remained unchanged.

Forward-blocking voltage was also investigated and the results showed no deg-
radation of the device over the range of peak power. The forward-conduction char-
acteristics of the gate-to-anode diode did not change as the number of shots was
increased. However, as shown in Figure 3.27, the reverse-blocking voltage degraded
with increasing pulse count.

It can be seen in Figure 3.27, trace D, that the leakage current is about 3 µA at a
gate voltage of 15V after the device was stressed at 400V and 800A for 1,000 shots.
Trace C shows a slight increase in leakage current to 5 µA after the device was
stressed at 500V and 1 kA for 1,000 pulses. The device was then stressed again at
500V and 1 kA for 1,000 additional pulses, as shown in trace B; the leakage current
increased to 50 µA at 15V, which indicates that the junction was being damaged. As
shown in trace A, after the device was stressed at 1.2 kA for two pulses, the leakage
current in the gate was over 40 µA at a gate voltage of 5V, which rendered the device
uncontrollable. The results indicated that the gate-to-anode junction was being
damaged by the increasing high current stress (power dissipation) on the devices,
which led to higher leakage current in the gate-to-anode junction. All the devices
failed with high gate leakage when the gate was in reverse blocking. The failure was
most likely caused by localized heating of the GTO at turn-on. For high di/dt
switching, the current through the device is limited to a small turn-on area of the
device around the gate, which increases the current density. The high current den-
sity causes high power dissipation in the anode-gate area. The high power dissipa-
tion in the gate causes damage to the passivation over the gate-to-anode oxide,
which leads to the leakage current in the gate-to-anode junction.
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Figure 3.28 shows a scanning electron microscope (SEM) image of a device after
failure with the arrows pointing to the gate and anode fingers. The upper gold plate
is the gate metallization and the lower gold plate is the anode metallization. The
SEM image shows that damage to the device occurred at the edge of the anode
metallization. This suggests that current crowding at the contact edge during the
turn-on process gave rise to thermally induced failure.

3.4 Thermal Management and High-Voltage Packaging

One of the salient features of SiC semiconductor devices is their ability to operate at
temperatures much higher than Si. This is attributed to the combination of the wider
band gap, higher ionization energies of the dopants, and high thermal conductivity.
These same properties also allow high-voltage devices to be realized. Although
many review papers champion the use of wide bandgap semiconductor technolo-
gies, supporting technologies such as thermal management and high-temperature,
high-voltage packaging technologies have not been adequately developed to sup-
port system development. For example, most SiC devices are currently operated
with a junction temperature well below 250ºC. This is driven somewhat by the
maturity of the technology, but primarily by our ability to effectively remove heat
from the die. A second area of concern is that of high-voltage packaging. The major-
ity of discrete Si devices have been designed for voltages less than 2,000V. Wide
bandgap devices, however, may operate in excess of 10,000V and at high tempera-
ture. This brings to light significant packaging technology issues. Under severe oper-
ating conditions, the reliability of these devices has not been thoroughly evaluated
and must be considered. In general, we categorize a component’s cause of failure to
these areas:

1. Immature device technology: high-temperature oxide reliability; high-
temperature, high-voltage electromigration; defect formation and transport.

2. High-temperature interconnections: intermetallic formation, high-
temperature encapsulation.
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3. High-temperature packaging: coefficient of thermal expansion matching,
high-voltage package design.

The balance of this chapter will provide three examples of the integration of SiC
components with a focus on packaging. The first example highlights the design of a
high-power, multidie module and its thermal characteristics. The second and third
examples provide designs of high-voltage packaging.

3.4.1 Hybrid Si-SiC Half-Bridge Module

A hybrid, Si-SiC half-bridge switch module has been developed under the U.S.
Army’s Collaborative Technology Alliance by United Defense for a 500 kW electric
propulsion drive system for use in 20-ton class vehicles [31]. The module has a
600A, 1,200V continuous duty rating and uses six 100A Si IGBTs connected in par-
allel. Associated with each IGBT are four paralleled 25-A, 1,200-V SiC JBS diodes.
Based on circuit simulations of the hybrid module operating at a switching fre-
quency of 6 kHz, a total power loss of 810W (115W per IGBT and 5W per diode)
will be incurred. Note that a three-phase inverter requires six of these switch mod-
ules for a total loss of 4.86 kW. Depending on inverter design, additional relevant
thermal losses may be present such as that observed in dc link capacitors.

This module, shown in Figure 3.29, incorporates an innovative oil-cooled heat
sink, with several key factors making the heat sink a significant advancement in IGBT
cooling. First, the IGBT and diode die are bonded directly to a molybdenum substrate
that serves as the heat spreader. Molybdenum is used to match the thermal expansion
characteristics of the silicon die. By bonding the die directly to the molybdenum plate,
the intermediary electrical isolation barriers found in most commercially available
IGBT assemblies are removed. Removal of these barriers increases the rate of heat dis-
sipation by eliminating an additional thermal resistance between the die and the cool-
ing fluid. Electrical isolation between modules is achieved at the system level.

Second, the cold-plate underside consists of highly porous media composed of
silver-bonded copper spheres that transfer thermal energy through conduction and
aid convective heat transfer to the coolant. Heat-transfer capability is greatly
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enhanced due to increased surface area, increased fluid turbulence, and the conduc-
tive fin effect at the underside of the molybdenum heat spreader.

The electronic reliability of the module is directly affected by the junction tem-
peratures of the IGBTs and diodes. The silicon IGBT die temperature must be kept
below 150ºC and the SiC JBS diode should be operated below 200ºC due to
reverse-leakage current concerns. Limits must be placed on the maximum allowable
waste heat production, the minimum required coolant flow rate, and the maximum
allowable coolant inlet temperature (Ti). The performance of the heat sink was
evaluated through a series of numerical parametric studies in which the following
simplifying assumptions were made: (1) the thermal properties (specific heat, den-
sity, and thermal conductivities) of the fluid and solid phases are constant and the
cooling fluid was well mixed, (2) heat generation was evenly distributed throughout
the volume of the die, (3) heat was transferred to the cooling fluid only and all other
surfaces were assumed to be adiabatic. Finally, the value of an effective heat-
transfer coefficient between the porous packed bed and the fluid stream and the
underside of the molybdenum substrate was estimated.

Numerical simulations of the thermal performance of the module were per-
formed using finite element analysis. In the present model, the fluid path is repre-
sented by a series of interconnected nodes. Convection processes are modeled as
transfer processes between these nodes (or volumes) and surfaces of the geometrical
mesh. In this case, a series of analyses based on knowledge of the fluid properties,
flow rates, and the relative sizes of the fluid passages and solid phase interconnec-
tions led to the value of 3.88 W/cm2-K for the effective heat-transfer coefficient.
Convective heat transfer using this coefficient was used on all of the internal free
surfaces of the module.

In the target application, the coolant fluid is Castrol 399 (MIL-PRF-7808) oil at
an inlet temperature of 90ºC and flowing at 2/3 gpm. As seen in Figure 3.30, the oil
enters at the upper left and travels the length of the module from left to right, cool-
ing first the IGBTs and then the associated antiparallel diodes. The oil exits the
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module at the lower right-hand corner where the module temperature is approxi-
mately 98ºC. As is desirable for adequate current sharing, the temperature profiles
are nearly identical for all six IGBTs with a peak temperature of approximately
120ºC at the center of each die. The peak temperature of the SiC diode die is
approximately 112ºC.

To represent the module cooling behavior, it is convenient to define the heat
dissipation capability as the ratio of total heat generated to the maximum tempera-
ture difference experienced by the switch assembly. This ratio can then be plotted as
a function of coolant flow rate to establish the operating range and functional
safety margins. Reference [31] shows the heat dissipation capability of the heat sink
assembly.

Note that as the coolant flow rate is increased at lower rates, the capability of
the heat sink to remove thermal energy is enhanced. This effect has diminishing
returns at high rates due to the increased dependency on conductive rather than con-
vective heat transfer. At low flow rates and at reduced effective heat-transfer coeffi-
cients, the results are somewhat impractical. In these cases, adjacent IGBTs are not
maintained at equal temperatures. This condition would generate imbalances in the
electrical current sharing, resulting in undesirable switch performance.

In addition to temperature and flow-rate safety margins, the heat dissipation
capability diagram can be used to establish a heat generation rate (and hence electri-
cal throughput) operational limit as well. At a coolant flow rate of 2/3 gpm, the heat
sink is capable of dissipating 26.8 W/ºC. At an inlet oil temperature of 90ºC and a
maximum chip temperature of 125ºC, the heat sink is capable of dissipating
approximately 940W or roughly 16% greater thermal energy. As before, the safety
margins for coolant inlet temperature and coolant flow rate can be easily calculated.
Fluid-based, cold plate assemblies are widely used in high-power applications using
semiconductor switches. In high-performance applications where high temperature
and/or high-power density are required, custom assemblies like the module
described here must be designed and fabricated. As designed, the hybrid module
meets the system requirements; however, based on the results of Figure 3.30, there
may be a possibility of further optimization. We note that the SiC diode devices are,
from a thermal standpoint, being underutilized in that the maximum temperature is
only 112ºC. In subsequent design iterations, it should be possible to reduce the
number of diodes or reduce the area of each diode such that the junction tempera-
ture approaches 150°C to 200ºC.

3.4.2 Implementation Analysis of a High-Voltage SiC Bridge Rectifier Module

As previously discussed, the use of SiC rectifiers in high-voltage converters is an
obvious application. As an example, the 150-kW resonant converter shown in Fig-
ure 3.31 produces 10 kV from a 600-V input bus. The secondary has ten 1-kV bridge
rectifiers connected in series to obtain the required output voltage. Because the
switching frequency is approximately 100 kHz, fast-recovery, high-voltage diodes
are essential. In the current design, silicon diodes are specified but SiC diodes are
being developed to improve performance. Normally, SiC p-i-n diodes would be cho-
sen for this application. However, the phenomenon of forward-voltage drift
observed in bipolar SiC devices is enhanced by the thick epitaxial layers needed by
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the high-voltage device. One the other hand, the JBS diodes will have higher
reverse-bias leakage current at elevated temperatures.

In the following analysis, both p-i-n and junction barrier Schottky diodes will be
evaluated for use in a 3-kV, 30A SiC bridge rectifier module. Four of these modules
will replace the 10 Si diode bridge rectifiers and will reduce system volume and
increase efficiency. To optimize the design of the module, we will evaluate the
power density at the die level as a function of the number of paralleled diodes in
each rectifier leg. A typical value of the heat-transfer coefficient of conventional,
power components is 100 W/cm2. In the present analysis, we have a design limit of
200 W/cm2 and will determine the number of JBS and p-i-n diode needed to meet
this goal.

The simulated input current to a Si rectifier leg is shown in Figure 3.32. In the
following analysis, the current waveform is approximated by a sinusoidal pulse of
the form

( )I t I
t

peak=
×









−
sin

π

5 10 6 Amperes (3.11)

where Ipeak is the peak current in the bridge leg and t is time. To estimate the maxi-
mum power dissipation, we set Ipeak to the sum of the absolute values of the ampli-
tudes of the small and large pulses shown in Figure 3.32. Using the specific on
resistance of 15 mΩcm2 for the p-i-n diode and 33 mΩcm2 for the JBS diode [32], the
forward current-voltage characteristics of 3 kV, SiC p-i-n, and JBS diodes are
approximated by (3.12) and (3.13), respectively.
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Figure 3.31 Simplified schematic of a 600-V to 10-kV dc-dc converter.



( ) ( )V t I t= +3 02. volts (3.12)

( ) ( )V t I t= +085 075. . volts (3.13)

The average power dissipated in each diode is calculated by

P
E

s

=
τ

watts (3.14)

where the energy (E) in one pulse is
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5 106 6

(3.15)

and the switching period (τs) of the current is 18 µs. Table 3.2 shows the calculated
currents and powers in diodes of each rectifier leg as a function of the number of par-
alleled diodes. In these calculations, power density was calculated using 80% of the
3 mm × 3 mm die area for the p-i-n diodes to discount area outside the high-voltage
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Table 3.2 Peak and Average Current and Average Power and Power Density of
p-i-n and JBS Diodes as a Function of the Number of Paralleled Die

Number of
Parallel
Diodes Per
Rectifier Leg

Ipeak Per
Diode (A)

Iavg Per
Diode (A)

Pavg Per
p-i-n
Diode
(W)

Pavg Density
Per p-i-n
Diode
(W/cm2)

Pavg Per
JBS
Diode
(W)

Pavg Density
Per JBS
Diode
(W/cm2)

1 52 9.2 73 1,009 289 6,433
2 26 4.6 25 348 74 1,652
3 17 3.0 14 192 33 726
4 13 2.3 9.7 135 20 435
5 10 1.8 7.0 97 12 265
6 8.7 1.5 6.7 93 9.2 204
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Figure 3.32 Input current waveform to the bridge rectifier. Simulations performed by William Hall,
SatCon Applied Technologies, Linthicum, Maryland.



termination structure and 50% of the same total die area of the JBS diodes to dis-
count the depletion areas that do not contribute to forward conduction. All die were
assumed to share current equally.

The diode area was chosen based on the predicted yield and the required
number of die. The p-i-n implementation requires 12 die per bridge or 96 for the
entire system, whereas the JBS implementation requires 24 die per bridge or 192 for
the system. The average power loss in the p-i-n implementation is estimated to be
1,344W or 0.9% of the output power, and the JBS implementation has a power loss
of 1.2%. Clearly, there is a design trade-off that is being driven by the state of SiC
technology.

3.4.3 Electrostatic Analysis of a High-Voltage Package for SiC Devices

Recently, there has been a focus on the development of thick epitaxial layers (100
µm) for high-voltage SiC components. Research-grade p-i-n diodes and field-effect
transistors with 10-kV blocking voltage are being produced now in limited quantities.
Packaging these devices, however, is not straightforward and analyses of the die and
candidate package are required to ensure the intrinsic SiC blocking voltage is
obtained. As an example, the authors performed a series of electrostatic analyses to
design a package for a 10-kV SiC p-i-n diode. To baseline the development process,
an existing package was evaluated experimentally and through finite element model-
ing. The package technology selected uses a metal base plate on which the die is
bonded. A metallized ceramic lead frame is bonded to the base plate and provides
both lead and wire bonding surfaces.

As part of the electrostatic analysis, potentials of 10 kV to 15 kV were applied
to the metal lead, bond wires, and metallized top surface of the SiC die. In all scenar-
ios, the base plate was maintained at zero potential. The ambient environment was
varied among several materials including air, epoxy, Fluorinert, and SF6 in order to
evaluate them as encapsulants. Table 3.3 gives the permittivities and electric field
strengths of the package materials and the ambient environments used in the
simulations.

To validate the electrostatic finite element analysis procedure, several standard
ceramic packages were characterized for high-voltage operation. The results from
one of these evaluations are shown in Figure 3.33. The experimental characteriza-
tion of this package was conducted using a 10-kV power supply and a nitrogen
atmosphere. The package failed at 7.8 kV due to arcing between the metal lead and
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Figure 3.33 Commercial ceramic package: (a) high-voltage failure and (b) electrostatic analysis
showing the high-field (3 MV/m) region.



the metallized backside surface of the ceramic ring, as shown in Figure 3.33(a). The
corresponding simulation results of Figure 3.33(b) indicate that dielectric break-
down should occur at approximately 8 kV. Breakdown is assumed to occur when a
continuous region between two conducting surfaces exceed the critical electric field
strength.

An improved high-voltage version of the standard package is shown in Figure
3.34(a). The ceramic body has been extended over the base plate to reduce the elec-
tric field intensity and eliminate the breakdown region. In fact, the ceramic body
thickness has also been reduced from 0.1 inch to 0.06 inch. The top ceramic ring is
not critical in reducing the electric field and serves as a spacer for the package lid.

Unlike the package’s exterior regions, the electric fields within the die cavity are
too large to be altered significantly by minor changes in the structure. In this case,
encapsulants with relatively high field strength (>15 MV/m) are needed for the
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Figure 3.34 (a) Geometry and (b) electrostatic simulation results of the extended-body, high-
voltage package.

Table 3.3 Material Properties for High-Voltage
Package Analyses

Material
Relative
Permittivity

Field Strength
(MV/m)

Air 1.0 3
Alumina 9.5 17
Epoxy 4.0 22
Fluorinert 2.0 16
SiC 10.2 300
SF6 1.0 9



package to successfully operate at voltages exceeding 10 kV. Figures 3.35 and 3.36
show the electric field near the SiC die using Fluorinert and epoxy, respectively, as
encapsulants. Recall that the die’s top surface was metallized and the extent of the
metal was varied to analyze the electric field as a function of the device’s field termi-
nation geometry. In Figures 3.35(a) and 3.36(a), the surface potential was termi-
nated 0.2 mm from the edge of the die, whereas in Figures 3.35(b) and 3.36(b) the
potential was terminated 0.5 mm from the edge of the die. With Fluorinert’s electric
field strength of approximately 15 MV/m, the simulation indicates that the poten-
tial on the die should be terminated greater than 0.2 mm from the edge to prevent
breakdown at 15 kV. At an electric field strength of approximately 22 MV/m, the
result indicates that the epoxy provides for a reasonable dielectric breakdown mar-
gin at a termination spacing of 0.2 mm.
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Figure 3.35 Electric field plots showing the performance of Fluorinert under an applied voltage of
15 kV with surface potential terminated (a) 0.2 mm and (b) 0.5 mm from the edge of the die.
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Figure 3.36 Electric field plot showing the performance of the epoxy under an applied voltage of
15 kV with surface potential terminated (a) 0.2 mm and (b) 0.5 mm from the edge of the die.



Figure 3.36(a) shows that when the surface is terminated approximately 0.2 mm
from the edge of the die at 15 kV, the epoxy alone can be successfully used as the
encapsulant. Fluorinert will also be effective at this voltage if the termination is 0.5
mm or further from the edge of the die. The performance of SF6 was also investigated
at 10 kV. SF6 is one of the most popular insulating gases with a dielectric breakdown
strength of about three times that of air. It is important to note that SF6 is fairly inert
at normal temperatures, but it presents hazards at elevated temperatures because it
can decompose to form fluorine, which is highly reactive. At a termination spacing
of 0.2 mm, SF6 is not able to protect against breakdown at 10 kV. However, it does
provide a reasonable breakdown margin with 0.5-mm termination spacing.

3.5 Summary

This chapter has given several examples of power-conversion applications and the
impetus for using SiC technology for improved performance. During the past 2 years,
SiC Schottky diodes have appeared in the commercial marketplace and designers have
begun to implement new designs using these products. Because the SiC Schottky diode
imposes essentially no reverse-recovery loss and may operate to well over 1,000V, the
power electronics industry should realize substantial benefit during the next few years.
SiC switches are not yet widely available as commercial products; however, a variety
of research-grade devices are being demonstrated in “real-world” power-conversion
circuits such as inverters for induction motor drives. The technological challenges for
SiC switches are the stability of gate oxides, channel mobility, and minority carrier
lifetime. Based on known development efforts, we expect that within two years a
high-voltage, power SiC FET will be commercially available.
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C H A P T E R 4

Advances in Selective Doping of SiC Via
Ion Implantation

A. Hallén, R. Nipoti, S. E. Saddow, S. Rao, and B. G. Svensson

4.1 Introduction

SiC is recognized as one of the prime candidate materials for semiconductor devices
operating at high temperatures, high powers and frequencies, and/or in harsh envi-
ronments. However, to manufacture such devices for commercial use, a processing
technology compatible with large-scale industrial production needs to be estab-
lished. In this context, different key areas have been identified, such as (1) gate dielec-
trics with low leakage current and low density of interface states, (2) low-resistance
ohmic contacts stable at high temperatures, and (3) doping technology. In this chap-
ter, we discuss the last issue, with a focus on selective area doping, but it should be
noted that all three areas are closely related. For instance, low-resistance ohmic con-
tacts are strongly dependent on highly doped surface layers with good carrier mobil-
ity (i.e., a low concentration of residual defects acting as scattering centers).

SiC can be doped with the same kind of elements used for Si; aluminum and
boron are the most common ones for p-type doping, whereas nitrogen, and to some
extent phosphorus, are the main ones for n-type doping. The positions of the corre-
sponding acceptor and donor ionization levels in the energy bandgap are given in
Table 4.1 for the polytype 4H. It may be noticed that the donor levels are substan-
tially shallower than the acceptor levels, as will be discussed later in more detail.
Controlled doping of bulk crystals and epitaxial layers can be performed in-situ
during growth using CVD and the concentration of dopants in epitaxial layers is
accessible over a wide range [1, 2]. However, for a genuine implementation of SiC
devices a planar technology with selective-area doping is required. For Si, such dop-
ing can be obtained by ion implantation or thermal diffusion combined with appro-
priate masking films. For SiC, thermal diffusion is not a viable concept in device
processing because of the extremely high temperatures normally required. The high
thermal stability of SiC is accompanied by a low atomic mobility and to reach rea-
sonable diffusivities (10−13 cm2/s) temperatures around or in excess of ~1,800ºC are
needed for most elements. Only light elements with a small atomic radius, like
hydrogen, lithium, beryllium, and boron, exhibit a significant diffusion under equi-
librium conditions at temperatures below 1,800ºC, and here also the level of back-
ground doping (Fermi level position) can play a crucial role [3]. Hence, for SiC, ion
implantation is very attractive and appears to be the only feasible method to
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accomplish selective-area doping in planar device technology. In fact, in silicon tech-
nology selective-area doping is primarily not performed by thermal diffusion but
rather by ion implantation because of the restrictions on shallow and abrupt dopant
distributions in devices with characteristic dimensions in the deep submicron range.

In principle, ion implantation is ideally suited for introducing dopants in semi-
conductors because of the possibility to accurately control the dopant concentration
and the thickness of the implanted region without any chemical or thermodynamic
constraints. However, the major drawback is the generation of damage destroying
the crystalline structure of the semiconductor material. The damage can range from
point defects caused by single-collision cascades at low ion doses to complete amor-
phization at high-enough doses. Postimplant annealing is required to restore the
crystal structure and electrically activate the implanted dopants by positioning them
substitutionally in the lattice. For Si, such annealing processes have been extensively
studied and are relatively well understood [4], whereas our knowledge of SiC is
severely limited.

SiC is, indeed, a more complicated material than Si, and to understand and con-
trol the annealing processes is a major scientific challenge, as illustrated by (but not
limited to) the following issues:

1. SiC is a dense and stable material with a short bond length (~1.9Å) and a
high binding energy (the atomic density is about twice that of Si).
Consequently, intrinsic point defects are anticipated to exhibit a high
thermal stability. However, it should be pointed out that partial annealing of
implantation-induced defects has recently been shown to take place at
temperatures significantly lower than those required for thermal diffusion of
dopant atoms [5]. In some cases, defect migration occurs even at (and below)
room temperature (RT).

2. In addition to interstitial configurations, implanted atoms can occupy either
Si- or C-sites and substitutional incorporation on the correct position to act
as shallow dopants is not as straightforward as in Si. Moreover, there are
nonequivalent lattice sites of either cubic or hexagonal symmetry in the
different polytypes.

3. For the common dopants Al, B, N, and P, high-temperature postimplant
annealing (~1,400–1,800ºC) is required to reach a significant amount of
electrical activation. At such high temperatures, preferential evaporation of Si
occurs and the surface morphology deteriorates. Several authors have reported
a wave-like surface structure as a result of step-bunching during the annealing
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Table 4.1 Dopant Energy Levels in 4H-SiC
Hexagonal
Site (meV)

Cubic
Site (meV)

Al 230 230
B 300 300
N 50 100
P 45 100
A range of values for the ionization energies has been reported
in the literature and the values given in Table 4.1 represent
approximate average ones. For Al and B, no clear distinction
has been established between the hexagonal and cubic sites.



[6, 7]. A poor surface morphology is a major concern in device fabrication and
substantial efforts have been made during the last years to resolve this issue.
Different concepts have been developed, such as effective encapsulants
(primarily AlN) for protection of the SiC surface [8] and annealing in
CVD-reactors using Si overpressure [9]. These concepts appear to be quite
successful, at least up to 1,700ºC, and are reviewed in Section 4.3.1.

4. During recrystallization of amorphous layers polytype transitions can occur
(e.g., from 6H-SiC with (0001) orientation to 3C-SiC [10, 11]), which may
cause dopant redistribution and deactivation. The polytype transformation
is in itself interesting and can be used to obtain unstrained
“heterostructures.” However, for optimized electrical activation of the
dopants during postimplant annealing it appears advantageous to suppress
amorphization by implanting at elevated temperatures where the defect
annihilation rate (“dynamic annealing”) is sufficiently high. On the other
hand, using (1–100) and (11–20) oriented SiC, which are less common than
(0001) SiC, Satoh et al. [12] recently found indications of epitaxial regrowth
of implanted amorphous layers with a high regrowth rate. The rate exceeds
that for 3C-SiC from amorphous (0001) oriented samples by two orders of
magnitude, suggesting a low postimplant annealing temperature for
solid-phase epitaxy and dopant activation. Satoh [12] argues that the
epitaxial regrowth for the (1–100) and (11–20) orientations occurs because
the atomic stacking sequence is preserved at the amorphous/crystalline
interface, whereas it is not for the (0001) orientation.

5. As illustrated in Table 4.1 for 4H-SiC, the shallow donor/acceptor levels of
the most common dopant elements are located relatively deep in the energy
bandgap (for Al and B, the values are given with respect to the valence band
edge, whereas for N and P they refer to the conduction band edge). This
holds especially true for the acceptor levels (p-type doping) and, as shown in
Figure 4.1, the degree of ionized acceptors (Al and B) amounts to only a few
percent (or even less) at RT for dopant concentrations of 1018–1020 cm−3.
Temperatures above ~500K are typically required to reach an ionized
fraction of > 10% and, therefore, operation of SiC-devices containing p-type
layers is not ideal at RT. The traditional solution to overcome this obstacle is
to introduce a high excess concentration of dopants to compensate for the
low ionization. However, this gives rise to low carrier mobility (impurity
scattering) and is ultimately limited by the solid solubility. For Al in 4H-SiC
and temperatures of 1,700–2,000ºC, solid solubility limits in the range of a
few times 1020 cm−3 have been reported [13]. Ideally, an acceptor center with
a shallower level position than that of Al (and B) is preferable and recent
calculations by Deák et al. [14], based on density-functional theory in the
local-density approximation, suggest a AlSiNCAlSi complex as a promising
candidate with good thermal stability. For n-type doping, the donor levels of
N and P are sufficiently shallow to allow optimum device operation at RT
but a serious limitation may be a relatively low solid solubility. For doping
by N, the carrier concentration saturates at ~2 × 1019 cm−3 after high-dose
implants and high-temperature annealing [15], presumably limited by the
solubility of N and formation of N-related precipitates. Hence, it is not

4.1 Introduction 111



straightforward to accomplish highly doped n+-layers (≥1020 cm−3) and this
issue requires further attention. Moreover, in this context it should also be
emphasized that not until recently viable techniques for measuring electrical
carrier concentration-versus-depth profiles in the range ~1014–1020 cm−3 have
been demonstrated for SiC; as discussed in Section 4.2.5, scanning spreading
resistance microscopy [16] and scanning capacitance microscopy [17] are
two promising candidates but some issues still remain regarding the absolute
quantification of the carrier concentration values.

6. A concept employed for compound semiconductors to enhance the electrical
activation of implanted dopants is coimplantation [18]. The basic idea is to
coimplant the dopant element with one target element to promote the
activation of shallow acceptors/donors through “site competition.” For
example, Al (and B) should reside on Si sublattice sites in SiC to act as
shallow acceptors and by coimplanting with C, increasing the excess
concentration of interstitial C, the probability that Al (and B) is incorporated
on the C-sublattice during post-implant annealing is reduced. Interstitial C is
anticipated to recombine preferentially with C-vacancies. Conflicting results
exist in the literature [19, 20] but several authors have reported substantial
improvements by factors up to ~10 for the electrical activation of Al/B when
coimplanting with C [20–22]. Hence, the concept is promising, and the best
results are obtained using hot coimplants. The atomistic processes for defect
recombination and site competition between different elements/defects are,
however, not fully elucidated and further work should be pursued to
understand and optimize the coimplantation procedure.
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7. A characteristic feature of implantation profiles in single crystalline SiC is the
pronounced channeling tails and, depending on the crystal orientation,
different tilts of the wafers have to be used to minimize the channeling [23].
For 60-keV Al ions in 4H-SiC, channeling along the [11–20] axis yields a
maximum penetration depth 45 times larger than the projected range of
random implants. In fact, this could be taken advantage of to minimize the
generation of damage since for channeled implants a larger fraction of the
stopping is electronic and less energy is deposited in elastic (nuclear)
collisions, giving rise to atomic displacement. Monte Carlo simulations
have predicted that the integral damage for channeled implants of MeV Al
ions (3 × 1013 cm−2) into 6H-SiC is reduced by a factor of four compared with
random implants, and, perhaps even more important, the maximum
concentration of generated defects is lowered by one order of magnitude [24].

8. Until now, most efforts to reveal the nature and evolution of implantation-
induced damage in SiC have been devoted to investigate the influence of ion
energy, ion mass, fluence (dose), coimplantation, crystal orientation, ion
channeling, substrate temperature, and post-implant annealing procedures.
Little attention has been paid to the ion flux (dose rate), which is anticipated
to be of vital importance. Since the late 1960s, it is known that the damage
accumulation in Si and Ge hinges strongly on the ion flux [4]; this was also
later demonstrated to hold for GaAs, InP, and GaN. During implantation,
annihilation of defects takes place, so-called dynamic annealing, and a
competition exists between the rates of defect generation and annihilation. At
low-enough fluxes, the annihilation rate can exceed the generation rate and
the accumulated defect density may never reach the critical value for
amorphization. As schematically illustrated in Figure 4.2, the substrate
temperature plays a crucial role for the dynamic annealing because the
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annihilation process(es) is thermally activated. Increasing the substrate
temperature implies a higher annihilation rate and hence a higher ion flux can
be tolerated while still suppressing amorphization. This is, of course, a
simplified view of the temperature dependence for the dynamic annealing
since the nature of the resulting/stable defects depends strongly on the
implant temperature. Some first reports on the ion flux dependence for
implantation into 4H-SiC have recently appeared in the literature [25, 26] but
large efforts remain to fully understand and explore the ion flux effect in SiC.

In this chapter, we review the current status of doping of SiC by ion implanta-
tion. Section 4.2 examines as-implanted depth profiles with respect to the influence
of channeling, ion mass, ion energy, implantation temperature, fluence, flux, and
SiC-polytype. Experiments and simulations are compared and the validity of differ-
ent simulation codes is discussed. Section 4.3 deals with postimplant annealing and
reviews different annealing concepts. The influence of diffusion (equilibrium and
nonequilibrium) on dopant profiles is discussed, as well as a comprehensive review
of defect evolution and electrical activation. Section 4.4 offers conclusions and dis-
cusses technology barriers and suggestions for future work.

4.2 As-Implanted Profiles

In this section we will review the current knowledge of ion damage accumulation
and chemical profiles in as-implanted single-crystal SiC. We will investigate the
effects of the postimplant annealing process in Section 4.3. Results for the 4H- and
6H-SiC polytypes will also be presented.

4.2.1 Diagnostic Techniques

Several analysis techniques are used for the structural and chemical investigation of
the as-implanted SiC layers. Among these, SIMS, light ion Rutherford and non-
Rutherford backscattering spectrometry in channeling geometry (RBS-C), nuclear
reaction analysis (NRA-C) in channeling alignment, and cross-section transmission
electron (TEM) are used for depth profile measurements. Studies about the applica-
tion of the SIMS spectrometry to SiC can be found in [27–29]. The lower detection
limit for various n- and p-type doping species are 1013 cm−2 for B, 1017 cm−2 for N, and
1014 cm−2 for Al. In [30–33] the application of the light ion beam analysis techniques
to as-implanted SiC to evaluate the amount of displaced atoms is discussed and it is
shown that a number of displaced atoms as low as 2% can be observed by RBS-C.
The use of the TEM technique in the high-resolution mode allowed the authors of
[34, 35] to identify extended defects as small as 2 nm and the onset of vacancy or
interstitial condensations in as-implanted 4H-SiC. Among the many others tech-
niques used for the characterization of as-implanted SiC, confocal micro-Raman,
positron annihilation spectroscopy (PAS), and deep level transient spectroscopy
(DLTS) are also used extensively for ion-implanted SiC, as shown in [36–41]. For
the study of the radiation damage due to ion doses in the range 108–1010 cm−2, the
high sensitivity of the electrical transport properties with respect to weak
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modification of the semiconductor has to be used. Preliminary examples of such a
type of analysis are presented in [42] for Si and in [43] for SiC.

4.2.2 Random Implants

4.2.2.1 Basic Considerations

The implantation process of a crystal is said to be “random” when the direction of
the ion beam with respect to the crystal is such that the swift ions experience the
same amount of energy loss and collisions as they would in a material with the same
chemical composition but of amorphous structure. In spite of any attempt to have a
random implantation of a crystal, there is always a nonzero probability that some
energetic ions are scattered along major axial or planar directions, giving origin to
channeled trajectories. In the case of SiC the choice of a random implantation
geometry can be even more critical because of the still-poor knowledge about ion
channeling phenomena in the different SiC polytypes and because of the lack of a
common convention among the material suppliers for giving the SiC crystal orienta-
tion with respect to the wafer flat. In fact, the usual convention to identify implanta-
tion geometry is to give the tilt and twist angles with respect to the wafer normal and
the wafer flat. The tilt angle corresponds to a rotation of the wafer normal with
respect to the ion beam direction within the plane of the wafer flat. The twist angle
is the angle by which the wafer is rotated around the wafer normal while remaining
within its own plane. A correct random implantation of a SiC single crystal can be
achieved if all the following constrains are taken into account. The SiC wafers are
miss-oriented with respect to the (0001) plane. The amount of this off-angle differs
for the 4H-SiC and the 6H-SiC polytypes. The material suppliers give the wafer flat
orientation and the off-angle value with ±5° uncertainty. Some preferential direc-
tions for axial and planar trajectories in 4H- and 6H-SiC can be unintentionally
selected because of the crystal symmetry, as shown in [44, 45]. Because of all this, it
must be concluded that in the case of SiC wafers the usual convention to fix tilt and
twist angles with respect to the wafer normal and the wafer flat does not guarantee
the desired control and reproducibility of the implantation geometry. The laborato-
ries where the real orientation between implantation beam and SiC crystal structure
is taken into account are few and all of them process SiC wafers at research level.
The fact that the relative orientation between ion beam and SiC crystals often does
not minimize the probability of channeled implants explains the large spread of the
published data regarding the shape and depth of implanted tails, as demonstrated in
[23, 46]. Intentionally channeled implants will be discussed in Section 4.2.3.

4.2.2.2 Damage Profiles After Implantation

This section analyzes the ion damage produced by random implants. Figure 4.3
shows three examples of light ion beam analysis applied to the evaluation of the
damage in as-implanted 4H-SiC and 6H-SiC samples. The damage caused by the
probing light ions themselves was also investigated. In [47, 48], the upper limit for
the MeV He+ current (i.e., dose rate) and integrated charge (i.e., dose) was experi-
mentally determined and the results presented here all respect those limits. Figure
4.3(a) shows the 2 MeV <0001> He+ RBS-C spectra of 6H-SiC samples implanted by

4.2 As-Implanted Profiles 115



0.5 MeV Al+ at various doses. The implantation dose rate and temperature were,
respectively, 1010 cm2sec1 and 27°C. Random implantation was obtained by setting
the ion beam direction 8° from the <0001> axis within a plane at 22° from the
(10–10) plane. The random and aligned spectra of unimplanted 6H-SiC are also
shown for comparison. Two count edges are clearly visible in the random spectrum
that corresponds to the edges of the Si and C signal, but the counting yield is signifi-
cant only for the Si signal. Due to this fact, RBS-C analyses are primarily used to
measure the disorder accumulation only in the Si sublattice. To characterize the crys-
tal disorder in the C sublattice the He+ beam energy can be increased up to an energy
region where the elastic collision with the C atoms is resonant (i.e., higher than the
Rutherford cross section), as shown in [31, 49]. At 3.55 MeV the He+ cross section
for C is about six times that at 2.0 MeV and the enhanced count statistic for C is suffi-
cient to study the disorder evolution in the C sublattice. Figure 4.3(b) shows 3.55
MeV He+ backscattering <0001> channeling spectra of 3.5° off-axis 6H-SiC wafers
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implanted with 200 keV Al+ at various doses. The implantation dose rate was about
4 × 1010 cm−2sec−1 and implantations took place at RT. The implantation geometry
was defined with the ion beam aligned 7° off the sample normal, but no information
about the plane containing this tilt rotation was reported. A further approach to
increase the count statistic for the C signal is to use nuclear reactions. In particular,
the use of 0.94 MeV D+ produces backscattering channeling spectra where the D+

RBS-C spectra and the product of the 12C(d,p)13C reaction fall in energy windows
that do not overlap, as shown in [32, 33]. Further, the statistics of the 12C(d,p)13C
reaction is such that it permits the study of the disorder evolution in the C sublattice
but the depth resolution is too poor to permit the accurate evaluation of the damage
profiles. Figure 4.3(c) shows 0.94 MeV D+ spectra of 4H-SiC wafers implanted with
1.1 MeV Al2

+2 at various doses. The implantation dose rate and temperature were,
respectively, about 2 × 1012 cm−2sec−1 and 150K. The implantation geometry was
defined by a 60° tilt angle off the sample normal with respect to the ion beam.

The results discussed in the following come from analyses of spectra like those
shown in Figure 4.3. We will also review the status of damage measurements in
crystalline SiC. Before doing so, however, we will discuss a premise about the prob-
lem of the computation of damage profiles in implanted SiC from backscattering
channeling measurement because such a subject is linked to that of ion damage in
SiC. The analysis of light ion backscattering channeling spectra is generally done
under the hypothesis of a linear dechanneling approximation, assuming that chan-
neled He+ ions experience a random stopping power and assuming the SiC density of
the implanted layer is constant and equal to that of the crystalline SiC. Neither one
of these assumptions is true. Further, the quantitative knowledge about the slow-
down of energetic light ions along channeling directions in single-crystal SiC is lack-
ing experimental data. In fact, the stopping power reduction along the <0001>
direction in 4H-SiC and 6H-SiC with respect to the random direction for MeV He+

was just published in 2003 [51]. Moreover, consensus about the amount of the
reduction of the SiC density because of the disorder introduced by the ion damage
has not yet been reached. This last point refers to the so-called “swelling” phenome-
non and, also in this case, only since 2003 has a molecular dynamic (MD) computa-
tional approach been able to account for the various experimental data published in
the mid-1990s [49, 52, 53] by modeling the relaxation of a volume of single-crystal
SiC versus a variable fraction of totally displaced atoms. This work is presented in
[54]. Finally, to take into account the channeling stopping power reduction and
material density variation, a simulation tool for channeling backscattering spectra is
necessary and only a few research groups have such a tool for SiC. A Monte Carlo—
binary collision approximation (MC-BCA) code for the simulation of channeling
RBS spectra is described in [47].

The accumulation of disorder in the C and Si sublattices increases for increasing
ion doses (i.e., fluence value for both 4H-SiC and 6H-SiC) and is shown in Figure
4.4. The use of the unit “dpa” (displacements per atoms) for the implanted dose [see
Figure 4.4(a, b)] will be discussed in the next paragraph. The disorder increases ver-
sus dose with a sigmoidal trend at both the Si and C sublattices, as shown in Figures
4.4(a). The experimental data are fitted by an analytical function that accounts for
the contemporaneous presence of weak and heavy (i.e., amorphous) damaged vol-
umes, as explained in [55]. Several models for damage accumulation can account for
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such a sigmoidal trend and a review of them can be found in [56, 57]. The simulation
of heavy ion damage accumulation in SiC by MD methods also gave such a sigmoidal
trend, as shown in [58] for the 3C-SiC polytype. The curve of damage accumulation
for the 3C-, 4H-, and 6H-SiC do not overlap [in Figure 4.4(a), only the 4H and 6H
cases are reported]. At weak ion damage the defect configuration might differ from
one SiC polytype to the other. Because the RBS-C yield is dependent on the micro-
scopic structure of the defects, it can be understood that for the same dpa, the disor-
der density was polytype-dependent. Figure 4.4(b) shows the ratio between displaced
C and Si atoms versus dose for different implanted ions. It can be noticed that even if
the trend for damage accumulation is similar for the C and Si sublattices, the absolute
magnitude of disorder at the two sublattices differs. In fact, for low crystal damage
the number of displaced atoms is larger for C than for Si. But, as the damage increases
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the C to Si ratio first decreases to become lower than one, goes through a minimum
and then increases toward the saturation value 1 (i.e., an equal fraction of displaced
C and Si atoms). Both resonant backscattering measurements and nuclear reaction
analyses reported, respectively, in [31, 59], agree on this result. Figure 4.4(c), taken
from [60], shows the measured fraction of C and Si displaced atoms along three dif-
ferent crystal orientations. These results refer to implantation experiments per-
formed at RT and confirm the trend about the relative ratio among C and Si
displaced atoms at low damage levels. Moreover, they show that defects formed dur-
ing the very early stage of the damage accumulation are highly anisotropic. It can be
noticed that MD simulations of collision cascade in 3C-SiC, reported in [61], show
that the displacement energy (Ed) is different for the C and Si sublattice and is also
strongly dependent on the crystallographic orientation.

SRIM is the simulation code for implantation of amorphous materials that is
primarily used and it can be downloaded for free from the Web site cited in [62].
This code also computes the “damage” profile as the number of atoms displaced
from their original position and the number of atom positions left vacant per
impinging ion. These profiles are assumed to approximate the disorder profiles in
crystalline materials, although no model for dynamic damage recovery is assumed
in SRIM. The energy threshold for atomic displacement Ed is an input of the simu-
lation code that, in the case of SiC, differs for Si and C atoms as predicted by the MD
computation of ion damage cascade in crystalline 3C-SiC presented in [61]. Figure
4.5(a) shows that simulated and measured disorder profiles can fit under the
hypothesis that Ed varies with the ion fluence (i.e., with the damage level). In par-
ticular, Figure 4.5(b) shows that for increasing doses and fixed ion fluxes and energy
values, Ed increases for the C sublattice and decreases for the Si one. This result is
coherent with those presented about the ratio of the disorder between the C and Si
sublattices for increasing doses. The results presented in Figure 4.5(c) show that by
decreasing implantation temperature and ion fluence, the Ed values seem to
approach a value independent of the ion species. Ed = 35 eV for the Si sublattice
seems a reasonable asymptotic value and corresponds to the output of the MD colli-
sion cascade simulation reported in [61]. Even if no experimental measurement
exists for the C case, the Ed values for Si and C obtained by MD cascade simulation
are the most frequently used to evaluate the number of displaced atoms in the
absence of dynamic recovery. These Ed values are 35 eV for Si and 20 eV for C, as
published in [61], and they are used for all incident ion species. The number of dis-
placed atoms normalized to the SiC atomic density is the dpa (i.e., the unit measure-
ment so often used for the relative ion dose). In so doing, the results corresponding
to a huge range of implantation parameters can be readily compared over the same
dose scale.

Figure 4.6 shows data that summarize the current knowledge about damage
accumulation in SiC versus ion mass and implantation temperature. Almost all the
experimental data that will be discussed from here on concerns the Si sublattice. In a
first approximation, they can be considered representative of the whole SiC net-
work because it has been observed that damage accumulations on the Si and C
sublattices are rather similar (see Figure 4.4). The data in Figure 4.6 refer to both
3.5° off-axis 6H-SiC and 8° off-axis 4H-SiC wafers implanted at 60° off the wafer
normal. The dose rate was in the range 1 × 1012 cm−2sec−1 to 8 × 1012 cm−2sec−1, but
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here this parameter will be assumed constant. Figure 4.6(a) shows that the disorder
accumulation at the damage peak increases both for increasing ion mass and ion
dose. Figure 4.6(b), taken from [5], shows the disorder accumulation at the damage
peak versus implantation temperature for increasing ion dose and fixed ion mass.
The disorder still increases with increasing dose, but the rate of disorder accumula-
tion decreases with increasing implantation temperature. The dose necessary to
amorphize SiC increases with increasing implantation temperature, as shown in Fig-
ure 4.6(c) up to a so-called critical temperature. At and above this temperature, the
dynamic balance between damage accumulation and damage generation is such that
the SiC amorphization may never occur even at very high doses. In such a balance an
added contribution to an ion-induced defect recovery cannot be excluded. Studies in
this field and at the temperatures of interest for implantation processing are only at a
preliminary stage and one of these can be found in [64].

Figure 4.7, taken from [26], presents the role played by the ion dose rate on
damage formation and accumulation. Studies of this type can be found in [26, 35].
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Figure 4.7(a) shows the values of the disorder at the Si damage peak versus implan-
tation temperature for various dose rate values and constant dose (5 × 1014 cm-2).
The implantation temperature was varied in the range RT-240°C. The dose rate
(i.e., the flux) varied in the range 1.9 × 1010 – 4.9 × 1013 cm−2sec−1. The samples were
8° off-axis 4H-SiC wafers. The implantations were done with a 100 keV Si+ beam
parallel to the wafer normal. For this wafer such a beam to crystal orientation corre-
sponds to a random implant (see Section 4.2.3). The data in Figure 4.7(a) show that
the transition from total disorder to “no” disorder shifts toward higher tempera-
tures with increasing ion dose rate and the same is true for the critical amorphiza-
tion temperature. The authors fitted the data by an exponential function of the type
“relative damage yield” = a + b [1+ exp (δ(T–Tc))]

−1 where T is the implantation tem-
perature, δ is the amplitude of the order-disorder transition that can be derived from
the experimental data, and a and b are constant parameters. Tc is the only free
parameter to optimize the fitting between experimental and computed trends. Such
Tc might be assumed as representative as the order-disorder transition at a given
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dose rate. Once the Tc values and their corresponding dose rates are depicted in an
Arrhenius plot, as shown in Figure 4.7(b), the activation energy for the mecha-
nism(s) responsible for the curve shift in Figure 4.7(a) can be estimated. This energy
was computed to be equal to 1.4 eV. Such a value is one order of magnitude higher
than that obtained by the Arrhenius analysis of the onset of the SiC amorphization
produced by Xe+ ions reported in [65] and equals the energy barrier theoretically
predicted for the annihilation of C interstitials in a neutral charge state reported in
[66, 67]. Taking into account that MD simulations of ion damage cascades predict
an excess of C interstitials as a final product of the collision cascade (see [58, 67])
and that such a configuration seems to be still present in the SiC crystals also for
damage yield as high as 0.5 (see Figure 4.4 and related references), it seems reason-
able to hypothesize that the annealing of C interstitial defects plays a vital role for
the dynamic balance between damage accumulation and damage recovery in the
temperature range 60–120°C. Such a temperature range is quite near to the experi-
mental anneal temperature of C interstitials in a split configuration, for which a
range of 150–200°C is mentioned in [68]. Furthermore, calculations based on den-
sity functional theory suggest an activation energy of ~1.4 eV for the migration of Si
interstitials (split interstitial configuration) in n-type SiC with only a minor barrier
for the annihilation process (Sii + VSi → Ø) [66, 67]. Hence, Si interstitials are also
likely candidates to be involved in controlling the dynamic annealing process.

During postimplantation annealing, extended defects can be formed in the
implanted layers, but the onset of such defects may already be present after the
implantation process depending on the damage accumulated in the implanted layer.
Figure 4.8 compares disorder profiles and dark field cross-section TEM images of
the same samples. These samples were implanted with the same dose (2.7 × 1015 cm-2)
but with different dose rates (100% and 60%) so as to obtain different damage lev-
els at the damage peak. The samples were 8° miscut 4H-SiC wafers implanted with
1.1 MeV Al+ ions along a direction 60° off the wafer normal. The implantation tem-
perature was 450K. The implantation dose rates of these two samples varied by a
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factor of two and thus the implantation time differed by the same factor. Both sam-
ples were thermally treated after implantation at the same implantation tempera-
ture for durations longer than the maximum implantation time with the aim to
ensure that the differences in the features of the damage profiles were only due to the
dynamics of damage accumulation during hot implantation. Measurements of the
disorder profiles before and after this postimplantation annealing confirmed that
the features of the disorder profile were independent of the low-temperature post-
implantation annealing. Stretching the TEM images with respect to the depth scale
of the disorder profiles a correspondence between equal TEM contrast regions and
an equal level of disorder was hypothesized. This is evidenced by the dotted lines in
Figure 4.8 that indicate the disorder profiles at the outer boundaries of the high-
contrast regions of the cross-sectional TEM images. Such a comparison is only
qualitative but it could be quantitatively exploited, as already done in the case of
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implanted Si in [69]. Selected area diffraction and high-resolution images of the area
corresponding to 40–60% disorder level showed that in these regions the SiC is
highly strained but still crystalline with no extended defects. Similar investigations
made in the region with 100% disorder showed that the SiC contains many small
amorphous inclusions within a crystalline matrix full of planar defects, such as extra
planes and onsets of vacancy and interstitial condensations.

4.2.2.3 Chemical Depth Profiles

The correct prediction of the profile of the implanted ion within the SiC crystal will
be treated in Section 4.3 concerning random implants. SRIM, the code primarily
used for ion implantation simulation processes in amorphous materials (see [62]),
contains predictions that reasonably fit with experimental SIMS data for ions in the
low (tens) to medium (hundreds) ion keV energy range. At higher MeV energy val-
ues this is no longer the case, probably because the algorithms used in SRIM to
evaluate the ion energy loss is not valid. Empirical ion implantation simulators using
Pearson frequency functions can be constructed as described in [70], where a large
number of measured SIMS profiles were used to determine the best fit of the analyti-
cal functions necessary to describe the first four moments of the implanted profiles
versus implantation energy. The good agreement between the experimental and the
Pearson distribution profiles obtained by the authors of [70] can be seen in Figure
4.9. Monte Carlo codes in the frame of the binary collision approximation
(MC-BCA) or MD codes have also been proposed to simulate the random implanta-
tion process in crystalline SiC, as described in [46, 71]. The outputs of these codes
show a very good agreement with the experimental data, as shown in Figure 4.10,
which was reproduced from [72, 73] and refers to the results of the MC-BCA code
described in [46, 73]. This code takes into account the progressive increase of the
crystal disorder with increasing doses and the consequent reduced probability for
channeled trajectories and also accounts for depth-scale correction due to the swel-
ling phenomenon when the crystal is heavily damaged. Simulated and measured
damage and implanted ion profiles are shown Figure 4.10. The shift toward larger
depth of the chemical profiles for increasing fluence values is the consequence of the
decrease of the material density because of the increased material disorder. The
measured disorder profiles of Figure 4.10(a) were computed from the RBS channel-
ing spectra shown in Figure 4.3(a) in the frame of the linear de-channeling approxi-
mation. Moreover, He+ stopping power reduction in the channeling direction and
the change of material density proportional to the damage increase were taken into
account.

4.2.3 Channeled Implants

Random and channeled implanted profiles in 6H-SiC are shown in Figure 4.11(a).
These profiles correspond to implants performed at RT with 1.5 MeV Al+ to a low
fluence (~ 1013 cm−2). The flux is not accurately defined because of the experimental
constraints, as explained in [74]. In fact, most of the studies concerning channeled
implants make use of ion beams in single- spot configurations and have to face the
problems related to nonhomogeneous flux distribution within the beam spot. The
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channeled profile is deeper than the random one and has a trapezoidal shape,
whereas that of the random profile is almost Gaussian. These differences are due to
the fact that channeled ions experience lower electronic energy loss and less nuclear
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Figure 4.9 Comparison between SIMS measured profiles (dotted line) and computed profiles using the Pear-
son frequency functions with the first four moments determined for each individual profile (solid line) or com-
puted via analytical functions obtained through the best fit of the individual moments (long dashed line).
(From: [70]. © 2003 American Institute of Physics. Reprinted with permission.)

Figure 4.10 Damage and doping profiles for the same set of random as-implanted 6H-SiC samples. (a) Com-
parison between RBS-C measured and MC-BCA simulated damage profiles. (From: [73]. © 1999 Elsevier B.V.
Reprinted with permission.) (b) Comparison between SIMS measured and MC-BCA simulated chemical pro-
files. (From: [72]. © 2001 Material Science Forum. Reprinted with permission.)



collisions than the random ions. Nuclear collisions are responsible for the atom dis-
placements (i.e., the buildup of disorder in the crystal). As the damage increases the
number of de-channeled ions in channeled implants increases and the doping pro-
files modify accordingly, as shown in Figure 4.11(b). The deepest edge of the chan-
neled profile saturates with increasing ion fluence, and the profile shape
progressively resembles that of random implants. In between the two extreme cases
(i.e., full channeled and full random), there is a configuration that appears to be
highly probable, as shown by the presence of a peak at intermediate depth between
the random peak and the channeled front edge. The MC simulation of these chan-
neled implantations, presented in [71], accounts for the shape of the profiles as
shown in Figure 4.11(a). Increasing the fluence, the qualitative trend of the chemical
profile is reproduced but not the quantitative ones. This means that improvements
in the modeling of the ion damage formation and accumulation or in the modeling
of the scattering efficiency for channeled implants are required. Here it should be
pointed out that experimental data for the damage buildup during channeled
implants are crucial for the modeling but until now such data are scarce and the only
published ones are those in [75].

A recent experimental study about channeled implants, published in [23], has
shown the interesting features of axial- and planar-channeled implants in 4H-SiC,
presented in Figure 4.12. This data refer to 60 keV Al+ implantation in <0001> and
<11–20> oriented 4H-SiC wafers. Each profile corresponds to a different orienta-
tion of the ion beam with respect to the crystalline network, as reported in the inset
of the figure. All of them are shown on a concentration scale normalized to the
implantation dose. The profiles of axial implants show an ion penetration progres-
sively deeper for the <0001>, the <11–23>, and the <11–20> axes, with a factor
equal to 45 between the two extreme cases. The profiles of the planar implants show
that a not-negligible channeling tail can be present at certain tilt angles with respect
to the wafer axis. These angles depend on the crystal plane and the SiC polytype, for
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example the <11–23> axis within the plane (1–100) is placed at 17° from the axis in
the 4H-SiC structure but at 11.6° in 6H-SiC. When positioning a wafer for implan-
tation the presence of these channeled directions should be taken into account. Fig-
ure 4.12(b) shows MC-BCA simulations of the (1–100) planar implants at various
tilt angles with respect to the <0001> axis. The qualitative agreement between these
simulations and the experimental data of Figure 4.12(a) is very good.

The huge differences in the penetration depth between different crystallo-
graphic axes and the fact that a certain level of damage is necessary to inhibit chan-
neled trajectories raise the issue of the stochastic channeling trajectories at the early
stage of any implantation process. Unfortunately, experimental data are not avail-
able, but MD and MC-BCA simulations allow us to appreciate how important such
a phenomenon may be at the mask border and for very low fluence values like those
used for junction terminations. As an example, Figure 4.13 shows the results pub-
lished in [76] for a fluence of 1013 cm−2. This figure is a cross-section view of the
simulation results in the (10–10) plane, where the directions vertical and parallel to
the wafer surface are, respectively, the <0001> and <11–20> axes. To minimize the
channeling effects, the implantation beam was directed 7° away from the wafer nor-
mal within a plane at 15° from the (10–10) plane (i.e., halfway between the (10–10)
and (11–20) planes). Despite the fact that this is a good random implantation
geometry, substantial doping tails are present next to the sample surface along the
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Figure 4.12 Doping profiles of 60 keV Al+ ions implanted in 4H-SiC with different alignments of the beam
direction with respect to the crystalline network. Parts (a) and (b) refer to wafers and part (c) refers to the –20
ones. The beam-to-crystal alignment per profile is given in the inset of each picture. Parts (a) and (c) are SIMS
measurements and part (b) is an MC-BCA simulated profile. The concentration scale is normalized to the
implantation dose. (From: [23]. © 2003 American Institute of Physics. Reprinted with permission.)



direction parallel to the <11–20> axis. The experimental data shown in Figure
4.12(c) gives strong support to these simulations results.

4.3 Implant Annealing

The thermal annealing normally performed after ion implantation processing serves
the dual purpose of removing defects and activating dopants. The electrical activa-
tion of the implanted ions (i.e., the incorporation of dopants on proper lattice sites)
is therefore a process intimately linked to the presence of defects. In order to under-
stand the activation process, it is also necessary to investigate the evolution of lattice
damage or even follow the history of individual defects during the annealing.

Although a substantial part of the implantation-induced damage can be
removed by 1,200°C annealing, to achieve reasonable electrical activation annealing
at temperatures in excess of 1,500°C should be performed because of the high bond-
ing strength of the SiC lattice [9, 77]. At such elevated temperatures the SiC crystal
surface may decompose due to selective out-diffusion of Si from the SiC lattice.
Hence some means to permit high-temperature annealing of SiC implants while sup-
pressing the out-diffusion of Si from the surface is required. However, higher
annealing temperatures also cause extended defects, such as dislocation loops, to
appear, similar to the end-of-range defects seen in implanted and annealed Si. This
imposes further limits on the annealing temperature/time window that can be used
in processing ion-implanted SiC.

4.3.1 Annealing Concepts

M. A. Capano et al. performed B implantation on 4H-SiC and B and Al implanta-
tions on 6H-SiC [6]. The implanted samples were annealed in a resistively heated
furnace for various temperatures between 1,500–1,800°C. Most of the samples
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Figure 4.13 Concentration contours in on-axis 6H-SiC for 90 keV Al+ implanted at 7° from the wafer normal
within a plane halfway from the (10–10) and (11–20) family of planes. The implantation dose is 1013 cm−2. The
picture is a cross section of the sample in the plane (10–10), thus the parallel and the normal to the wafer surface
are, respectively, the <11–20> and <0001> axes. (From: [76]. © 1999 Elsevier B.V. Reprinted with permission.)



were annealed for 40 minutes without the use of a SiC wafer cap, which is a tech-
nique whereby a second SiC wafer is clamped to the implanted wafer so that Si sur-
face out-diffusion is suppressed by the cap wafer. The samples were annealed at 5
µTorr pressure of Ar. Implant annealing was also performed with the SiC cap,
where the cap was separated from the implanted wafer by a distance of 250 µm. The
annealed samples were characterized via atomic force microscopy (AFM), C-V
measurements of capacitors formed by patterning Ni on to the implanted surface,
and finally with the use of transmission line method (TLM) measurements. It was
observed that temperatures in excess of 1,650°C were required to reach high activa-
tion levels for boron implants in 4H-SiC and complete activation was finally
reached at 1,750°C. The sheet resistances of the Al-implanted 6H-SiC samples that
were annealed at 1,800°C were measured to be 32.2kΩ/�. There was an increase in
the surface roughness after implant annealing of the samples in the Ar ambient.
According to a model that was proposed in this work to explain the observed sur-
face roughness, SiC sublimation and highly mobile species enable the surface to
reconfigure itself. Thus it was proposed that annealing performed in an ambient
that prevents desorption of Si-containing molecules would suppress the mechanism
that leads to roughening of the implanted/annealed SiC samples. Indeed, Saddow et
al. have used a silane overpressure process to achieve this very goal [9, 77], which
will be discussed in more detail in Section 4.3.2.1.

D. Kawase et al. investigated Si regrowth from the amorphous phase caused by
Al implantation; recrystallization of the specimens when annealed at temperatures
between 800–1,600°C in Ar flow for 30 minutes was achieved [78]. The damage
induced by the implantation and the damage reductions by the subsequent anneal-
ing were determined by electron spin resonance (ESR) and TEM.

K. A. Jones et al. have used an AlN capping layer to prevent Si evaporation dur-
ing activation of n-type dopants up to a temperature of 1,600ºC [79]. After anneal-
ing the AlN cap must be stripped off, which adds processing complexity. In addition
pinholes in the AlN cap can form, especially at temperatures above 1,600ºC, thus
limiting the utility of this approach. This is especially true in the case of complete
activation of p-type dopants, which require annealing temperatures above 1,700ºC.
Hence L. B. Ruppalt et al. proposed a dual BN/AlN capping layer for performing
annealing on implanted SiC up to a temperature of at least 1,700ºC [80]. The AlN
was used as a protective layer on SiC as it is chemically inert to the material, whereas
the BN layer on top of the AlN cap would prevent the AlN from evaporating at tem-
peratures in excess of 1,600ºC. Both layers were deposited by pulsed laser deposi-
tion (PLD). After performing high-temperature annealing, the BN layer cap was
removed by ion milling and the AlN was selectively etched with a warm KOH etch.
The surface structure after etching off the cap layers was examined with SEM, X-ray
diffraction (XRD), AFM, and high-resolution TEM (HRTEM). They observed that
the surface of the film remained unchanged and there were no cracks or hexagonal
thermal pits that had been observed when only AlN cap layer was used due to the
exposed AlN. An Auger electron spectroscopy (AES) analysis of the surface showed
no evidence of Al or N contamination. However, the processing steps involved
using this method are daunting for production. First, large-area cap deposition
using PLD is difficult as the deposition footprint is normally limited to a few cm in
diameter. Second, the two-step process to remove the dual-level cap is both time-
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consuming and can lead to processing errors, such as ion-milling through the BN cap
into the AlN cap or, worse, through both caps and into the underlying SiC surface.

C. Dutto et al. performed laser annealing (LA) as an alternative to the classical
thermal annealing processes for activation of ion-implanted dopants in SiC [81].
They used powerful-pulsed excimer laser beams of nanosecond duration to deposit
large amounts of energy in a short time into the near-surface region, while maintain-
ing the substrate essentially at RT. They demonstrated the possibility to anneal Al
implant-induced damage out of 4H-SiC by single-shot laser processing in the solid
phase using an XeCl excimer source of 200-ns pulse duration. The surface study
revealed that this process kept the surface stoichiometry (Si:C) near unity and pre-
vented any strong surface degradation. The electrical activation of the Al dopant
was confirmed by I-V measurements, which were performed on mesa pn junction
diodes. Unfortunately they did not report on the dopant activation percentage so it is
difficult to assess the usefulness of this technique. In addition, while laser annealing
is an attractive research approach, for high-volume device production the suitability
of this approach is in doubt.

Several other types of annealing processes have been used, such as furnace
annealing and rapid thermal annealing (RTA). Main differences are heating ramp
or/and annealing time, respectively, which are faster and shorter for RTA than for
furnace annealing. The strong thermal gradients present in the RTA case might
induce an undesired warp of the wafers. Moreover, during RTA for annealing tem-
peratures in excess of 1,400°C Si out-diffuses from the sample surface and causes the
step-bunching phenomenon [82]. Such a phenomenon is much less pronounced in
the case of furnace-annealed SiC samples. In fact, in this case, temperatures as high
as 1,800°C were successfully employed [83].

4.3.2 Silane Overpressure Annealing Process

The development of a silane-based overpressure annealing process is a critical step
forward for SiC technology and is not only cost-effective compared with other meth-
ods, but has been shown to result in high-quality material suitable for device appli-
cations. The basic operating principle of this method is simple: a sufficient
overpressure of Si, in the gas phase above the sample, prevents the selective out-
diffusion of Si from the SiC lattice at the surface. Provided the Si overpressure is
below the level where Si droplets can form (i.e., gas-phase nucleation of Si, which
then adsorb onto the SiC surface), this technique is effective. Empirical calculations
have been performed to assist in the transfer of this atmospheric pressure process to
low pressure, which is important for several reasons. First, many SiC reactors oper-
ate at low pressure and this would permit a silane overpressure process to be most
rapidly used by these systems. Second, and most importantly, is a shift in gas phase
equilibrium that occurs at a low pressure, which helps to suppress Si cluster forma-
tion in the gas during sample annealing. Hence a serious defect in SiC, Si droplets,
can be avoided during implant annealing if the process is transferred to low-pressure
process conditions. Indeed, at the University of South Florida this exact process
transition to low pressure, based on the atmospheric pressure process described
here, is underway. Results of this work will be published at a future date.
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Although the SiC lattice is inherently stable at lower temperatures, Si can out-
diffuse at elevated temperatures, leading to a severe degradation in the surface mor-
phology known as step bunching [82]. Much research has been reported on implant
annealing of SiC with various encapsulations that suppress this out-diffusion of Si
during high-temperature annealing, as outlined in Section 4.3.1. The most common
process gas for implant annealing is argon, due to its inert nature. As previously
mentioned, some of the research indicated that annealing SiC in an Ar ambient
results in surface roughness, especially for annealing temperatures greater than
1,500°C. S. E. Saddow et al. developed an implant annealing process using silane
gas to provide an overpressure of Si vapor during annealing [9, 84]. In this process,
silane gas provides a partial pressure of Si, which helps to suppress surface migra-
tion of Si in the SiC lattice, resulting in a reduced surface roughness. AFM data
shown in Figure 4.14 compares the surface morphology of two identically processed
wafers on which LD MOSFETs (see Chapter 5) were fabricated with different
implant annealing conditions [84]. The wafer annealed in an Ar ambient (T =
1,550°C) exhibited step bunching, as can be seen in the figure. These types of sur-
face features have a negative impact on inversion layer charge transport and affect
the reliability of the gate oxide [84]. However, when the silane overpressure process
was used to anneal an identical implanted wafer (T = 1,600°C), no step bunching
was observed (see Figure 4.14).

The basic principle behind the silane overpressure annealing process is as fol-
lows. When the SiC wafer is annealed at high temperatures (≥ 1,600°C), Si atoms on
the surface of the SiC wafer may be exchanged with Si atoms provided by the silane
gas in the vapor phase. Chemical process calculations were performed for various
pressures and silane flow rates as a function of temperature. These calculations,
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which support the working model of the silane overpressure process, and the experi-
ments conducted based on these calculations are presented in the following sections.

4.3.2.1 Silane Overpressure Model

This model is based on a very simple premise: if the partial pressure of Si atoms
above the SiC surface during annealing is greater than the vapor pressure Si in the
SiC matrix, then out-diffusion of Si from the lattice will be suppressed. To theoreti-
cally obtain the most suitable conditions for Silane overpressure annealing, a model
was constructed by J.T. Wolan at the University of South Florida to calculate both
the vapor pressure of Si in SiC and the partial pressure of Si as a function of anneal-
ing temperature and gas pressure [85].

Calculations performed by Wolan et al. of the calculated values of vapor pres-
sure of SiC for temperatures of interest for implant annealing have been reported in
the literature and the reader is referred to these calculations for completeness [85].
From these calculations it was determined that the required vapor pressure of SiC at
lower temperatures (< 1,600°C) is very small, as expected. The relationship between
vapor pressure, VP, and temperature, T, is exponential. Hence an exponential curve
fit was applied for vapor pressure calculations for temperatures less than 2,500°C.
To optimize the process, the silane flow rates were calculated for various annealing
temperatures and process pressures. The partial pressure of silane and the vapor
pressure of SiC obtained in Section 4.3.2 under atmospheric pressure (AP) condi-
tions are used here as the reference values. All of the calculations were performed
based on initial annealing experiments conducted at 1,600°C with silane (20 sccm)
and argon (6 slm) as the process gases. (These experimental conditions will be dis-
cussed next.)

It can be observed from Figure 4.15 that the predicted flow rate of silane
increases exponentially as the anneal temperature is increased, as expected. This is
due to the exponential increase in Si vapor pressure as a function of temperature,
which was previously discussed. Similarly, calculations were performed to deter-
mine silane flow rates for different process pressures starting from 10 Torr to atmos-
pheric pressure (760 Torr) as a function of annealing temperature. The partial
pressure of silane at 1,600°C was recalculated at different pressures and then substi-
tuted into our empirical model to determine the partial pressure at different
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Figure 4.15 Plot of calculated silane flow rate versus implant annealing temperature for various
temperatures in the range of 1,400–1,850°C. Dotted line indicates the empirical reference value of 6
sccm at 1,600°C.



temperatures [85]. The flow rate of silane was calculated by equating the calculated
partial pressure of silane to the ratio of the flow rates of the process gas and the
obtained values are plotted in Figure 4.16. From Figure 4.16 it can be seen that as
the pressure is reduced there is a considerable decrease in the required flow rate of
silane over an annealing temperature range of 1,400–1,850°C.

4.3.2.2 Implant Annealing Experimental Results

A silane-based CVD reactor suitable for performing high-temperature anneals in an
Si- rich ambient was used for these experiments [86]. The samples were placed on a
SiC-coated graphite susceptor and an RF induction coil used to heat the susceptor to
temperatures on the order of 1,600–1,800°C. Silane and argon were the two process
gases used, where Ar not only serves as a dilutant gas but also as a carrier gas to
transport silane molecules to the crystal surface. All the implant annealing experi-
ments were performed at atmospheric pressure.

Several 4H-SiC samples with n-type and p-type epitaxial layers of approxi-
mately 5 µm in thickness and doping densities in the mid-1015 cm−3 range were ion-
implanted with Al and C, respectively. The Al ion-implantation profile used in these
experiments is shown in Figure 4.17. Implants were carried out at 700°C through a
110-nm Mo mask layer in order to implant the near-surface regions of the SiC epi-
layers. Following the ion implantation, the Mo mask layer was etched away and the
samples cleaned. The samples were characterized using RBS and AFM, as shown in
Figure 4.18. From the AFM micrograph [see Figure 4.18(b)] it can be seen that the
surface of the epilayer grown on top of the SiC samples was degraded after implan-
tation. However the bulk crystalline quality was preserved, as indicated by the RBS
ion channeling spectra shown in Figure 4.18(a).

The annealing process was experimentally optimized using Silane in Ar [3%
Silane in 97% ultra-high purity (UHP) Ar)]. Initial experiments were conducted
with palladium-purified hydrogen as the carrier gas. Unfortunately, this method
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Figure 4.16 Plot of calculated silane flow rate versus implant annealing temperature as a function of
process pressure. Dotted line indicates the empirical reference point of 1,600°C, 6 sccm, and 760
Torr.



proved to not be repeatable, as H2 is known to etch SiC at temperatures required to
anneal the implants [9]. Due to this enhanced etching of the off-axis substrate sur-
face, severe step bunching was observed after annealing in hydrogen, as shown in
[9]. Since Ar does not etch SiC, it was used instead of H2 as the carrier/dilutant gas,
since it is capable of transporting Si atoms to the crystal surface without simultane-
ously etching the surface. This Ar-based process proved to be very stable and robust.

The final implant annealing process schedule developed during this research is
shown in Figure 4.19. A 6-slm UHP Ar flow is first established in the reactor. When
the RF generator is turned on, the susceptor is heated to the annealing temperature
(typically 1,600°C) using a controlled thermal ramp. To avoid the formation of Si
droplets, silane is not introduced into the reactor until a substrate temperature of
1,490°C is reached. At that time the premixed silane in Ar gas is introduced into the
Ar carrier flow at a flow rate of 20 sccm. All flows are controlled using calibrated
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mass flow controllers to ensure process repeatability. Once the desired temperature
is reached, the annealing begins. After 30 minutes at the anneal temperature the pre-
mixed Silane in Ar is turned off and the set point temperature is changed to 1,400°C
(6 slm UHP Ar flow remains on). After one minute of Ar flow at 1,400°C, the RF
generator is turned off and the sample is cooled down to RT under continuous Ar
flow. This same process was used for both the Al and C implanted samples to ensure
process stability.

After annealing the samples were characterized using channeling RBS and
AFM. Figure 4.20 shows that the surface morphology of the Al-implanted n-type
4H-SiC samples was not affected during the annealing process. This indicated that a
sufficient overpressure of Si was likely present during annealing. The surface chem-
istry of air-exposed samples after annealing was also evaluated with the help of
XPS, as shown in Figure 4.21. From the figure it can be seen that, with the exception
of oxygen, which is a form of SiO2 at the surface, elemental surface and near-surface
species are exclusively composed of Si and C, indicating that after the annealing
process the bulk species were preserved [87].
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4.3.3 Implanted Ion Profiles After Annealing

This section reviews the published data about diffusion phenomena of implanted
species in SiC upon annealing treatments and the processes proposed to control such
diffusion phenomena.

Depending on the implanted species, high-temperature thermal treatments
might modify the profile shape of the as-implanted atoms and produce an important
out-diffusion of these atoms from the implanted region. In particular, the SiC litera-
ture agrees on the formation of very deep tails in the unimplanted bulk region for B
implantations, independent of SiC polytype and implantation temperature [88–90].
B redistribution within the implanted region and out-diffusion from the sample sur-
face has been measured by some authors [88, 90] but it is not always seen [89, 91].
Important diffusion phenomena were also measured at the trailing edge of the N
profiles for implantation processes in p-type B doped wells produced by ion implan-
tation in 4H-SiC [91]. No diffusion was ever measured for N implanted in p-type Al-
doped SiC crystals [92], nor for Al or P implanted in 4H- or 6H-SiC samples and
thermally treated at 1,700°C for 30 minutes [88, 93, 94].

Figure 4.22 presents some recent results concerning the diffusion of implanted B
in 4H-SiC as a function of annealing temperature and doping type and density of the
nonimplanted 4H-SiC. Similar results for the 6H-SiC polytype can be found in the
literature [88, 93]. Depending on the annealing temperature, the samples shown in
Figure 4.22 were thermally treated in a vacuum furnace (base pressure 10−7 Torr), in
an inductively heated furnace within an Ar ambient, or in a vapor phase reactor sys-
tem with a controlled SiH4 flux. The SIMS B profiles shown in Figure 4.22 were
measured for two different sets of samples. One set was treated by a single-energy
implantation process at RT [3] and the SIMS spectra are shown in Figure 4.22(a, d).
The other set of samples was processed with a multiple-energy implantation process
at 500°C [90] and the SIMS profiles are shown in Figure 4.22(b, c). These last sam-
ples were also implanted with Al over a depth half that of the implanted B [90].
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Despite such differences in sample preparation, the trend of the B profile is con-
firmed by several other publications [88]. The redistribution and loss of B within the
implanted region strongly depends on the annealing temperature and time, as is very
evident in Figure 4.22(b). The B out-diffusion from the implanted layer toward the
unimplanted crystals is an enhanced process with a transient component, as shown
in Figure 4.22(a–c), but normal (i.e., Fickian, B diffusion) as shown in Figure
4.22(d) also occurs. In the temperature range 1,300–1,800°C, the transient phe-
nomenon gives B profiles with exponential shape, as deep as 5–6 µm in the nonim-
planted 4H-SiC crystal, and a B peak concentration that decreases for increasing
annealing temperature [Figure 4.22(a–c)]. For much higher (2,000°C) annealing
temperatures, the B tails have a Gaussian shape [3]. The presence of an Al p-type
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doping in the 4H-SiC crystal changes the B diffusion behavior depending on the
annealing temperature and on the Al concentration. In particular, for p-type doping
in the range of 1017 cm−3, the deep exponential diffusion is seen for 1,800°C [Figure
4.22(c)] but not for 1,300°C [3]. In 4H-SiC crystals Al-doped with a concentration
≥ 4 × 1019 cm−3, the enhanced diffusion is not effective at temperatures in the range of
1,220–1,600°C, as results described in [3] demonstrate. One of those results is
shown in Figure 4.22(d), where it should be compared with the B diffusion profiles
of Figure 4.22(a), also a 1,300°C annealing. Out-diffusion phenomena like those in
Figure 4.22(d) have a Gaussian shape and, within the sensitivity of the SIMS tech-
nique, contain a constant B amount for increasing annealing time, at least in the tem-
perature range 1,300–1,600°C. The analysis of the temperature and time evolution
of these B diffusion tails in the frame of Fick’s second law was presented in [3]. The
temperature dependence of the extracted diffusion coefficient contains an activation
energy equal to –5.3 eV, in the case of p-type 4 × 1019 cm−3 4H-SiC. Such a value is
comparable with those derived by Mokhov and coauthors in experiments done in
the 1980s [94–97], although the pre-exponential term in the diffusion coefficient
expression derived for B-enhanced diffusion is a few orders of magnitude higher
with respect to those derived in Mokhov’s experiments [95–97]. In conclusion, the
out-diffusion of B from the implanted layer toward the nonimplanted SiC crystal is a
combination of transient (i.e., out of equilibrium) and enhanced diffusion mecha-
nisms and may in n-type SiC be classified as a transient enhanced diffusion (TED)
process similar to what has been reported for B diffusion in Si.

The TED of B in SiC is believed to depend on a nonequilibrium concentration of
native point defects produced by the ion implantation process. Taking inspiration
from the deep knowledge of B TED in Si [98], the following hypothesis was made
that B atoms might diffuse in SiC by substituting Si atoms kicked out from their sites.
If this would be the case, interstitial Si would be the native defect controlling the B
TED in SiC. With the aim to suppress the oversaturation of Si interstitials during
annealing, B-implanted SiC samples were coimplanted with C ions [99] or were pre-
annealed at low temperature (900°C) for a long time (2 hours) [100]. In fact, C
atoms may also diffuse in SiC by a kick-out mechanism controlled by Si interstitials
[101], as they do in Si [98]. The annealing at 900°C should favor the recombination
of Si interstitials and Si vacancies, assuming that also in 6H- and 4H-SiC such native
defects recombine at 800°C as they are known to do in 3C-SiC [101]. In both cases it
is expected that the thermal equilibrium concentration and the diffusion coefficient
of interstitial atoms in SiC would be controlled. Even if such a mechanism has not
yet been confirmed, both C coimplantation and 900°C preannealing reduced the B
out-diffusion from the sample surface and the B TED tail in the nonimplanted SiC
crystal, as can be seen in the SIMS spectra shown in Figure 4.23. These figures refer
to both 4H- and 6H-SiC crystals and show the modification of the B as-implanted
profile versus annealing at 1,700°C when the B implantation is the only process per-
formed [Figure 4.23(a)], when C and B are coimplanted with equal and overlapping
profiles [Figure 4.23(b)] and when the sample is preannealed at 900°C for 2 hours
[Figure 4.23(c)]. The comparison between Figure 4.23(a) and Figure 4.23(b, c)
shows that C coimplantation actually reduces the B out-diffusion from the sample
surface and eliminates the B TED tail, whereas the 900°C preannealing mostly limits
the B out-diffusion from the sample surface but a TED tail is still present, the
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magnitude of which is comparable with those shown in Figure 4.22(b). The diffu-
sion of a buried B implanted profile sandwiched between two C implanted profiles
is shown in Figure 4.23(d); after 3 hours of annealing at 1,700°C, most of the
implanted B is redistributed across the depth defined by the as-implanted sandwich
profiles.

In Figure 4.24(a), the SIMS profiles measured for as-implanted and for 1,600°C
10-minute annealed 4H-SiC samples coimplanted with N and B ions are shown
[91]. These N and B profiles correspond to the case of an n-type region embedded in
a p-type one, both of them produced by ion implantation. For increasing tempera-
ture and/or annealing time the B TED tail does not change, with respect to that
shown in Figure 4.24(a), but the N tail dramatically increases approaching the trail-
ing edge of the B profile, as described in [91]. The same authors also showed that
reference samples implanted with only N present a negligible diffusion tail in the
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unimplanted n-type 4H-SiC [91]. Such a result is in agreement with all previously
published N SIMS data in the SiC literature. The same authors hypothesized that
such huge N tails might be explained by the presence of an electric field across the
trailing edge of the N profile and by charged mobile defects. The electric field would
be due to the ionized donor and acceptor profiles present in the sample, which were
assumed to be the N and B profile concentration that, as can be seen in Figure
4.24(a), are always higher than the bulk doping concentration in 4H-SiC at any
annealing temperature in the 1,600–1,700°C range (≅ 1017 cm−3). The same ionized
donors and acceptors were assumed to be the mobile defects. The N diffusion in the
static field from charged donors and acceptors was solved and the N profile was
simulated with very good precision, as shown in Figure 4.24(b). In conclusion, these
recent results about diffusion of implanted species in SiC show that electric field
components also have to be taken into account to model the implanted dopant diffu-
sion in SiC during electrical activation annealing. This phenomenon is called field-
enhanced diffusion (FED).

4.3.4 Defect Evolution

As described in Section 4.2.1, ion implantation damage is conveniently investigated
by RBS-C and a substantial body of results is now available for SiC. From these data
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it is clear that amorphization of the SiC should be avoided, since it is very difficult or
even impossible to anneal such highly damaged crystals [103]. Instead, the damage
level caused by the implantation should be kept low, for instance by using a proper
combination of elevated temperatures and ion flux during the process, or perhaps
also by using channeled implants. When annealing of sub-amorphous damage is
studied by RBS-C the damage levels can be seen to approach virgin material already
at annealing temperatures of 1,200°C. However, it is important to remember that
there is still a considerable amount of damage left, even if it is not possible to resolve
it with RBS-C. PAS makes it possible to detect vacancy type defects, in contrast to
the interstitial types monitored by RBS-C. With PAS it is also possible to detect
vacancy concentrations several orders of magnitude lower than the interstitial con-
centrations seen by RBS-C and to identify individual defects, such as divacancies. In
fact, for a further understanding and improvement of the annealing processes, it is
not sufficient to study the integrated damage seen by RBS-C. Instead this damage
should be resolved into individual defects with techniques like PAS. An example of
PAS results from annealing of He-implanted 4H- and 6H-SiC is given by Kawasuso
et al. [104]. Several annealing stages can be clearly resolved by monitoring the so-
called S-parameter as a function of annealing temperature and these are assumed to
be related to the disappearance of monovacancies between 500–700°C and the for-
mation and annealing of larger vacancy agglomerates between 900–1,500°C. No
difference between the polytypes can be seen. Interestingly, the authors of [104]
have also been able to correlate the latter annealing stage of the S-parameter with
the annealing of deep levels measured by DLTS. Such correlations of different tech-
niques are invaluable for finally identifying the intrinsic point defects in SiC.

4.3.4.1 Dislocation Loops

It has been shown by TEM that interstitial-type of defects are formed upon anneal-
ing of implanted SiC [5, 6, 105]. Most of the interstitials and vacancies recombine
during annealing, but a part of the self-interstitials form secondary defects in the
form of circular planar defects residing on the basal planes of 4H (and also 6H) SiC,
surrounded by dislocation loops. The size of these defects is typically 1–10 nm, and
it has been suggested by Ohno that several different types exist [105]. The situation
is further complicated because these disks have been shown to increase in size with
increasing annealing time and temperature until a saturation is reached. After this
saturation, which presumably means that most of the remaining interstitials are
bound in these basal plane defects, the defects undergo a conservative Ostwald rip-
ening process: The smaller disks tend to become smaller, whereas the larger disks
grow even more, keeping the total number of interstitials bound in the loops con-
stant. This is highly undesirable from a device point of view and leads to lattice
strain, instability, and inhomogeneous device properties.

The formation of disks appear to be more strongly dependent on Si than C inter-
stitials, since experiments with ions substituting for C, yielding a larger amount of
interstitial C, gave smaller and fewer loops, whereas implantations with ions known
to substitute for Si gave larger and more prominent loops [106]. In Figure 4.25, we
show the evolution of the fractional area covered by disks seen in plain-view TEM
as a function of annealing parameters. This 4H epitaxial sample has been implanted
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with 180 keV Al ions to a dose of 2.6 × 1014 cm−2 and at an implantation temperature
of 600ºC. The saturation level amounting to 1.8% area coverage for the 1,700ºC
anneal is clearly seen after 120 minutes. Annealing at 1,800ºC, 1,900ºC, and
2,000ºC for 30 minutes all yield the same saturation level. In the investigated dose
interval there was a direct linear relation between the Al dose and the fractional area
covered by loops. Assuming that the disks consist of a monolayer of Si with the same
area density as the SiC c-plane, the number of Si interstitials bound within the loops
is about 20–30% of the implanted ions. While there seems to be a remedy for surface
decomposition by carefully optimizing the ambient conditions during anneal and/or
by capping the surface, as further described in Section 4.3.1, the growth of these
extended defects is a problem that presently sets an upper bound for the postimplant
annealing process.

4.3.4.2 Precipitates and Dopant Solubility

The solubility of dopant atoms sets an upper limit to how many ions can be incorpo-
rated in the SiC lattice as dopants. For higher fluences the dopants tend to form pre-
cipitates rather than occupy substitutional sites and this can be a problem,
particularly for acceptor doping, since the large ionization energies for common
p-type dopants necessitate very high concentrations of implanted atoms. Early work
by Mokhov and Vodakhov [107] have recently been upgraded and expanded by
work of Linnarsson et al. and solubility for B [3] and Al [13] are now well estab-
lished in epitaxial material. However, it should be noted that the solubility in
implanted material may be very different from epitaxial and the results from epitaxi-
ally doped material may be regarded as ideal upper limits. Figure 4.26 shows the
solubility limit of Al in 4H-SiC epitaxial layers as a function of reciprocal tempera-
ture. The data have been obtained by measuring the out-diffusion of Al from an
oversaturated region using SIMS. At a temperature of 1,900ºC, the solubility limit is
shown to be 2 × 1020 cm−3, which could be compared with the solubility limit for B at
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this temperature, which is 4 × 1019 cm−3 [3]. The region oversaturated with Al has
furthermore been shown to contain Al-precipitates, both by using SIMS imaging
techniques and TEM. These precipitates are three-dimensional and have a typical
extension in the c-plane of 30 to 300Å and a thickness of about 40Å. The most
likely compositions of the precipitates are the ternary phases Al4SiC4 or Al4Si2C5.

For donor dopants (i.e., nitrogen and phosphorus), the results are not as clear
yet. Nitrogen solubility (at 2,150ºC) of 6 × 1020 cm−3 has been reported by Vodakhov
et al. [108], but Schultz et al. [109] have more recently indicated that already at con-
centrations higher than 3 × 1019 cm−3 nitrogen starts to form electrically inactive pre-
cipitates. For phosphorus, the situation is somewhat opposite. Vodakhov has
reported very low solubility, 2.8 × 1018 cm−3 at 2,150ºC [108], but more recent meas-
urements have shown that much higher concentrations are actually electrically
active, as described next [110]. A common opinion seems to be that nitrogen is ide-
ally suited for implantations up to concentrations of ~1019 cm−3 because of its low
mass, which gives low damage levels and consequently requires lower anneal tem-
peratures. For higher doping concentration N seems to be difficult to activate and P
implantation may then offer an alternative, but clearly more work is needed before
an understanding of these phenomena is at hand.

4.3.5 Results of Electrical Activation

One problem, when evaluating dopant activation, is that we can only measure sec-
ondary effects of the electrically active dopants. The chemical concentration of
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dopants can readily be monitored by SIMS, but the activated fraction of the dopants
is best monitored by their contribution to the electrical properties of the material.
Either the ionized acceptors or donors are accessed by, for instance, capacitance-
voltage measurements, or the mobile electron or hole concentrations are studied by
Hall effect or resistivity measurements. To obtain the concentration of activated
dopants from these electrical measurements we then need to know parameters such
as ionization energy, deep states/compensating charges, effective masses in various
directions, and charge carrier mobilities. Many of these parameters have not yet
been established even for the most common polytypes of SiC.

The evaluation of activation in implanted material introduces two additional
difficulties in comparison to grown samples with homogeneous dopant concentra-
tions. First, many of the measurement techniques are not directly applicable to the
highly graded dopant concentrations resulting from ion implantation. The analysis
therefore tends to become very complicated, or even impossible to use. Second, the
implantation will introduce defects that may compensate the acceptors or donors
and also affect the mobility. One remedy for the strong-concentration gradients is to
implant so-called box profiles consisting of implantations with several energies
where the fluence is adapted for each energy value to give a constant peak concentra-
tion. By closely spacing the different implantation energies it is possible to create a
nearly constant dopant concentration from the surface to a depth sufficient for the
measurement. The second problem is more difficult to deal with in an adequate way
and normally we need to make assumptions about the defects still present after the
annealing and their influence on the electrical properties of the material.

In some applications very high doping levels are needed. For instance, to form
ohmic contacts, or source and drain regions of transistors, doping concentrations
above 1020 cm−3 may be required. In such situations the semiconductor becomes
degenerate and a number of additional effects will occur that make the charge car-
rier statistics very complicated. In addition, other types of conductivity may contrib-
ute to the charge transport and standard evaluation tools are no longer applicable.

Making comparisons between literature data using different measurement tech-
niques is therefore many times not possible. In addition, there is the problem with
surface decomposition at higher annealing temperatures, discussed in Section 4.3.1,
that may strongly affect the formation and reproducibility of electrical contacts pro-
duced on implanted and annealed material. In this section we will nevertheless try to
evaluate and compare recent achievements in this important field and describe a
selected number of recent results on activation studies on both donors and
acceptors.

4.3.5.1 Donors

Donor ions have been somewhat neglected and one reason may be that the consid-
erably smaller ionization energies reduce the importance of having full activation of
implanted donor atoms; research has therefore been concentrated on the acceptors.
Another reason may also be that many of the expected SiC bipolar power-device
applications require a thick low-doped n-type drift region grown by CVD in combi-
nation with a p-type emitter preferably manufactured by implantation. However,
many transistor applications and also contacts to n-type material benefit from
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n-type implants and recently there has been a renewed interest in nitrogen and phos-
phorus implantations.

Hall measurements on low-dose nitrogen-implanted n-type 6H layers have been
shown by Saks et al. to yield nearly ideal characteristics already at annealing tem-
peratures of 1,400ºC [111]. The implanted nitrogen concentration was about 1017

cm−3 and the compensation level due to residual defects was only 1.5% of the donor
concentration. Although attempts with 4H-SiC were not as promising [112], these
results clearly show that implantation of donors at low concentrations are today not
a major problem for SiC device applications. It is when the donor concentrations
approach the 1019 or 1020 cm−3 ranges that problems with poor activation and high
concentration of compensating defects start to appear. One interesting example of
how to cope with these difficulties at higher donor concentrations is implantation of
phosphorus ions into the a-planes of 4H-SiC crystals. The benefit, compared with
the more standard implantations at a few degrees off of the c-axis, is that considera-
bly lower damage levels are reached, and also that surface decomposition could be
avoided. In a letter by Negoro et al. [113] P implantations along the [11–20] and
[0001] directions are compared. It is reported that implantation along the former
direction gives a sheet resistivity at RT as low as 27 Ω/� after annealing up to
1,700ºC for 30 minutes. This was three times lower resistivity than the similarly
treated samples implanted in the c-plane. Schmidt et al. [114] also reports on phos-
phorus implantation in 4H Al-doped SiC epilayers employing the same two differ-
ent directions for the implant. He also uses box profiles with a maximum
concentration in the 1020 cm−3 range and reports a nearly complete activation of the
implanted P ions for 1,700ºC annealing over 30 minutes. The best resistivity values
obtained in this study are in fact nearly identical with the previous report, 29 Ω/�,
but a key point is that the same value is reached for implants in both the [11–20] and
[0001] directions. Unfortunately, none of the authors comment about channeling
effects or give enough details about the sample orientation during the implantation
to make it possible to estimate this effect. According to what has been discussed in
Section 4.2.3, channeling may explain why the two groups obtained different values
for the “on-axis” implants, but the low resistivity values and high activation are
nevertheless important achievements.

It is generally accepted that nitrogen forms a donor state when substituting for
carbon in the SiC lattice. Phosphorus, on the other hand, seems to form a donor on
substitutional Si sites [115]. This opens up an interesting application of coimplanta-
tion using N- and P-implantations to reach higher concentrations of free electrons;
nitrogen donors on C-sites and phosphorus donors on Si-sites. This idea was tried by
Gardner et al. [116] with some success, but more recently Laube et al. [110] showed
that even lower resistivity values are obtainable with this method. However, Laube
also showed that a still higher degree of activation could be achieved by phosphorus
implantation alone. Both authors compared N, P, and (N + P) implanted box profiles
with mean concentrations in the range of 1018, 1019, and 1020 cm−3, all annealed at the
frequently used conditions of 1,700ºC for 30 minutes. Using Hall effect measure-
ments, Laube showed that while phosphorus reached full activation even above 1020

cm−3, the nitrogen activation saturated below 3 × 1019 cm−3. Sheet resistivity value at
RT for the highest phosphorus concentration was reported to be 35 Ω/�, which is
also in agreement with what has been reported in [113, 114].
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4.3.5.2 Acceptors

For implanted acceptor activation there have been several reviews during the last
few years since Troffer et al.’s often-cited paper on boron and aluminum from 1997
[88]. Aluminum is now the most-favored choice of acceptor ion despite the larger
mass, which results in substantially more damage compared with implanted boron.
Mainly it is the high ionization energy for boron that results in this choice, as well as
its low solubility. In addition, boron has other drawbacks, such as an ability to form
deep centers like the D-center [117] rather than shallow acceptor states and, as
shown in Section 4.3.2, boron ions also diffuse easily at the annealing temperatures
needed for activation. The diffusion properties may be used in a beneficial way,
although it is normally more convenient if the implanted ion distribution is deter-
mined by the implant conditions alone.

That the effective hole masses, or the density of states, is a complicated matter in
SiC is well described in a review by Gardner et al. [118]. This article treats in some
detail the valence band and estimates the contribution from the three top-most
bands to the density of states, including the temperature dependence. Using the esti-
mated effective mass the authors attempt to calculate the activation (i.e., the ratio of
implanted and electrically active Al ions), and they achieve an activation of 37% of
the implanted Al concentration of 1021 cm−3 after an anneal at 1,670ºC for about 10
minutes.

Heera et al. compare a number of reported resistivity values for Al and conclude
that although Al is superior to boron in most applications, it is still not possible to
reach resistivity values lower than 0.05 Ω-cm at RT as long as thermally stimulated
hole conduction is the dominating process [119]. The limitations are set by the ioni-
zation energy and the mobility of holes in SiC. In Figure 4.1, the ionized fraction of
Al and B on substitutional (Si) sites is shown as a function of dopant concentration
at RT. For the figure, the ionization energies given in Table 4.1 have been used
together with an effective hole mass of 1.24 me. The advantage with Al can easily be
seen, although it should be pointed out that boron may still be useful for applica-
tions using SiC devices at high temperatures or under reverse bias.

Two novel measurement techniques, which both belong to the scanning probe
microscopy (SPM) family of analysis tools developed from the atomic force micros-
copy technique, have recently been used for doping measurements in SiC. These are
scanning capacitance microscopy (SCM) [120, 121] and scanning spreading resis-
tance microscopy (SSRM) [122, 123]. These techniques are very promising, but they
require calibration to yield absolute values of free carrier concentration. SPM is par-
ticularly suited for characterization of implanted dopant distributions, since two-
dimensional maps with a spatial resolution better than 30 nm is possible. However,
it is also more difficult to obtain reproducible results from annealed implanted dop-
ing distributions compared with epitaxially grown samples, probably due to implan-
tation damage affecting the surface states and contact properties affected by the
annealing process. In Figure 4.27, we show the SIMS profile of an Al multiple-
energy implantation as well as the SSRM-measured current. The sample is a 4H-SiC
epilayer implanted at 700ºC with Al ions using several energies and then annealed at
different temperatures. By calibrating the SSRM signal with epitaxial samples with
known hole concentration we conclude that the activation of this particular implant
is about 2%, although differences in mobility and trap concentration between the
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epilayer and the implanted sample can affect this value. Two SSRM curves are
shown from samples annealed at 1,550ºC and 1,650ºC for 30 minutes each. The
difference is quite small, but a slight improvement in activation can be seen for the
higher temperature anneal. This result is in reasonable agreement with other reports
on activation in implanted 4H-SiC [118].

A recent result on Al-implanted 4H-SiC, which is in sharp contrast to the com-
mon opinion that amorphization should be avoided, has been reported by E. Kalin-
ina from the Ioffe Institute in St. Petersburg [124]. She showed that very good
activation could be achieved by RT implantation of Al at doses in excess of 1016

cm−2. This completely amorphized material is shown to be fairly well recrystallized
by an RTA process that also causes some of the Al to diffuse into the low-doped
n-type epilayer, forming the p+n junction at a larger depth than the highly defective
implanted area. Nearly ideal forward IV-characteristics were also shown for current
densities of several kA cm−2. Even if the stability of such heavily implanted devices
may be questioned this result shows that there is still a long way to go before a fully
optimized implantation technology is at hand.

4.4 Technology Barriers and Suggestions for Future Work

Ion implantation appears as the only feasible method to accomplish selective area
doping of SiC in planar device technology. As described in this chapter, substantial
progress has been made during recent years but several fundamental issues and tech-
nology barriers remain before the implantation process is fully developed and can
be truly implemented in SiC device processing. For instance, mesa-etched p+n-diodes
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made by in situ doping during epitaxial growth still exhibit superior current-voltage
characteristics compared with most of the ion-implanted p+n diodes.

Highly doped n+- and p+-layers, with a low concentration of residual defects act-
ing as recombination/trapping or scattering centers for charge carriers, are of vital
importance for most device structures. For n+-layers, the major obstacle is to reach
dopant concentrations in the 1020 cm−3 range; here, the recent and promising work
on P implantation, instead of the more commonly used N implantation where the
maximum carrier concentration obtained is only in the low 1019 cm−3 range, should
be intensified. For p+-layers it is even more important to reach high concentration of
active dopants. Al is found to be superior relative to B, primarily because of a higher
solid solubility limit and a shallower acceptor position in the energy bandgap. How-
ever, even for Al the ionization energy is relatively large and the fraction of ionized
dopants at RT amounts to only a few percent. In addition, residual electrically active
defects and poor electrical activation are serious constraints that need to be resolved.
Further, a reduction of the postimplant annealing temperature required for the elec-
trical activation is highly desirable to preserve a flat-surface morphology and make
the doping process more compatible with other device-processing steps. In this con-
text, issues like coimplantation, implant flux, channeled implants, and multistage
postimplant annealing should be explored. Whether channeled implants are viable
in SiC device processing or not remains to be seen, but we certainly need to learn
more about the fundamentals of scattering cross sections and defect accumulation
for channeling conditions.
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C H A P T E R 5

Power SiC MOSFETS
I. Sankin and J. B. Casady

5.1 Introduction

An increasing demand for high-voltage, high-power electronic devices and the fact
that traditional silicon technology has come close to its theoretical limits in high-
power applications gave birth to a new era of power electronics—an era of wide
bandgap semiconductors. Initial poor quality and extremely high cost of new mate-
rials made the transition between silicon and wider bandgap semiconductors like
SiC and GaN very gradual; however, we are now witnessing dramatic improve-
ments in these areas. The most significant success has been made in the field of SiC
power rectifiers. Multikilovolt 4H-SiC PiN and merged pin Schottky (MPS) diodes
able to conduct hundreds of amperes of forward current were reported, and
1,200-V, 6-A Schottky diodes were introduced commercially in 2003. A dramatic
improvement was also made in the field of high-power SiC switching devices. In the
mid-1990s, SiC MOS transistors were projected to replace their silicon analogues in
high-voltage applications. Even the recently introduced CoolMOS transistor [1],
which was expected to breathe new life into power silicon MOS technology, is
unable to exceed the theoretical potential of SiC devices in this field. In this chapter,
we will provide a short historic review of SiC power MOSFET development, which
will help the reader estimate the speed of SiC MOS developments, and evaluate
future trends in this area.

As with Si power MOSFET development, researchers quickly realized that suc-
cess would not be rapid, but would take focused, carefully planned efforts to opti-
mize the inversion channel mobility, device structure, and reliability. Simply
copying design and process approaches from silicon technology would not lead to
desired results. First of all, many of the technological processes from the silicon
industry are not applicable to SiC because of different material properties. Secondly,
and also most important, the poor interface quality between the gate oxide and SiC
bulk material suppresses channel mobility to values at least an order of magnitude
lower than bulk mobility. These difficulties required new design solutions to mini-
mize the channel resistance without compromising the other components of the
device on-resistance. The right choice of material polytype, crystal orientation, gate
dielectric, and method of gate formation dramatically improves the device perform-
ance. In this chapter, we will discuss different design and technological approaches
directed to overcome challenges in achieving the perfect device.
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5.2 SiC UMOSFET

The classical U-groove n-channel power MOSFET transistor (UMOSFET) in SiC is a
vertical device, which comprises epitaxially grown thick n- drift region and p-type
base region. N+ source and p+ body contact regions can be either epitaxially grown
or implanted. Dry plasma etch is used to form a trench, and a thin dielectric layer is
then thermally grown or deposited followed by metal or polysilicon gate deposition
to define a vertical MOS channel. A simplified cross section of n-channel UMOSFET
is shown in Figure 5.1.

Potentially, 4H-SiC UMOS transistor structure offers several advantages over
other design solutions as follows:

• Vertical configuration,1 where the absence of JFET region allows for taking
maximum advantage from excellent blocking/conductive properties of the SiC
drift layer [4];

• Relatively simple structure that can be made using self-aligned fabrication
process resulting in a significant increase of channel packing density;

• The doping profiles in the entire device structure can be realized by epitaxial
growth.

However, after the first years of great expectations supported by early impres-
sive results reported by Palmour et al. in 1994 [5], it became clear that initial predic-
tions of a revolutionary improvement in power switching by employing vertical SiC
MOSFETs are difficult to accomplish due to multiple reasons. In particular, a criti-
cal analysis of performance advantages and limitations of 4H-SiC power
UMOSFET structure has been made by Agarwal et al. in 1996 [6]. The main issues
raised in this work were:
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1. Vertical power devices in SiC usually are made on 4H polytype. 4H-SiC exhibits excellent electron mobility
along the c-axis, which is almost an order of magnitude higher in this direction than that of 6H-SiC [2, 3].
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Figure 5.1 Schematic cross section of a classical UMOSFET.



• On-state insulator reliability due to much smaller conduction band offset of
SiC to SiO2 compared with that of silicon [6–8];

• High electric field in the gate insulator under off-condition due to electric field
enhancement at the sharp corner of the U-trenches;

• Low inversion channel mobility on a vertical sidewall due to high interface
state density at the p-SiC/SiO2 interface and high fixed charge density in the
insulator.

To analyze the issues addressed, let us first consider the relation between block-
ing capability and specific on-state resistance of the drift region of a vertical SiC
MOSFET. For the devices with high blocking requirements, the resistance of the
voltage blocking layer, or drift region, becomes one of the dominant components of
the total specific on-state resistance. This means that at a fixed forward voltage
drop, conduction current density strongly depends on the specific resistance of the
drift region Rdr, which is defined by its thickness T, and doping profile N(x):

( )( ) ( )
R

q
dx

N x N xdr

T
= ∫1

0 µ
(5.1)

where µ is the electron mobility and q is the electronic charge. Assuming a uniform
epi doping concentration N(x) = N, the previous expression can be simplified as
follows:

( )R T N
T

q Ndr , =
µ

(5.2)

Assuming also that the entire reverse voltage drop occurs over the drift region,
the blocking voltage of the device Vb can be expressed in terms of the maximum 1-D
electric field under the junction Eb, as well as the doping N and thickness T of the
drift region:

( )V E T
qT N

g T Nb b
r

= = =
2

02ε ε
, (5.3)

where ε0 and εr are the dielectric permittivity of vacuum (8.854 × 10−14 F/cm) and the
relative dielectric constant of semiconductor (9.8 for 4H-SiC), respectively. To
minimize the specific resistance of the drift layer subject to the constraint g(T, N),
one can use the method of Lagrange multipliers:
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The number λ in (5.4) is called the Lagrange multiplier. Solving this equation
system with respect to T, N, and λ results in the optimal epi parameters for the drift
region:
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Consequently, the optimal epi parameters result in the minimal resistance value:
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(5.6)

The low-field electron mobility µ in (5.6) for 4H-SiC in the c-axis direction can
be expressed using Caughey-Thomas mobility formula with fitted parameters [9]:
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As can be seen from (5.6), the minimum on-state resistance is reversely propor-
tional to the third power of the maximum one-dimensional electric field in SiC. On
the other hand, when returning to UMOSFET structure, Gauss’ law (∇⋅ =εε0 0

r
E )

requires the product of the relative dielectric constant and the normal field of two
materials to be constant at their interface. This implies that the normal field in the
gate oxide would be 2.5 times higher2 than that in the underlying SiC layer. Since the
operating electric field in thermally grown SiO2 is limited to 2 MV/cm [6], the maxi-
mum field in the underlying SiC layer must be less then 0.8 MV/cm, which is only
20% of its critical value. Plugging this ratio into (5.6) reveals that this limitation
results in the resistance of the drift region of 4H-SiC UMOSFET with SiO2, since the
gate dielectric is 64 times higher than its theoretical minimum! As shown in Figure
5.2, this issue dramatically suppresses the inherent advantages of SiC UMOS transis-
tors over their silicon counterparts.

An obvious way to resolve the problem is to find an alternative gate dielectric,
which satisfies the relation3

ε ε ε0 0 30, , ,oxide op oxide SiC≥ ≅ MV cm

The discussion of potential benefits and drawbacks of using high-k dielectrics as
a gate oxide for power SiC UMOS transistors has been made in several publications
[8, 10, 11]. A comparative analysis of different insulating materials suitable as gate
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2. Dielectric constants for 4H-SiC and SiO2 are equal to 10 and 3.9, respectively (see Table 5.1).
3. It should be noted that the original concept of UMOS (or VMOS) transistor came from Si, where the rela-

tionship ε εSiO opSiO Si opSiE E
2 2

> is held perfectly.



dielectric in SiC MOSFETs was done in 1998 by Lipkin and Palmour [11]. In recent
years, several emerging high-k dielectrics have attracted enormous attention as
potential candidates for gate insulator in the next generation of Si CMOS logic (e.g.,
[13]). Table 5.1 collects the experimental and theoretical data for several dielectric
materials with high dielectric constant, including one of the most promising, HfO2.
For hafnium dioxide (HfO2), the product of the relative dielectric constant and the
operating field is several times higher than that of SiC (Table 5.1), which potentially
makes it an ideal gate dielectric in power SiC UMOSFETs. Unfortunately, so far
very few attempts of using high-k dielectric materials as gate dielectric of SiC MOS-
FETs have been published (e.g., [11, 14, 15]).

Another issue related to the design of power SiC UMOS transistors is the junc-
tion discontinuity at the sharp corners of the gate trenches. This results in noticeable
increase of the maximum electric field in SiC bulk compared with its one-
dimensional value. To satisfy oxide reliability requirements, lower doped and thick
drift region is required, which results in even more significant increase in the device
on-resistance. The deeper the trench is recessed into the n-drift region, the higher the
field enhancement at the trench corner. Again, use of high-k gate dielectric can
allow for the reduction of the electric field at the corner by minimizing the recess
without losing gate control. In addition, using special plasma etch recipe can result
in rounded corners of the U-groove reducing in such a way this field enhancement
factor.

Two-dimensional numerical simulations of a 1.2-kV 4H-SiC UMOSFET with a
600-Å layer of HfO2 as gate dielectric confirmed the benefits of using high-k gate
dielectric in SiC UMOS transistors. Figure 5.3 shows electric field distribution in
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close vicinity to the U-groove in both on-state (left side) and off-state (right side)
conditions. As expected, the electric field in the HfO2 gate does not exceed its safe
operational value even when the electric field in the underlying 4H-SiC drift region
reaches 2.8 MV/cm. Electric field analysis in the simulated structure also proves that
electric field enhancement can be eliminated by using a gate trench with rounded
corners. Reducing the electric field in the dielectric to its safe value, while at the same
time fully employing superior blocking capability of 4H-SiC, allows for the achieve-
ment of drift region resistance close to its theoretical minimum value.

So far there has been no published data on inversion channel mobility in metal-
HfO2-SiC structures. However, even assuming extremely poor channel mobility of
0.1 cm2/(V · s), HfO2-SiC UMOSFET can offer total specific on-resistance equal to
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Table 5.1 Experimental and Theoretical Data on High-k Material: Possible Candidates for
a Power SiC UMOSFET Gate Dielectric

Material
Dielectric
Constant

Critical Field
(MV/cm)

Operating Field
(MV/cm)

ε0Eop

(MV/cm)
Conduction Band
Offset to Si (eV)*

SiC 10 3 3 30
SiO2 3.9 11 2 7.8 3.5
Si3N4 7.5 11 2 15 2.4
ONO 6 11 ~2 ~12
AlN 8.4 10-12 ~3 ~30
BST
(Ba1-xSrxTiO3) 75–250 2 ~0.1 ~7.5–25 < 0.1
TiO2 30–40 6 ~0.2 ~6–8
Ta2O5 25 10 ~0.3 ~7.5 0.3
HfO2 20–40 ~5 ~2.6 ~52–104 1.5
*Calculated conduction band offsets of high-k oxides to Si reported by Robertson [16].
Source: [11].

On-state:
V = 10V; V = 6VDS GS

Off-state:
V = 1,200V; V = 0VDS GS
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Figure 5.3 Silvaco Atlas simulation of electric field distribution at the trench of 1.2-kV 4H-SiC
UMOSFET using HfO2 (k=25) as a gate dielectric.



that of traditional SiO2-SiC UMOSFET with 200 times higher channel mobility
already for 1,700-V blocking voltage (Figure 5.4). When assuming channel mobility
of HfO2-SiC UMISFET being equal to 1 cm2/(Vs), use of this device becomes benefi-
cial starting from blocking voltages of 400V. Employing HfO2 in 1,200-V devices
with such channel mobility would result in six times smaller specific on-resistance
compared with a classical SiO2-SiC UMOSFET with an inversion channel mobility
of 20 cm2/(V · s).

To protect the transistor from premature gate oxide breakdown, it is highly
desirable to have a thick dielectric layer at the bottom of the trench to reduce electric
field in oxide. On the other hand, the thickness of the oxide on the sidewalls of the
trenches has to be small enough to achieve reasonable threshold voltage. In the case
of using thermally grown silicon dioxide as a gate dielectric, however, the situation
is rather the opposite. Since the oxidation rate on sidewalls of the trench is almost
five times higher than that on the Si-face on the bottom (Figure 5.5), sufficient oxide
breakdown strength can be achieved only in expense of threshold voltage, which
may reach extremely high values. Figure 5.5 illustrates oxide thickness nonuniform-
ity on the sidewall and Si-face trench bottom of a 4H-SiC, n-type trench transistor
structure after steam oxidation at 1,100ºC for 45 minutes. To overcome this ani-
sotropic oxidation problem, a thin polysilicon layer can be first deposited and then
converted into silicon dioxide, resulting in uniformly thin gate dielectric across the
trench [17, 18]. Another way to resolve this problem might be a high-k gate dielec-
tric deposited using spin-on technique. This approach can be highly beneficial,
because in this case the corners will be filled with dielectric, providing extra protec-
tion in the regions of the highest electric field.

A serious potential problem related to the use of high-k gate dielectrics in SiC
power MOSFETs can be encountered due to the much smaller (sometimes-negative)
conduction band offsets between SiC and high-k metal oxides compared with sili-
con dioxide (see Table 5.1). Time-dependent dielectric breakdown (TDDB) and hot
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carrier injection are expected to be serious reliability issues, especially if high-
temperature operation is considered [7].

One of the most important issues preventing commercialization of power SiC
MOSFETs so far is MOS channel resistance that results from the extremely low
inversion channel mobility in 4H-SiC [19]. This problem may become especially sig-
nificant in the case of 4H-SiC UMOSFETs, where the oxide-semiconductor interface
is severely damaged by plasma etch when the trenches are formed. In general, there
are two major approaches to minimize the channel component of on-resistance:

• Improve channel mobility;
• Increase channel packing density.

Increasing channel packing density can be achieved either by use of high-
precision lithography or/and by implementing self-aligned fabrication process. Due
to today’s low production volume of power SiC switches, use of expensive photo-
lithographic equipment may not be economically feasible. On the other hand, unlike
double-diffused MOSFET (DMOS) configuration, SiC UMOS transistor structure is
ideally suitable for self-aligned fabrication processes that can be adopted from the
silicon industry. For example, scaling down a pitch width from today’s 15 µm [20]
to 1 µm is very realistic. Such increase in the channel packing density would be
equivalent to a 15-fold increase in inversion channel mobility, which may not be fea-
sible in the near future. Another benefit that can be realized from downscaling the
pitch width is the reduction of the electric field in the gate oxide. It has been shown
[21] that by closely spacing the UMOS trenches, the electric field enhancement at the
trench corners can be partially eliminated, which allows the use of thinner and
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heavier doped drift region. So the increase in the packing density is a powerful tool
to reduce the overall resistance of the UMOS structure.

Of course, numerous methods have been employed to increase inversion chan-
nel mobility. Significant improvement of channel mobility in lateral 4H-SiC MOS-
FETs up to 99 cm2/(V · s) by introducing a normally depleted thin n-type
accumulation layer under the gate oxide (buried channel) has been reported by
Ogino et al. [22]. In this work, authors used a single energy nitrogen implantation
with a dose of 8 × 1012 cm−2 that resulted in noncompensated narrow nitrogen pro-
file underneath the gate dielectric. Because of the negligibly low diffusion coeffi-
cients in SiC, defining the doping profile in this material can be done by either ion
implantation or epitaxial growth. In the case of 4H-SiC UMOSFET, introducing a
buried channel on vertical sidewalls of the trenches can be done by angled implanta-
tion [23]. To remove the undesirable n-type material from the trench bottoms, this
implantation must be followed by short reactive ion etch (RIE) or inductively cou-
pled plasma (ICP) etch. Formation of an n-type accumulation channel by epitaxial
regrowth on the side walls of the UMOS trench was reported for the first time in
1997 by Hara [24]. The devices reported in [24] exhibited a blocking voltage of
450V and a specific resistance of 10.9 mΩ-cm2, resulting in the figure of merit
VB2/RON of 18.6 MW/cm2, the highest value reported at that time for SiC MOSFETs.

An efficient approach to protect trench oxide from high electric stress is to
introduce a p-n junction at the bottom of the trench by p-type implantation. To
screen the electric field effectively, this implanted region must be grounded. This
method, however, creates an additional issue by introducing a JFET region and the
corresponding component of the total specific on-resistance. To reduce the resis-
tance of this JFET region and facilitate lateral current spreading into the drift
region, a thin n-type epilayer can be grown below the p-base. The doping of this cur-
rent spreading epilayer can be as much as two orders of magnitude higher than that
of the n-drift region. A 3-kV 4H-SiC accumulation mode UMOSFET, which utilized
all these betterments, has been reported by Li et al. in 2002 [25]. One of the
potential benefits of SiC UMOSFET previously discussed is a simple, low-cost and
easy-to-manufacture device structure. However, as shown in Figure 5.6, the
improvements made in [25] significantly complicate the design and consequently
raise the fabrication cost compared with the original UMOSFET concept.

5.3 SiC DIMOSFET

While the V-groove devices which appeared in the late seventies looked set to find
an important place in the market, particularly in the area of high frequency power
conversion, the overall dominance of the power bipolar transistor did not seem seri-
ously threatened. However, when the more easily manufacturable vertical DMOS
devices appeared in volume in 1978, the scene was set for a revolution. [26]

As previously discussed, silicon dioxide appeared to be a nonideal gate dielectric
to be used with silicon carbide in UMOS configuration. Different design solutions
used to protect SiO2 gate dielectric from a high electric field in SiC UMOSFETs
resulted in dramatically complicated transistor structure. Because of the problems
with SiC UMOSFET, the classical vertical double-diffused MOSFET (VDMOS)
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structure first proposed in the 1970s once again attracted researchers’ attention. A
schematic cross section of a classical Si VDMOS is shown in Figure 5.7. Comprehen-
sive study of this device is given in work [26].

Due to the extremely low diffusion coefficients in SiC, doping profiles in SiC
DMOS transistors must be defined by successive implantation of aluminum (boron)
for the base region and nitrogen (phosphorus) for the source. This resulted in a new
name for a SiC DMOS transistor: double-implanted MOSFET (DIMOSFET).

As shown in Figure 5.8, a typical structure of vertical SiC DIMOSFET comprises
both a horizontal inversion channel under the gate oxide (MOS region) and a verti-
cal channel confined between two p-well implanted regions (JFET region). Because
of its dual-channel structure, vertical SiC DIMOSFET offers high blocking

164 Power SiC MOSFETS

Drain

N+ substrate

N-type accumulation channelN- drift region

P+ field screen
N-type current
spreading layer

N-type current
spreading layer

P-type baseP-type base

N+ source N+ source

BaseSource

SiO2
Polysilicon
gate

Gate

Figure 5.6 Schematic cross-section of an improved high-voltage 4H-SiC accumulation mode
UMOSFET. (From: [25]. © 1998 IEEE. Reprinted with permission.)

Drain

Drain
metallization

n substrate
<100>

+

n epilayer−

pn+ n+p+ p+Channels

Source
metallization

Polysilicon
gate

Gate
oxide

Source

Figure 5.7 Schematic illustration of classical VDMOS transistor. (After: [26].)



capabilities along with low on-state voltage drop. In contrast to the SiC UMOS-
FETs, where the gate oxide is the weakest part of the device because of its location in
the region of the highest electric field, DIMOS structure provides excellent protec-
tion of gate oxide from electric breakdown by screening it with p-n junctions. Par-
tial sacrifice of on-state conductance by introducing the JFET region can be justified
in the case of SiC MOSFETs, where channel resistance is still the dominant part of
the total device resistance due to very low inversion channel mobility. Moreover,
higher electric field is permitted in the drift region of SiC DIMOSFET, and this
allows for a significant reduction of drift resistance compared with UMOS drift
region (5.6). Another benefit of using DMOS configuration is that MOS channels
can be made on a planar silicon-face surface, where SiC/SiO2 interface quality is
found to be optimal as opposed to the vertical trench surfaces in the UMOS [27].

The first planar double-implanted MOSFETs in 6H-SiC have been reported in
1997 [28]. These devices demonstrated specific on-resistance of 66 mΩcm2 and
blocking voltages up to 760V, which is nearly three times higher than previously
reported operating voltages for SiC MOSFETs. 4H-SiC DiMOSFETs with a specific
on-resistance of 55 mΩcm2 at the gate bias of 25V capable of blocking 1,950V has
been reported in [29]. Nitric oxide postoxidation anneal used in this work resulted
in relatively high channel mobility of 14 cm2/(V . s). Further improvement of the
channel mobility to 22 cm2/(V . s) and reduction of pitch size down from 25 µm to
16 µm, resulting in the channel packing density of 1,250 cm/cm2 allowed to reduce
specific on-resistance down to 42 mΩcm2, while maintaining very high blocking
capability [30]. The set of I-V curves measured on 10-A 4H-SiC DiMOSFET with a
blocking voltage around 2.4 kV reported in this work is shown in Figure 5.9.

Significant improvement in the inversion channel mobility reported in [30]
became possible due to a dramatic reduction in the interface state density by pos-
toxidation annealing standard thermal oxides in an NO atmosphere. An extensive
experimental and theoretical study exists showing that NO postoxidation anneal
improves the 4H-SiC/SiO2 interface quality and inversion channel mobility (e.g.,
[31–33]). It has also been shown for NO-annealed oxides that the electron injection
barrier height increases to values close to the theoretical value at RT that will
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provide improved long-term stability of 4H–SiC power MOSFETs with nitrided
gate oxides [34].

As discussed earlier in Section 5.2, introducing thin n-type buried layers under
the gate oxide is expected to improve channel mobility. The accumulation
mode DMOS structure, referred to as ACCUFET, has been patented by Baliga in
1996 [35]. Experimental results on this structure implemented in 6H-SiC have been
published in work [36]. Similar devices implemented in 4H-SiC and referred to as
Accu-DMOSFET have been reported later by Singh et al. [37].

A schematic cross section of ACCUFET is shown in Figure 5.10. This device
offers a significant improvement over the conventional DMOS structure under both
on- and off-state conditions. On one hand, it can withstand higher blocking voltage
because the gate oxide is located farther away from the region of the highest electric
field, compared with traditional DMOSFET; on the other hand, the accumulation
channel is expected to show much higher effective electron mobility than inversion
channels, which is very important in the case of 4H-SiC. Depending on the thickness
of n-type channel and spacing between buried p+ regions, this structure can exhibit
either normally-off or normally-on behavior. The major drawback of the proposed
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design is mobility degradation in the accumulation channel due to severe structural
damage induced by deep heavy-dose p-type ion implantation through the low-
doped n-type layer. To eliminate this problem, two approaches might be consid-
ered. First, accumulation channels can be epitaxially regrown on top of the
implanted p+ wells [38]. Another way is to use a moderate-dose p-well aluminum
implantation followed by shallow compensation nitrogen implants to define an
accumulation channel. Implementing this approach, reported by Agarwal et al.
[29], has led to a dramatic breakthrough in improving effective channel mobility in
power 4H-SiC DIMOS transistors. In this work, a thin n-type buried channel was
formed by ion implantation of nitrogen with a total charge of 1.7 × 1012 cm−2 result-
ing in the channel mobility up to 195 cm2/V · s (Figure 5.11). It should be noted,
however, that the choice of the implantation dose for the buried channel in SiC
could be very challenging because it depends on parameters that are difficult to con-
trol, such as anneal activation percentage of implanted species. In the discussed
work, for example, a small “overshoot” of nitrogen dose resulted in a normally on
device with VTH=−2V.

Another important issue related to channel mobility in a SiC DIMOS transistor
is the structural damage introduced by ion implantation. To activate impurity and
repair lattice structure, a high-temperature postimplantation annealing step is
required (above 1,600ºC). Annealing at such high temperatures, however, can lead
to outdiffusion of Si from the SiC surface, resulting in severe surface roughness. This
problem can be overcome by using either different capping layers or silicon-rich
ambient [39].

Dramatic improvement in channel mobility in work [29] by using a buried
channel for the first time resulted in the total resistance of SiC DIMOSFET domi-
nated by the resistance of JFET region. Design of this region, which means the
choice of spacing between two adjacent p-wells, becomes a task of finding a trade-
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off between the device on-resistance and its blocking capability. It can be found that
the wider the spacing, the lower the JFET resistance, but also the higher field in the
gate dielectric and vice versa. On the other hand, the electric field in the gate oxide
can be adjusted by changing the resistance of the drift region to satisfy reliability
requirements. In such a way, for a target blocking voltage, the optimal choice of the
spacing between p-wells becomes an issue of finding the minimal total device resis-
tance. Due to the two-dimensional nature of the problem, searching for such a mini-
mum using analytical techniques becomes challenging, and numerical simulation
must be employed.

Another innovation related to power SiC DMOSFET was a transistor structure,
where the p-type base region was not electrically shorted to the source but could be
biased independently as a p-type gate. Such a configuration, equivalent to plugging a
VJFET fed from an accumulation channel in parallel with a BJT, resulted in a dra-
matic reduction of specific on-resistance. A schematic cross section of this device,
denoted as static induction injected accumulated FET (SIAFET) and reported by
Sugawara et al. in 2000 [40], is shown in Figure 5.12.

Despite poor MOS channel mobility and high pinch-off resistance, this device
demonstrated breakdown voltage of 4,580V and specific on-resistance of 387
mΩcm2, which is only 4% of the theoretical limit of Si for such voltage range. It has
also demonstrated excellent dynamic characteristics, showing almost no depend-
ence of turnoff and turn-on times on injected current [41].

Since specific on-resistance of SiC DIMOSFETs is not dominated by the drift
region but rather by MOS and JFET channel resistances, it would be very beneficial
to increase channel packing density. To achieve that, three different approaches can
be used:

• Self-aligned fabrication process;
• High-precision lithography;
• Advanced layout solutions.

Because diffusion of impurities in SiC is impractical, SiC DIMOSFET cannot be
fabricated using self-aligned processes adopted from the Si industry. On the other
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hand, use of expensive high-precision lithography can be impractical from economi-
cal considerations. In this situation, one of the numerous cellular layout solutions
from the Si industry can be used [26]. Figure 5.13 shows an example of a typical
hexagonal cellular structure used in VDMOSFETs. Similar layout solutions have
been reported recently in SiC power ACCUFETs to maximize channel packing den-
sity [37, 42, 43].

5.4 SiC LDMOS

The availability of a SiC Smart Power technology will have a big impact on system
design in industrial, automotive, space, and aerospace applications able to operate
under harsh environment conditions, such as high temperatures and high radiation
levels. SiC MOSFETs have been demonstrated at operating temperatures above
600ºC in 1988 [44]. Despite the fact that the first SiC integrated logic and analog
circuits, based on n-channel metal oxide semiconductor (NMOS) technology, were
demonstrated almost a decade ago [45, 46], the key building block of SiC Smart
Power technology, 4H-SiC power lateral DMOSFET (LDMOS) was first intro-
duced only in 1997 by Spitz et al. [47]. A schematic cross section of this device is
shown in Figure 5.14. A semi-insulating substrate was used in this work to emulate
semiconductor-on-insulator (SOI) technology, which is not available in SiC. The
device exhibited blocking voltage of 2.6 kV, three times higher than that of the best
vertical SiC devices available at that time. The 35-µm drift region between the p+

guard ring and the drain region, which was used to reinsure high blocking voltage,
has also resulted in extremely high-specific on-resistance.

As in the case of vertical devices, the drift region component of the total
LDMOS’ specific on-resistance depends on its dimensions and doping concentra-
tion. To reduce this component while maintaining the same blocking capability, a
junction-isolation RESURF (REduced SURface Field) technology can be used. The
RESURF effect is the result of the depletion region in the lateral n-type drift layer
being generated by both the vertical and lateral p-n junctions. This yields a reduc-
tion of the electric field peaks that occur at the surface, leading to a considerable
increase in the blocking voltage [48]. The 1.2 kV 4H-SiC lateral MOSFETs imple-
menting RESURF technology have been published in 1999 [49]. A very high-specific
on-resistance of 4 Ωcm2 measured on these devices was caused by very low inversion
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channel mobility (~0.1-2 cm2/(V . s)). A gate oxide thickness of 0.9 µm led to the
high blocking capability of the devices, but at the same time resulted in a very high
threshold voltage. Lower voltage 600-V 6H-SiC lateral RESURF MOSFETs
reported in the same year by Agarwal et al. [50] demonstrated specific on-resistance
as low as 57 mΩcm2. Because of the relatively high inversion channel mobility of
50–60 cm2/(V . s), the total series on-resistance in these devices was dominated by its
drift region component, which amounted to 69%. To further reduce resistance of
the RESURF region by reducing its length and increasing its doping, some additional
measures must be carried out to prevent electric field pinning at the sharp corners of
the gate and drain electrodes. A lateral SiC DMOSFET structure implementing
RESURF technology enhanced by extending the gate and drain electrodes over the
field oxide was patented by Bhatnagar et al. in 1998 [51]. An example of the full
utilization of this approach is given in work [39]. A schematic cross section of a
reported 700-V 6H-SiC LDMOS, and a typical family of curves of a single finger
device, is shown in Figure 5.15. In this design, the doping of a lateral n-type drift
region was chosen to optimally spread the potential drop between the gate and the
drain. When choosing the optimal nitrogen implantation (RESURF) dose for the
drift region, such parameters as epi thickness and doping, as well as target blocking
voltage, have been taken into consideration. Figure 5.16 shows the contour map of
the simulated maximum electric field in the device as a function of epi concentration
and RESURF dose for a given target blocking voltage (the implant dose is converted
to the concentration in the drift region defined by a multienergy implanted box
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profile). On this map, a region of “safety” is marked, where the electric field does
not exceed its critical value in SiC, reported to be around 3 MV/cm. Since the epi
doping concentration may vary in a wide range due to process immaturity for the
p-type epi growth, the implantation dose should be chosen not on the border, but
rather inside this region. The gate and drain electrode extensions over the field oxide
(so-called field plates) have been used to suppress electric field pinning at the edges
of the drift region. Simulation results of two-dimensional potential distribution in
the device bulk as well as the electric field distribution along the surface of the drift
region between the gate and drain electrodes are presented in Figure 5.17.

5.5 Summary and Future Development

In this chapter, we discussed different approaches used for the design and fabrica-
tion of power SiC MOSFETs, including a review of the various structures (UMOS,
DMOS, and LDMOS) and process challenges associated with each structure.

By cumulative analysis of the drift region resistance and electric field distribu-
tion at the oxide/semiconductor interface in a power SiC UMOSFET, it has been
shown that silicon dioxide is hardly compatible with silicon carbide in UMOS con-
figuration. Different design solutions used to protect SiO2 gate dielectric from a high
electric field in SiC UMOSFETs resulted in dramatically complicated transistor
structure, while not solving the major problem of incompatibility of the products
of the dielectric constants and operating electric fields ε0Eop for SiC and SiO2. Use
of emerging high-k dielectric materials such as HfO2 for the gate dielectric is
expected to realize the inherent advantages of SiC as a building material for power
UMOSFETs over other semiconductors. However, this may require serious long-
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term investigations to overcome possible issues related to the small conduction band
offsets between SiC and high-k dielectrics and high interface state density. Mean-
while, the closest to the market power SiC MOSFET structures are vertical 4H-SiC
DMOS-like transistors, which are now under intense investigation by leading SiC
device developers. Increasing channel packing density by implementing self-aligned
fabrication processes and advanced layout solutions in conjunction with sophisti-
cated gate oxide growth/annealing techniques will help to overcome such traditional
issues for SiC MOSFETs as inversion channel mobility and gate oxide reliability.

Significant progress has been achieved recently in the development of a power
LDMOS for smart power electronics. Due to its high inversion channel mobility
(several times higher than that in 4H-SiC) and relatively high electron mobility in the
direction perpendicular to the c-axis (just 50% of that in 4H-SiC), 6H-SiC has
appeared to be an excellent building material for lateral MOS devices such as
LDMOS. The higher inversion channel mobility in 6H-SiC compared with that in
4H-SiC results from almost an order of magnitude lower interface state density than
in 4H-SiC due to its higher conduction band offset to SiO2. In general, the high value
of the conduction band offset with related issues such as inversion channel mobility
and gate oxide reliability renewed interest in alternative polytypes to 4H- and 6H-
SiC such as 3C- and 15R-SiC. These polytypes also exhibit high operating electric
field and high bulk electron mobility, which makes them very attractive for future
SiC MOSFET development. So far, high-quality 3C- and 15R-SiC substrates are not
commercially available; however, potential advantages of these polytypes as build-
ing materials for SiC MOS devices may induce future efforts toward their commer-
cial bulk growth.
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C H A P T E R 6

Power and RF BJTs in 4H-SiC: Device
Design and Technology

Anant Agarwal, Sei-Hyung Ryu, and John Palmour

6.1 Introduction

The Si IGBT is the most widely used power switch today. It is available from 600V
to about 6,500V with current ratings of up to a few hundred amperes in a single
chip. It is easy to drive since it has a MOS input gate, which does not draw any dc
current. However, Si technology has matured to a point where the fundamental
physical limits have been reached. Thus, other semiconductor materials such as SiC
are of interest. SiC has some useful properties such as high critical electric field, high
thermal conductivity, and high-temperature device operation. These properties are
ideal for power devices. There are several device structures that can be used for
power switching in SiC. The possible power device switch structures in SiC include
power MOSFET, BJT, IGBT, GTO thyristor, and JFET. For very high voltage SiC
devices (3,000V), MOSFET and JFET are inappropriate due to the unipolar nature
of forward conduction and therefore the high-specific on-resistance. GTO is a
latching-type device and the circuit designers do not have continuous control on its
on-characteristics. This makes it unsuitable for kV applications. IGBT is not yet
practical in SiC due to issues with p-type substrate and poor inversion layer electron
mobility of n-channel MOSFET in SiC. This leaves SiC BJT as a most useful device
for 3–10-kV applications. A potential disadvantage with the BJT is that it requires a
high input base current for control. Therefore, improving the current gain of the SiC
BJT is extremely important. This issue is discussed in detail in subsequent sections.

6.2 Device Structures and Operation of Power BJTs

The first BJT in SiC was reported by Muench et al. in 1977 [1]. The pn junctions
were formed by growing p-type and n-type epilayers, and the emitter and base
regions were then isolated using dry etching techniques. The device had a common
emitter gain of 4, which remained the highest reported until Palmour et al. demon-
strated the first power BJTs in 6H-SiC in 1993 [2]. These devices demonstrated a
blocking voltage of 200V, and a common emitter current gain of 10.4 at RT. The
current gain of this device decreased at elevated temperatures up to 250ºC (7.8 at
250ºC), then increased for temperatures greater than 250ºC (10.2 at 400°C). Being
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a current-controlled device, however, the SiC BJT did not receive much attention
despite its excellent electrical characteristics, until the first high-voltage BJTs in 4H-
SiC were reported by Ryu et al. in June 2000 [3]. The devices used an n+ epilayer as
the emitter layer and a p-type epilayer for the base layer. The emitter and base
regions are formed by RIE etching of the two epilayers, resulting in an epitaxial
emitter structure shown in Figure 6.1(a). Due to its simplicity in fabrication process-
ing, the epitaxial emitter structure became very popular in SiC BJTs and was used in
several subsequently reported 4H-SiC BJTs [4, 5]. The BJTs in [3] showed a com-
mon emitter current gain of 20, a specific on-resistance of 10.8 mΩ-cm2, and a col-
lector current of 3.8A (271 A/cm2) at room temperature. A BVCBO of 2.2 kV, which is
71% of the ideal breakdown voltage of the collector epilayer, and a BVCEO of 1.8 kV
were measured from the device.

Due to the lack of a shallow acceptor level in 4H-SiC and a relatively low hole
mobility, the intrinsic base resistance of a 4H-SiC BJT is very high; for example, a
base epilayer sheet resistance of 46 kΩ per square was reported for a 4H-SiC BJT in
[6]. The high intrinsic base resistance in 4H-SiC BJTs results in a very severe emitter
current crowding effect [7], which limits most of the current flow to within 1 µm
from the edge of the emitter regions [8]. This indicates that tight cell pitches are nec-
essary to achieve a low specific on-resistance, as shown in Figure 6.2(a) [6].

As discussed, 4H-SiC BJTs suffer from severe emitter current crowding. For epi-
taxial emitter structures, this means most of the current flows very close to the
etched mesa sidewalls, therefore, the surface trap density at the etched sidewalls has
a significant effect on the electrical characteristics of 4H-SiC BJTs. Figure 6.2(b)
shows the common emitter current gains of 4H-SiC BJTs with three different cell
pitches (14, 23, 35 µm) [6]. It is shown that the current gain is the lowest for the
devices with the smallest cell pitch, which has the highest mesa sidewall density. This
indicates a high-quality surface passivation is required for high-performance 4H-SiC
BJTs. Recently, it was reported that the nitridation of SiO2 on 4H-SiC surfaces using
NO [9] or N2O [10] results in a significant reduction of MOS surface state density in
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4H-SiC. These nitridation techniques were applied to 4H-SiC BJTs with epitaxial
emitters for sidewall surface passivation [11, 12], resulting in common emitter cur-
rent gain (β) of greater than 50 [11]. However, the base doping was extremely low
in these devices and could also explain the higher values of β due to higher emitter
injection efficiency. A series of devices were measured for β with different emitter-
to-base contact spacings, as shown in Figure 6.3(a) [11]. The results are shown in
Figure 6.3(b). It is observed that β increases with increasing emitter-to-base contact
spacings and saturates around 3–4 µm, which is about one diffusion length for elec-
trons in the base. This clearly indicates that the p+ implant creates a damaged region
with a high density of recombination centers, which then reduce the current gain by
establishing a strong parasitic base-to-emitter diffusion current component in addi-
tion to the main current components.

The 4H-SiC BJTs with implanted emitter regions [Figure 6.1(b)] have also been
investigated. The first 4H-SiC BJT, with implanted emitter, was reported by Tang et
al. in June 2000 [13]. The emitter regions of the device were formed by implanting
phosphorus ions into 1-µm-thick p-type epilayer (2 × 1017 cm−3) grown on
12-µm-thick n-type collector epilayer with a doping concentration of 4 × 1015 cm−3.
A p+ epilayer was grown in p base epilayer, which is then selectively etched to form
p+ contact regions to the base. The device showed an impressive common emitter
current gain of 36. However, the blocking voltage of the device was very low (BVCEO

= 40V, BVCBO = 160V) because of the punch-through effect [7]. Subsequently, the
same group successfully developed a high-voltage (500V) 4H-SiC BJT with an
implanted emitter structure [14]. The higher blocking voltage was achieved by
increasing the base width, therefore preventing the punch-through effect. However,
the peak common emitter current gain of the device was 8, which is substantially
lower than the value reported in [12] or other values reported for 4H-SiC BJTs with
epitaxial emitter structures. This is caused by a large number of implant-induced
defects at the emitter-base pn junction, which trap carriers at and near the space-
charge region of the emitter-base pn junction and reduce the emitter injection effi-
ciency, as illustrated in Figure 6.4. A comparison of epitaxial emitter structure and
implanted emitter structure was made in [15] (Figure 6.5). It is shown that the

6.2 Device Structures and Operation of Power BJTs 179

pitch = 14 mµ
pitch = 23 mµ
pitch = 35 mµ

10 15 20 25 30 35
8.5

9.0

9.5

10.0

10.5

11.0

11.5

12.0

12.5

Cell Pitch ( m)µ

(b)(a)

1 10 100 1,0001

10

100

IC (A/cm )2

C
ur

re
nt

ga
in

(
)β

O
n-

re
si

st
an

ce
(m

-c
m

)
Ω

2

Figure 6.2 (a) Specific on-resistance of epitaxial emitter 4H-SiC BJTs as a function of cell pitch.
(b) Effect of cell pitch on common emitter current gain. (From: [6]. © 2001 IEEE. Reprinted with
permission.)



180 Power and RF BJTs in 4H-SiC: Device Design and Technology

Current gain degraded by
recombination at defects
introduced by P+ implant

(b)(a)

P+JEn
Gap

4 mµ

Base

Emitter

G
ai

n

Gap ( m)µ

0

5

10

15

20

25

30

35

40

N = 2 10 cmB
17 3−×

N = 1 10 cmB
17 3× −

43210

Figure 6.3 (a) Defects generated by P+ implant cause degradation in current gain through recombi-
nation. (b) Effect of emitter-to-base spacing on common emitter current gain. (From: [11]. © 2004
IEEE. Reprinted with permission.)

e−

h+

Emitter Base Collector

Recombination of carriers

Figure 6.4 Carrier flow in implanted emitter 4H-SiC BJTs. Most of the electrons injected from the
emitter are recombined at or near the SCR of the emitter-base pn junction.

1E-3 0.01 0.1 1 10 100 1,000
0.01

0.1

1

10

100

Epi emitter, 1 m base widthµ

C
om

m
on

em
itt

er
cu

rr
en

t
ga

in
(

)β

Epi emitter, 2 m base widthµ

P implant emitter, 1.5 m base width+ µ

N implant emitter, 1.5 m base width+ µ

J (A/cm )C
2

Figure 6.5 Common emitter current gains of epitaxial emitter and implanted base emitter 4H-SiC
BJTs.



current gain of the implanted emitter BJTs with 1.5-µm base thickness, regardless of
the implanted species (phosphorus or nitrogen), is approximately 5, whereas the
current gain of epi emitter BJT with 2-µm base thickness is approximately 10. Even
with a thicker base, the epitaxial emitter BJTs showed superior performance over
the implanted emitter BJTs.

A more direct comparison of epitaxial emitter versus implanted emitter struc-
tures can be made by observing the reverse-active and forward-active regions of the
I-V characteristics of an implanted emitter BJT. Figure 6.6 shows the structure of an
implanted emitter 4H-SiC BJT and its I-V characteristics. The 0.6-µm deep emitter
regions were formed by nitrogen implantations into 0.8-µm-thick, 8.3 × 1017 cm−3

doped p-type base layer, which was grown on 7.5 × 1015 cm−3 doped, 5.1-µm-thick
n-type collector layer. In the forward-active region, the device shows a peak current
gain of 0.6, whereas a peak current gain of 2.5 is measured in the reverse-active
region. This is because the collector-base pn junction has greater injection than the
implanted emitter-base pn junction, even though the doping concentration of the
collector layer is two orders of magnitude lower than that of the base layer. The base
transport factor is assumed to be equal because the same base layer is used for both
forward- and reverse-active regions. This result proves that in 4H-SiC, the epitaxi-
ally formed pn junctions offer far superior charge injection to the implanted pn
junctions and are more suitable to form emitter-base pn junctions in 4H-SiC BJTs.
In this chapter, the focus will be exclusively on the epitaxial emitter 4H-SiC BJT
because of its superior performances and simplicity in structure and fabrication
processes.

6.3 Design of the Epitaxial Power BJT

6.3.1 Design of the Collector Layer

The blocking voltage of a power BJT is supported by the collector layer. In Si power
BJTs, it is known that a very low specific on-resistance can be achieved due to the
conductivity modulation in the lightly doped collector epilayer. However, none of

6.3 Design of the Epitaxial Power BJT 181

Collector

(b)(a)

n 4H-SiC substrate+

n epilayer−

p epilayer

p+ p+

Base Base

n 5e19 cm+ 3−

Emitter

7.5e15cm , 5.1 m−3 µ

8.3e17 cm−3
0.8 mµ

0.6 mµ

Figure 6.6 (a) Structure of an implanted emitter BJT. (b) I-V characteristics of an implanted emitter
4H-SiC. The device shows greater common emitter current gain in the reverse-active region.



the previously reported 4H-SiC power BJTs has demonstrated conductivity modula-
tion in the collector layer. Therefore, the on-resistance of a 4H-SiC BJT is very close
to the drift resistance of its collector layer, which can be significant depending on the
blocking voltage. The goal of the design process is to minimize the drift resistance of
the collector epilayer for a given blocking voltage. This is generally achieved by the
punch-through design, in which the depletion region reaches through the n-type
drift layer before the breakdown occurs.

In this case, the open-emitter breakdown voltage, BVCBO, is calculated as an area
under the E versus x plot (Figure 6.7) and is given by:

BV E d
qN d

CBO c
D

s

= ⋅ −
2

2ε
(6.1)

where EC is the critical electric field in 4H-SiC, d is the drift layer thickness, ND is the
doping density in the collector layer, and εs is the permittivity of SiC.

The specific on-resistance of the collector layer is simply given by,

R
d

q Ndrift
n D

=
µ

(6.2)

where µn is the bulk electron mobility in the drift layer. Eliminating ND from (6.1)
and (6.2), we get
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It can be shown from (6.3) that Rdrift is minimum when,
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Thus, the minimum value of Rdrift is given by,
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The blocking capability of a power BJT is generally determined by the open-
base breakdown voltage (BVCEO) of the device. The BVCEO is usually much smaller
than the BVCBO of the device, and the relationship between the BVCBO and BVCEO is
given in (6.6) [7].

( )BV BVCEO CBO
n= ⋅ −1 0

1
α (6.6)

where α0 is common base current gain and n is a constant. This behavior is well
understood in Si BJTs. However, it is difficult to predict BVCEO of a 4H-SiC BJT.
Generally, the BVCEO of a 4H-SiC power BJT is assumed to be 50% of the theoretical
BVCBO of the device. In the previously reported epitaxial emitter 4H-SiC BJTs, the
BVCEO of the devices ranged from 40% [5] to 60% [16] of the ideal parallel plate
breakdown voltage of the collector layer, assuming an Ec of 2 MV/cm.

6.3.2 Design of the Base Layer

The design of the base layer plays an important role in determining the performance
of the power BJT. First, the base layer should contain enough charge, so that it can
support a very high field in the blocking state and prevent emitter-collector punch-
through. In 4H-SiC power BJTs, a sheet charge density (doping concentration ×
layer thickness) of at least 1 × 1013 cm−2, which is enough to support an electric field
of 2 MV/cm, is provided in the base layer to accomplish this goal. Second, to achieve
a high common emitter current gain, the thickness of the base layer should be less
than the minority carrier diffusion length (Ln). Ln is proportional to minority carrier
lifetime (τn) in the base, which can be reduced for higher impurity concentration.
Third, the resistance of the base layer should be reasonably low because a lower
base resistance results in higher switching speeds and reduced emitter current
crowding effect [7]. The first condition suggests that a thicker base layer with higher
doping concentration should be used, whereas the second condition dictates that a
thinner base layer with lower doping concentration should be used. A careful com-
promise must be made to meet both conditions. Since the third condition is not as
critical as the first two conditions, it will not be considered.

A typical base layer of a 4H-SiC power BJT has a base layer thickness of
approximately 1 µm and a doping concentration ranging from 1 × 1017 to 2 × 1017

cm−3. This corresponds to a sheet charge ranging from 1 × 1013 to 2 × 1013 cm−2,
which satisfies the first condition. Next, the diffusion length can be calculated from
τn and mobility. A typical value of τn measured using photoluminescence technique
for a similarly doped epilayer is approximately 40 ns, and the electron mobility of
200 cm2/V · s can be assumed for given doping concentration [17]. A diffusion
length of 4.5 µm, which is 4.5 times that of the base layer thickness, can be obtained,
and the second condition is also satisfied.
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6.3.3 Design of the Unit Cell

Figure 6.8 shows a simplified cross section of a unit cell of a 4H-SiC power BJT. The
cell pitch, P, is given by the sum of width of the emitter mesa, width of the p+ base
implant, and the total base-to-emitter spacings. An example of the device layout is
shown in Figure 6.9. The goal of unit cell design is to minimize the cell pitch, since
most of the current flows along the sidewalls of emitter mesas. It is important to
maximize the density of emitter mesa sidewall density without compromising the
performance of the transistor.

Recently, the correlation between the common emitter current gain and the
spacing between the emitter mesa and the base implants for epitaxial emitter 4H-SiC
BJTs was reported [11]. It was shown that the common emitter current gain
decreases if the emitter mesa-base implant spacing is less or equal to the diffusion
length, in this case, approximately 4.5 µm, because of the implant-induced damage.
Further increase in emitter mesa-to-base implant spacing did not result in higher cur-
rent gains, suggesting the optimal spacing from the emitter mesa to base implant is
about 5 µm. However, this will result in an increased base resistance and an
enhanced emitter current crowding.
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For devices with an interdigitated finger design, as shown in Figure 6.9, care
must be taken so that the resistive voltage drop along the emitter and base fingers is
less than kT/q, otherwise, parts of the device will not turn on because of debiasing of
the emitter-base pn junction. The thickness of metal that can be patterned is limited
by the process technology. The lengths and the widths of emitter and base fingers
should be selected so that the total voltage drops from one end to the other are less
than kT/q.

Figure 6.10 shows the distribution of lateral current flow in the emitter metal
overlayer along the length of an emitter finger, assuming a uniform vertical current
flow within the device. The total voltage drop can be obtained by integrating volt-
age drop in the metal layer as follows:
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where P is the cell pitch, JC is the collector current density, I(0) is the total current
flowing through the emitter finger, ρ is the resistivity of the metal layer, W is the
width of the metal layer (or emitter finger), t is the thickness of the metal layer, and
L is the length of the emitter finger.

For example, the interdigitated design shown in Figure 6.9 has the following
parameters: P is 23 µm, W is 10 µm, t is 3 µm, L is 1.2 mm, and Au (ρ = 2.2 × 10−6

Ω-cm) is used for the metal overlayer. For a collector current density of 200 A/cm2,
the total voltage drop along the length of an emitter finger is 24.2 mV, which is less
than kT/q (26 mV) at RT.

Debiasing of emitter-base pn junction can be minimized by using a double metal
process. A simplified cross section of a 4H-SiC power BJT with double metal process
is shown in Figure 6.11. In this structure, the emitter electrode covers most of the
active area and is connected to emitter fingers through vias, whereas the base elec-
trode is placed outside of the active area. Use of this structure eliminates most of the
resistive voltage drop in the emitter fingers at an increased cost of the fabrication
process.
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6.4 Process Integration

6.4.1 Process Sequence

Figure 6.12 shows a simplified fabrication process sequence of 4H-SiC power BJT
with epitaxial emitters. All required epilayers are grown before the fabrication
process begins [Figure 6.12(a)]. The lightly doped n-type collector layer is grown on
the Si-face of an n+ 4H-SiC silicon carbide substrate. Since the collector layer sup-
ports the blocking voltage of the BJT, the doping and thickness of this layer is
selected so that the peak field in SiC is approximately 2 MV/cm in the blocking
mode. About 1-µm-thick p-type base layer with doping concentrations ranging from
1 × 1017 cm−3 to 2 × 1017 cm−3 is then grown on the collector layer. Finally, a heavily
doped (1 × 1019 cm−3 − 5 × 1019 cm−3) n-type epilayer, with a thickness ranging from
0.75 µm to 1 µm, is grown on the p-type base layer as the emitter layer.

First, the n+ emitter epilayer is selectively etched using dry etching techniques to
isolate n+ emitter regions. The alignment marks are formed at this level. The base
regions are then isolated by selectively etching the p-base epilayer using dry etching
techniques [Figure 6.12(b)]. Then, p-type species, preferably aluminum, are
implanted to form p+ contact regions in the base. The floating guard ring termination
structure can be implemented at this step if desired [Figure 6.12(c)]. The implants
are then activated at a temperature greater than 1,550ºC. During the high-
temperature implant activation, a silicon overpressure [18, 19] must be provided in
the ambient to suppress surface roughening.

A thick (> 1 µm) field oxide layer is formed after the implant activation. The
field oxide is generally deposited using low-pressure CVD (LPCVD) or plasma-
enhanced CVD (PECVD) process because the Si-face of SiC has very low oxidation
rate and because consumption of the implanted layer must be minimized. The field
oxide layer is then patterned by selectively etching to remove all oxide from the

186 Power and RF BJTs in 4H-SiC: Device Design and Technology

n 4H-SiC substrate+

n epilayer−

p epilayer

n epilayer+

p+ p+

emitter

collector

base

Intermetallic
dielectric

Figure 6.11 Simplified cross section of a unit cell of a 4H-SiC power BJT with a double metal
process.



active areas, then a MOS gate quality surface passivation layer is formed using
either thermally grown oxide layer or densified LPCVD oxide. This passivation
layer can be nitrided using NO [9] or N2O [10] to further reduce the surface trap
density, so that higher common emitter current gains can be achieved [11, 12]. The
contacts are formed by removing oxide layers from the contact regions (both n+ and
p+) and the backside of the wafer and depositing metal [Figure 6.12(d)]. Ni is the
most commonly used metal for ohmic contacts to n-type 4H-SiC. For p-type ohmic
contacts, Ni [6], Ti [16], or Al/Ti [5, 11, 12] can be used. The contacts are generally
annealed at temperatures greater than 650ºC to achieve ohmic properties. Finally,
thick (1–6 µm) metal layers, such as Al or Ti/Pt/Au stack, are deposited and pat-
terned as the final metal over layers [Figure 6.12(e)].

A double metal process can be used to reduce the cell pitch and minimize para-
sitic resistance and capacitance, which can be critical for 4H-SiC BJTs intended for
high-frequency operations. The finished structure in Figure 6.12(e) can be covered
with an intermetallic dielectric layer. Via holes are then opened, and a thick metal
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layer, such as Al or Ti/Pt/Au stack, is deposited and patterned to form emitter and
base electrodes [Figure 6.12(f)].

6.5 1.2-kV Power BJTs

A simplified device structure of the NPN BJT is shown in Figure 6.13 with a pitch of
23 µm [20]. Emitter fingers were 10 µm long, base contacts were 3 µm long, and
emitter-to-base contact spacing was designed to be 5 µm to minimize recombination
and improve the current gain. The overall dimensions of the device, including the
guard ring edge termination, were 3.38 mm × 3.39 mm with an active area of 0.09
cm2. The n-type collector layer was 15 µm thick, doped at 4.4 × 1015 cm−3 and the
p-base layer was 1 µm thick, doped at 2 × 1017 cm−3. The n+ emitter layer was 0.75 µm
thick. A double metal process was used as discussed in Section 6.4. The emitter fin-
gers were isolated by RIE etching. The base layer was then RIE etched to isolate the
devices. Next, aluminum (27Al+) was implanted to form the base contact regions as
well as the floating guard rings. The implants were electrically activated with a
1,600°C, 5-minute anneal in Ar. A combination of thermal and deposited oxides
(total thickness ~ 2 µm) was used as passivation. The alloyed Ni was used for both
n-type and p-type ohmic contacts. A 2-µm-thick second level metal (Ti/Au) was then
deposited and patterned.

Figures 6.9 and 6.14 show details of the chip design. Base fingers are connected,
by the first level of metal, to the pad in the center of the chip by the cross-shaped bus
and are further connected to another bus, which runs all around the chip. The emit-
ter fingers are connected by the second-level metal all over the active area, excluding
the center pad for the base.

Figure 6.15 shows the room temperature blocking characteristics of the device
in common emitter mode. A BVCEO of 1,400V was observed. The forward on-
characteristics are shown in Figures 6.16 and 6.17. The device showed a maximum
current gain (βmax) of 14 at room temperature, which reduced to about 8 at 225ºC.
The low current gain is attributed to a low minority carrier lifetime in the base/emit-
ter space charge region [21]. Collector current of 17A was observed at IB = 2A and
VCE = 1V. The maximum collector current reduces to 6A at VCE = 1V at 225ºC due to
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Figure 6.13 A simplified cross section of the SiC BJT.



an increase in resistance of the collector region. In the saturation region, various
curves can be seen to be overlapping, indicating lack of conductivity modulation of
the collector layers. The specific on-resistance at RT is about 5.1 mΩ-cm2, which
essentially reflects the resistance of the unmodulated drift layer.

The input characteristics in Figure 6.18 show that a relatively small VBE of 3.2V
is required to drive a base current of about 5A. This is attributed to a relatively bet-
ter specific contact resistance of the p+ contact (~1 × 10−4 ohm-cm2).

The common emitter current gain was characterized at elevated temperatures.
Figure 6.19 shows the current gain (β) as a function of temperature ranging from RT
to 500K. At elevated temperatures, the ionization of deep level acceptor atoms
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Figure 6.15 Room temperature reverse blocking characteristics (common emitter) of the 4H-SiC
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increases, which results in a reduction in the emitter injection efficiency. For exam-
ple, the acceptor (Aluminum in 4H-SiC) doping of 2 × 1017 cm−3 is only 10% ionized
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at room temperature. The percent ionization increases to 55% at 500K. This effect
cancels the effect of increased minority carrier lifetime and reduces the current gain
with temperature. This feature, along with the positive temperature coefficient in
the on-resistance (Figure 6.20), reduces the possibility of a thermal runaway and
makes paralleling easy for these devices.

The turn-on and turnoff measurements were performed at room temperature
using a power supply voltage of 300V and a load resistance of approximately 20Ω
in common emitter mode. Typical turnoff and turn-on transients recorded at 25ºC
are shown in Figures 6.21 and 6.22. The device was turned off by simply removing
the base current. A turn-on rise time of 160 ns and a turnoff fall time of 120 ns
were observed at 25ºC. In addition, a storage time of approximately 40 ns was
observed.
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6.6 Design and Fabrication of UHF Transistors

Power gain is one of the most important design considerations in the design of a
microwave power transistor. The power gain is determined by the fmax, the maximum
frequency of oscillation. Under small signal conditions, the highest power gain a
transistor can achieve at frequency f0 is given by
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Normally, however, the power gain predicted by this equation cannot be
obtained due to parasitics. For large-signal Class C operation, the power gain is fur-
ther reduced by the current and voltage saturation of the transistor. Therefore it is
not unusual for a power transistor to have gain, which is 3 to 4 dB lower than this
relation predicts. Assuming that we need a small-signal gain of 12 dB at 400 MHz,
this relation dictates an fmax of at least 1.6 GHz.

To design a transistor with a 1.6-GHz intrinsic fmax, we should examine the fac-
tors that affect the fmax of the transistor. A simplified cross section of the epitaxial
emitter structure is shown in Figure 6.23. The stripe geometry has been assumed. All
microwave transistors are fabricated more or less with this geometry. The intrinsic
part, directly under the emitter, is the active part of the transistor. The extrinsic
part, which connects the intrinsic base (under the emitter) to the base contacts, is the
parasitic part of the transistor. The effects of these two parts on the transistor fmax

can be evaluated by the following formula [22]:
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where the various terms are defined:

fT Current gain bandwidth of the transistor.

rcon Base contact resistance.

rbe Extrinsic base resistance.

rb Intrinsic base resistance.

Ct Total base-collector capacitance.

Cbe Collector base capacitance due to the extrinsic part of the base.

Ci Collector base capacitance due to the intrinsic part of the base.

For interdigitated transistor structures, the device parameters in the previous
formula can be further expressed in terms of the transistor structure parameters
[22]. Thus we have,
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where

Rc Base contact resistance per unit length in ohm-cm.

Rb Intrinsic base sheet resistance in ohm/sq.

Rbe Extrinsic base sheet resistance in ohm/sq.

Ccb Collector base capacitance in F/cm2.
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Se Emitter width (shown in Figure 6.23).

Sc Base contact width (shown in Figure 6.23).

Sbe Spacing between emitter mesa and the base contact (shown in Figure
6.23).

Assuming Rc ~ 1 ohm-cm, Rb = Rbe = 100,000 ohm per sq. (for NA = 2 × 1018

cm−3), fT = 2 GHz, Sc = 2 µm, and Wc, depleted collector thickness of 2 µm (Ccb =
(εSiC/Wc ), the fmax was calculated for various values of Se and Sbe. The results are sum-
marized in Figure 6.24. Based on these calculations, it may be concluded that the fmax

is limited by the extrinsic base resistance and not by the emitter width to the first
order. Therefore, we have chosen the emitter width, Se = 2.5 µm for ease of fabrica-
tion. The nominal design uses Sbe = 0.5 µm to assure that we get fmax > 1.6 GHz.

The fT may be estimated as follows:
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where

τec Total delay between emitter to collector.

Wb Base thickness (500–2,000Å).

Dn Diffusion coefficient of electrons in the base (1.95 cm2/sec at 25ºC
assuming electron mobility of 75 cm2/V · s in the base doped at 2 × 1018

cm−3).

WC Collector thickness (6 µm).

Vs Velocity of electrons in the collector (1.5 × 107 cm/sec at 25ºC).

IC Collector current (50% of the maximum value at a current density of
6,000 A/cm2).

CBE Total base-emitter junction capacitance.

Ct Total base-collector capacitance.
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The calculated values of fT as a function of Wb at room temperature and 250ºC
junction temperature are shown in Figure 6.25. We have chosen a nominal value of
Wb ~ 1,000Å to provide an fT ~ 2 GHz at a junction temperature of 250ºC. The col-
lector thickness is chosen to be 6 µm to provide a reasonably high VCBO of around
600V. It turns out that if a power supply voltage of 300V is chosen for Class B
operation, the output power density in BJT cells is very high. With approximately
50% power-added efficiency, about the same amount of power is thermally dissi-
pated. As a result, the junction temperature rises to above 400ºC, which then
reduces fT and consequently fmax and power gain. Therefore, we have chosen a collec-
tor supply voltage of 80–100V to minimize the thermal issues. This then dictates a
VCEO of approximately 200V (assuming common emitter operation) and a VCBO of
approximately 250–300V. Thus, in future designs, the collector thickness may be
reduced to 2.5 µm, resulting in further improvement in fT. Although reduction in col-
lector thickness will increase the base-collector capacitance, Ct, its overall effect will
be to improve both fT and fmax.

The epitaxial emitter structure was fabricated, as shown in Figure 6.26 [23]. In
this case, only 1,000-Å-thick, p-type base layer doped at 2 × 1018 cm−3 is grown. This
is followed by an epitaxial growth of 3,000-Å-thick n+ emitter layer. The emitter
layer is etched using RIE to stop at the base layer. The rest of the process details are
similar to those described in Section 6.4. The most difficult step in this process is the
etching of the emitter layer and stopping at the base layer. The uniformity of the RIE
is critical at this step.

Figure 6.27 shows the layout of a typical cell with a pitch of 6 µm. The cell has
an approximate height of 1 mm (166 emitter fingers) and an active area width of 75
µm. Counting both edges of the emitter finger, the total emitter periphery per cell is
approximately 1 inch. In each cell, six base pads have been used to uniformly feed
the base. The emitter pad lies on the active area. Five floating guard rings are used
for edge termination. The base contact implants and the ohmic contacts have been
connected to two busses on either side of the cell. After the ohmic metal, a thick pas-
sivation is applied and contact windows are opened on the base busses and the emit-
ter fingers. Metal-2 is used to contact the base busses and the emitter fingers.

Figure 6.28 shows the I-V characteristics of a single epitaxial emitter cell. A
maximum current gain of about 15 is obtained. This current gain is extremely sensi-
tive to the base contact implant spacing from the edge of the emitter mesa (in the
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present design, it is 0.5 µm, as shown in Figure 6.26). This indicates that the surface
recombination is the limiting factor for current gain in the epitaxial emitter struc-
ture. Better passivation is needed to suppress the surface recombination and further
improve the current gain. The common emitter breakdown voltage was in excess of
500V, consistent with the 5-µm collector thickness.

The fT of the cell was measured as a function of the collector current with differ-
ent collector supply voltages (Figure 6.29). For VCC = 20V, fT peaks at about 1.5
GHz, whereas for VCC = 30V, fT peaks at about 1.3 GHz. This reduction in fT with
collector voltage is expected as the electron transit delay in the collector depletion
width increases with increasing collector bias. The sudden drop in fT at high current
for VCC = 30V is attributed to a hot spot on the device.
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A single cell was measured in common base (CB), class C mode at 425 MHz
using a collector supply voltage of 80V. The pulse width of 100 µs with a duty cycle
of 10% was used. The single measurement yielded a maximum power of 39.8W
with a power gain of 5.1 dB and a collector efficiency of 57.85% (Figure 6.30). The
power gain in class C or class B is expected to be low due to a large input power
required to turn on the input base-emitter junction, which has a turn-on voltage of
about 3V due to the wide bandgap of SiC. The output power level is consistent with
the power triangle measured under dc conditions [40W = (160V × 2A)/8].

A single cell was also measured in CE mode with a collector supply voltage of
80V at 425 MHz. The device was biased in class AB mode with a collector bias cur-
rent of about 50 mA, just enough to overcome the 3-V turn-on voltage. A 100-µs
pulse width with 10% duty cycle was used. The results are shown in Figure 6.31. A
maximum output power of 50W for a single cell was achieved. This represents an
output power density of 47 kW/cm2 when normalized by the active base area. The
power density is more than five times higher than that typically obtained with Si
BJTs at this frequency. The peak large-signal power gain was 9.6 dB. The collector
efficiency at the output power of 50W was 51% with a power gain of 9.3 dB. Next,
three cells were connected in parallel to yield an output power of 150W with a col-
lector efficiency of 60% and power gain of 6.5 dB (Figure 6.32). This clearly shows
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Figure 6.28 Common emitter (CE) I-V characteristics of a single epitaxial emitter cell showing (a) a
maximum current of 2A, βmax ~ 15 and (b) a BVCEO = 500V.
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that the output power is scalable with additional cells. The details of the input and
output matching determine the power gain and collector efficiency, which could be
different in single-cell and three-cell configurations.

These results are highly encouraging as they demonstrate the high power capa-
bility of the SiC RF-BJT devices along with acceptable power gain and efficiency.
From thermal simulations, it is estimated that the junction temperature may reach a
peak value of 171ºC for pulse widths of 250 µs and 6% duty cycle without any
external cooling. Since SiC junctions can easily sustain a temperature of 250ºC,
there is room to increase the pulse width even further.

6.7 Future Work

From the previous discussion, it is gathered that there are two potential issues that
need to be addressed in any future research on SiC BJTs: (1) The current gain of the
devices is low (10–15) at present; and (2) the base resistance is rather high due to the
high sheet resistance of the base layer and the necessity of keeping the base contact
implant at least 5 micron away from the edge of the emitter mesa. The current gain
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is presently dominated by the recombination in the base/emitter space charge region.
This can be addressed by further optimizing the growth of these layers. The base
contact can be further improved by optimizing the p+ implant schedule and anneal-
ing conditions. There is considerable ongoing research in these areas and it is
expected that useful SiC BJTs will be commercially available in a few years.
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